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ABSTRACT

In the evolving landscape of intelligent cyber-physical systems, the concept of Digital

Twins (DTs) emerges as a pivotal paradigm. The DT represents a symbiotic relationship

between a virtual model and its physical counterpart, offering insights and control for the

physical system. When combining intelligence with DTs, research is still inadequate in

considering intelligence manifested in both the real-world system and the DT. The foun-

dational motivation stems from the increasing prevalence of autonomy and intelligence in

modern systems, which often operate within intricate and dynamic environments. Systems

in this context can be designed to be computationally self-aware, but may suffer from lim-

ited computational resources, which restricts their level of intelligence. DTs can offload their

computational burden to offer more informed analysis to overcome the restriction. However,

as self-aware systems accumulate knowledge and exhibit intelligence, the role of DTs in en-

hancing their capabilities becomes a compelling question. The central inquiry guiding this

research is: How should an intelligent DT be designed to facilitate an intelligent system which

is already endowed with computational self-awareness? This thesis proposes a novel notion

of mutual intelligence enrichment, which enables runtime knowledge of the DT and the sys-

tem to be utilised by each other to boost more adaptive intelligent behaviours. This thesis

proposes a novel holistic reference architecture to address the problem with mechanisms

in different dimensions: cognitive capabilities of the DT, physical-to-virtual model update,

and virtual-to-physical system adaptation. This reference architecture leverages principles

from self-awareness and Dynamic Data-Driven Applications Systems (DDDAS) to address
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the challenges of model equivalence maintenance, adaptive runtime trade-off analysis, and

explainability for human-in-the-loop. The major benefit is that by levering the architecture,

equivalence and adaptation can be conducted from a knowledge perspective with minimum

human intervention. Also, it can enable explainability if humans are involved in the decision

loop. Evaluation in different application domains shows the efficiency and validity of the

proposed approaches.

ii



ACKNOWLEDGMENTS

First and foremost, I would like to express my gratitude to my supervisors, Prof

Georgios Theodoropoulos and Dr Rami Bahsoon, for their unwavering support in the course

of my PhD studies. Their guidance, enthusiasm, and encouragement have been invaluable

to me. The fruitful discussions with them have always been a source of inspiration, which

guides me to the quest for research challenges at fundamental levels.

I would like to thank Dr Nikos Tziritas, for the suggestions and discussion in my

research work. I would also like to thank the thesis group members, Prof Peter Tino and Dr

Leandro Minku, for their constructive questions and suggestions for the research work and

progress.

It is also my great fortune to work with wonderful people both at Birmingham and

SUSTech. I would like to thank Hargyo T. N. Ignatius for all the insightful discussions,

both online and offline. Special thanks to the team in SUSTech: Zhengchang Hua, Jingran

Shen, Shuyi Chen, Georgios Diamantopoulos, and Christian Vergara. The group meeting has

always been an extraordinary opportunity to communicate and exchange wonderful thoughts.

Also, many thanks to Yaru Zhao for the support of all the tedious administrative tasks.

I would like to thank my parents for their everlasting care and unconditioned support.

And lastly, special thanks to my fiancée Jiayu Wang, who has always been a great source of

support throughout the course of my PhD studies.

iii



Contents

Page

1 Introduction 1

1.1 Intelligence and Digital Twins . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 An Illustrative Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.3 Aim and Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.3.1 Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.3.2 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.4 Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.5 Research Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.6 Thesis Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.7 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.8 Structure of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2 Background and Related Work 25

2.1 Intelligent Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.1.1 Self-Adaptive Systems with MAPE-K . . . . . . . . . . . . . . . . . . 26

2.1.2 Self-Aware Computing . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.2 Digital Twins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.2.1 A Brief History of Digital Twins . . . . . . . . . . . . . . . . . . . . . 31

2.3 Online and Lifelong/Continual Learning . . . . . . . . . . . . . . . . . . . . 33

2.4 Related Concepts in Other Domains . . . . . . . . . . . . . . . . . . . . . . . 35

iv



CONTENTS

2.4.1 DDDAS/Info-Symbiotic Systems . . . . . . . . . . . . . . . . . . . . 35

2.4.2 Symbiotic Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.4.3 Parallel System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.5 Research Perspective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3 Digitally Twinning an Intelligent System 40

3.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.2 Digital Twinning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.2.1 Physical World Model . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.2.2 Virtual World . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.3 A Generic Reference Architecture . . . . . . . . . . . . . . . . . . . . . . . . 50

3.3.1 Cognitive Decision Support . . . . . . . . . . . . . . . . . . . . . . . 51

3.3.2 Model Equivalence and Adaptation . . . . . . . . . . . . . . . . . . . 54

4 Architecting Intelligent Digital Twins with Self-Awareness 55

4.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.2 Intelligent Digital Twins . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.2.1 Levels of Intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.2.2 Autonomy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.2.3 Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4.2.4 Learning and Knowledge Management . . . . . . . . . . . . . . . . . 64

4.2.5 Cognitive Digital Twins . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.3 A Reference Model for Self-Aware Digital Twins . . . . . . . . . . . . . . . . 70

4.4 An Illustrative Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.5 Mapping to Self-Awareness . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.5.1 Stimulus-Aware Digital Twin . . . . . . . . . . . . . . . . . . . . . . . 74

4.5.2 Interaction-Aware Digital Twin . . . . . . . . . . . . . . . . . . . . . 74

4.5.3 Time-Aware Digital Twin . . . . . . . . . . . . . . . . . . . . . . . . 75

v



CONTENTS

4.5.4 Goal-Aware Digital Twin . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.5.5 Meta-Self-Aware Digital Twin . . . . . . . . . . . . . . . . . . . . . . 76

4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.7 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5 Physical-to-Virtual: Knowledge Equivalence in Digital Twins 81

5.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.2 Related Work: Equivalence in Digital Twins . . . . . . . . . . . . . . . . . . 84

5.2.1 Sensor Data Replication . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.2.2 Discrepancy Checking . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.2.3 Continuous Online Calibration . . . . . . . . . . . . . . . . . . . . . . 88

5.3 Knowledge Equivalence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.3.1 Defining Knowledge Equivalence . . . . . . . . . . . . . . . . . . . . . 89

5.3.2 Threats to Knowledge Equivalence . . . . . . . . . . . . . . . . . . . 90

5.4 A Refined Reference Architecture for Equivalence Management . . . . . . . . 93

5.4.1 Requirements and Assumptions . . . . . . . . . . . . . . . . . . . . . 94

5.4.2 Equivalence Manager . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

5.5 A Methodology for Knowledge Equivalence Checking . . . . . . . . . . . . . 98

5.5.1 Benefits of Knowledge Equivalence Checking . . . . . . . . . . . . . . 98

5.5.2 Knowledge Comparison Method . . . . . . . . . . . . . . . . . . . . . 99

5.5.3 Action Comparison Method . . . . . . . . . . . . . . . . . . . . . . . 101

5.6 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.6.1 An Illustrative Example . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.6.2 Prototype Implementation . . . . . . . . . . . . . . . . . . . . . . . . 108

5.6.3 Experimental Frame . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.6.4 Simulation Validity of Knowledge Updates . . . . . . . . . . . . . . . 113

vi



CONTENTS

5.6.5 Pareto Efficiency of Knowledge Equivalence Checking . . . . . . . . 115

5.6.6 Memory Usage of Knowledge Equivalence Checking . . . . . . . . . . 123

5.6.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

5.7 Summary and Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

6 Virtual-to-Physical: Digital Twin-Enabled Adaptation for Self-Aware

Systems 130

6.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

6.1.1 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

6.1.2 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

6.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

6.2.1 Runtime Compliance Governance for Business Process . . . . . . . . 136

6.2.2 Compliance and Requirements Engineering . . . . . . . . . . . . . . . 138

6.2.3 Adaptive Compliance . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6.3 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

6.4 Digital Twins for Adaptive Compliance . . . . . . . . . . . . . . . . . . . . . 142

6.4.1 A Reference Architectural Framework . . . . . . . . . . . . . . . . . . 143

6.4.2 Compliance Modelling and Assessment . . . . . . . . . . . . . . . . . 146

6.5 Case Study: Human-Robot Collaboration . . . . . . . . . . . . . . . . . . . . 147

6.5.1 Compliance Modelling with GRL . . . . . . . . . . . . . . . . . . . . 149

6.5.2 Metrics for Goal Satisfaction . . . . . . . . . . . . . . . . . . . . . . . 151

6.6 Experimental Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

6.6.1 Experiment Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

6.6.2 Phase Change . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

6.6.3 Runtime What-if Analysis . . . . . . . . . . . . . . . . . . . . . . . . 156

6.6.4 Evaluation Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

6.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

vii



7 Architecting Explainable Human-In-The-Loop Digital Twins 160

7.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

7.2 Background and Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . 162

7.3 Motivating Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

7.4 A Reference Architecture for Explainable Digital Twins Leveraging DDDAS

Principles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

7.5 Explainable Decisions for Human-In-The-Loop Digital Twins . . . . . . . . . 168

7.5.1 Explanation for Measurement Adaptation . . . . . . . . . . . . . . . 169

7.5.2 Explanation for Model Adaptation . . . . . . . . . . . . . . . . . . . 170

7.5.3 Explanation for System Behaviour Adaptation . . . . . . . . . . . . . 171

7.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

7.6.1 Trade-off Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

7.6.2 Evaluation Framework . . . . . . . . . . . . . . . . . . . . . . . . . . 173

7.6.3 DDDAS vs. Self-Aware Digital Twins . . . . . . . . . . . . . . . . . . 176

7.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

8 Conclusion and Reflection 178

8.1 How the Research Questions Have Been Addressed . . . . . . . . . . . . . . 178

8.2 Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181

8.2.1 Other Levels of Self-Aware Digital Twins . . . . . . . . . . . . . . . . 181

8.2.2 Adaptation for Other Levels of Self-Aware Systems . . . . . . . . . . 182

8.2.3 Decentralisation and Distribution . . . . . . . . . . . . . . . . . . . . 182

8.2.4 Explainability Driven Analysis . . . . . . . . . . . . . . . . . . . . . . 183

8.3 Closing Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

A Agent Behaviours in the Motivating Example of Chapter 5 185

References 187

viii



List of Figures

1.1 The Digital Twin Paradigm. . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 A matrix delineating the intelligence of the DT and the real-world system. . 4

2.1 The MAPE-K structure of the autonomic manager, which is the primary

building block of autonomic systems (Figure from [256]). . . . . . . . . . . . 27

2.2 Reference architecture for self-aware and self-expressive computing systems

(Figure from [142]). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.3 The conceptual model of the Digital Twin, Self-awareness, and DDDAS. . . . 39

3.1 Physical world. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.2 A self-aware agent in the physical world. . . . . . . . . . . . . . . . . . . . . 48

3.3 Digital Twin modelling of the physical world. . . . . . . . . . . . . . . . . . . 49

3.4 A reference model of the Digital Twin for intelligent systems (agents are self-

aware). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.1 A classification of Digital Twins by intelligence. . . . . . . . . . . . . . . . . 59

4.2 Reference model of a self-aware digital twin with full capabilities of self-

awareness (a fully-cognitive digital twin). . . . . . . . . . . . . . . . . . . . . 70

4.3 A city logistics example. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.1 Instantiation of Fig. 3.4 with Self-Awareness. . . . . . . . . . . . . . . . . . . 96

5.2 Decentralisation of Equivalence Managers. . . . . . . . . . . . . . . . . . . . 97

5.3 k-coverage from the bird’s-eye view. . . . . . . . . . . . . . . . . . . . . . . . 107

ix



LIST OF FIGURES

5.4 The implementation architecture for the prototype. . . . . . . . . . . . . . . 110

5.5 The initial snapshot of the evaluation scenes. A 2-D world of size 50 * 50

is considered. The blue rectangles are the objects. The red circles are the

drones. Scenes 4, 5 and 6 are generated by randomly positioning the objects

and drones and randomly assigning the initial moving direction of each object

to be one of the four: east, north, west and south. . . . . . . . . . . . . . . 111

5.6 Knowledge update strategies in 6 scenarios. . . . . . . . . . . . . . . . . . . 115

5.7 2-coverage utility of three knowledge update strategies, after updating at time

320 in Scenario I-6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

5.8 Solutions (after normalisation) obtained by different threshold values in sce-

nario I-1. Values of the threshold are shown in different colors. . . . . . . . 119

5.9 Simulation results for all 12 scenarios. The x-axis is normalised by the value of

the average utility deviation obtained when no update is involved. The values

used for normalisation are (row by row, from left to right for each row in the

figure): 0.1436, 0.1452, 0.2224, 0.1343, 0.1165, 0.1416, 0.1519, 0.1519, 0.2167,

0.1449, 0.1250, 0.1475. The y-axis is normalised by 1000, which is the worst

situation where the simulation should be updated each time unit. Within the

highlighted area in grey, all solutions of state comparison are dominated by

knowledge comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.10 A situation where the state deviates but knowledge and utility are not. At

t=0, the simulated world and real world are identical, hence they overlap at

the same position. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.11 Two different ways of quantifying actions applied to scenarios I-1 to I-6. . . . 124

5.12 Extra memory required for the comparison. . . . . . . . . . . . . . . . . . . 124

6.1 Design process: from compliance source to behavioural rules of agents. . . . 141

6.2 The reference architecture for a compliance-aware Digital Twin. . . . . . . . 144

x



6.3 Pareto efficiency of two objectives: compliance level and goal satisfaction. A

and C both dominate B, but A and C are mutually non-dominated solutions. 147

6.4 Overall layout of the case study. Human workers move according to black

dashed arrows. The movement of AMRs (red arrows) may intersect with the

workers. The safety compliance behavioural rule onboard an AMR should

instruct the AMR to slow down to avoid collision with human workers. . . . 148

6.5 The GRL model for safety compliance and productivity. . . . . . . . . . . . 150

6.6 The simulation model of the use case. . . . . . . . . . . . . . . . . . . . . . . 153

6.7 Productivity (service time) monitoring for the two-phase scenario with the

rule parameter y = 5. Phase 2 causes an increase in service time. . . . . . . . 154

6.8 Histogram of the monitored overall safety level (measured by Safetymin in

equation (6.3) with threshold dth = 4 meters) through time in the two phases

when the rule parameter y = 5., excluding the value of 1. The safety level in

Phase 2 is more likely to be lower compared to that in Phase 1. . . . . . . . 155

6.9 The safety and productivity metrics when different design alternatives (the

choice of the rule’s parameter value) are applied to Phases 1 and 2. Each data

point represents the result of selecting a parameter value y. The data labels

show the value of y for each data point. The safety level is calculated according

to equation (6.3) with dth = 4 meters and the productivity is calculated with

Tth = 400 seconds. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

6.10 Comparison of two design alternatives in both Phase 1 and Phase 2. . . . . . 157

7.1 A novel reference architecture for explainable human-in-the-loop DDDAS-

inspired Digital Twins. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

xi



List of Tables

3.1 Related work for digitally twinning an intelligent system. . . . . . . . . . . . 43

4.1 Classification on the intelligence of DT. . . . . . . . . . . . . . . . . . . . . . 69

4.2 Attributes that instantiate self-awareness. . . . . . . . . . . . . . . . . . . . 78

5.1 Related work for online equivalence. . . . . . . . . . . . . . . . . . . . . . . . 85

5.2 Types of data accessible in simulation. . . . . . . . . . . . . . . . . . . . . . 109

5.3 All solutions measured by the hypervolume of the two objectives: utility de-

viation and the number of updates. . . . . . . . . . . . . . . . . . . . . . . 122

6.1 Related work for adaptive compliance at runtime. . . . . . . . . . . . . . . . 140

7.1 Related work for explainability and DT. . . . . . . . . . . . . . . . . . . . . 164

xii



Acronyms

A/IS Autonomous/Intelligent System. 25

AI Artificial Intelligence. 3, 57, 58, 60, 67, 162, 172

AMR Autonomous Mobile Robot. 131, 141, 144, 145, 147–151, 153–155, 165

CDT Cognitive Digital Twin. 18, 20, 56, 59, 66–68, 81

CPS Cyber-Physical Systems. 8, 27, 41, 56, 131–135, 139

DDDAS Dynamic Data-Driven Applications Systems. 14, 18, 21, 35–37, 39, 79, 80, 84,

87, 135, 143, 160–163, 165, 166, 168, 176, 181

DT Digital Twin.

GRL Goal-oriented Requirements Language. 139, 145, 146, 149, 151, 159

IIOT Industrial Internet of Things. 57, 58

IoT Internet of Things. 8, 11, 32, 41, 54, 57, 86, 131, 141, 143, 163

xiii



Acronyms

MAPE-K Monitor-Analyse-Plan-Execute over a shared Knowledge. 26–28, 41, 60, 139

MAS Multi-Agent Systems. 6, 7, 13, 32, 50, 51, 90, 128, 143

ML Machine Learning. 37, 57, 58, 61, 63–66, 78, 79, 166–168, 170, 177

P2V Physical-to-Virtual. 14–20, 23, 32, 39, 81, 130, 174, 179, 182, 183

UAV Unmanned Aerial Vehicle. 65, 79, 88, 163

V2P Virtual-to-Physical. 14–19, 21, 23, 32, 39, 130, 174, 179, 180, 182, 183

xiv



Chapter One

Introduction

The concept of Digital Twin (DT) has received increasing attention in recent years and has

been explored in various fields, including smart manufacturing, logistics, transportation, city

and urban planning, smart agriculture, etc. [117, 173, 23, 89]. A DT is generally regarded

as the virtual representation of existing physical assets, products, objects, or systems [173,

233]. The digital twin as a virtual representation can further benefit the physical twin

with analysis and services supported by real-time simulation. Many definitions of the DT

have been proposed in the literature, each firmly based on application context [23, 233]. A

representative and inclusive definition of the DT, which is adopted in this thesis, has been

put forth in [14]:

“A digital twin is the combination of a computational model and a real-world

system, designed to monitor, control and optimise its functionality. Through

data and feedback, both simulated and real, a digital twin can develop capacities

for autonomy and to learn from and reason about its environment.”

Despite the various definitions, this thesis views the Digital Twin paradigm, in general,

as a system consisting of the physical world, models of the physical world, and the real-time
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Figure 1.1: The Digital Twin Paradigm.

analysis capability enabled by those models (See Figure. 1.1). The physical world is closely

entangled with its models through real-time data exchange. The physical world may contain

software systems and the physical environment. For instance, for a smart city digital twin,

autonomous cars can be the software-based system operating in the physical world, while

road traffic is the physical environment. The digital twin can provide simulation analysis

and a holistic view of the entire city to optimise traffic and the behaviours of autonomous

cars.

The focus of analyses and services enabled by DTs has been geared towards simula-

tion and what-if analysis to inform deployment and subsequent refinements of the physical

systems through continuous monitoring and data assimilation [63, 237, 37]. An essential

added value of the DT for the real-world system is its capability for more informed runtime

decision-making and planning through simulation [214, 78]. Specifically, the added value for

the real-world system can be summarised according to [196]:

“Digital twin can be defined as a virtual representation of a physical asset enabled

through data and simulators for real-time prediction, optimization, monitoring,

controlling, and improved decision making.”
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These capabilities of real-time analyses and services imply the idea of an intelligent

DT. A DT can be designed to incorporate artificial intelligence (AI) to realise an autonomous

system, thus enabling services such as optimisation and automatic control of the real-world

system [15, 251]. An intelligent DT should also incorporate “self-*” capabilities such as

self-optimising or self-configuring, thus making decisions autonomously and involving less

human intervention [173]. It can be argued that “self-*” (self-adapting, self-regulating, self-

monitoring, self-diagnosing, etc.) should be a distinguishing feature that characterises the

intelligence of the DT [171].

Despite the efforts in characterising and designing intelligent DTs, most of the liter-

ature only focuses on the intelligence on the digital part: how the DT can support more

informed analysis, learning, and services in an autonomous fashion. When integrating intel-

ligence and DTs, it is common to regard intelligence as solely manifested in the digital part

of the DT-based system. However, inadequate attention has been paid to the intelligence of

the real-world system in the Digital Twin paradigm. This calls for in-depth analyses of the

synergy between intelligence and Digital Twin, and how intelligence can be instantiated in

different components in the DT-based system.

1.1 Intelligence and Digital Twins

This thesis regards intelligence and DTs as two equally important concepts. This section

discusses the possible fusion of intelligence and DTs. It can be argued that “intelligence” in

the DT realm is not a characteristic that can only be embodied in the digital part, but also

the real-world system.

A classification for the different combinations of intelligence in the digital part and

the real-world system is provided in Figure 1.2. In the figure, the level of intelligence is
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classified into a dichotomy of “intelligent” and “naive”. The real-world system and its DT

can be either intelligent or naive (as shown in the horizontal and vertical axes of Figure 1.2):
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Figure 1.2: A matrix delineating the intelligence of the DT and the real-world system.

• A naive DT represents a DT with little intelligence and autonomy. This means its

main purpose is to monitor/estimate the state of the physical twin or act as a platform

for real-time data aggregation. For a naive DT, its functioning and decision-making for

the real-world system highly rely on human intervention. It may use pre-built rules or

simple decision models to formulate decisions, but does not support predictive analysis

and real-time simulation evaluation.

• An intelligent DT means it is autonomous, self-* and can accumulate knowledge

through learning. It can predict future states of the physical world and can support

real-time what-if analysis based on simulation models of the physical world. More im-
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portantly, a highly intelligent DT can not only optimise the real-world system through

analyses and services but also self-adapt its own models and analysis techniques.

• A naive system refers to a real-world system that has the minimum level of com-

putation and intelligence or highly relies on human control. This type of system is

not able to perceive its environment nor respond accordingly. One typical example is

the automated robotic arms in an assembly line. These robotic arms can only follow

pre-programmed procedures but cannot react to surrounding events. Robots whose

behaviours highly rely on manual control from humans, e.g. a robot whose movement

can only be controlled through teleoperation from human users, are also regarded as

naive systems.

• An intelligent system refers to a real-world system that can perceive its environment

and act accordingly with computation analysis, or even support learning and data

analytics. It can act self-adaptively by changing its behaviour based on its surroundings

in a responsive manner. One example is autonomous cars, whose onboard control can

enable autonomous manoeuvre according to road scenarios in real-time. Autonomous

cars may also accumulate knowledge of driving after it has experienced various road

scenarios.

Therefore, according to the above dichotomy for the intelligence of both the DT

and the real-world system, marrying intelligence with DTs will result in the following four

fundamental categories (as shown in Figure 1.2):

• Naive DTs of naive systems. Some typical examples can be structural health mon-

itoring for aircraft wings [144] or visualisation of a manufacturing plant [276]. The

intelligence of both the DT and the system is limited.

• Intelligent DTs of naive systems. This category is commonly discussed in smart manu-
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facturing and many other domains. To give an example, a DT can utilise both simula-

tion data and real-time data, as well as predictive analysis, to facilitate the prognostic

and health management (PHM) of a manufacturing system [231]. Here, the intelligence

of the manufacturing system is limited, while the DT can support more sophisticated

analysis to optimise the functioning of the manufacturing system. Another example is

in [156], which studies DTs for robots. Robots are controlled by teleoperation issued by

human users, thus being naive. The DT can utilise simulation to predict the behaviour

of robots, and it can monitor and issue commands (emergency stops) to the physical

twin (the robots).

• Naive DTs of intelligent systems. This type can be counter-intuitive, but for an intelli-

gent real-world system, its DT can be naive due to the necessity of human intervention.

For instance, an autonomous taxi may encounter corner cases or emergency events,

such as traffic accidents ahead or road maintenance. These scenarios can sometimes

be difficult for autonomous taxis to manage gracefully due to the lack of training data

during the offline development phase or the incapability of onboard policies for driving

behaviours. A DT can monitor these unexpected scenarios, and hand over the control

of the vehicle to a remote human driver sitting in a remote centre, via low-latency

communication such as 5G.

• Intelligent DTs of intelligent systems. This category enables the DT to assist the intel-

ligence of the real-world system autonomously with more informed what-if simulation

analysis and learning capabilities that cannot be supported onboard the real-world

system due to issues such as energy consumption or resource constraints. The DT can

also self-adapt its own analysis models.

Similar to the above discussion, there has been preliminary work that investigated

the relationship and synergy between agents, multi-agent systems (MAS) and digital twins
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[163]. In [163], the authors propose two views of the synergy: how MAS can utilise digital

twins, and how digital twins can utilise MAS. In the first view, MAS can utilise DTs as

a virtual environment or platform, in which DTs act as a shared medium for agents to

access physical assets and resources. In the second view, DTs can utilise agents to offer

more intelligent services and functionalities. However, their perspectives generally fall into

the category of intelligent DTs of naive systems. The real-world system is naive because

it only involves physical assets such as patients, rescuers and ambulances. The other three

categories discussed in this section are not involved in [163].

Among the four combinations of intelligence and DTs discussed above, this thesis

specifically focuses on the vision of intelligent DTs of intelligent systems. Such a

paradigm is promising since it can exploit both the computational capability of the real-world

system and the DT, thus reaching much higher levels of autonomy and possibly enabling

human-like cognitive behaviours. However, this combination has received little attention in

the literature.

1.2 An Illustrative Example

To investigate the vision of intelligent DTs of intelligent systems, it is essential to clarify

the reasons behind the necessity of this vision, highlight its advantages, and identify any

outstanding issues that need to be addressed. This section peeks into an example in Cyber-

Physical Systems (CPS) and illustrates the advantage of DT, and how intelligence can be

embodied in both the real-world system and the DT.

As computing infrastructure becomes less expensive and more energy-efficient, and

digitalisation becomes more prevalent, smart computing nodes (e.g. edge servers, autonomous

robots) have been increasingly adopted in various domains such as the Internet of Things
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(IoT), edge computing, and ubiquitous computing. These computing nodes can be made

intelligent and autonomous to finish tasks without human intervention. They self-adaptively

change their behaviour and can even acquire new knowledge in the course of operation. One

example can be autonomous drones for decentralised collaborative surveillance in the city.

Drones can use their onboard intelligence to collaboratively identify which area is of interest

(e.g. high density of crowd, traffic congestion) and negotiate with other drones to decide who

will monitor which area. Drones can also gain knowledge about the behaviour patterns of

crowds or traffic by analysing historical observations, which can be used to predict potential

areas of interest in the future.

These systems are essentially complex smart Cyber-Physical Systems (CPS), which

are characterised by the close entanglement between software and physical hardware. In

CPS, information from the physical world is continuously collected, and computation, com-

munication, and control (3C) enabled by software (the “cyber” part) manage the behaviour of

the physical systems (the “physical” part) in return to perform dedicated tasks autonomously

and collaboratively [195].

Autonomy is an important dimension in complex CPS that enables the system to

support intelligent analysis and perform specific tasks in dynamic and complex environments

without human intervention [174, 39, 140]. Knowledge management is an essential capability

to support autonomous behaviours [101, 26]. The software part should be able to enable self-

awareness, thus acquiring and updating knowledge continuously and utilising the knowledge

learned to change the behaviour of the system self-adaptively [101, 26]. Intelligence can be

distributed to each subsystem/node of the entire CPS, where each subsystem (node) is

autonomous and intelligent on its own and makes decisions by itself [75]. The software of

each node collects data from the physical part of the node, environment and the software

part itself, to formulate autonomous adaptation on the behaviour of the CPS.
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These autonomous CPS may work in open and dynamic environments, facing unpre-

dictable events and sometimes involving interaction with humans. In the drone surveillance

example described earlier in this section, the city may involve a large number of entities,

such as humans and cars. There can also be unpredictable emergency events like car acci-

dents, which increases the difficulty for drones to manage. However, subsystems/nodes (e.g.

autonomous drones) of the CPS may have limited hardware resources (e.g. CPU and mem-

ory) or energy consumption constraints (if they are battery-powered), which can limit their

ability to perform intensive computational analysis [26]. As a result, the nodes may only

support a limited level of intelligence. Such constraints can significantly impede the capacity

of each node to make optimal decisions in real time to mitigate runtime uncertainties in the

environment. With constrained intelligence, the following challenges may arise:

• Trade-off among different goals. CPS are designed to perform specific tasks in

the physical environment. In addition to the task, the system may also be required to

achieve various other quality goals, business goals or regulatory compliance, such as

safety, efficiency, profit, carbon emission, etc. These goals can usually be conflicting,

thus requiring trade-off analyses. For instance, an autonomous car in the city may

need to balance the goals of reaching the destination fast while ensuring safe driving.

Such trade-off needs to be analysed online to react to different scenarios, which may

be beyond the capabilities of intelligence onboard, or the nodes’ limited computational

resources may not support generating timely solutions.

• Dynamic and open environment. For highly dynamic and complex environments,

it can be impossible at design time to foresee or enumerate all possible environmental

contexts and design the control scheme accordingly. The designed intelligent control

scheme of each node may only be applicable in specific scenarios, since not all possi-

ble future threats can be foreseen during the design phase, and the full behaviour of

the complex environment only emerges during operation [213, 238]. The existence of
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human and machine-related errors and their ripple impact on the system can best be

understood at run-time due to the absence of necessary contextual information dur-

ing design time. Also, the best trade-off between multiple goals may be different in

different environmental contexts and states.

• Dynamism of the CPS. CPS are usually systems of systems, and the interaction

between multiple subsystems increases the complexity of the overall system behaviour.

The CPS itself may involve a network of heterogeneous nodes that differ in their com-

putational capabilities and constraints. The network may change during the task

operation, with nodes joining and leaving the network dynamically. This requires a

proper design of the self-adaption logic that is aware of the intrinsic dynamism of the

system.

The composite effect of the above challenges makes it difficult for resource-constrained

CPS to handle the uncertainties only known at runtime. Although cloud-based solutions have

been proposed for resource-constrained CPS to offload the computation originally onboard

the CPS to the cloud [154, 273, 104, 40], the complexity of the environment at runtime

calls for high-fidelity simulation to accurately predict and understand outcomes of candidate

decisions in real-time for more in-context evaluation.

The Digital Twin paradigm can be a promising approach for these constrained in-

telligent systems. A Digital Twin can model and replicate the entire physical space in real

time. With the support of cloud computing or high-performance computing, the DT can

utilise abundant computational resources to provide holistic analysis by simulating the en-

tire environment, offering more informed decision-making for the resource-constrained smart

computing nodes. In comparison, it can be difficult for resource-constrained computing nodes

themselves to conduct complex simulation analysis. Also, the Digital Twin can augment the

functionality of the pre-existing system with minimal design modifications of that system,
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which reduces the effort in re-developing the behavioural logic of the computing nodes.

The Digital Twin should also be made intelligent and autonomous. In open and highly

dynamic application environments such as city surveillance, decisions may need to be made

in a timely manner. Such a requirement for fast decision-making in a complex environment

may be difficult for humans to manage and analyse. Therefore, the DT should be made

self-adaptive and autonomous to make decisions by itself to optimise the real-world system.

This leads to the need for engineering intelligent DTs of intelligent systems.

There has been only a few preliminary work that focuses on intelligent DTs of intel-

ligent systems. For instance, Sun, Lei, Wang, Liu, and Zhang [225] use DTs to optimise the

training efficiency of federated learning (FL) on IoT devices. They use offline-trained deep

reinforcement learning to dynamically change the aggregation frequency of FL based on the

current training state of FL and the status of the devices. Zhang, Cao, and Zhang [270]

focus on using DTs to facilitate multi-agent learning in vehicular edge computing. The DT

uses a gravity-model-based scheme to aggregate agents into multiple groups to improve the

learning efficiency of agents. The multi-agent learning results, in return, adjust the aggre-

gation scheme of the DT. Despite these existing efforts in the exploration of intelligent DTs

of intelligent systems, DTs in the existing work do not involve simulation what-if analysis,

which is an essential capability addressed by the DT to support more sophisticated analysis

[93].

Research is still inadequate in applying DTs that use online what-if analysis with

high-fidelity simulation for self-* intelligent systems. Such a combination poses new require-

ments firstly for the digital twinning of the system: the intelligence/knowledge management

processes of the real-world system should also be replicated by the DT. This is essential to

ensure the simulation prediction of the entire system is valid, since the system’s behaviours

are highly dependent on its intelligence and runtime knowledge. This requirement is not
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needed for the work [270, 225] since no simulation is involved in their DTs. New mechanisms

are also needed to coordinate the intelligence of the DT and the intelligence of the system to

enable mutual intelligence enrichment : the intelligence of the DT assists and perfects

the intelligence of the real-world system, and vice-versa.

1.3 Aim and Research Questions

As discussed in the previous section, the problem of existing research lies in the inadequate

investigation and understanding of intelligent DTs of intelligent systems. Therefore, the

aim of this thesis is to formulate the novel notion of intelligent DTs of intelligent systems,

characterise the symbiotic relationship of mutual intelligence enrichment, and identify the

challenges and solutions. Specifically, this thesis aspires to design a framework for the coor-

dination of knowledge and the management of knowledge between the digital twin and the

physical twin, such that the intelligence of both twins can be mutually enriched. The benefit

of mutual intelligence enrichment is that the DT can utilise real-time simulation analysis

to acquire new knowledge and subsequently instruct more informed adaptation of the real-

world system, while the real-world system’s data and the real-world system’s own knowledge

perfect the intelligence of the DT.

1.3.1 Scope

This subsection specifies the thesis’s perspective on DT and the scope for intelligence in

real-world systems. The DT can augment the intelligence of the physical system with more

informed analysis in real-time, while the physical system can provide a more heightened level

of realism with sensor data to enrich the knowledge of the DT, forming a real-time feedback

loop that continuously perfects both digital and physical worlds. Throughout the thesis, we
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will use the terms “real-world system” and “physical system” interchangeably to refer to the

software-based system in the physical world.

This thesis refers to intelligent systems in the physical world as autonomous complex

CPS whose software part is composed of intelligent agents, forming a multi-agent system

[259]. The intelligence of each agent is characterised by “self-*” (self-configuring, self-healing,

self-optimising, self-protecting, etc.) adaptive capabilities [107, 212]. This thesis specifically

focuses on one type of self-*: self-awareness, which can be regarded as an enabler of self-

adaptation and other self-* properties [212]. Self-awareness refers to the system’s ability

to acquire and utilise knowledge dynamically [135]. A more detailed description of self-

awareness will be given in Chapter 2. Therefore, an intelligent system would be illustrated

as a large-scale autonomous system consisting of connected computing nodes (e.g. drones),

each of which is managed by an onboard intelligent agent. Each node can accumulate

knowledge about itself and the environment to make its own decisions and collaborate with

other nodes in the network. The computation within the entire system is distributed, and

the control is decentralised to each agent [65, 42, 257]. The degree of autonomy and level

of intelligence of these agents may be limited by issues like energy consumption and the

computation capability of each node.

In this thesis, a Digital Twin is regarded as a simulation model of a real-world system

and its physical environment, combined with the services supported by the model. The DT

has a symbiotic relationship with the physical world: its model is continuously updated by

real-time data sensed from the physical world, and the DT can use online simulation analysis

to provide new insights for human managers/users and also support autonomous control of

the system in real-time. The runtime/online analysis is enabled by simulating different

what-if scenarios on the possible assumptions, inputs, environmental conditions, etc., to

predict their future outcome. By “online” or “runtime”, this thesis refers to the ability to

conduct analysis and obtain insights in a timely manner while the system is running and the
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environment is evolving. This is in contrast with “offline” or “design time”, which refers to

the activity before a system is deployed in the real environment. With sensor data from the

physical system, the DT empowers intelligence with more informed analysis to assist and

help the real-world system that has constrained intelligence.

The symbiotic relationship between the DT and the physical world is enabled by

real-time feedback loops. A DT can utilise principles of Dynamic Data-Driven Applications

Systems (DDDAS), which incorporate data into an executing model to improve its accuracy,

and the model, in return, guides the measurement process [60]. In the feedback loop, the DT

assimilates real-time data to the model, updates the model to ensure equivalence, acquires

new knowledge with the up-to-date model and sensor readings, and informs new insights

or adaptations of the real-world system. The feedback loop can be characterised by two

directions of data flow: Physical-to-Virtual (P2V) and Virtual-to-Physical (V2P) [233]. P2V

describes the data flow and associated mechanisms from the physical world to the DT, while

V2P refers to the direction of data flow from the DT to the physical world.

Notice that the term “knowledge” referred to in this thesis, which enables the intelli-

gence of the DT and the real-world system, does not pertain to domain knowledge. Instead,

this thesis specifically focuses on runtime knowledge that is dynamically acquired through

the DT’s or real-world system’s own perception from sensors. The sensors can be either

internal (obtaining data about itself) or external (obtaining data about its environment)

[143]. Such kind of runtime knowledge is closely related to the self-awareness capability of

the DT or the real-world system: how the DT or the real-world system understand itself and

its environment.

One can argue that it is not new to use the DT’s what-if analysis enabled by simulation

models to optimise a physical system in real-time [214]. However, research is still inadequate

in enabling the DT to use real-time simulation analysis to assist a real-world system that can

14



Introduction

self-adapt its behaviour and may learn knowledge on its own. In this way, the DT does not

need to have full control of the real-world system, thus reducing the computation burden of

the DT and also the communication overhead. It remains to be investigated how DTs can

play a role in this context, and how the intelligence of the DT and the intelligence of the

physical system can coordinate.

1.3.2 Research Questions

Further research is needed to investigate the novel concept of mutual intelligence enrichment.

An intelligent DT is expected to overcome the computation limitation of a multi-agent self-

aware system, thus empowering intelligence. Specifically, the following research questions

are to be answered:

• RQ1 How to design an intelligent DT that combines knowledge management and

simulation what-if analysis to assist self-aware systems?

• RQ2 How to achieve mutual intelligence enrichment between the intelligent DT and

the self-aware systems?

• RQ3 If humans are involved in the mutual intelligence enrichment process, how can

DTs provide explainability to humans for improved decision-making?

1.4 Objectives

One fundamental aspect of the DT paradigm is the real-time feedback loop, which is com-

posed of V2P synchronisation, P2V control and the intelligence that informs the above two

processes. Driven by the research questions, the following objectives will be addressed:
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• O1. Develop a generic reference architecture for the vision of intelligent DTs of in-

telligent systems. This reference architecture will identify the essential modules and

components and serve as the basis for the subsequent solutions to other research ques-

tions.

• O2. Refine the generic reference architecture to reflect (1) the synergy between fine-

grained knowledge management and real-time simulation what-if analysis of the DT

and (2) explainability-driven decision-making for human-in-the-loop. This objective

addresses RQ1 and RQ3.

• O3. Develop consolidated mechanisms for the components and processes of the real-

time feedback loop in the generic reference architecture. The solution to mutual intel-

ligence enrichment is divided into two dimensions according to the directions of data

flow between the DT and the physical world:

– O3.1 Physical-to-Virtual (P2V): the novel mechanism should enable the DT to

utilise knowledge managed by the real-world system to maintain equivalence of

the model adaptively and efficiently.

– O3.2 Virtual-to-Physical (V2P): the DT should be able to utilise simulation and

its own knowledge to provide insights that cannot be learned by the self-aware

system in the real world alone, and suggest more informed adaptations of the

system.

Such a division focuses on the two directions of mutual intelligence enrichment sep-

arately. Mechanisms designed for each direction should improve the adaptivity or

knowledge management capability of the physical/digital twin. This objective ad-

dresses RQ2.

• O4. Instantiate and evaluate the proposed mechanisms in O3 with experimental evi-

dence and analysis. This objective addresses RQ1 and RQ2.
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1.5 Research Methodology

This thesis follows a similar research methodology to the design science methodology for

information systems research as suggested in [191]. The methodology of this thesis is divided

into five iterative steps:

1. Problem identification and motivation: The motivation lies in utilising DTs to

optimise the behaviour of a real-world system with a certain level of intelligent ca-

pabilities. This thesis conducted a literature review of how intelligence is involved in

DTs-related research from two perspectives: the intelligent capabilities of a DT in dif-

ferent dimensions, and how intelligence has been addressed in the physical twin. Such

review is presented later in Chapter 4 and Chapter 5, respectively. This literature re-

view has identified that the research effort is limited in addressing the scenario where

intelligence exists in both the DT and the real-world system. The general problem is,

that the role and capabilities of DT on how it interacts with the intelligent system are

not clearly defined. One of the key dimensions of intelligence is knowledge. Self-aware

systems offer a systematic approach to architect knowledge-related decision-making

behaviours at different fine-grained levels, which serves as the basis for defining an

intelligent system in this thesis. Therefore, given the nature of DT requires two-way

interaction with the real system, the more specific problem addressed by this thesis is

that it is unclear how the knowledge of the real system and the DT can be mutually

utilised and enriched by each other.

2. Objectives and hypothesis for the solution: Motivated by the problem, reference

architectures and mechanisms are needed to delineate the role of DT and the interaction

between the intelligent DT and the self-aware real system. Specifically considering the

two-way interaction, the solution should enable mutual intelligence enrichment from

the V2P and P2V perspectives, and also consider the factor of human-in-the-loop.
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Mechanisms involved in the P2V aspect should enable knowledge maintained by the

real-world system to facilitate cost-efficient and adaptive equivalence maintenance for

the models of the DT. The V2P mechanism should be able to leverage knowledge gained

through simulation analysis by the DT to perfect the decision-making of the self-aware

systems. Based on the objectives of the perspectives mentioned above, the hypothesis

is made for the possible solutions: in P2V, the designed mechanisms are expected to

improve the continuous update process with respect to quality properties; in V2P, the

designed mechanisms are expected to reveal new insights into the optimisation of the

real-world system.

3. Design and development: The process of design and development is oriented to-

ward refining from a generic design solution to perspective-specific solutions with more

detailed configurations. This thesis first designs reference models and architectures to

delineate a generic framework of the DT-based system that addresses intelligence in

both the physical twin and digital twin. Then, the components and processes involved

in the generic design are refined to reflect the following specific aspects respectively:

the intelligence of the DT, the P2V process, the V2P process and the human-in-the-

loop factor. To integrate runtime knowledge management and simulation analysis to

the intelligence of the DT, expertise from self-aware computing systems and DDDAS

is utilised to propose a reference model towards engineering a cognitive DT. There-

fore, not only the real-world system is self-aware, but the DT is also self-aware. Then

the generic reference architecture is refined with detailed modules, mechanisms and

algorithms for P2V and V2P from the runtime knowledge perspective.

4. Demonstration: The designed reference architecture and mechanisms are instanti-

ated using multiple case studies. For the design of the self-aware DT, we justify the

applicability of how it can be mapped to a smart city drone-based logistics example.

For P2V equivalence, the refined architecture and algorithms are instantiated through
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a demonstrative example of smart mobile cameras for distributed surveillance. The

DT-based system is implemented using two simulators. One simulator represents the

physical world, and another serves as the DT. For V2P, a smart warehouse logistics

scenario is used to demonstrate the necessity of the DT-enabled runtime intelligence

enrichment for self-aware systems. The applicability of human-in-the-loop is also jus-

tified through the smart warehouse logistics scenario.

5. Evaluation and validation: According to [19], validation refers to “substantiating

that the model, within its domain of applicability, behaves with satisfactory accuracy

consistent with the study objectives”. This thesis utilises simulation-based experiments

to validate the proposed models (mechanisms) of the DT against the elicited objec-

tives and hypothesis. Specifically, the effectiveness of the proposed P2V and V2P

mechanisms are quantitatively evaluated through controlled experiments conducted

with simulation tools.

1.6 Thesis Contributions

This thesis has developed novel reference architectures and mechanisms to realise the mu-

tual intelligence enrichment for intelligent DTs of intelligent systems. A generic reference

architecture is proposed to illustrate the essential components and interaction between the

physical and digital twins. This provides an overall solution to the design of intelligent DTs

of intelligent systems. Then, the generic reference architecture is refined accordingly to re-

flect the specific requirements of each research question and objectives. This thesis designs

mechanisms and functionalities of the modules in the refined architectures to solve the chal-

lenges related to each research question. Finally, these solutions are evaluated respectively

with simulation analysis.
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Specifically, the following gives an overview of the contributions of the thesis:

• Clarifying the synergy between DTs and intelligence. This thesis explores

the potential of infusing intelligence into both the DT and its real-world counterpart

system. A four-category classification is proposed to demonstrate how the intelligence

of the DT and that of the real-world system can combine.

• Digitally twinning intelligent self-aware systems. This thesis formally describes

how a multi-agent self-aware system can be modelled and replicated within the Digital

Twin paradigm. Especially, the modelling scheme provides a novel perspective on

replicating the knowledge and the knowledge management processes of the system to

the digital twin.

• A generic reference architecture for intelligent DTs of intelligent systems.

Based on the digital twinning scheme, this thesis proposes a generic reference architec-

ture that depicts the essential components within the DT and their interactions. This

contribution addresses RQ1 and O1.

• Engineering intelligent DTs with self-awareness. This thesis proposes refine-

ment to the generic reference architecture and maps self-awareness design principles

to the intelligence of the digital twin. The mapping leads to a reference model for a

cognitive DT that combines dynamic fine-grained knowledge management, simulation

prescriptive what-if analysis, and autonomy. This contribution addresses RQ1 and

O2.

• P2V: knowledge equivalence and knowledge equivalence checking. This thesis

proposes the novel notion of knowledge equivalence for digitally twinning knowledge-

aware systems. A cost-efficient approach is proposed to identify the discrepancy of

the model online with knowledge equivalence checking. In this way, the knowledge
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of the real-world system facilitates the DT for more efficient model updates. This

contribution addresses RQ2 and O3.1, O4.

• V2P: goal-aware DT-enabled knowledge enrichment for rule-based systems.

By leveraging the proposed self-aware DT reference model, this thesis designs a goal-

aware DT approach to adapt rule-based self-aware systems for runtime trade-offs in

the context of regulatory compliance. This approach enables the intelligent DT to

enhance the intelligence of the real-world system. The benefits of this approach are

evaluated with a smart warehouse logistics example. This contribution addresses RQ2

and O3.2, O4.

• A reference architecture supporting explainability and human-in-the-loop.

This thesis proposes an explainability-driven reference architecture for human-in-the-

loop decision-making of the digital twin. The reference architecture is based on the

generic reference architecture and combines principles of DDDAS. This contribution

addresses RQ3 and O2.

1.7 Publications

The research contributions and results of this thesis have been published in several peer-

reviewed research papers, as detailed below. This thesis should be the definitive account of

the work presented in the following publications.

• N. Zhang, R. Bahsoon, and G. Theodoropoulos, ‘Towards Engineering Cognitive Dig-

ital Twins with Self-Awareness’, in 2020 IEEE International Conference on Systems,

Man, and Cybernetics (SMC), Oct. 2020, pp. 3891–3896.

Part of Chapter 4 is derived from this publication. In particular, Sections 4.2.3, 4.3-4.7
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should be the definitive account of this publication.

• N. Zhang, R. Bahsoon, N. Tziritas, and G. Theodoropoulos, ‘Explainable Human-in-

the-loop Dynamic Data-Driven Digital Twins’, in 4th International Conference on In-

foSymbiotics/Dynamic Data Driven Applications Systems (DDDAS2022), Nov. 2022,

pp. 233–243.

Chapter 7 is based on this publication.

• N. Zhang, R. Bahsoon, N. Tziritas, and G. Theodoropoulos, ‘Knowledge Equivalence in

Digital Twins of Intelligent Systems’, ACM Transactions on Modeling and Computer

Simulation (TOMACS), vol. 34, no. 1, pp. 3:1-3:37, Jan. 2024.

Chapters 3 and 5 are derived from this publication. Part of Chapter 2 is also based on

this publication, in particular Sections 2.1 and 2.2.

• N. Zhang, R. Bahsoon, N. Tziritas, and G. Theodoropoulos, ‘A Digital Twin Approach

for Adaptive Compliance in Cyber-Physical Systems: Case of Smart Warehouse Lo-

gistics’, IEEE Transactions on Systems, Man, and Cybernetics: Systems, (Sep. 2023),

(Under Review).

Chapter 6 is based on this publication.

1.8 Structure of the Thesis

The section presents the thesis structure. In particular, Chapter 2 provides a generic back-

ground and related work, while each subsequent chapter includes related work with the

specific topic of that chapter.

• Chapter 2 provides a generic background and related work of this thesis, including
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the essential background on digital twins and self-aware computing. Similar concepts

related to DTs are also explored.

• Chapter 3 formally models the physical twin, which is a multi-agent self-aware sys-

tem, and describes how to build a digital twin of such a system. A generic reference

architecture for intelligent digital twins of intelligent systems is then proposed, which

serves as the foundation of this thesis’ contribution. The following four chapters will

provide further refinement to the reference architecture by focusing on its modules and

processes. This chapter addresses O1.

• Chapter 4 specifically focuses on engineering the intelligence of the digital twin. This

chapter first classifies the intelligence of the DT in the existing literature by their

capabilities. Then, self-awareness design principles are applied to the analysis and

decision-making-related capabilities addressed by the generic reference architecture in

Chapter 3. Such an effort leads to a refined reference architecture that focuses on the

coordination of dynamic fine-grained knowledge management and online simulation

what-if analysis. This chapter addresses O2 and RQ1.

• Chapter 5 focuses on the P2V data flow of the real-time feedback loop in the generic

reference architecture in Chapter 3. It discusses the equivalence-related issues between

the model and the self-aware system, especially the novel notion of knowledge equiv-

alence. This chapter then proposes how to check whether the model is equivalent to

the real world cost-efficiently based on the method of knowledge equivalence check-

ing. A smart mobile camera application scenario is used to evaluate the efficiency of

Knowledge equivalence checking. This chapter addresses O3.1, O4 and RQ2.

• Chapter 6 focuses on the V2P data flow of the real-time feedback loop in the generic

reference architecture. Also leveraging the self-awareness capabilities proposed in

Chapter 4, this chapter provides the mechanism for DT-enabled goal-aware adaptation
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to the rules of the real-world system. The necessity of such a DT approach is evaluated

in the adaptive compliance management in smart warehouse logistics. This chapter

addresses O3.2, O4, RQ1 and RQ2.

• Chapter 7 considers the scenario where humans are involved in the decision-making

of the digital twin. The explainability of the decisions generated by the digital twin is

needed to improve the trust of humans and facilitate human intervention. This chapter

proposes an enriched design based on the generic reference architecture by identifying

where explanations are needed in the real-time feedback loops of the digital twin. This

chapter addresses O2 and RQ3.

• Chapter 8 concludes the thesis and discusses the findings with open issues.
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Chapter Two

Background and Related Work

This thesis specifically considers that the real-world system possesses one type of intelligence

capability: self-awareness. This chapter first provides a background starting from intelligent

systems and describes in detail what a self-aware system is to set the foundation of research

in later chapters. Then, an overall background is provided for the Digital Twin paradigm and

other similar concepts. This chapter mainly provides the general background and related

work for intelligent DT and self-aware systems. More detailed related work on the different

dimensions of the research is provided individually in each of the later chapters.

2.1 Intelligent Systems

This chapter starts with generic definitions of the intelligent system, and describes the ar-

chitecting effort of intelligent systems towards self-*, especially self-awareness capabilities.

According to IEEE Standard 7010-2020, An autonomous/intelligent system (A/IS) is

defined as “a semi-autonomous or autonomous computer-controlled system programmed to

carry out some task with or without limited human intervention capable of decision making

by independent inference and successfully adapting to its context. An example is an A/IS
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that refers to a computer system instantiated in a product or service” [111]. This definition

correlates autonomy to the intelligence of systems. Further, an autonomous system defined

by IEEE standard 7001-2021 refers to “a system that has the capacity to make decisions

itself in response to some input data or stimulus with a varying degree of human oversight or

intervention depending on the system’s level of autonomy” [110]. Therefore, the emphasis of

intelligence is the system’s capability to independently plan for its behaviour in a dynamic

environment.

2.1.1 Self-Adaptive Systems with MAPE-K

In designing intelligent capabilities, IBM proposed the concept of autonomic computing in

2001, which compares complex computing systems to the human autonomic nervous systems

and promotes self-governing properties to be incorporated into the system design [107, 109].

The vision was put forth under the increase in the number of interconnected computing de-

vices that operate cooperatively. It is infeasible for system administrators to anticipate the

behaviour of interactions, thus requiring runtime adaptive capabilities for the configuration,

optimisation and maintenance of such complex systems [128]. An autonomic computing sys-

tem should have self-management capabilities to change in accordance with business policies

and objectives, such as: self-configuration, self-optimisation, self-healing, and self-protection

[108]. Each system component is architected with a control loop denoted as MAPE-K with a

total of five components: Monitor (M), Analyse (A), Plan (P), Execute (E), and Knowledge

(K) [108]. The M, A, P, E components form a loop that identifies the data and control

flow for the process of reacting to events. The four components all interact with the K

component, and knowledge acts as the basis of reasoning and decision-making.

The manageability problem under complexity that autonomic computing aims to

tackle motivates the study of self-adaptive systems [255]. A self-adaptive system uses closed-
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Figure 2.1: The MAPE-K structure of the autonomic manager, which is the primary building
block of autonomic systems (Figure from [256]).

loop control to autonomously adjust its behaviour or structure in response to the dynamic

environment and the awareness of itself [51, 141]. Self-adaptation as an intelligent “self-*”

capability is also highly influenced by the MAPE-K architecture. The self-adaptive design

has been applied in various domains, such as cloud computing [48], cyber-physical systems

[174], etc.

A variety of control schemes are possible when combining multiple self-adaptive enti-

ties. The MAPE-K control components can also be decentralised. Different software entities

can have all or part of the full MAPE-K components and interact with each other. Different

decentralised control patterns based on MAPE-K have been investigated in [257]: coordi-

nated control pattern, information sharing pattern, master/slave pattern, regional planner

pattern, and hierarchical control pattern.
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2.1.2 Self-Aware Computing

The knowledge repository in the MAPE-K loop and self-adaptation, in general, is an impor-

tant component for decision-making and is central to intelligent systems. The maintenance

of such a knowledge repository is specifically addressed by self-aware computing [143]. Self-

awareness can be regarded as the enabler of self-adaptation and the primitive level among

all self-* properties, meaning the system is aware of the state of itself and environment con-

texts, in order to extract, accumulate and maintain knowledge through interaction with the

environment and other computing devices [71, 212].

In [135], self-aware computing systems are defined as computing systems that can "(1)

learn models capturing knowledge about themselves and their environment on an ongoing basis

and (2) reason using the models enabling them to act based on their knowledge and reasoning

in accordance with higher-level goals, which may also be subject to change".

Self-awareness mainly focuses on improving the system perception, which involves dy-

namic knowledge acquisition and utilisation to facilitate autonomous self-adaption. Specif-

ically, in the context of self-awareness, how to use knowledge to adapt is usually termed as

self-expression [49]. The self-expression process can deliberately plan and decide the next

actions to allow the system to self-adapt its behaviour [143].

Effort in architecture-centric approaches has been made in engineering self-awareness

in computing systems [49, 142]. In [49, 142], they provide a reference architecture for rep-

resenting the system’s design decisions and constraints. The architecture draws inspiration

from human cognition and levels of awareness in the human brain to represent knowledge

of each system component [142, 49]. As a result, the architectural framework extends the

knowledge modelling component to a finer grain. From the perspective of knowledge, self-

awareness can be categorised into five levels, namely stimulus-awareness, time-awareness,
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goal-awareness, interaction-awareness and meta-self-awareness (see Figure 2.2) [49, 142]:

Figure 2.2: Reference architecture for self-aware and self-expressive computing systems (Fig-
ure from [142]).

• Stimulus-awareness : Stimulus-awareness is the basis for all levels of self-awareness and

describes the simple reactive behaviour of the system. Stimulus-awareness is the ability

to perceive the stimuli or events acting on the system and can consequently evoke the

system to decide its next action.

• Interaction-awareness : An interaction-aware system can perceive historical knowledge

of state, behaviour, and type of relationships and communication of interacting system

components; it can consequently use this knowledge to decide its subsequent actions.

Interaction-related knowledge may be represented as a graph or network among other

representations.

• Time-awareness : Being aware of time means the system is able to use models that

involve explicit memory, time-series modelling, or anticipation [142].

• Goal-awareness : Goal-awareness refers to the ability to know the system goals and

reason about the goals. The awareness can be expressed as the utility or satisfaction

of goals.
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• Meta-self-awareness : The system can obtain knowledge of its own awareness levels and

how they are exercised.

Different levels of self-awareness can exist within the system at the same time, but

stimulus-awareness (i.e. the basic awareness level) is the prerequisite and enabler for other

awareness levels.

The work in [73] further extends the self-awareness of individual systems to networked

self-awareness. In the framework, the individual itself knows that other systems are also

self-aware. The individual will be able to model and reason based on understanding the

knowledge other systems will have, including their knowledge about stimuli, interaction,

time, and goal.

2.2 Digital Twins

As an umbrella term, the specific definition of the “digital twin” varies in different research

domains, but in general refers to the models that link with physical assets, objects, products

or systems in real-time or throughout the full life-cycle of the physical entities. Although

the Digital Twin is closely related to models and simulation, not all the literature stresses

the role of simulation in a real-time data-driven manner [173]. For instance, some of the

DT-related studies view the DT as a simulation environment that improves the design of a

product in its full life cycle [230]. This perspective views the DT’s role at a larger time span:

data collection from the physical world and decisions made via a DT may only be ready

after days or months. However, this thesis argues that DTs from this perspective are similar

to offline simulation since the DT is not designed for real-time or near-real-time adaptation

and decision support while the physical system is operating or rapidly evolving. This thesis

only studies DTs for systems that operate in a highly dynamic physical environment and
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that require “online” decision support. The “digital twin” should continuously receive data

from its physical counterpart and the physical environment, and informs decision-making in

a real-time manner [23, 149, 173].

2.2.1 A Brief History of Digital Twins

The initial idea of the Digital Twin emerged around 20 years ago, but only received wide

research attention within the past 10 years. The DT concept stems from manufacturing

and is now being applied to various application domains [231, 93, 161, 3]. The very first

conceptual model of the DT was introduced by Michael Grieves in 2002 for product lifecycle

management, but was not called a “digital twin” back then [94]. One of the earliest and most

fundamental documented definitions of the DT was given by NASA in 2012 as an initiative

for future generations of vehicles operating in extreme service conditions: “A Digital Twin is

an integrated multiphysics, multiscale, probabilistic simulation of an as-built vehicle or system

that uses the best available physical models, sensor updates, fleet history, etc., to mirror the

life of its corresponding flying twin [93].” With the simulation predictive capability, the DT

can forecast the system’s health, remaining useful life, and system response in previously

unknown conditions [93]. Tao et al. proposed a five-dimensional model of the DT in the

manufacturing domain, which defines five components of the DT: physical part, virtual part,

connection, data, and service [232, 231]. In [171], the authors further add to the definition

of the DT with the capabilities of self-adapting, self-regulating, self-monitoring, and self-

diagnosing. A taxonomy of DTs is also presented in [235]. Although there are different

variations on the components of the DT, they all reflect the earliest conceptual idea by

having the physical part, the virtual part, and the data connection between the two parts 1.
1Different existing literature may refer to the physical part as “physical object”, “physical entity”, etc.

Also, the virtual part may be called “virtual twin”, “digital part”, etc. This thesis does not distinguish such
differences.
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The research emphasis of the DT has been recently put on the dynamic and bi-

directional connection between the DT and the system being modelled, and how to link

the physical object and digital object in an accurate and real-time manner [150]. In the

Internet of Things (IoT) context, Minerva, Lee, and Crespi [173] proposes a set of essential

properties that characterise the DT, among which “the constant entanglement between an

artifact and its software representations” is of prominent importance to reflect changes of

the physical artifact to the model in real-time and vice versa. The directions of data flow

between the DT and the physical object/entity can be classified as virtual-to-physical (V2P)

and physical-to-virtual (P2V) [233]. In P2V, the state of the model is updated with sensor

data. In V2P, the up-to-date model is used to predict the future state of the physical system

and actuate decisions back to the physical system.

Recent studies have further considered the composition of a DT-based system and the

coordination of multiple digital twins. Digital Twin Networks (DTN) focus on the commu-

nication technology-enabled real-time information interchange among physical objects and

virtual twins [260]. In [199], the notion of Web of Digital Twins (WoDT) is proposed to

envision a distributed ecosystem of connected digital twins enabled by the widespread use of

software in large-scale interconnected physical environments. This vision combines knowl-

edge from the World Wide Web, the IoT, multi-agent systems, and distributed systems. It

envisions a service-oriented software layer for possible intelligent applications to be designed.

The concept of the Internet of Digital Twins (IoDT) stems from the IoT domain [251]. It

focuses on a decentralised structure and the data and information exchange in inter-twin

(between the physical entity and its digital twin) and intra-twin (between digital twins)

modes.
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2.3 Online and Lifelong/Continual Learning

Concepts similar to online knowledge enrichment involved in this thesis have been addressed

by the research in online learning and lifelong/continual learning. This section introduces

these concepts and their applications in self-adaptive systems. The differences from this

thesis is also identified.

Machine learning research has actively explored online learning, a paradigm where

the system learns from a sequence of data instances one by one. This is different from batch

or offline machine learning methods, which usually aim to learn a model from the entire

training dataset at once [35, 102]. Online learning can be applied to supervised learning,

unsupervised learning and reinforcement learning. For reinforcement learning in particular,

studies have also focused on combining offline static data into online reinforcement learning

to minimise online interactions and learning efficiency [240, 20, 218].

The use of online learning has been explored in the research on self-adaptive systems.

Since the self-adaptation logic needs to be defined at design time to handle uncertainties at

runtime, the motivation for employing online learning is to rely on less the prior knowledge

of the environment at runtime [114] and the difficulty for engineers to anticipate all possible

runtime environment scenarios [189]. For instance, Jamshidi, Sharifloo, Pahl, Metzger, and

Estrada [114] use fuzzy Q-Learning to achieve knowledge evolution of a self-learning cloud

controller for the auto-scaling of compute resources at runtime. The adaptation rules of the

controller are learned and dynamically modified during runtime. Palm, Metzger, and Pohl

[189] use policy-based reinforcement learning and eliminates the need to manually quantise

environment states and manually fine-tune the exploration rate. Metzger, Quinton, Mann,

Baresi, and Pohl [167] propose novel system-evolution-aware strategies that utilise feature

models to guide efficient exploration in online reinforcement learning for self-adaptation. In

addition, the use of deep reinforcement learning, where knowledge is encoded into neural
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networks, poses several challenges such as explainability [76], dynamic context shifts [8],

that require further research.

Lifelong machine learning [50] refers to the ability of a system to learn continuously

a sequence of different tasks by leveraging the past learned knowledge. It is coined to dis-

tinguish with classical machine learning that is only trained once with a static dataset for a

single task without considering the past learned knowledge. Compared to lifelong machine

learning, online learning only focuses on performing the same learning task over time [50].

Continual Learning is a concept often used interchangeably with lifelong machine learning

[129, 50, 62]. As mentioned by [129], combining reinforcement learning with continual learn-

ing is a natural fit due to the similar concern for challenges in non-stationary environment

dynamics, catastrophic forgetting [262], and prioritising recent and past experiences.

Preliminary works have utilised lifelong/continual learning in self-adaptation to tackle

the challenge of continuously emerging tasks at runtime. One of the problems to be solved

by lifelong self-adaptation is dealing with concept drift, a common challenge in applying

machine learning in dynamically varying environments [253]. Chen [47] empirically exam-

ines two generally adopted methods for performance modelling to deal with concept drift in

learning-based self-adaptation: retraining the model completely by combining the new data

and all the historical data, and incremental learning using the newly arrived data sample.

The author has provided evidence-based insights and statistically significant factors for the

choice of modelling methods. Gheibi and Weyns [91, 90] study three different types of con-

cept drift in lifelong self-adaptation: sudden covariance drift, incremental covariance drift,

and the drift of adaptation spaces. The authors have proposed a general architecture and

corresponding mechanisms to deal with new learning tasks at runtime. Masood, Jiangbin,

Ahmad, Dongdong, Shabbir, and Irfan [164] propose a novel expert system based on con-

tinual reinforcement learning for self-optimisation, designed to evolve a knowledge base of

adaptation rules that meet both user and quality objectives.
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Despite the similarity between the idea of revising knowledge in online and lifelong

learning and the idea of online knowledge enrichment in this thesis, online and lifelong learn-

ing assume that there is only one learning system, while this thesis considers the knowledge

management in both the physical system and its DT. In lifelong self-adaptation, only the

managing system evolves its knowledge without assuming the existence of dynamic knowl-

edge management capabilities in the managed system. This thesis focuses on the novel

problem scenario of having a knowledge-aware intelligent system and investigates the mu-

tual knowledge enrichment relationship between the system and its DT. The DT is assumed

to have more advanced intelligence than its physical twin system, which is supported by

superior computational capabilities and simulation models. The use of a DT with online

simulation capability for high-fidelity forecast and analysis is not commonly addressed in

online and lifelong learning.

2.4 Related Concepts in Other Domains

There are concepts from other domains that resemble the idea of the DT. These concepts

take different research perspectives. There are both similarities and differences with the

idea of the DT. This section analyses the related research communities and compares the

similarities and differences.

2.4.1 DDDAS/Info-Symbiotic Systems

A concept similar to the DT is Dynamic Data-Driven Applications Systems (DDDAS), which

is first introduced by Frederica Darema in the early 2000s. DDDAS describes the ability

to “incorporate additional data into an executing application (these data can be archival

or collected online), and in reverse, the ability of applications to dynamically steer the
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measurement process” [60]. The core of DDDAS is the data assimilation and the sensor

reconfiguration computational feedback loops. Such feedback loops are computational rather

than feedback control [34]. In feedback control, the input is the force or other physical

properties. In contrast, computational feedback does not involve direct interaction with

physical properties. The data assimilation loop dynamically incorporates extra data into the

model, where errors between the simulation prediction and the sensor data from the physical

system are used to refine the model, enabling the simulation to follow the trajectory of the

physical system. In the sensor reconfiguration loop, the application simulation will, in return,

adjust the sensing and measurement (e.g. sampling a subset of the entire measurement space)

for better modelling and prediction purposes [34].

Although the Digital Twin and DDDAS share a similar idea of assimilating data

continuously to the model for more informed adjustments, there are a few differences that

distinguish the two concepts. The Digital Twin focuses on different engineering properties

and poses new requirements. (1) The Digital Twin paradigm emphasises more on replication,

and there must be a corresponding entity that exists in the physical world. The digital twin

should maintain tight entanglement with the physical entity. The foundation of the Digital

Twin is the real-time representation of the physical entity or process. Otherwise, it is not

called a “twin”. DDDAS focuses more on the feedback loop and how data is assimilated and

used dynamically. It does not specifically require the explicit representation of the physical

entity, although such a requirement may be implicitly involved in modelling. (2) As for the

feedback loop that involves affecting the physical world, Digital Twins are not restricted to

measurement reconfiguration as that in DDDAS. A DT can help adapt and optimise the

behaviour of the physical system. A DT can act as a surrogate, as in a cyber-foraging

system, to delegate computation for physical objects and provide additional knowledge to

inform decision-making for the physical object.

Despite the differences, we regard a Digital Twin as essentially an enhanced DDDAS-
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based system, as the Digital Twin paradigm also incorporates dynamic data into models

in a feedback manner and influences the behaviour of the physical system. The DDDAS

paradigm can be an enabling foundation for the DT in the design of feedback loops between

the physical system and its models [66, 89, 120, 162].

2.4.2 Symbiotic Simulation

As described in [18], the term "symbiotic simulation systems" was coined by the parallel

and distributed simulation working group at the Dagstuhl Seminar on Grand Challenges for

Modeling and Simulation in 2002 [81]. Symbiotic simulation systems are regarded as a new

paradigm for discrete event simulation, and the decision-making is assumed to be based on

what-if analysis [81, 18]. It consists of the physical system and its simulation counterpart

to form the symbiotic feedback relationship in between. Aydt, Turner, Cai, and Low [18]

proposes five basic classes of symbiotic simulation systems. Onggo, Mustafee, Smart, Juan,

and Molloy [187] extends the work and discusses research issues with hybrid modelling, big

data analytics and machine learning.

While DDDAS and Symbiotic simulation are both data-driven, the symbiotic sim-

ulation system refers more specifically to data-driven simulation, while DDDAS refers to

general applications [17]. Also, the symbiotic simulation system involves control feedback to

the physical system. This feedback is meant to control the physical system, but not neces-

sarily to only control the measurement process as in DDDAS [18]. But in general, DDDAS

and symbiotic simulation share the same idea.

Similar to the discussion in the previous section regarding DDDAS and Digital Twins,

the Digital Twin also overlaps with the symbiotic simulation, but provides more possibilities

surrounding the replication of a physical object in finer grain and various added value for the

37



Background and Related Work

physical object such as augmentation, entanglement, composability, etc. as characterised by

[173].

2.4.3 Parallel System

Another concept that is similar to the DT is Parallel System, which was coined by Fei-Yue

Wang in 2004 [243]. The core of the Parallel System is the ACP approach, which informs

parallel control and management of complex systems. The ACP approach is a concep-

tual framework that contains Artificial societies (A), Computational experiments (C), and

Parallel execution (P) [242]. The approach assumes the complex system is inseparable –

independent analyses of individual components cannot explain the behaviour of the entire

system, and unpredictable. Artificial societies serve the need to represent the complex phys-

ical system in a holistic manner. Solutions for problems in the complex system are not fixed

and should be adaptive with more experience that has been learned. Adaptive solutions are

needed and can be solved through computational experiments. No optimal solution exist,

therefore Parallel execution provides a way to evaluate the performance of various solutions

[242].

The paradigm of parallel systems and the ACP approach have been applied to var-

ious domains, such as healthcare systems [247], robotics [269], smart traffic control [274],

autonomous vehicles [146], etc. The idea of parallel systems has also been advanced towards

ACP-based parallel intelligence [244, 248].

Both the DT and the parallel system method share the idea of representing a physical

system and using what-if analysis to simulate the outcome or performance of different inputs

to the physical system. Parallel System, in its original idea, focuses more on the social aspect.

It focuses more on the human factor and the human’s aim to guide the physical system. The
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parallel system paradigm does not have the emphasis on the requirement for replicating a

real-world system as that in the Digital Twin [263].

2.5 Research Perspective

Physical World

Virtual World

Enable cognitive behaviour

Implemented in

Self-Awareness
Design Framework

DDDAS Design
Principles

Digital Twin

Apply to

Intelligent Management
and Decision Support

P2V V2P

Figure 2.3: The conceptual model of the Digital Twin, Self-awareness, and DDDAS.

This thesis examines how existing work can be adapted to enable the cognitive be-

haviour of digital twins, and how to achieve mutual intelligence enrichment through P2V

and V2P between the DT and its physical counterpart. Since self-awareness is closely related

to cognition and knowledge, This thesis considers self-awareness as the fundamental enabler

for the intelligent capabilities of a system. The intelligence of both the DT and the physical

system can be architected according to self-awareness principles. In addition to intelligence,

one essential dimension of the DT is the feedback loop between the physical world and the

virtual world. This thesis applies the DDDAS principles as a solution to mutual intelligence

enrichment, in order to address how knowledge is obtained, updated, and utilised in the

feedback loop of the DT. Figure 2.3 shows the conceptual model adopted by this thesis,

which describes the relationship between the DT, DDDAS, and self-awareness to be covered

in the rest of the chapters.
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Chapter Three

Digitally Twinning an Intelligent System

The basis of the DT paradigm is the replication of an existing system in the real world.

It is important to define what is the “physical twin” discussed in this thesis. Specifically,

it is imperative to define the components of the physical world and how these components

are characterised. Also, since being self-aware is the main assumption of the thesis that

the real-world system should be, it is important to clarify and define how self-awareness is

manifested in the system. This chapter defines the real-world intelligent system considered

in this thesis, and describes the digital twinning of such a system as well as the environment

in which the system operates. Based on the twinning, a generic reference architecture is

proposed for intelligent DTs of self-aware systems.

3.1 Related Work

Designing DTs for systems that are already embedded with intelligent self-* capabilities is

still at a preliminary stage. Much of the work involving architecture/reference model design

focuses on offloading the intelligence that can originally be run on the physical system to the

DT. Efforts have been made in architecting DTs of autonomous robots with co-simulation
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[156]. The work in [156] proposes an architecture to delineate the components specific to the

control of robot applications. The decision-making capability of the robot is offloaded to the

DT which supports movement prediction and emergency stops. There is also research work

that studies collective digital twins for systems that are composed of collective nodes. The

work in [205, 203] proposes frameworks for autonomic and cooperating digital twins with

the integration of dynamic context management, runtime models, adaptive control, and

feedback loops. The framework contains dynamic context management by the MAPE-K

(Monitor-Analyze-Plan-Execute over a shared Knowledge) loop, which is widely adopted by

self-adaptive systems. Each digital twin is able to run experiments to update its knowledge

to achieve its goals, while all digital twins can self-organise for a cooperative reaction to

a shared goal. Casadei et al. coined the notion of “augmented collective digital twin” for

self-organising cyber-physical systems, which fuses the concept of the DT, virtual devices,

and collective systems [44]. They have designed a meta-model that maps logical devices and

their internal components to physical nodes, i.e. where the components of the logical device

are deployed. The self-organising behaviour happens among the logical devices in the virtual

space. In [175], the authors have proposed a framework for an intelligent DT to improve the

situational awareness of mobile robots. They have designed metrics that enable assessing

how well the robot is aware of its environment.

Apart from self-*, preliminary work has applied DTs to facilitate federated learning

[225] and multi-agent learning [270], where the learning is conducted on IoT or edge devices.

Although their DT can optimise the learning process with certain decision models, the DT

does not involve the essential capability of simulation analysis. Simulation has been ad-

dressed as one of the most fundamental capabilities to support more sophisticated analysis

and prediction [93, 214, 231]. The lack of simulation may impede the DT’s ability to fore-

cast and evaluate prescriptive what-if scenarios to make more informed decisions. The work

in [249] allows reinforcement learning agents to learn in both the DT and the real world.
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However, the DT is simply a simulation environment; it does not involve intelligence such

as adaptive behaviours.

To summarise, most existing efforts in augmenting the self-* intelligent capabilities

of the physical system have been put forth in offloading full intelligence to the DT. Ta-

ble 3.1 compares this thesis with the most relevant papers on digitally twinning intelligent

systems. An assumption not adequately explored is that a limited level (due to resource con-

straints) of intelligence and autonomy residing in the physical twin and the DT augments

that intelligence with what-if simulation analysis. Existing literature also does not consider

the situation where the real-world system explicitly has levelled knowledge management

capabilities, which is a common design methodology for empowering full capabilities of self-

awareness [142, 143, 26]. Further, the basis of accurate simulation is an equivalent model in

the DT; when modelling physical systems that can self-learn, additional requirements should

be raised to ensure the knowledge of the physical system is also equivalently maintained in

the DT. Therefore, there is a need for a methodology for equivalently modelling (digitally

twinning) an intelligence system. One of the contributions of this thesis is a reference archi-

tecture that addresses the above-mentioned problem of knowledge equivalence, which is not

adequately discussed in the existing literature.
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Table 3.1: Related work for digitally twinning an intelligent system.

Ref. Objective Real system Digital Twin

Type of intelli-
gence

Distributed
intelligence

Explicit
knowledge
manage-
ment

Fine-
grained
runtime
knowledge

Simulation
analysis

Replicating
intelligence
of the real
system

[156] Monitoring and
prediction Behaviour con-

trolled through
teleoperation by
human users.

✓

[175] Improving situa-
tional awareness Situational

awareness
✓ ✓

[225] Efficient training Federated learn-
ing

✓ ✓

[270] Efficient training Multi-agent
learning

✓ ✓

[249] Improve learning
efficiency Reinforcement

learning
✓ ✓ ✓

This thesis Mutual knowledge
enrichment Fine-grained

online knowledge
management

✓ ✓ ✓ ✓ ✓
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3.2 Digital Twinning

3.2.1 Physical World Model

This thesis separates the physical world into two parts: the physical environment and the

physical system. The behaviour of the physical system is assumed to be regulated by soft-

ware programs that have self-* capabilities, thus being an intelligent system. The physical

system contains both the self-* software programs and the managed software/hardware that

is directly controlled by the self-* part. Here the managed part that is controlled by the

self-* software program is similar to the idea of the managed system as in [256]: the managed

system can be either hardware or software. The physical environment is the part that cannot

be controlled by the software but is only affected by the behaviour of the physical system.

This thesis considers the physical system to be composed of computing nodes with

embedded intelligence. Each node is controlled by an onboard intelligent self-aware agent (re-

ferred to as a physical agent) with its own local knowledge about itself and the environment.

Agents collaborate and accumulate knowledge as shown in Fig. 3.1. Such a configuration

is common in the studies of decentralised self-adaptive/self-aware systems [257, 194]. For

instance, in surveillance applications, geologically distributed smart cameras can be deployed

to track objects of interest as they move through a given space, such as a city street. The

cameras self-organise the tracking handover without central control or prior knowledge of

the camera network topology. Each camera, as a computing node, is embedded with an

agent that communicates with other cameras to negotiate the tracking responsibility. Each

agent can be designed with time-awareness and interaction-awareness: adaptively learning

knowledge of interaction from successful handovers with other cameras in the past to infer the

camera network topology, which can be used for handover negotiations [75]. In this example,

the agents and the handover behaviour of the cameras constitute the physical system. The
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Figure 3.1: Physical world.

moving objects, the city space, and other parts of the camera not controlled by the agents

(e.g. battery) are regarded as the physical environment. Another example is decentralised

elastic data stream processing in the cloud [42], where operator programs running on server

nodes need to process incoming data streams in multiple steps to get the output. To speed up

the processing while minimising reconfiguration costs, each operator instance can be scaled

in/out and migrated to other nodes. Each operator can be managed by a self-aware agent

individually. Each agent adaptively learns the resource utilisation pattern and decides the

scaling and migration of each operator autonomously, which is more scalable compared to

a centralised control scheme. In this example, since agents directly control the replication

behaviour of the operators, the agents and the scaling behaviour of the operator programs

are regarded as the “physical” system. The actual computation of the operator is beyond the

control of the agents and thus is regarded as part of the physical environment. The server

nodes and incoming data flow are also parts of the physical environment.

3.2.1.1 Intelligent Self-Aware Agents

The physical agents are assumed to possess self-awareness capability. An agent function

is a mapping from perception to action [209, p. 35]. Inspired by the concept of learning

agents [209, pp. 54–57] and self-awareness [142], this thesis further formally specifies the
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intermediate process between perception and action of an agent by explicitly incorporating

the awareness and utilisation of knowledge.

This thesis regards an intelligent physical agent α as a tuple {A,P,K, ϕ, π}, where:

• A is a set of all allowed actions of the agent. The agent affects the environment via

actions. Communication between agents is also viewed as actions [259].

• P is the agent’s perception space of its environment and itself. The perception at time

t is denoted as pt ∈ P , which consists of processed data from the sensors. Example

content of the perception data may include the received messages from other agents or

the positions of the agent’s surrounding objects in the environment.

• K is the space of the agent’s runtime knowledge, with kt ∈ K signifying the agent’s

knowledge base at time t; Knowledge is represented according to the computational

self-awareness architecture, explained in section 2.1.2.

• ϕ is the agent’s awareness function, which constructs the agent’s runtime knowledge

kt based on the perception pt and its previous knowledge kt−1 (supposing time is

discrete). ϕ can be used to instantiate the learning process in which pt is the feedback

after utilising kt−1.

kt = ϕ(pt, kt−1) (3.1)

It is worth noting that if the agent is only stimulus-aware, its awareness function ϕ will

degenerate from ϕ : P ×K → K as specified by equation (3.1) to ϕ : P → K, because

stimulus-awareness alone is purely reactive and cannot preserve history.

• π is the agent’s decision function. An agent utilises π to decide the next action at

based on its perception pt and current knowledge kt.

π : P ×K → A, at = π(pt, kt) (3.2)
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Notice that the output at can be a single action or a probability distribution of dif-

ferent actions, which corresponds to deterministic and probabilistic decision-making,

respectively.

The agent follows a sense-think-act cycle. During sensing, the agent first obtains

its perception pt by sensing its environment and itself, including checking the messages it

receives from other agents (e.g. through a mailbox [46]). In the think process, the agent

uses the current pt as feedback to update its knowledge by ϕ. Then π will derive an action

or a probability distribution of actions. Finally, at the act stage, the action at is executed

through actuators to affect the environment or/and other agents.

Knowledge is different from an internal “state”. A state within an agent is composed of

a set of attributes that represents the current status of the agent or the current representation

of the world. Examples of the internal state of an agent can be the energy consumption level,

the current action, the agent’s location in the environment, etc. However, knowledge refers

to the set of beliefs and information that an agent has accumulated over time and that the

agent uses to make decisions or take actions. It is often represented by a set of rules, models,

or beliefs that describe relationships between variables and that are used by the agent to

reason about its environment. These rules, models, or beliefs can be revised as the agent

continuously interacts with the environment, which refers to the notion of online learning.

Examples of knowledge may include the model of the environment dynamics, goals and how

to achieve goals, perceived interaction patterns with other agents, etc. Knowledge supports

the mapping from state to action.

Fig. 3.2 illustrates a self-aware agent based on the formal definition above and the

self-awareness paradigm outlined in section 2.1.2. The self-awareness component constructs

and modifies the knowledge base by its capabilities at one or multiple level(s) with sen-

sor perceptions. The self-expression component expresses decisions and yields consequent
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Figure 3.2: A self-aware agent in the physical world.

actions entailed by the awareness level(s).

3.2.2 Virtual World

The Digital Twinning of the physical world involves replicating agents and the physical

environment as virtual agents and virtual environment, as shown in Fig. 3.3. For the clarity

of terminology, throughout the rest of the thesis, the system that operates in the physical

environment is called the physical system1. A physical system is composed of agents, which

are referred to as physical agents. Correspondingly, the DT model of a physical system

is called a virtual system. The model of a physical agent is a virtual agent. The model

of a physical environment is called a virtual environment. The modelling scheme for the

behaviour of agents and the dynamics of the environment are as follows.
1This thesis will use the terms “physical system” and “real-world system” interchangeably.
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Figure 3.3: Digital Twin modelling of the physical world.

3.2.2.1 The Agent Model

Since an agent is essentially a software system, the modelling towards a virtual agent can

be realised by replicating the same software program of the physical agent. Specifically, a

virtual agent possesses the same {A,P,K, ϕ, π} as its physical agent counterpart, which is

also shown in Figure 3.3.

3.2.2.2 The Environment Model

To model the environment, this thesis takes a state-based perspective [138, 227]. The envi-

ronment is considered as a two-tuple: Environment =< State, Process >. The environment

has its own endogenous dynamics denoted by Process that can change its State, indepen-

dent of the actions of agents. Let σ ∈ Σ be the state of the environment. At any time t, the
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state of the environment σt can be characterised by a vector that contains multiple variables:

σt := (σ1,t, σ2,t, ...σk,t) (3.3)

For instance, in a spatial context, σt can be composed of the positions of all physical entities

within the space, such as physical agents, obstacles, etc. Variable σi,t represents the position

of the i-th entity.

The environment is affected by the agents and also evolves according to its own

endogenous dynamics. The coupling of the environment and agents results in the overall

world dynamics, which is defined by a function Evolution such that the transition from

current moment t to the next time step t+ 1 is the composite result of all the agent actions

and the endogenous dynamics of the environment [170]:

σt+1 = Evolution(⊎(at, En(t)), σt) (3.4)

at = (a1,t, a2,t, ..., am,t) is all the action made by each agent onto the environment at time t,

and ai,t is the action made by agent i at time t. En(t) is the dynamics produced by the natural

evolution of the environment (the Process). The symbol ⊎ denotes the action composition

operator, which defines how the actions and endogenous dynamics of the environment at t

are composed to calculate the consequences on the previous environment state σt [170].

3.3 A Generic Reference Architecture

Based on the model abstractions in the previous section, where the physical system is an

intelligent multi-agent system, a reference model of the DT is proposed in Fig. 3.4. The

DT and physical world interact through a communication layer. The data (perception and
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knowledge) sent from the agents in the physical world are first used to create the real-time

virtual replica. Then, these data are used to drive the model equivalence and decision

support.

3.3.1 Cognitive Decision Support

In the reference model, a Cognitive Decision Maker is introduced, whose design can be en-

riched by human cognitive behaviour of self-awareness to support predictive and prescriptive

analysis. The detailed design of a self-aware cognitive decision-maker will be discussed later

in Chapter 4. The cognitive decision maker monitors any event that is causing or may lead

to sub-optimality of the physical world and then provides more informed decisions to op-

timise the behaviour of the physical system. The analysis towards decisions is enabled by

a library of analysis tools, among which the what-if analysis is of paramount importance.

With what-if analysis, the cognitive decision maker can obtain an in-depth understanding

and explanation of the mechanisms governing the system’s behaviour through simulation.

By exploring different scenarios or experimenting with alternative decisions, the cognitive

decision maker can deliver actionable insights suggesting the best solution given a variety of

choices.

The decision-making for the intelligent multi-agent system is performed at a meta-

level. Since agents already have a certain level of intelligence and autonomy as described in

Section 3.2.1.1, the DT mainly assists the intelligence of the agents, namely, on adapting

the agent’s decision function π, revising and enriching the knowledge base kt, or altering the

awareness process ϕ.

For the DT-assisted adaptation of the decision function, an agent relies on its π ∈ Π

to derive an action, where Π contains all possible decision functions that this agent can
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Figure 3.4: A reference model of the Digital Twin for intelligent systems (agents are self-
aware).
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be equipped with. The digital twin can dynamically select one πi ∈ Π that is most suit-

able for different scenarios. For instance, consider two choices of the decision function: a

condition-action rules set and a deep neural network. Condition-action rules are reliable

but less adaptive to new specialised conditions not listed in the rules. While a deep neural

network is robust for handling scenarios that are not encountered during offline training,

the online computational cost may be higher than matching the rules, thus increasing en-

ergy consumption. The neural network, as a black box, may also lack explainability and

trustworthiness. Dynamic switching between the above two choices can enable more flexible

reactive abilities for the agents to operate in a complex physical world, but directly applying

such a switch may risk degrading the physical environment. With a DT, the outcome of

different candidates of π can be evaluated in the simulation before enacting any changes in

the physical world. Another example of switching π can refer to deciding what levels or

dimensions of knowledge to utilise. The knowledge base of the agent may be composed of

different levels of knowledge about its stimulus, interaction, goals, etc. Different π ∈ Π may

utilise different levels of knowledge in order to derive an action. By switching the level of

knowledge, the DT can serve as an instantiation for the notion of meta-self-awareness [69].

At a meta-level, the DT can also assist in the adaptation of the knowledge base kt

and the awareness process ϕ of the physical agents. The DT can provide more knowledge

that cannot be obtained by a single agent. Agents may only have a limited perception of

the entire world, due to constraints on the sensor, processing capabilities, etc. The DT

can send knowledge of the entire world to each agent by gathering and analysing data and

information perceived by all the agents in their own history. An example of such knowledge

can be the people density distribution and moving patterns of the entire city street in city

surveillance applications. The DT can also use simulation to allow agents to experience

different scenarios that might happen in the future, thus facilitating agents to speed up the

learning cycle enabled by the awareness process ϕ and accumulate knowledge faster.
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3.3.2 Model Equivalence and Adaptation

The fundamental requirement for the DT is to ensure that the model (virtual world) is

equivalent to the physical world. To achieve equivalence, the DT needs to collect data con-

tinuously from the physical world and check whether the model is a valid representation

of the physical world. Data describing the agents and the environment are both needed.

Each agent αi should push its perception pi,t (or part thereof) and current knowledge ki,t to

the virtual world, such that each virtual agent is updated with the most recent perception

and knowledge. To obtain data describing the physical environment, dedicated IoT sensors

are required to capture the state of the environment. However, if no such IoT sensors are

deployed and agents are the only entities in the physical world that are able to transmit

data to the virtual world, the current environment state σt can be interpreted by combin-

ing the perception from each agent. An Equivalence Manager component is introduced to

maintain an equivalent model in a cost-efficient manner. The equivalence manager continu-

ously compares the model against the physical world and, in case of discrepancies, initiates

additional data assimilation or adaptation of the model [127]. The cost-efficient equivalence

maintenance is discussed later in Chapter 5.
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Chapter Four

Architecting Intelligent Digital Twins

with Self-Awareness

Based on the generic reference architecture proposed in the previous chapter, this chapter

designs an intelligent Digital Twin by refining the architecture. Existing related efforts in

engineering intelligent digital twins are reviewed and classified based on their intelligence

capabilities in different dimensions. This chapter specifically peeks into the detailed design

of the Cognitive Decision Maker in the generic architecture (see Figure 3.4) from a knowledge

perspective. This chapter enriches the design of intelligence by mapping self-awareness to

the Digital Twin. The Cognitive Decision Maker is refined with the self-awareness framework

and simulation capabilities.

4.1 Overview

This chapter takes the position that incorporating intelligence and cognition in a digital twin

is a prerequisite to unlock the full potential of this disruptive technology, and to provide

seamless integration, calibration and info-symbiotic collaboration between the two worlds
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– the physical and its virtual replica. By intelligence and cognition, it can be argued that

the “twining” property should be harnessed and enriched by mental and self-awareness-like

capabilities and processes that leverage dynamic knowledge acquisition, management and its

synergy across the digital and physical worlds, covering dimensions that relate to stimuli,

time, interaction, goals, and context/situation-switching. Part of the objective is to promote

self-adaptive analysis and proactive/intelligent decision-making/updates in an info-symbiotic

manner between the two worlds and to operate on a richer and finer-grained knowledge

base. Systems characterised by openness, dynamism and uncertainty in their operations,

such as Cyber-Physical Systems and socio-technical environments, can particularly benefit

from this vision. Additionally, cognitive digital twins (CDTs) can act as a Cyber Foraging

environment, serving as “surrogates” for intelligent analysis, planning and simulation that

would be computationally expensive and extremely difficult to carry out in real-time in

environments that are characterised by limited computational power and capacity. This

chapter endeavours to articulate the vision of the Self-Aware Digital Twin. This chapter

introduces a reference model that builds on theories in human self-awareness in psychology

and cognitive science to provide a reference architecture model for the Self-Aware Digital

Twin. This chapter discusses various levels of self-awareness in cognitive digital twins.

The novelty of the proposed reference model is to harness the Digital Twin with

knowledge to enable new modalities for intelligence. The aim is to implement self-awareness

knowledge into fine grains and map five levels of knowledge to envision the Self-Aware Digital

Twin. Digital twins should be able to leverage continuous interaction between the two worlds

to perfect the knowledge in both worlds.
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4.2 Intelligent Digital Twins

To identify the essential characteristics of an intelligent DT, this section reviews seminal

research works in designing intelligent DTs and classifies them by the level of intelligence

from different dimensions. Such a classification can identify the gap towards a more enriched

design for the intelligent capabilities of a DT.

The intelligence of DTs has been discussed as a vision in the literature. The work

in [23] identifies the main characteristics of the DT; these include the use of ontologies,

high-dimensional data-(de)coding and analysis techniques, closed-loop optimisation self-

adaptation for resembling the physical twin during its whole lifecycle, predictive analytics,

prescriptive analytics, and simulation “what-if”. In [103], the authors take a higher-level view

and propose three properties of a future DT: context-awareness, autonomy, and adaptivity.

Further, the authors in [185] delineate the key capabilities of adaptive digital twins to be

real-time simulation, online optimisation, and adaptivity. In DTs for the Industrial Internet

of Things (IIoT), according to [261], the intelligence of the DT consists of three key features:

adaptive resource allocation, self-awareness and evolution, and predictive maintenance.

The enabling of intelligence may also involve artificial intelligence (AI) techniques

for the optimisation and planning purposes towards an autonomous system [15]. There are

existing literature surveys that address the integration between AI and DT. In [219], the

authors suggest that machine learning (ML) can be an essential approach to enable the

“self-evolving” of the DT to improve itself. However, according to [219], using real-time ML

as part of the DT feedback loop is still in the preliminary stages. A review by reference

[197] explores how big data, AI, ML, and IoT technologies contribute to the development

of digital twins. However, the literature reviewed is only categorised by industrial domains,

and the discussion regarding the classification of intelligent capabilities is insufficient.
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One of the most relevant survey papers is [261], which classifies the existing AI solu-

tions for DTs in the context of the IIoT. A three-dimensional classification model is proposed,

and the existing work is classified and mapped according to the following three dimensions

(categories in brackets): AI Tools (Machine Learning or Deep Learning), AI Tasks (Au-

tomation, Classification, or Prediction), Application (Industry, Transportation, Energy, or

Others). This thesis regards AI Tasks as a dimension depicting the intelligence of the DT.

However, their classification is specific to the application of AI techniques, not intelligence

in general. The three categories of AI Tasks may not be mutually exclusive, e.g. a DT may

have both the capability of classifying anomalies and predicting the anomalies in the future,

which may not be adequately classified according to this scheme.

The current literature is inadequate in holistically analysing the different levels and

aspects of intelligence that have been addressed in existing work. To address this, this thesis

classifies the intelligence of the DT into different dimensions and discusses the levels along

each dimension.

4.2.1 Levels of Intelligence

Some existing work has made initial attempts to classify the levels of intelligence of a digital

twin. Gabor, Belzner, Kiermeier, Beck, and Neitz [83] classify the control of the DT into four

levels: physical necessity, machine-environment interface, immediate reaction, and planned

reaction. Bauer, Oliveira Antonino, and Kuhn [24] discuss four evolution stages towards a

sophisticated digital twin: offline monitoring and reactive control, online control, predictive

maintenance, and proactive control.

To provide an overview of the levels of intelligence for the existing DT-related re-

search, this thesis first categorises the intelligence capabilities into three specific dimensions:
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autonomy, learning and knowledge management, and analysis capabilities. Then, the levels

of intelligence are discussed along each dimension. The three-dimensional classification is

shown in Figure 4.1. The level of intelligence increases along each of the three axes. A digital

twin possessing high levels of intelligence in all three dimensions is denoted as a Cognitive

Digital Twin. The rest of the section will discuss in detail each of the three dimensions and

the related work.

Learning/
Knowledge management

Analysis

Autonomy

Prescriptive

Predictive

Descriptive

Self-adaptive

Offline
training

Online
learning

Human-in-the-loop

Cognitive

Figure 4.1: A classification of Digital Twins by intelligence.

4.2.2 Autonomy

The dimension of autonomy refers to the ability of a DT to form a real-time closed loop with

the real world without human intervention. Digital twins that require a much longer time

span for data to be fed back to the real system, such as in product design [230], are out of

the scope of this thesis.
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4.2.2.1 Human-In-The-Loop Control

For this class of intelligent digital twins, the purpose is to optimise the real-world system,

but the analysing, planning and decision-making require human operators. Humans are the

enabling factor for the intelligence of the digital twin.

Humans can be involved in simulating what-if scenarios and forecasting future pos-

sible incidents and events. Human-in-the-loop with simulation analysis has been applied to

various domains such as management of logistics systems [134], security operation centre

[67], hospital management [121, 122], aquaponics [3], etc. For security, human operators

can simulate possible security attacks such as man-in-the-middle attacks [67]. For hospital

management, patients’ pathways can be monitored and predicted to inform decision-making,

such as selecting the right health care [121, 122].

Further, humans can incorporate preferences or goals into the DT system and allow it

to reach that goal by itself. In [265], humans interact with a Virtual Reality (VR) interface

to specify the goal state of a robot; the robot will then use AI planners to reach the goal

state.

4.2.2.2 Self-Adaptive Digital Twins

A self-adaptive DT does not need humans to make decisions. One of the common ways of de-

signing self-adaptive DTs is to apply MAPE-K [77, 192]. Rivera, Jimenez, Villegas, Tamura,

and Muller [204] proposed a reference model for software-intensive Digital Twins. They fo-

cus on applying MAPE-K feedback loops to evolve the runtime models and allow simulation

and optimisation for configuration alternatives. DTs can be integrated with MAPE-K to

provide various functionalities, such as self-healing and resilience [78, 25], explanations [265,

223], anomaly detection [28]. However, the research in applying MAPE-K to enable the

60



Architecting Intelligent Digital Twins with Self-Awareness

self-adaptivity of the DT is still in its infancy, with most of the research work focusing on

design and proof-of-concept prototyping.

A self-adaptive DT can not only modify the behaviour of the real-world system but

also change its own planning and decision-making. In [64], the authors enable the DT to

dynamically switch between different decision-making models for the self-optimisation of

mobile networks. They allow the DT to formulate decisions based on both expert knowledge

and reinforcement learning, resulting in two choices. Then, the choice that leads to a higher

reward in real-time simulation evaluation is applied to the mobile network. The DT then

evaluates the two choices in real-time simulation and applies the one that leads to higher

rewards to the mobile network. In [41], the authors use multi-fidelity models to support

near-real-time decision-making. A low-fidelity ML-based model is used first to obtain results

quickly and then guides more detailed evaluation using high-fidelity simulation models.

4.2.3 Analysis

According to the analysis that a DT can support, three levels of DTs can be distinguished:

descriptive, predictive, and prescriptive.

• Descriptive Digital Twin: This level of analysis provides information about the world

as it is, and was, but cannot tell much about the world as it might be.

• Predictive Digital Twin: Digital twins at this level typically utilise predictive data an-

alytics such as data mining, statistical techniques and machine learning to extrapolate

what might happen in the future. Such a digital twin only allows reliable extrapolation

to scenarios similar to those that produced the historical or training data.

• Prescriptive Digital Twin. A prescriptive digital twin is able to utilise simulation

and support what-if analysis, thus enabling explanations and a deep understanding of
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mechanisms governing system behaviour. The exploration of multiple what-if scenarios

delivers actionable insights suggesting the best solution given a variety of choices and

optimising the result of future events or risks.

4.2.3.1 Descriptive Digital Twin

In some of the literature, the DT is viewed as an approach that enables real-time collecting

of information about the physical world. These DTs are essentially descriptive. They can

only provide information about the status of the system now or in the past, but cannot

make any forecast about its future. The descriptive DT lacks models that can forecast or

simulate the behaviour of the real world. For instance, in [270], the DT is used to facilitate

multi-agent learning in vehicular edge computing. The DT tracks the vehicle states, including

communication topology and computing resource demands. It dynamically aggregates agents

into groups to improve their learning efficiency. However, the DT does not involve any

predictive analysis that forecasts the future of the agents or vehicles. The aggregation

decision is solely based on a reactive decision-making model and current data. Therefore, it

is essentially a descriptive DT. In [225], the authors studied DT-assisted Federated Learning.

The DT in this work is also descriptive, since the DT only provides the current status

of the training node: current training state (loss function), CPU frequency, and energy

consumption. No prediction is involved in the DT.

The essence of a descriptive DT is the monitoring capability. Using the DT to monitor

the real-world entity, system, or environment has been addressed in various domains [202,

52, 58, 148]. The information to be presented by the DT can be observable, such as locations

[10], or unobservable, such as structural health [58, 120]. For unobservable properties, one

typical reason for the unobservability is the lack or incapability of sensors. For instance, it

is sometimes preferable to monitor a production system with non-invasive instrumentation
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and telemetry techniques [52]. A DT, in this case, can use physics or ML-based models to

estimate the internal state of the system based on available sensor data. Another reason

for unobservability is that the properties of interests are characterised by parameters that

cannot be sensed by nature. One typical example is structural health, which is defined

by parameters or coefficients in physics-based models [58, 120]. In addition, some of the

work also uses ML models as a descriptive DT to estimate the state of the system (e.g.

classify the current damage type [201]). One of the main reasons is that traditional physics-

based simulation is computation-intensive and requires a large amount of time to obtain the

results. Therefore, ML is used as a surrogate to substitute physics-based models for timely

estimation.

4.2.3.2 Predictive Digital Twin

A predictive Digital Twin can forecast the future of the real-world system or environment.

Predictive maintenance is one of the common application domains in which a predictive

digital twin is involved. The digital twin can predict the remaining useful life to decide when

to schedule maintenance in the future [236].

4.2.3.3 Prescriptive Digital Twin

A prescriptive Digital Twin takes a step further than a predictive one by supporting the eval-

uation of different “what-if” scenarios and decision choices by simulation. As early as 2014,

Roßmann, Guiffo Kaigom, Atorf, Rast, Grinshpun, and Schlette [207] used a 3D simulation

model as the mental model for the path planning of a mobile robot. The robot simulates

all the possible future paths based on different initial parameters. In [63], the authors use

discrete event simulation and multi-objective optimisation to optimise a production plant.

Although conventional discrete-event simulation can be relatively time-consuming, its com-
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putation speed can be significantly increased by parallel and distributed execution techniques

to support real-time or near-real-time decision-making [82, 182].

There have also been many investigations into using ML models to support real-time

what-if analysis. Naing, Cai, Hu, Wu, and Yu [179] uses Long Short-Term Memory (LSTM)

to model the car following behaviours in city traffic. They use online learning to update the

LSTM for more accurate prediction of the car behaviours. It supports just-in-time what-

if simulation for short-time forecasts. In [245], the authors use an offline-trained Graph

Neural Network (GNN) model to support network management. Various what-if scenarios

can be evaluated by the GNN model to evaluate network performance with quality of service

constraints. However, ML models can have various shortcomings compared to conventional

simulation models (e.g. discrete event simulation models). ML models highly rely on large

quantities of high-quality training data. However, data may not always be available since

this requires costly telemetry systems to be installed in the real system [9]. ML models may

also have the challenge of generalisation to accurately predict scenarios that are not seen

in the training data [9]. Also, compared to conventional simulation models, ML models are

black-box and not explainable.

4.2.4 Learning and Knowledge Management

This dimension refers to the DT’s ability to acquire, update, and utilise knowledge for

more informed decision-making. This dimension specifically focuses on how DTs can learn

knowledge from data to support decision-making.
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4.2.4.1 Offline Training

One of the common schemes of obtaining knowledge from large amounts of data is to train

ML models offline and use these trained models for real-time decision support. This thesis

regards this as the basic level of learning ability in this dimension of intelligence. For instance,

reference [119] uses classification trees to infer the damage condition of UAV wings. The

goal is to instruct the UAV to take different routes, considering the structural health. The

work in [221] uses DTs to train deep reinforcement learning for the flocking motion control of

distributed unmanned aerial vehicles (UAVs). These trained models can be used to estimate

the current state of the system (descriptive digital twins), make predictions or support what-

if analysis [245], or to directly control the real-world system [133, 139].

4.2.4.2 Online Learning

Online learning is a higher level of intelligence capability compared to offline training. It

refers to the DT’s ability to dynamically acquire, update, and utilise knowledge with data

being collected in real time. Research at this level is still in its infancy. In [179], the authors

use online supervised learning to update the parameters of an LSTM model that is used for

traffic simulation. [222] uses online reinforcement learning for the control of wind turbines.

[56] uses a default decision-making policy as a safeguard and a teacher, to continuously

improve the policy of a reinforcement learning planner.

Some of the work focuses on using knowledge graphs to represent the knowledge

possessed by the DT [210]. These knowledge graphs can be dynamically updated, and

changes in the relationships of physical entities can be reflected in the knowledge graph [252,

6, 271]. For instance, [152] focus on using knowledge graphs to model the manufacturing

resources and processes. They use a memorising-forgetting model to dynamically update the
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knowledge graph.

To summarise, most of the existing work studies the dynamic update of knowledge

graphs or black-box ML models. The knowledge graph mainly describes the relationship

between entities. Knowledge in ML models is usually implicit and lacks interpretability.

Research is still inadequate in addressing dynamic knowledge management explicitly at finer

grains for intelligent DTs.

4.2.5 Cognitive Digital Twins

It is intuitive that intelligence can involve human cognitive behaviour. There is also a trend

to raise the intelligence of the DT to the cognitive level by incorporating human cognitive

behaviour into digital twins. Back in 2016, Gabor, Belzner, Kiermeier, Beck, and Neitz [83]

viewed the digital twin as a virtual environment in which an external cognitive system can

simulate faster than real-time to obtain insight for actions before applying it to the physical

system. In the same year, Adl [2] also presented a vision for cognitive digital twins (CDTs):

“The Cognitive Digital Twin is a digital representation, augmentation and intelligent com-

panion of its physical Twin as a whole including its subsystems and across all of its life cycles

and evolution phases.” In [7], the authors follow cognitive science and propose the cognitive

capabilities of a DT: Perception, Attention, Memory, Reasoning, Problem-solving, Learning.

The related work in Cognitive Digital Twins has been reviewed in [272], where the authors

have identified common characteristics of cognitive DTs among past studies: DT-based, cog-

nition capability, full lifecycle management, autonomy capability, and continuous evolving.

They define a Cognitive Digital Twin as “a digital representation of a physical system that is

augmented with certain cognitive capabilities and support to execute autonomous activities;

comprises a set of semantically interlinked digital models related to different lifecycle phases

of the physical system including its subsystems and components; and evolves continuously
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with the physical system across the entire lifecycle”.

One aspect of cognition in the DT is knowledge. Many of the studies capture the

knowledge in the semantic-related aspects with ontology [57], where the real-world entities

and their relationships are modelled. In [208], the authors use a unified ontology to describe

the domain knowledge of manufacturing plants. In [145], ontology-based semantic modelling

has been studied for systems of systems. They also combine semantic models and results

from High-Level Architecture (HLA) based simulation to enable the cognitive capabilities of

the CDT. Knowledge graph is one of the popular approaches to represent ontology [168]. In

[116], they consider multiple virtual models across the entire system lifecycle. The authors

use the knowledge graph as an enabler to represent the ontology for each model. However,

ontologies only capture specifically semantic-related knowledge, which is usually domain

knowledge traditionally managed by domain experts. Ontologies are not designed to model

other types of knowledge, especially related to the self-awareness of the DT.

There have been some initial attempts to categorise the knowledge and its manage-

ment involved in cognitive DTs. In [208], the authors define four types of knowledge for

the cognition of the DT: definitional, deductive, inductive, and creative. They propose

the notion of Actionable Cognitive Twins (ACT), where the actionable capabilities utilise

knowledge for decision-making. Specifically, the actionable dimension includes: “(1) the

execution of a knowledge process (run a simulation, AI model, or execute some reasoning

rules), (2) autonomously execute some actions in the manufacturing plant, and (3) provide

decision-making options to the user.” An architecture for the essential modules of an ACT

is proposed, where the knowledge graph is a central module in reasoning, simulation-based

and AI-based analysis, and decision-making. In [158], the authors apply the cognitive the-

ory of Learning Intelligent Distribution Agent (LIDA) to DTs and propose an architecture

for unmanned maintenance of machine tools. The cognitive cycle of LIDA has four phases:

sensory, memory, attention, and execution. The capabilities of the LIDA cognitive-based
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DT include self-construction, self-evaluation, and self-optimisation.

Despite the efforts, research is still in its infancy in designing fine-grained management

and utilising knowledge for cognitive digital twins. In the LIDA cognitive-based DT men-

tioned above [79], it is the memory, a specific type of temporal knowledge, that is categorised

based on the type of learned structures, function, and duration [79]. Existing publications

focus on specific models and technologies such as ontology and knowledge graph [208]. Al-

though the aspect of knowledge has been investigated in the literature [208, 158], the current

research does not focus on the perspective of self-awareness, where knowledge is acquired,

utilised, and updated dynamically at fine-grained levels. Self-awareness is essential as it

captures the fundamental processes of runtime knowledge management to enable cognitive

behaviours [143]. Therefore, there is a gap in delineating fine-grained knowledge manage-

ment by addressing the self-awareness capability of the cognitive DT with no dependency on

specific technologies. According to the proposed classification model in Figure 4.1, it can be

argued that a cognitive digital twin should integrate self-adaption, prescriptive simulation

what-if analysis, and online learning with human-like fine-grained knowledge management.

Table 4.1 shows the classification of the existing works from the previously mentioned three

dimensions of intelligence. Although [77, 204, 25] all reach the highest level along each

dimension, they do not involve fine-grained runtime knowledge management. To approach

this vision of augmenting DT with fine-grained runtime knowledge management and the

highest level of intelligence in all three dimensions, this thesis proposes a reference model

that integrates simulation and self-awareness of fine-grained knowledge in the next section.
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Table 4.1: Classification on the intelligence of DT.

References Autonomy Analysis Learning/Knowledge management
Human-
in-the-
loop/open-
loop

Self-
adaptive Descriptive Predictive Prescriptive N/A Offline Online

[10, 201] ✓ ✓ ✓
[265, 152] ✓ ✓ ✓
[134, 67, 121, 122, 3,
223, 63]

✓ ✓ ✓

[179, 252] ✓ ✓ ✓
[192, 28, 270, 52] ✓ ✓ ✓
[225, 58, 120, 119] ✓ ✓ ✓
[148, 271, 56] ✓ ✓ ✓
[207] ✓ ✓ ✓
[64, 41, 245, 221, 133,
139]

✓ ✓ ✓

[77, 204, 25] ✓ ✓ ✓
This thesis ✓ ✓ ✓
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4.3 A Reference Model for Self-Aware Digital Twins

This thesis utilises knowledge in self-aware and self-adaptive systems to conceptualise a

reference model for self-aware digital twins, intelligently working in coordination with the

physical system. The proposed reference model is shown in Figure 4.2. This is inspired by

the generic self-aware architecture provided in [49], which, in the case of the digital twin, is

augmented with simulation capabilities. The reference model is a refinement for the Cognitive

Decision Maker module in the generic architecture proposed in the previous chapter (Figure

3.4. The reference model takes a knowledge perspective and describes fine-grained multi-level

knowledge management to achieve self-awareness.
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Figure 4.2: Reference model of a self-aware digital twin with full capabilities of self-awareness
(a fully-cognitive digital twin).

The simulation contains models that reflect the behaviour of the physical world.

What-if analysis is performed with the assistance of simulation models to generate new
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knowledge. The self-awareness component is capable of reasoning and learning from both

the physical world and the simulated world for the concerns of stimulus, interaction, goal and

time. The meta-self-awareness analyses the performance history of both, the self-awareness

and the simulation components. It acquires new knowledge by evaluating trade-offs and/or

realisation of the other four levels of self-awareness. The self-expression component is the

one that enacts adaptation and behavioural changes to the physical world and/or the digital

twin itself through knowledge gained by self-awareness and meta-self-awareness.

The twin is fully aware of both symbiotic worlds, namely the physical world and its

digital replica. The digital twin monitors the data from the physical world continuously

through sensors. The data collected are then directed to the simulation component and

the corresponding self-awareness component. The simulation component uses the data to

update its virtual state in order to synchronise with the current states of the physical world.

Four levels of self-awareness utilise real-time and historical data as well as the capability

of simulation to analyse and acquire knowledge from the phenomenon monitored in the

physical world, and from the predictive and prescriptive analysis of the simulated world.

Then self-expression utilises the obtained knowledge to control the physical world through

actuators.

Apart from the interaction with the physical world, there is also another internal

cycle where meta-self-awareness utilises the performance history of self-awareness and the

simulation history to acquire knowledge about the overall performance of the internal states

of the digital twin. Then meta-self-awareness will initiate changes to the self-awareness

component via self-expression to improve the performance of decision-making. Therefore,

the self-aware digital twin is aware of knowledge obtained not only from the physical world,

but also the replicated simulation in the digital world to enable the synergy between the two

worlds.
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4.4 An Illustrative Example

An example of city logistics is used to illustrate the mapping of the concept to the digital

twin. As part of the mapping, this section will discuss different levels of knowledge that can

enable intelligence and self-awareness.

Consider a city logistics scenario where emergency drone distribution for medical

supplies is continuously dispensed from multiple warehouses across the city during pandemics

(Figure 4.3). Parcels have dedicated destinations to be delivered, such as hospitals, care

homes, and communities, and with hard time constraints for service delivery. A large number

of smart drone carriers are deployed in the city for picking up and delivering parcels. Each

drone has its dedicated depot where it should return to. However, as the supply and demand

across the city are uncertain, the allocation of drones should be adjusted accordingly at each

depot to meet the delivery demand and ensure a minimum number of drones are involved to

lower the operation cost. Additionally, coordination between the smart drones is essential

for meeting the service delivery goals, though the topology of this coordination can be highly

dynamic, and drones have limited time for flying with varying durability in response to rain,

wind, temperature, etc.

The smart drone is the task-related entity that is central to fulfilling the delivery

tasks. Relevant data to be sensed can be its speed, position, current load (which parcels are

onboard), load capacity, reliability over time in meeting its service delivery, remaining flying

times, etc. Data of the parcel demand includes the location, destination, and delivery time

window of each parcel. Other data outside of the logistics network are also needed, such as

weather conditions.

With such a complex, uncertain, decentralised and highly dynamic network of flying

drones, a versatile managing architecture assisted with an intelligent digital twin would be
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Figure 4.3: A city logistics example.

needed to leverage techniques involving optimisation, simulation, real-time data processing,

analytics and learning for the purpose of intelligent decision making. The digital twin contin-

uously monitors the data transmitted from sensors across the logistics network. When there

is an unpredicted peak of delivery demands that is identified in real-time, the digital twin

can assist the real-time physical network in evaluating different delivery strategies through

a sequence of what-if simulation analysis, including the number and type of drones needed,

their dependability to these conditions, where those drones should be dispatched. With the

simulation result, actions can be taken in the real world to mitigate the delivery peak.

4.5 Mapping to Self-Awareness

This section outlines the different levels of self-awareness of the digital twin and how they

would map to the motivating example.
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4.5.1 Stimulus-Aware Digital Twin

A Stimulus-aware digital twin is the basis for all the other self-aware twin types. It is essen-

tially reactive in nature; the twin can demonstrate how detecting and reacting to stimuli and

events in the monitored environment can influence the state and behaviour of the observed

system. Simulation and what-if analysis are not involved, because they both utilise time

as the basis of predictive or prescriptive analysis for future outcomes. In our example, a

stimulus-aware digital twin demonstrates how the system can react and adapt to events re-

quiring routing optimisation with predefined policies and objectives. Examples of objectives

can be to minimise the average delivery time of all parcels and increase delivery coverage.

Examples of constraints may involve the time window requirement for the delivery of each

parcel, environmental factors affecting delivery, drone flying time, etc.

4.5.2 Interaction-Aware Digital Twin

The capability of an interaction-aware digital twin is twofold. First, an interaction-aware

digital twin operates on the knowledge acquired from the interaction of drones in the dig-

ital world – that interaction can relate to the historical or simulated eventuality of drones

interacting in the physical world and its corresponding impact in meeting the network’s

overall objectives and constraints. Second, interaction-awareness can also be steered by data

fed from the physical world on the interaction between drones; when such knowledge is pro-

cessed by the digital world, it can enrich the knowledge of the digital world for more informed

simulation, planning and decision-making that can be fed back to the real system.
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4.5.3 Time-Aware Digital Twin

A time-aware digital twin utilises data related to the system’s performance when autonomously

responding to stimuli. This twin can support automatic or semi-automatic predictive and

proactive planning informed by historical knowledge. For the motivating example, a time-

aware digital twin can help in predictive capacity planning, such as increasing or decreasing

the number of drones to cater for demand peak or off-peak, so that the pre-defined constraints

in stimulus awareness are still met – parcels should be delivered within time windows. Time

awareness can assist in proactive planning for the future (e.g. three hours later) delivery

demands in advance. With this capability, the digital twin evaluates periodically if the

current strategy will encounter performance degradation in the future, e.g. because of the

shortage of drones in future delivery peaks. If true, new decisions will be generated and

tested through what-if analysis and then enacted before the degradation occurs. Addition-

ally, a time-aware digital twin can monitor time-variant feedback from the physical world

to update the knowledge base in the digital world in an “info-symbiotic” data-driven style.

Historical data related to the performance of drones in meeting their objectives and their

routing strategies in the physical environment can be fed back into the digital twin to provide

the basis of what-if analysis, simulation and planning – whether offline or online steered by

time-aware knowledge.

4.5.4 Goal-Aware Digital Twin

A goal-aware digital twin has explicit knowledge about its goals and desirable states. The

combination of design time and runtime goals facilitates the response to current phenomena

measured from the physical world with goal-oriented planning. Goals can be discussed

individually (e.g. each individual drone fulfils its own delivery tasks), or collectively (e.g.

the whole delivery network copes with delivery peak). Goal awareness may also provide
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insight into changing the runtime goals with the aid of simulation. During the what-if

decision analysis, if no solution can meet the goals, the goals can be loosened to allow a

suboptimal solution. In the motivating example, a desirable state of the physical world is

one where most parcels can be delivered without constraint violation within a certain period

of time. A state is undesirable if a large percentage of parcels are delivered within a longer

than the one required, which might indicate a shortage of drones. The planning objective

can be to control the physical world to avoid an undesirable state and/or to transit from an

undesirable state to a desirable one.

4.5.5 Meta-Self-Aware Digital Twin

A meta-self-aware digital twin is aware of the other levels of self-awareness and adapts how

they are realised, and/or decides the trade-off between the different levels of self-awareness.

The full-capacity self-aware digital twin in Fig. 4 can illustrate meta-self-awareness. In

the example, the digital twin can make predictions periodically with a certain frequency to

detect possible future performance degradation. The meta-self-aware digital twin is able to

adjust the frequency of such predictions to reduce overheads. A high frequency of prediction

is not necessary when the delivery demands will remain stable in the near future, which may

lead to high computational and monetary costs. Meta-self-awareness is able to minimise

the frequency of prediction when the delivery demands are not and will not be changing

dramatically. Another example can be to change the planning algorithm used in stimulus

awareness. Due to the dynamic nature of the physical world, the performance of planning

algorithms may vary with time and scenarios. The objective can be to select an algorithm

among multiple candidates based on performance trade-offs.
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4.6 Discussion

Different design patterns have been described in [49] for different levels of self-awareness that

can be used to implement self-aware digital twins. Similarly, Table 4.2 provides an example

of attributes that can enable or instantiate the different awareness levels.

The architecture in Figure 4.2 depicts a fully-cognitive twin; in the general case, not all

different levels of self-awareness need to be present. For instance, time awareness is only valid

when abundant historical data have been accumulated over time through the choices made by

stimulus awareness in the past. Also, the trade-off between computational overhead, response

time, and quality of adaptation among different levels of awareness remains a challenge for

self-aware digital twins. Furthermore, on the levels of autonomy that the managed systems

have without the aid of the digital twin, the focus of the self-awareness in a digital twin

will vary: (i) If the managed system has its own reactive way of reasoning and acting, the

digital twin will assist solely on the collective goals of the physical world. A challenge will be

the coordination of knowledge gained from both the digital twin and the managed system.

A control handover can happen when the digital twin has more insights than the managed

system. (ii) If the managed system is controlled entirely by a digital twin, the digital twin

will provide planning for not only collective goals, but also individual goals. In such a case,

there is no knowledge coordination between the physical world and the digital twin.

Another challenge is the degree of distribution of a digital twin. As the case in the

smart logistics scenario, a managed system can be a complex system consisting of multiple

decentralised interacting components (e.g. the drones). A range of design options is available,

from a centralised digital twin of the entire system (e.g. an agent-based model of the city

and the drones) to a fully decentralised system where each component has its own twin with

a limited view of the world, to a hierarchy of communicating digital twins with variable

degrees of self-awareness.
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Table 4.2: Attributes that instantiate self-awareness.

Attributes Awareness
Stimulus- Interaction- Time- Goal- Meta-self-

Parameters Stimuli, events
and states (e.g.,
load, performance,
battery life, etc.)

Source of data,
topology of phys-
ical coordination
(e.g. captured us-
ing object models,
network analysis)

Historical data re-
lated to events,
states, etc.

Individual or col-
lective goals

Performance of
other levels of
awareness

Techniques Conditions-
actions rules,
threshold-based
algorithms

Coordination be-
tween nodes tak-
ing bids for tasks;
knowledge sharing
and negotiation

Statistical tech-
niques, machine
learning classifiers

Utility-based
optimisation, rein-
forcement learning

Bucket of models,
bandit solver

Purposes Events monitor-
ing; parameter
updates; discrep-
ancy mitigation

Coordinated deci-
sion making

Prediction,
history-based
adaptation

Maximising deci-
sion utility

Coordination
between levels of
awareness

Reactive or
proactive

Reactive Both Both Both Both

Simulation and
what-if analysis

N Optional Y Optional Optional
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4.7 Related Work

There have already been attempts to develop self-aware digital twins, either explicitly or

implicitly. However, none of the works explicitly consider knowledge in finer grain. They only

implicitly discuss limited facets of knowledge. In [14], a systematic framework is provided for

the evaluation of the intelligence of digital twins, but no specific manifestations are suggested.

In [224], the concept of a data-driven self-aware digital twin is discussed in the context

of the 3D laser cutting process. The main purpose of self-awareness is to understand the

present and predict future behaviour based on analysis of past data to support root-cause

analysis. Apart from stimulus awareness, goal and time awareness are implicitly involved.

In [119], a DDDAS system is extended to a self-aware digital twin to support real-time

path planning of an unmanned aerial vehicle (UAV) according to its structural integrity. In

this work, stimulus awareness and goal awareness are implicitly involved.

In [206], a dynamic data-driven approach is applied to the digital twin model for 3D

printer products. The digital twin is a machine learning model that predicts the surface

texture and dimension of the product to be printed by using environmental parameters from

sensors as input. Stimulus awareness and time awareness are implicitly involved.

In [207], a 3D simulation model is used as the mental model for the path planning

of a mobile robot. The robot simulates all the possible future paths resulting from different

initial parameters. Stimulus- and time-awareness are implicitly involved, the latter to predict

future path trajectories.

Previous research has explored the integration of DDDAS or symbiotic simulation

with self-awareness to facilitate intelligent decision-making in real-time, but no work has

been applied to the concept of digital twins. In [127, 126, 125], a cognitive, self-adaptive
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DDDAS agent is presented for the management of info-symbiotic agent-based simulation for

social systems. In [69], a symbiotic simulator is introduced to act as the meta-self-awareness

for volunteer computing. It simulates the functionalities of other levels of self-awareness by

running what-if analysis to evaluate the outcomes of alternative awareness levels that the

self-aware managing system could have chosen for a previous adaptation. Then a decision-

maker component will decide if such alternative awareness levels will be enacted.

4.8 Summary

This chapter has outlined the landscape of self-aware digital twins and has also proposed a

conceptual framework for self-aware digital twins focusing on fine-grained levels of knowledge.

The framework leverages the combination of the conventional digital twin and the generic

self-awareness architecture to facilitate cognitive intelligent planning and decision-making.

Different levels of self-awareness and an explicit simulation component are central to the

framework. The self-aware digital twin focuses on knowledge acquired not only from the

physical world but also from the digital world. Further, this chapter has discussed how self-

awareness can steer the synergy between the two worlds for more informed simulation and

decision-making.
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Chapter Five

Physical-to-Virtual: Knowledge

Equivalence in Digital Twins

The previous chapter has introduced the concept of the self-aware DT and outlined an

architecture for cognitive digital twins that can make informed decisions via predictive and

prescriptive what-if analysis in the simulation environment, leveraging knowledge awareness

and cognition capabilities. The main question examined is whether and how the DT can

be utilised to enhance intelligence in the physical system. This chapter aspires to address

a different challenge, namely how best to decide the equivalence between a cognitive digital

twin and its self-aware physical counterpart. To address this challenge, this chapter focuses

on the equivalence manager of the generic reference architecture presented in Chapter 3, and

enhances it with equivalence-checking capabilities. The novel idea of knowledge equivalence

is first presented and defined. In achieving equivalence, this chapter proposes knowledge

equivalence checking as a cost-efficient approach to maintain the equivalence of the digital

twin, by reducing unnecessary updates while still maintaining a valid model. This chapter

relates to the P2V direction of mutual intelligence enrichment.

81



Physical-to-Virtual: Knowledge Equivalence in Digital Twins

5.1 Overview

Predictions and analysis made by the digital twin can easily become obsolete when the

physical world is highly dynamic and evolves in real-time, and when the DT’s model drifts,

decays and/or is not updated to reflect on changes in the physical world. The requirement

for high fidelity of the digital twin system poses an important challenge to decide at which

point a digital twin can indeed be considered a replica and not a mere abstract representation

model of the physical system. In other words, fidelity replication begs the question: when is

a model considered equivalent to the real system, and therefore, the model can be trusted,

and no further updates are required? Too frequent updates in the model introduce excessive

communication and computation overheads, while large delays in updating the model force

it to drift from reality [214]. This chapter aims to address this question in the context of

DTs of intelligent systems, from the perspective of knowledge.

For intelligent systems functioning in a dynamic environment, both the observed phe-

nomenon of the physical environment and the internal knowledge bases of the intelligent

systems evolve in real-time. It thus becomes essential to adopt a new research viewpoint

that guarantees the DT also replicates the knowledge evolution of the intelligent systems

equivalently. Knowledge synchronisation and equivalence become of paramount importance

and prerequisite for meaningful, effective, and efficient control and analysis, as knowledge

drift and decay can make the twining obsolete. Additionally, maintaining knowledge equiv-

alence can subsume other fundamental issues that can be rooted in data sources, sensing,

processing, actuating, control, etc. This can be particularly important in DTs, support-

ing intelligent systems that are grounded on knowledge, covering dimensions that relate to

stimuli, time, interaction, goals, etc.

Current approaches for building Digital Twins do not provide explicit solutions to the

problem of knowledge equivalence as a fundamental problem for ensuring fidelity between

82



Physical-to-Virtual: Knowledge Equivalence in Digital Twins

the physical and digital worlds. This chapter specifically looks at knowledge equivalence

in the design of intelligent systems, assisted by the DT. In particular, it investigates the

challenge of real-time modelling of autonomous systems which can accumulate knowledge

through the DT to support intelligence and how knowledge equivalence can be engineered

and/or reasoned about in this setting.

The work presented in this chapter assumes that a digital twin is an imperfect artefact

when attempting to “follow” the physical system, and calls for knowledge comparison between

the digital and physical worlds [84]. The agents operating in the physical world are considered

interaction-aware, that is, being able to learn models capturing knowledge specifically

about their interaction with other agents and the environment. Each agent maintains its

own knowledge base and uses the interaction model to plan its actions. The knowledge of

interaction is modelled as a weighted graph by each agent.

The objective of this chapter is (i) to inform when and how often to update the DT

knowledge, and (ii) what is an acceptable tolerance and knowledge deviation level between

the digital and physical worlds. The chapter posits that utilising knowledge equivalence as

opposed to state equivalence can alleviate the overheads while improving simulation validity

and can be a more efficient and effective approach for the DT of intelligent systems. The

contribution of this chapter is as follows:

• The formulation of the problem of knowledge equivalence for the DT of an intelligent

physical system. This includes an outline of the threats to knowledge equivalence and

their detection and impact, as well as a set of metrics that measure the equivalence of

fine-grained knowledge related to interaction.

• The refinement of the holistic architecture that specifically focuses on knowledge equiv-

alence.
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• An online knowledge equivalence checking framework that identifies discrepancies and

determines when to update the DT.

• Demonstration and quantitative evaluation of the proposed framework based on a

smart camera network scenario where agents are interaction-aware.

5.2 Related Work: Equivalence in Digital Twins

To support accurate simulations by DTs, models that are equivalent to the physical world

are needed. This chapter focuses on the DT modelling of intelligent systems. The next

subsection delineates the scope of intelligent systems in this chapter.

The concept of equivalence has been investigated in different domains and problems

including model verification and validation [215, 43, 234], dynamical systems [217], model

checking [32, 54], program equivalence [220, 53], software evolution [250], knowledge repre-

sentation [92], bisimulation of concurrent systems [61], agent-based model adaptation [95],

VLSI design[36, 275], and industrial control systems [241]. Grounding models to data in an

online feedback loop has been extensively investigated in the context of DDDAS systems (as

mentioned earlier in Chapter 2), a comprehensive review of approaches to implement the

feedback loop is provided in [34].

The rest of the section provides an overview of approaches and techniques that focus

specifically on the issue of twinning addressing the problems of how to decide when the

model needs to be updated and how the model is updated. Table 5.1 summarises these

approaches. Three main classes of approaches are distinguished, namely replicating the

sensor data without any comparison; explicitly identifying discrepancies between the model

and the real system; continuous model calibration. With regard to model adaptation, four

elements that may be updated are state variables, parameters, behavioural rules and input.
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Table 5.1: Related work for online equivalence.

Category Reference Comparison entities Update Method

Replication [10, 134, 55] - State
Replication [68] - Input (stimuli) Stimuli identification
Replication [118] State (with the previous syn-

chronised value)
State and output Threshold-based approximate

synchronisation
Equivalence Checking [126] Knowledge (rules of agents) - Association rule mining
Equivalence Checking [84] Outputs given the same in-

puts
- Gaussian Mixture Model &

Hidden Markov Model
Equivalence Checking [97] State Parameter Multi-agent reinforcement

learning
Equivalence Checking [176] State Parameter Reinforcement learning
Equivalence Checking [155] Output sequence Parameter Online validation by time se-

ries analysis
Equivalence Checking [80] Time N/A Time discrepancy checking

Online Calibration [190, 96] State Parameter Optimisation
Online Calibration [277] Output Input Optimisation
Online Calibration [99] Statistical test on states Parameter Optimisation
Online Calibration [120] N/A State Bayesian inference
Online Calibration [4] N/A N/A Kalman filter or PID
Online Calibration [115] Output Parameter Error feedback
Online Calibration [179] State Parameter Online training
Online Calibration [229] N/A State and parameter Stochastic optimal control
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5.2.1 Sensor Data Replication

This approach aims at achieving equivalence by directly replicating sensor data into the

model. The sensor data may be used to update the state of the model either at a fixed

frequency [10] or dependent on the availability of data or event [134, 55]. The aim is to

ensure the state of the model reflects that of the real system. The work in [228] studied

adaptive synchronisation for balancing the trade-off between simulation accuracy and the

costs associated with frequent updates. The problem is formulated as finding an optimal

control policy that decides when to synchronise the state of the DT. However, their work

assumes the DT has an accurate model of the physical system, which hinders the applicability

to online decision-making under a dynamic environment.

In industrial control systems, a state usually refers to a hidden property of the system

that cannot be obtained through sensors. Sensors can only measure the input and the

resulting response (output) of the system in order to estimate the current state. In [68]

the state is replicated by identifying and updating the stimuli inputs in industrial control

systems. This work assumes the physical system and the twin system run the same program

defined by a finite state machine. However, the state transition of the program is fixed and

does not evolve over time, indicating no learning and awareness of knowledge are involved.

Kalasapura, Li, Liu, Chen, Wang, Abdelzaher, Caesar, Bhattacharyya, Kim, Wang,

Kimberly, Eckhardt, and Osipychev [118] proposed a synchronisation protocol called Twin-

Sync for bandwidth-limited IoT applications. The state can be adaptively synchronised,

but whether to synchronise is decided by the real-world system, not the DT. They incorpo-

rate operator intent as high-level objectives and output of interests to guide the update. A

shadow twin on each node decides whether to transmit new data of the state to the digital

twin. Such a decision is made based on the difference between the current system state and

the previous synchronised value of the state. If the difference exceeds a threshold determined
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by the digital twin, then the shadow twin on the node will send the new state.

The work of this chapter instead focuses on twinning a system that maintains and

evolves its own knowledge base. State replication alone is not enough to allow the DT

to “mirror” all the perspectives and dynamics of the system. Real-time replication of the

knowledge base is also needed for intelligent systems.

5.2.2 Discrepancy Checking

This approach focuses on explicitly comparing the model and the real system to identify

discrepancies and decide whether and when to update the model. The AIMSS system has

investigated this problem in the context of info-symbiotic (DDDAS) agent-based social simu-

lations[127, 125, 126]. The system utilises an SAT solver to detect inconsistencies of different

rule sets from the model and the real world dynamically identified via associative rule min-

ing. The rules can be viewed as knowledge of the agents, however, this is performed offline.

The discrepancy detector in [84] utilises a Gaussian mixture model to compare the outputs

of the real system and model given the same inputs and detect anomalies due to the miss-

ing mode of the model. Checking the inconsistency of states using reinforcement learning

agents is described in [97]. The agents take the state difference as inputs and decide whether

to update and which parameter to calibrate. In addition, the authors in [176] also apply

reinforcement learning to update the parameters (velocity) in robot applications, by using

position differences as rewords. In [155], the authors propose an online validation method

for the DT of manufacturing systems. Dynamic Time Warping, which is a time series anal-

ysis algorithm, is used to compare the inter-departure time sequences of the manufacturing

queue produced by the physical system and a Discrete Event Simulation model. A threshold

is used to alert the validity of the model. If not valid, the parameters for the distribution of

processing time are re-fitted with the recently acquired data.
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Additionally, the problem of time discrepancy for co-simulation-based DTs has been

addressed in [80]. The digital twin and its physical twin may be out-of-sync due to network

issues such as temporary network degradation or network drop. These network issues may

cause delays in data transmission between the physical twin and the digital twin. The

authors have designed mechanisms that can identify time discrepancies. If the discrepancy

exceeds a predefined threshold, then the digital twin will degrade to a digital shadow that

only receives data from the physical twin but does not send control messages to the physical

twin anymore. When the synchronisation is established, The digital shadow will be recovered

back to be a digital twin.

Existing effort in checking the equivalence between the DT and the real system is

limited to the comparison of states, input or output. There is still a lack of attention

to knowledge equivalence checking and comparison in order to identify whether the DT

maintains a virtual intelligent agent that possesses knowledge equivalent to the knowledge

of the real-world intelligent agent. As explained in section 5.1, this is particularly important

for intelligent systems.

5.2.3 Continuous Online Calibration

Continuous online model calibration is also utilised for maintaining an equivalent model.

Calibration focuses on continuously tuning the model parameters, typically at a fixed fre-

quency. Approaches in this category include the use of: difference/error between observed

and predicted values of the state variables as the objective function to optimise the selection

of parameters or inputs [190, 96, 277]; statistical tests on simulated and real traffic flows as

calibration criteria [99]; Bayesian inference in the context of unmanned aerial vehicle (UAV)

applications [120]; Kalman filter [4]; the error between observed output and predicted output

as feedback for the calibration of clock models [115]; and online calibration by training deep
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learning models with streaming data (state variables) [179]. In addition, Tan and Matta

[229] formulate the optimal digital twin synchronisation problem as a stochastic control

problem, in which the objective is to find an optimal policy that determines when to update

the predictions and model parameters. Specifically, their approach enables deciding whether

to update the performance predictions with the latest observation, whether to update the

model parameters, and whether to increase the detail level of the simulation model. The

approach also minimises prediction bias and synchronisation overhead.

5.3 Knowledge Equivalence

Ensuring equivalence between the DT and the real world is essential for accurate simulation

predictions and analysis. When “twinning” a system that learns knowledge, an additional re-

quirement should be enforced on maintaining equivalence between the knowledge base of the

physical agent and that of the corresponding virtual agent. This section defines knowledge

equivalence and presents different situations that lead to the knowledge deviation between

the virtual system and the physical system. The work presented in this chapter focuses

specifically on interaction-awareness. Though this awareness level deals with interactions, it

backs itself up with both stimuli- and time-awareness knowledge in relation to these inter-

actions. Knowledge can be implemented using different data structures. In this chapter, the

knowledge of an agent is represented as a weighted graph to model interaction with other

agents.

5.3.1 Defining Knowledge Equivalence

First, consider a pair of physical and virtual agents with knowledge ki and kj respectively.

The pair has identical {A,P,K, ϕ, π} as modelled in Section 3.2.1.1. If the two agents are
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said to exhibit equivalence in their knowledge, then given the same perception, they should

output and express the same action. That is, the two agents are deemed to be knowledge

equivalent if and only if:

∀p ∈ P, π(p, ki) = π(p, kj) (5.1)

Notice that as mentioned in Section 3.2.1.1, the output of π can either be one single action

or a probability distribution of multiple actions. The comparison between two probability

distributions can be quantified by well-established statistical techniques (e.g. histograms

[70]). Such a definition implicitly implies the tolerance of discrepancies: if and only if the

two pieces of knowledge lead to the same response given the same input, they are regarded

as equivalent, no matter how different the values of the two are.

For a multi-agent system and its model, the pair of agents of the virtual and physical

worlds should strictly exhibit knowledge equivalent, if: for every agent αi and its model α′
i,

equation (5.1) should hold.

However, it can become difficult to identify whether a multi-agent system and its

digital twin model are equivalent, because exhaustively evaluating all possible perceptions

is infeasible when the state space is too large or when the number of agents is also large.

Additionally, it is equally time-consuming to compare all possible perceptions at every wall

clock time tick.

5.3.2 Threats to Knowledge Equivalence

Assuming a correct and validated model by design, equivalence between the DT and the

physical world can be threatened due to various reasons, thus causing deviation between

the knowledge or/and states of the two intelligent systems. Some of the major threats to

equivalence are listed below.
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5.3.2.1 Temporal

Temporal deviation refers to changes in the physical environment not being timely reflected

in the DT model. This type of deviation can be attributed to the inadequate or suboptimal

frequency of timely updates. The deviation is often noticed, when the time interval between

two updates is long.

The updates can be infrequent and not timely for several reasons. Firstly, hardware

bottleneck. The data processing capacity of the DT or network bandwidth may not, for

example, sustain a high volume of incoming sensor data in a short period of time. Another

reason is the need to minimise the energy consumption of the sensors. Frequent sensing and

data transmission to the DT will cause the sensor may consume excessive energy, limiting

its dependability and usage lifetime in the long run. Thirdly, a sensor can be temporarily

put into sleep mode when its data can be inferred by other sensors [173], but at the risk

of inaccurate estimation. Fourthly, the user (human or application) of the model may not

require fine-grained high-frequency timely information. Finally, sensors may fail to transmit

data due to hardware failure.

The consequence of temporal deviation is that at any time step between two consec-

utive updates, the status of the physical world can be unknown to the DT. The DT may

rely on data updates or estimates of previous runs, or may extrapolate its knowledge from

other data sources. To detect such a deviation, comparisons are needed at each updating

time step.

5.3.2.2 Unpredictable Environment Changes

Deviation in knowledge can also happen due to unpredictable environmental changes that

a running physical system may experience, and guards for triggering knowledge updates for
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these changes and surprises are missing in the design. One typical cause of unpredictability is

partial observability – the detail of the entire environment is not fully observed through sen-

sors. Another cause is the model being designed with biased or simplified assumptions. For

example, the physical environment can be highly dynamic such that the environment model

may not fully model all possible unforeseen scenarios, especially emergency events like car

accidents in traffic-related applications, the appearance of sudden objects obstructing the

cars etc. Since agents interact with the environment, the deviation between the virtual

and physical environment can cause the knowledge of virtual agents and physical agents to

diverge, leading to different behaviours. Such a deviation will invalidate knowledge accumu-

lated by the virtual system. To detect this type of deviation, continuous validation can be

applied.

5.3.2.3 Nondeterministic Agent Behaviours

Intelligent self-aware agent may not act deterministically. If the physical agent and its

virtual agent replica both act in a probabilistic manner, they are very likely to choose

different actions even given the same perception and knowledge base. Different actions

lead to different feedback from the environment. The two agents then may revise their

knowledge bases differently given the different feedback. Different actions may also cause

the virtual environment and physical environment to evolve in different trajectories. This

type of deviation can be detected by directly comparing the actions made by the virtual

agent and physical agent.

5.3.2.4 Model Drift

Similar to the discussion in [72], model drift refers to changes made in the DT not being re-

flected in the real world and vice versa. Note that model drift is not the same as the temporal
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deviation. The DT may modify the virtual system and synchronise the same changes in the

physical system, but the synchronisation may fail, causing the two systems to drift apart. To

give an example, the DT instructs a virtual robot to carry a parcel to a new location in the

simulation, and then intends to synchronise the same action to the physical robot. However,

during the operation of the physical robot, the parcel drops halfway during transportation.

Without additional verification, the DT believes the parcel in the physical world has been

transported successfully to the desired destination. The aggregation of this type of deviation

over time will cause the model to drastically deviate from the physical world. To detect this

deviation, data from various additional sources are needed to verify the synchronisation. In

the above example, a camera can be installed on the robot to monitor the condition of the

parcel as a means of verification.

Anticipation of the above threats can be incorporated into the design of knowledge

equivalence methods in order to mitigate possible deviation during runtime. In addition,

these threats can be valid assumptions for the controlled experimental evaluation of the DT

system prototypes. This chapter also uses combinations of threats to evaluate the knowledge

equivalence-checking method proposed in Section 5.5.

5.4 A Refined Reference Architecture for Equivalence

Management

This section provides refinement of the equivalence maintenance mechanisms in the proposed

holistic architecture. Specifically, the internal components of the Equivalence Manager are

designed with the assumption that the physical agents have levelled self-awareness capabili-

ties. The decentralisation pattern of the Equivalence Manager is also proposed later in this
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section.

5.4.1 Requirements and Assumptions

The equivalence manager compares the model to the physical world on a continuous basis.

If there are any discrepancies, it will update the variables that characterise the current

representation of the virtual world or adapt/calibrate the model accordingly. It is assumed

that data regarding the state of the physical environment and knowledge of each agent are

available to the DT through sensors. The Equivalence Manager should continuously compare

the state and knowledge between the physical world and the virtual world. It checks whether

the state and knowledge in the virtual world simulated by the model are equivalent to the

physical world. If not equivalent, then the state and/or knowledge needs to be updated.

The Equivalence Manager should also identify whether such inequivalence is caused by the

inaccuracy or bias of the internal parameters of the model, thus informing model calibration.

The physical agents are assumed to be instantiated with the self-awareness paradigm.

As introduced in section 2.1.2 and shown in Fig. 3.2, a self-aware agent can maintain

knowledge at different levels. The self-awareness component constructs and modifies the

knowledge base by its capabilities at one or multiple level(s) with sensor perceptions. The

self-expression component expresses decisions and yields consequent actions entailed by the

awareness level(s).

5.4.2 Equivalence Manager

To design the architecture for the above mechanism, this thesis refines the Knowledge Man-

ager originally proposed in Figure 3.4. Since knowledge is divided into different levels in the

agent’s knowledge base, the equivalence manager should also maintain the equivalence of
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each dimension of fine-grained knowledge. Fig. 5.1 shows the instantiation and refinement

for the model equivalence of the holistic reference model when the intelligence of the agents

is modelled by self-awareness.

The Equivalence Manager is composed of an equivalence checker and an updater.

The equivalence checker (EC) contains a state equivalence checker, a knowledge equivalence

checker, and an aggregator. The state EC checks equivalence by comparing the state tran-

sition of the physical world and the model. The knowledge EC is further refined into four

levels according to the levels of self-awareness: stimulus EC, interaction EC, time EC, and

goal EC. Each fine-grained knowledge checker is responsible for the knowledge comparison

of that level. For instance, the interaction EC monitors the interaction-related knowledge

in the knowledge base of the physical agents and the virtual agents. When the interaction-

related knowledge in the physical and virtual agents deviate from each other, the equivalence

manager should update the interaction knowledge base of each virtual agent. The aggregator

coordinates the different ECs to decide which EC(s) to utilise. Such coordination may re-

quire a more sophisticated design and is out of the scope of this thesis. Finally, inequivalence

detected by ECs will trigger the updater to update the model by simulation re-initialisation

(on the states and/or knowledge) and/or model adaptation.

5.4.2.1 Decentralisation of Equivalence Manager

The equivalence manager can be implemented as a central entity or decentralised to each

virtual agent. In a centralised manner as shown in Fig. 5.1, the manager checks the knowl-

edge of all agents, and updates them at the same time. For decentralisation, each virtual

agent is assigned an equivalence manager as shown in Fig. 5.2. Each equivalence manager

only checks the knowledge and state of the agent that it is attached to. All equivalence man-

agers also work asynchronously such that each manager decides by itself when to update its
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Figure 5.1: Instantiation of Fig. 3.4 with Self-Awareness.

96



Physical-to-Virtual: Knowledge Equivalence in Digital Twins

Figure 5.2: Decentralisation of Equivalence Managers.
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virtual agent. This thesis particularly focuses on a centralised equivalence manager and the

knowledge related to interaction, i.e. equivalence checking by the interaction equivalence

checker. The decentralisation is left as a future work.

5.5 A Methodology for Knowledge Equivalence Checking

The key to knowledge equivalence checking lies in the identification of potential knowledge

drift through continuous online comparison. In this regard, two fundamental questions arise:

how to quantitatively identify knowledge drift, and when to update the simulation model.

The type of available sensor data dictates the possible continuous comparison approaches for

online equivalence checking. Fig. 3.3 shows the model used in this chapter and it involves

three types of available data that can be used in comparison: environment state, knowledge

of agents, and actions of agents. While the comparison of the state is a straightforward

approach, which is also reviewed in section 5.2, it does not consider the fact that physical

agents maintain self-evolving knowledge bases. Therefore, two novel ways of comparison are

proposed in this section based on the rest two types of data to directly check the equivalence

of knowledge: knowledge comparison and action comparison. A threshold-based tolerance

approach is adopted to trigger model updates.

5.5.1 Benefits of Knowledge Equivalence Checking

Traditionally, equivalence checking is largely based on state synchronisation and comparison

between sensory data of the physical system and the output of the model or through the ex-

haustive exploration of transitions of states (see section 5.2). Such state equivalence checking
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methods can suffer from heavy computational overheads, making them difficult to scale to

large-scale settings, such as in DT-related studies where equivalence should be maintained in

real-time or near real-time. This is exacerbated in highly dynamic applications where model

adaptation is expected to be performed frequently to capture the up-to-date dynamics of the

fast-evolving environment.

In systems encompassing intelligent agents, the dynamic non-deterministic behaviour

of agents may also change the dynamics of the physical world and the world model. In such

cases, the knowledge of the agents may become the determining factor affecting the deviation

of these two respective components of the twin system, as it is the knowledge of the agents

that determine their decisions, their actions and their effect on their environment. Using

knowledge as a metric for equivalence checking such intelligent systems emerges therefore

as a viable approach that could overcome the high overheads involved in using states since

knowledge is a task-related abstraction of state.

5.5.2 Knowledge Comparison Method

Knowledge comparison refers to directly quantifying the similarity of knowledge possessed

by the virtual agent and physical agent. The design of the similarity metric is specific to the

type and representation of knowledge. Therefore, this chapter specifically focuses on agents

that are interaction-aware.

5.5.2.1 Knowledge Representation and Drift

For systems where agents interact and collaborate with each other, a common practice is

to represent interaction awareness as undirected weighted graphs [70, 75]. This chapter

also adopts graphs to represent interaction-related knowledge. In the graph, each vertex
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represents an agent, and the edge weights are the knowledge of the interaction between

agents. An example is to use weights to represent the collaboration history and tendency

between two agents, which can be modelled by artificial pheromones [75]. For any agent

i, if it has a high weight value with a certain agent j, then the weight means agent i has

been collaborating with j recently in the past, and i tends to collaborate more with j in the

future, rather than other agents with lower weight values.

Globally for the entire system with m agents, there are at maximum l =
(
m
2

)
=

m × (m − 1)/2 edges. Here wj is used to denote the weight value of the jth edge. The

weights of all l edges between physical agents at time t are represented as a vector:

w(t) = (w1(t), w2(t), w3(t), ..., wl(t)) (5.2)

Similarly, the edge weights between virtual agents at the current time step t are:

w′(t) = (w′
1(t), w

′
2(t), w

′
3(t), ..., w

′
l(t)) (5.3)

Then to measure the knowledge drift of interaction-awareness between the simulation

and physical world at time step t, this chapter defines a metric drift() as the Euclidean

distance between w(t) and w′(t):

drift(w(t),w′(t)) = |w(t)−w′(t)| =

√√√√ l∑
i=1

(wi(t)− w′
i(t))

2 (5.4)

5.5.2.2 Workflow

A threshold-based comparison workflow is designed to identify inequivalence of knowledge,

which is shown in Algorithm 1. It is assumed that the simulation proceeds in real-time at
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the same pace as the wall clock time1. The algorithm continuously senses the knowledge

bases in the simulated agents and physical agents at every wall clock time tick (lines 5-8).

The time duration between two time ticks is specific to the application scenarios, and is out

of the scope of this algorithm. The knowledge comparison is run every q time ticks. A time

window of length l is used to calculate the cumulative knowledge drift within this window

(lines 11-13), where the function drift() is defined by Equation (5.4). Then if the drift value

is larger than a threshold θ, the simulation is regarded as knowledge inequivalent to the

physical world. The simulation then needs to be re-initialised with the latest world state

and knowledge (lines 15, 16) as:

σ′
t = σt, where ∀i σ′

i,t = σi,t (5.5)

w′(t) = w(t), where ∀i w′
i(t) = wi(t) (5.6)

5.5.3 Action Comparison Method

Algorithm 1 is only applicable when the drift of knowledge is clearly defined. However, for

more generalised situations where knowledge may not be represented as a graph or cannot

be easily quantified, different approaches are needed. This chapter proposes an alternative

approach that compares actions made by virtual and physical agents, since the action is the

direct result of knowledge, and varies based on the level of knowledge the agent has.
1The idea is to allow the simulation to run in parallel with the real world, such that at any moment, the

simulation model always represents a snapshot of the real world, being neither ahead nor behind in time.
Users would be able to inspect the current (estimated) status of the real world directly from the model,
without waiting for the sensor data to be transmitted and collected. More importantly, such a real-time
model is always ready to give predictions about how the real-world system would evolve starting from the
current state of the world.
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Algorithm 1: Knowledge Comparison.
Input: comparison time interval q, threshold θ, comparison time window l
Data: History of knowledge of all physical agents K, history of knowledge of all

virtual agents K′, time t
1 K ← [];
2 K′ ← [];
3 t ← 0;
4 while True do
5 w′(t)← sense knowledge from simulation;
6 w(t)← sense knowledge from real world;
7 K′[t]← w′(t);
8 K[t]← w(t) ;

// Compare every q time ticks
9 if t mod q == 0 then

10 d← 0 ;
11 for j = max(0, t-l) ... t do
12 d← d+ drift(K[j],K′[j]) ;
13 end
14 if d > θ then
15 σt ← physical world state at t ;
16 Re-initialise simulation with σt, K[t];
17 end
18 end
19 wait for the next wall clock time tick;
20 t ← t+ 1;
21 end

5.5.3.1 Action Deviation

In order to compare action, a metric that quantifies action deviation is proposed as follows.

The main idea is to measure how the actions made by all the virtual agents are different

from the physical agents.

First of all, all the agents are assumed to have the same action set A which contains

a finite number of elements. Then, if the physical world is composed of m agents in total,

the deviation is calculated as
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Algorithm 2: Action Comparison.
Input: Comparison time interval q, threshold θ, comparison time window l
Data: History of actions by all physical agents A, history of actions by all

virtual agents A′, time t
1 A ← [];
2 A′ ← [];
3 t ← 0;
4 while True do
5 at ← sense actions from simulation;
6 a′

t ← sense actions from real world;
7 A[t]← at ;
8 A′[t]← a′

t ;
// Compare every q time ticks

9 if t mod q == 0 then
10 d← 0 ;
11 for j = max(0, t-l) ... t do
12 d← d+ deviation(A′[j],A[j]) ;
13 end
14 if d > θ then
15 kt ← sense knowledge of all physical agents;
16 σt ← sense physical world state ;
17 Re-initialise simulation with σt, kt ;
18 end
19 end
20 wait for the next wall clock time tick;
21 t ← t+ 1;
22 end

deviation(a′, a) =
1

m

m∑
i

1a′i=ai , where 1a′i=ai =


1 a′i = ai

0 a′i ̸= ai

(5.7)

where ai and a′i are the actions made by physical agent i and its virtual counterpart a′i.

5.5.3.2 Workflow

Algorithm 2 illustrates the workflow of action comparison, which is similar to knowledge

comparison. The main difference is in lines 5-8 and line 12, where the actions made by the

103



Physical-to-Virtual: Knowledge Equivalence in Digital Twins

physical agents and virtual agents are recorded and compared. In addition, instead of using

w to denote knowledge specifically represented as a graph, the symbol k is used to represent

knowledge in order to be generic.

5.6 Evaluation

This section evaluates the effectiveness of the previously proposed two knowledge equivalence

checking methods in maintaining an equivalent DT. The evaluation is conducted through

a case study using smart mobile cameras. Maintaining knowledge equivalence involves two

repetitive steps: checking for knowledge discrepancies and updating the knowledge. As

mentioned in sections 5.3 and 5.5, the main premise of the chapter is that 1) maintaining

knowledge equivalence is crucial for maintaining an equivalent DT model that replicates net-

worked intelligent self-aware systems, and that 2) the methods used for checking knowledge

equivalence are efficient and have low overhead in keeping the DT model up-to-date. Two

factors are considered in the evaluation: 1) updating the model is resource-intensive, since it

requires re-initialisation of all variables, which is time-consuming, and 2) comparison takes

time and memory space.

The evaluation will utilise the following metrics:

• Number of updates : this metric corresponds to the total number of updates within a

given time period. This metric is indicative of potential overheads that can be incurred

as a result of the updates, where more updates may require frequent re-configuration

and re-initialisation of the simulation. Once knowledge in-equivalence is identified, an

update will follow; henceforth, the number of updates is equal to that of the number

of in-equivalence checks.

104



Physical-to-Virtual: Knowledge Equivalence in Digital Twins

• Average utility deviation: This metric relates to the difference between the task goal

satisfaction (defined by a utility function) observed in the real system and the simulated

modelled system. This metric indicates simulation validity, averaged over the time of

observations. The utility function is application-specific, but the metric of utility

deviation within n consecutive time units can be defined as:

Avg. utility deviation =
1

n

n∑
t=1

|u(t)− u′(t)| (5.8)

where u(t) is the utility of the real system at time t and u′(t) is the utility of the

modelled system at time t.

The minimisation of both metrics is essentially conflicting in objectives. When the

model is updated more frequently, the simulation of the modelled system strives for fidelity

with the real system. Conversely, with less frequent updates, the simulation can easily

drift away from the real system. To address this problem, this chapter assesses each of

the proposed checking methods by the Pareto efficiency of the method’s solution set. The

solution set is obtained by various possible configurations of that method against the two

objectives. Pareto efficiency is based on the non-domination relation between solutions. A

solution point x dominates y if and only if x is at least as good as y in both objectives

and better in at least one [258]. A point x is non-dominated if and only if no other points

dominate x. The set of all mutually non-dominated solutions is called the Pareto front. The

experimental analysis aims to answer the following two questions:

q1. Does knowledge update lead to a high fidelity replica, such that the simulation model

closely describes the real world and exhibits smaller utility deviation?

q2. Does knowledge equivalence checking achieve more Pareto efficient results than state

equivalence checking under different uncertainties?
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5.6.1 An Illustrative Example

The evaluation adopts a modified version of the real-time tracking by distributed smart

mobile cameras2 [74]. This example is one of the various studies where self-awareness has

been applied and has demonstrated the advances in achieving self-organising behaviours

[200]. In addition, the study of distributed smart cameras itself has also been actively

studied regarding various decentralised approaches and different variations [75, 264, 193].

This example, which is based on [74], represents a typical setup for how networked self-aware

agents in a spatial environment can self-learn by accumulating knowledge of interaction and

self-organise to finish specific tasks. The example also fits this chapter’s assumption of having

decentralised agents that self-evolve their knowledge bases with interaction-awareness. This

example case study is complex by exhibiting emergent properties: minor differences in the

state will easily affect the behaviour of agents and diverge the self-organising behaviours of

other networked agents thereafter.

In the example, a fixed number of objects and intelligent drones move in a bounded

2-D space. The drones are equipped with onboard cameras to collaboratively track and mon-

itor objects for surveillance purposes. Each camera is assumed to have an omnidirectional

(360-degree) view with a fixed sensing range. Each drone is controlled by an embedded

autonomous self-aware agent which decides its actions. Each object moves towards a fixed

direction at a constant speed, and will bounce back when it hits the boundary of the 2-D

space. Objects can become important or unimportant spontaneously. The goal of the system

of drones is to maximise k-coverage: trying to ensure every important object is monitored

by at least k cameras. It is further assumed that as long as an object is located within the

sensing range of any camera, the object is regarded as covered by that camera. An object is

k-covered if it is covered by at least k cameras at the same time (see Fig. 5.3).
2All elements used for the experimental analysis presented in this chapter including the source code,

parameters, data and results are available at http://digitwins.github.io
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Figure 5.3: k-coverage from the bird’s-eye view.

5.6.1.1 Utility of the Task Goal

To measure the satisfaction of task goal (k-coverage) over time, a utility function is used

[74]. Suppose there are Nall objects in the environment. Let Nk(t) be the number of objects

being k-covered at time t. Then the utility at moment t is defined as the ratio of k-covered

objects: u(t) = Nk(t)
Nall

.

5.6.1.2 Self-Aware Agent

Since no single agent has a global view of the world (due to limited sensing capability), each

agent is assumed to collaborate with others based on message communication. An agent can

request other agents to help track the same object by advertising the object ID and position.

Other agents can then decide whether to accept the request and move towards the advertised

object. To avoid broadcasting to all other agents which is costly in communication, each

agent is assumed interaction-aware to intelligently decide which ones to send messages to

and which request messages to accept.

First of all, stimulus-awareness is the basis of self-awareness. The stimuli in the

example are the local perception of the agent, which includes the received messages, the

current position of itself, as well as the current positions and the importance of all objects

within its camera range. An agent is able to use the stimuli to decide which direction to
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move to track a certain object.

Beyond stimuli, the knowledge of interaction in this example is the status of co-

covering. A drone is able to identify the coverage of other drones of objects as itself in a given

time; this can be achieved through short-range wireless sensing technology as assumed in the

original example [74]. Such knowledge of interaction is modelled as artificial pheromones,

represented as a weighted graph, and maintained by each agent in its local memory. Agents

are vertices in the graph. The edge weights reflect the recency of co-covering collaboration.

If any two agents are both covering one or more same important objects, then the weight of

the edge connecting the two agents will be “strengthened” by adding a constant value δ. All

edge weights will also “evaporate” through time by multiplying a discount factor γ at the

end of every time unit [74, 75].

With the knowledge of interaction, an agent tends to communicate with agents that it

has collaborated with very often recently. When requesting help, the agent shall only notify

the (k + 1) agents with which it has the strongest weights. When deciding which request

to accept, the agent will rank the received messages first by edge weight and then by the

received time. The agent will only accept the most recent request sent by the agent that

has the highest edge weight. A more detailed description of the behaviour of a single agent

is shown in Algorithm 5 in appendix A which is based on [74]. Each agent in the system is

designed as Algorithm 5.

5.6.2 Prototype Implementation

Two simulators are used to implement the example and its DT, as shown in Fig. 5.4. The two

simulators run in parallel, denoted as Simulator P and Simulator D to represent the Physical

world and its Digital twin replication, respectively. Both simulators are implemented by the
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agent-based simulation engine Repast Simphony [184], and can simulate the behaviours of

objects and drones. The two simulators are identical jar executables, but multiple types of

uncertainties are introduced between the two, which is explained later in section 5.6.3.1. The

simulator initialises its starting scene by loading an XML file, which contains the information

of all drones and objects as shown in Table 5.2. The simulation state σt as defined by

Equation 3.3 is composed of the positions (x-y coordinates) of all objects and drones at time

t.

The equivalence manager is implemented in Python and uses Py4J3 to interact with

the two simulators. It is able to sense data listed in Table 5.2 from both simulators at every

time step. When an update of the DT is needed, the equivalence manager re-initialises

Simulator D by passing all data in Table 5.2 sensed from Simulator P as an XML file.

Table 5.2: Types of data accessible in simulation.

Entity Attribute Data

Drone ID
position
received messages
interaction graph

Object ID
position
direction
importance

5.6.3 Experimental Frame

5.6.3.1 Evaluation Scenarios

To emulate the situations in real-world settings, biases and uncertainties are considered.

Following on the discussions of section 5.3.2, the following three threats to equivalence are
3https://www.py4j.org/
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Figure 5.4: The implementation architecture for the prototype.

considered:

T1. Unpredictable environment changes: biased model parameters.

T2. Unpredictable environment changes: the environment is partially observable; data out

of the sensor range are unknown.

T3. Nondeterministic agent behaviours.

First, for T1, systematic deviation of an object could be encountered in the physical

environment, but may not be considered in the model of the object. In the experiment, the

simulation model assumes its objects to have experienced systematic deviation in movement,

where each physical object moves with a systematic error angle of 3 degrees to its left, but

the model is not aware of such a deviation. Such an error can be common. For instance, if the

object moves with wheels, then the error could be caused by the manufacturing imprecision

of the wheels.
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(a) Scene 1: 10 objects, 5
drones.

(b) Scene 2: 12 objects, 8
drones.

(c) Scene 3: 12 objects, 8
drones.

(d) Scene 4: 20 objects, 10
drones.

(e) Scene 5: 10 objects, 15
drones.

(f) Scene 6: 10 objects, 10
drones.

Figure 5.5: The initial snapshot of the evaluation scenes. A 2-D world of size 50 * 50 is
considered. The blue rectangles are the objects. The red circles are the drones. Scenes 4, 5
and 6 are generated by randomly positioning the objects and drones and randomly assigning
the initial moving direction of each object to be one of the four: east, north, west and south.
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Second, for T2, if the DT is only able to acquire data from the drones in the physical

world, then the positions of objects that are not covered by any drone are deemed to be

unknown. Therefore, the behaviour of the entire system cannot be simulated accurately.

These unknown positions can be estimated (e.g. through past trajectories of objects), but

the estimation techniques are out of the scope of this chapter. In the experiments, it is

assumed that the DT can estimate these positions with a random error ϵ on both x and y

coordinates.

Third, for T3, the virtual agents and physical agents may exhibit different behaviours.

When randomly deciding which object to track at line 11 of Algorithm 5, the physical agent

and its virtual counterpart may make different choices. In the experiments, the virtual agents

and physical agents are provided with different random seeds.

Two conditions are constructed by combining two threats. Each of the conditions, I

and condition II are applied to six different starting scenes (shown in Fig. 5.5) respectively:

(a) Condition I: T1 and T3 (b) Condition II: T1 and T2. Therefore, in total 2 × 6 = 12

different evaluation scenarios are designed. Each scenario is denoted by its condition and

initial scene. For instance, scenario I-3 refers to the combination of Condition I and Scene

3.

5.6.3.2 Simulation Setup

The simulation uses discrete logical time. The model parameters for the two simulators are

set as follows. The environment is designed to be a 50 × 50 2-D world with boundaries. The

task goal is to maximise 2-coverage, with k = 2. Each object moves 1 unit distance every

time step and becomes important or unimportant every 30 time steps. The sensing range of

each camera is 10. The parameters of edge weights are γ = 0.9 and δ = 1. The random error

ϵ of position estimation described in section 5.6.3.1 is uniformly sampled from [-5, 5]. This
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is a relatively large error since the uncertainty spans 20% of the side length of the 2D world,

and it is at the same scale as the sensing range of the camera. Such an error assumes poor

estimation of the unobserved environment by the DT. In the beginning, the two simulators

are initialised with identical states and zero knowledge. Each experiment configuration is

run for 1000 simulation time steps and repeated 5 times if not specified otherwise. All the

experiments in this chapter were conducted on a MacBook Pro (13-inch, M1, 2020) laptop

with macOS 12.5.1, Apple M1 processor, 8GB RAM, and 512GB SSD.

5.6.4 Simulation Validity of Knowledge Updates

Firstly, the performance of knowledge updates is evaluated. The aim is to investigate how

different knowledge update strategies, when applied at different time steps of the simulation,

can affect utility deviation over time. The evaluation is intended to investigate the question

q1 for the necessity of knowledge synchronisation. In particular, three update strategies

used for synchronising the DT are evaluated, each differs in how the knowledge is updated:

• Keep knowledge: update all data items listed in Table 5.2, except for the interaction

graph, and keep the graph in the simulated system unchanged.

• Clear knowledge: update all data items in Table 5.2, except for the interaction graph,

and set all edge weights to zero.

• Update knowledge: update all data items listed in Table 5.2

Keep knowledge and Clear knowledge are two baselines. They represent two setups

where the model update does not pay attention to the knowledge. Then the knowledge either

remains unchanged or is reset. Only state variables and essential attributes of agents are

synchronised to the DT. Instead, update knowledge synchronises not only the latest state
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but knowledge to the DT.

Each experiment is designed to run for 100 time steps, which contains two phases:

knowledge accumulation phase and evaluation phase. Each phase lasts for 50 time steps.

The beginning of knowledge accumulation is called the start time, and the end is called the

update time. At start time, the simulated system is initialised by replicating the snapshot of

the real system, which contains all data listed in Table 5.2. At the knowledge accumulation

phase, both systems run for 50 time steps to allow their knowledge to evolve. The two

systems also gradually deviate from each other because of condition I. Next, at update time,

the three update strategies are applied respectively to the simulated system by sensing the

real system. Finally, at the evaluation phase, both systems run another 50 time steps, and

the utility deviation is evaluated.

To emulate updating at different points in time, for each of the scenarios I-1 to I-6,

30 time stamps are randomly sampled from 1 to 900. Each time stamp serves as the start

time for one experiment. Each experiment is repeated 10 times.

The average results for 30 × 10 = 300 runs of each scenario are shown in Fig. 5.6.

The deviation of each bar is relatively large because even for one certain scenario, the sys-

tem behaviours during different time periods are different. Then the performance of utility

deviation may fluctuate among these 30 randomly sampled time periods. Nevertheless, by

taking the average, the figure shows that for all the scenarios, the update knowledge strategy

performs the best by achieving the lowest utility deviation. If knowledge is kept the same as

before, the old knowledge can still take effect but the accuracy of utility is lower. If knowl-

edge is reset at the update time, the simulation generally cannot guarantee the accuracy of

utility as the other two strategies. Since different knowledge leads to different actions of the

agent, the resultant task utility may also be affected. Therefore, when updating, in addition

to maintaining the same state in the simulated system, the same knowledge should also be
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maintained.

In addition, Fig. 5.7 shows the utility of scenario I-6 during the evaluation phase. The

start time and update time are set as 270 and 320, respectively. The figure clearly shows that

updating knowledge ensures the simulation most accurately “follow” the ground truth utility.

Notice that the simulation starts to deviate only after time 333 in both three sub-figures.

This is first because all objects switch their status of importance at time 330 (as assumed

in Section 5.6.3.2). The important objects covered by drones then become unimportant.

Therefore, the drones need to search and cover other objects that just became important,

which leads to different movement patterns than patterns before time 330. Also, Condition

I causes the positions of objects in the simulation to deviate from the real objects. With

different drone movement patterns and different object positions, the utility deviates after

time 333.
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Figure 5.6: Knowledge update strategies in 6 scenarios.

5.6.5 Pareto Efficiency of Knowledge Equivalence Checking

Next, the proposed knowledge equivalence checking methods are evaluated: knowledge com-

parison and action comparison, which do not assume a fixed update frequency. When updat-
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Figure 5.7: 2-coverage utility of three knowledge update strategies, after updating at time
320 in Scenario I-6.
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ing Simulator D, all data in Table 5.2 (state and knowledge) are replicated from Simulator

P. This evaluation is intended to study the question q2.

The method state comparison is regarded as the baseline, which is shown in Algorithm

3. A state is composed of the positions of all the cameras and objects. The deviation of two

states is also measured by their Euclidean distance as:

deviation(σt, σ
′
t) = |σt − σ′

t| =

√√√√ l∑
i=1

(σi,t − σ′
i,t)

2 (5.9)

Algorithm 3: State Comparison.
Input: Comparison time interval q, threshold θ, comparison time window l
Data: History of physical world state Σ, history of virtual world state Σ′, time t

1 Σ ← [];
2 Σ′ ← [];
3 t ← 0;
4 while True do
5 σt ← sense from simulation;
6 σ′

t ← sense from real world;
7 Σ[t]← σt ;
8 Σ′[t]← σ′

t;
// Compare every q time ticks

9 if t mod q == 0 then
10 d← 0 ;
11 for j = max(0, t-l) ... t do
12 d← d+ deviation(Σ′[j],Σ[j]) ;
13 end
14 if d > θ then
15 kt ← sense knowledge of all physical agents;
16 Re-initialise simulation with σt,kt ;
17 end
18 end
19 wait for the next wall clock time tick;
20 t ← t+ 1;
21 end

There are three parameters for each comparison method. It is assumed that the

comparison is made every time step q = 1 and the time window is l = 1. The performance
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Algorithm 4: Fine-Grained Action Deviation.
Input: The action made by a physical agent, the action made by the virtual

agent
Output: The deviation of two actions

1 if both actions are random walk then return 0;
2 if both actions are follow then
3 if both agents follow the same object then
4 return 0;
5 else return 1;

6 if both actions are respond-and-follow then
7 d← 0.4;
8 if both agents respond to the same agent then
9 d← d− 0.2;

10 if both agents follow the same object then
11 d← d− 0.2;

12 return d;

13 if both actions are notify-and-follow then
14 c← the number of commonly notified agents by the two given agents;
15 if both agents follow the same object then
16 return 0.5 · (1− c

k−1
);

17 else return 0.5 · (1− c
k−1

) + 0.5;

18 if one action is follow and the other is notify-and-follow then
19 if both agents follow the same object then
20 return 0.5;
21 else return 1;

22 return 1;

of the comparison method is largely dependent on the threshold value θ, which defines the

tolerance to deviation. This chapter evaluates various different values of θ for each method,

and contrasts the three methods by their Pareto efficiency. Experiments for each threshold

value are repeated 5 times.

Knowledge comparison and state comparison are both applied to each of the 12 sce-

narios. Action comparison is applied to scenarios II-1 to II-6. In action comparison, the

action is viewed at a coarse grain and only 4 different actions are distinguished: follow,

notify-and-follow, respond-and-follow, and random walk.
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Figure 5.8: Solutions (after normalisation) obtained by different threshold values in scenario
I-1. Values of the threshold are shown in different colors.

5.6.5.1 Performance Trade-off Due to Threshold Values

The different solutions obtained by various threshold values can be seen in Fig. 5.8, in which

the three comparison methods are applied to scenario I-1. The trade-off between the two

metrics can be observed for each of the methods. When the threshold value is small, the

number of updates is large and the utility deviation is small. Conversely, a larger threshold

will lead to a smaller number of updates but a larger utility deviation. This result validates

the existence of a trade-off curve between the two metrics. Therefore, Pareto efficiency is

then used to compare the solution sets of the three methods.

5.6.5.2 Analysis by Pareto Efficiency

The results for the experiments on all 12 scenarios are shown in Fig. 5.9. In all the 12

scenarios, knowledge comparison shows more Pareto efficient results when the average util-

ity deviation is small, which are shown in the highlighted area of each sub-figure. A clear

divergence trend can be observed in the solutions that as the average utility deviation de-

creases, solutions of knowledge comparison start to dominate state comparison. Knowledge

comparison also exhibits a flatter curve in contrast to state comparison. In the extreme
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Figure 5.9: Simulation results for all 12 scenarios. The x-axis is normalised by the value
of the average utility deviation obtained when no update is involved. The values used for
normalisation are (row by row, from left to right for each row in the figure): 0.1436, 0.1452,
0.2224, 0.1343, 0.1165, 0.1416, 0.1519, 0.1519, 0.2167, 0.1449, 0.1250, 0.1475. The y-axis is
normalised by 1000, which is the worst situation where the simulation should be updated
each time unit. Within the highlighted area in grey, all solutions of state comparison are
dominated by knowledge comparison.

case, knowledge comparison achieves 0 utility deviation with much fewer updates than state

comparison. However, when the utility deviation is larger, state comparison can be some-

times better or similar to knowledge comparison. In addition, action comparison is generally

slightly worse than both other methods.

Performance of knowledge comparison, as depicted in Fig. 5.10 reveals a common

situation under threats T1: though the utility and knowledge are correctly simulated, the

drones of the simulated world show complete deviation, when compared to their real posi-

tions. In this situation, two drones are tracking one object. In both the real and simulated

worlds, the two drones are always covering the given object. The utility of 2-coverage for this

two-drone system is always 1 in both worlds during all the 5 time steps. The knowledge in

both systems is incremented the same way thus being identical. However, since the positions

of the two systems are different, state comparison will regard the simulation as "deviated"

and then will trigger an update, but knowledge comparison will not. Therefore, this situa-
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tion shows that even with no utility deviation, state comparison can still invoke unnecessary

updates, as observed in the highlighted areas of Fig. 5.9. Nevertheless, the advantage of

knowledge comparison is only prominent when the tolerance by threshold is small. With

larger thresholds, the simulation will evolve much further over time until the accumulated

deviation is greater than the threshold and triggers the next updates. After evolving longer

over time, the complex interaction with other drones and objects may lead to an entirely

different system topology in the simulation, where the knowledge, state, and utility are all

largely deviated. In this case, monitoring state (position) deviation might be more relevant

to utility deviation, since the utility of coverage is calculated based on the relative position

between objects and agents. This phenomenon is shown by the non-highlighted areas in Fig.

5.9. Also, if contrasting conditions I and II, the highlighted areas in II are generally smaller

than I. This is because the large inaccuracy of the positions of uncovered objects under con-

dition II causes the knowledge and system topology to deviate faster than condition I. For

condition II, only when the threshold is smaller when compared to I, knowledge comparison

can outperform the state comparison.

Therefore, when the requirement of the DT application focuses on minimising the

utility deviation of the simulation, knowledge comparison can reduce much more overheads

caused by unnecessary updates. With the same number of updates, knowledge compar-

ison also ensures a more accurate simulation of the task utility when compared to state

comparison.

This chapter then quantitatively compares the three approaches by the notion of

hypervolume, which measures the quality of a Pareto front by the size of the space domi-

nated by all nondominated solution points with respect to a reference point [258]. A larger

hypervolume is better. This chapter uses (1, 1) as the reference point for hypervolume calcu-

lation. The results are shown in Table 5.3. The values in the table confirm the observations

above for the three approaches: in almost all the cases, knowledge comparison has a larger
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Figure 5.10: A situation where the state deviates but knowledge and utility are not. At t=0,
the simulated world and real world are identical, hence they overlap at the same position.

Table 5.3: All solutions measured by the hypervolume of the two objectives: utility deviation
and the number of updates.

Methods Test Scenarios

I-1 I-2 I-3 I-4 I-5 I-6

State 0.9503 0.9456 0.9638 0.9401 0.9231 0.9649
Knowledge 0.9629 0.9500 0.9643 0.9489 0.9385 0.9699
Action 0.9090 0.8910 0.9336 0.9013 0.8417 0.9104

II-1 II-2 II-3 II-4 II-5 II-6

State 0.9525 0.9607 0.9721 0.9458 0.9407 0.9562
Knowledge 0.9635 0.9638 0.9711 0.9542 0.9469 0.9646

hypervolume than state comparison; action comparison has the smallest hypervolume.

Additionally, in action comparison, the action and its deviation can be quantified by

viewing it at different levels of granularity. The previously evaluated view of the action is

regarded as the coarse-grained view. A fine-grained view of action deviation is then further

designed and evaluated. The calculation follows Algorithm 4, which defines the deviation of

the actions of one physical agent and its virtual agent counterpart at a particular time step.

The evaluation is based on scenarios I-1 to I-6 and follows the same procedure as Section
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5.6.5. The results are shown in Figure 5.11, in which the newly introduced fine-grained

view is denoted as action2 and the coarse-grained view is denoted as action. According

to the results, the coarse-grained view action is more Pareto efficient in all 6 scenarios.

One possible reason is that the action is more related to the utility deviation. The utility is

measured by the number of objects being covered in a global view, not who is covering which

specific object. The four coarse actions used by action indicate whether an agent is covering

any important objects, which directly contributes to the utility of k-coverage. For instance,

if the virtual and physical agents are both doing the action respond-and-follow, then this

means they have both not sensed any important object. Then action will regard them as

equivalent, because responding to which particular drone and trying to follow which object

does not make any difference in k-coverage at the current moment. However, action2 would

distinguish in detail about the other drone and object, which can be too strict in specifying

deviation.

5.6.6 Memory Usage of Knowledge Equivalence Checking

The memory usage of each method is evaluated, and the results are shown in Fig. 5.12. The

y-axis of the figure is the total extra amount of sensor data that needs to be loaded into the

memory for comparison. Action comparison uses much less memory when compared to the

other two, since an action can be encoded as one integer. Despite being a bit less Pareto

efficient than the other two methods as in Figure 5.9, action comparison is the best choice

when less memory consumption is preferred. Although knowledge comparison is more Pareto

efficient in the previous evaluation, its memory consumption will increase exponentially as

the graph size increases. For instance, scene 4 has 10 cameras and 45 graph edges, while

scene 5 involves 15 cameras and 105 edges, causing memory consumption to double in scene

5 than scene 4.
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Figure 5.11: Two different ways of quantifying actions applied to scenarios I-1 to I-6.
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5.6.7 Discussion

5.6.7.1 Evaluation Summary

The experiments have evaluated the effectiveness of knowledge update, and the performance

of the two proposed knowledge equivalence checking approaches in terms of their update

overhead, simulation accuracy and memory consumption. The evaluation is set given dif-

ferent types of threats to equivalence in section 5.3.2. The results have answered the two

questions at the beginning of this section. First, for q1, maintaining knowledge equivalence

is essential in keeping the DT model up-to-date, since it on average leads to lower simulation

deviation of utility. Second, for q2, the proposed knowledge equivalence checking approaches

have demonstrated their performance advances over the baseline (state comparison) in terms

of Pareto efficiency. When a high simulation accuracy on task utility is preferred, knowledge

comparison achieves the best trade-offs of reducing update overhead and increasing accuracy.

When fewer updates are preferred, the three methods are generally comparable. Although

knowledge comparison is sometimes slightly less Pareto efficient than the baseline approach

specifically when utility deviation is large (e.g. in I-2 and I-3), such a situation violates

the fundamental aim of the DT being an accurate representation. The quantitative results

measured by the hypervolume metric also show that knowledge comparison is generally com-

parable to or better than the baseline. Although the proposed action comparison does not

perform better than the other two methods in the Pareto efficiency of update overhead vs.

accuracy, it can largely reduce memory consumption. Action comparison scales much better

than knowledge comparison and state comparison in terms of the number of objects. Action

comparison is most suitable in situations where a large number of objects are involved while

the number of drones is relatively small.

The proposed knowledge equivalence-checking approaches can also be promising in

other application domains. An indicative example is mobile edge computing. The mobile
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devices offload some of their computation to the edge servers (e.g. base stations) nearby.

Each edge server can leverage self-awareness to accumulate knowledge of the behaviour

patterns of the surrounding mobile devices (e.g. latency, urgency of requests, computation

capacity of the device) and past interaction with other edge servers. Based on this local

knowledge, each edge server can thereby automatically decide whether to accept or migrate

the offloaded computation in a load-balanced way. A DT of the entire edge-device system

can provide a global view for more optimised offloading with what-if simulation analysis, but

it may be infeasible to keep equivalent environment (mobile devices and their users) states

every moment due to highly dynamic user behaviours. Nevertheless, knowledge is an edge

server’s world model and based on which the server takes actions for macro-level objectives

(e.g. overall user satisfaction, quality of services). Knowledge has a closer link with these

objectives than the state does. Therefore, using knowledge equivalence checking can tolerate

state deviations that do not cause deviations in macro-level objectives, thus reducing the

frequency of updates needed.

5.6.7.2 Threats to Validity

The experiment’s validity can be compromised by several threats that arise from potential

bias in the case study and the assumptions made for the experiment design. Identifying and

addressing these threats is crucial for ensuring the reliability of the results, and these threats

are presented below.

1) Real-World Data and Case Studies Controlled experiments have been conducted

using simulated data. Simulated data have provided us with a cost-effective path for learning

about the behaviour and performance of enacting knowledge equivalence in DTs under a

range of scenarios that can exemplify complex real settings. Nevertheless, further systematic

studies will consider data from real-world systems and domain-specific properties to evaluate
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for knowledge equivalence.

The validity of the evaluation case study is made possible with two implicit assump-

tions: first, minor differences in the state are indistinguishable when abstracted as knowledge,

and will not change the behaviour pattern of the drones; and second, knowledge deviation

is more sensitive to changes in task utility, compared to state deviation. Therefore, the

state imprecision in the DT can be tolerated to some extent, and will not cause deviation

in task utilities between the simulated world and the real world. Differences in knowledge

indicate that a prominent deviation possibly has happened in the state, and it is also why

the knowledge has drifted. Only example cases that share the same assumptions above can

observe a similar improvement in performance by knowledge equivalence checking. Even in

the evaluation, these two assumptions do not hold all the time, which explains only under

the preference for minimising deviation, knowledge comparison can be more Pareto efficient

than state comparison.

2) Types of Threats to Equivalence In the real world, different types of uncertainties

exist. In the experiments, only three types of threats to equivalence are considered. Further

studies are needed to evaluate for the manifestation of multiple types and/or compounded

threats that may exist at the same time, including the threats mentioned in section 5.3.2.

In addition, the controlled experiments assume a situation where the configuration of the

environment is known: the number of objects and how an object will become important is

known. Further studies need to consider highly volatile dynamic and opportunistic scenarios.

3) Simplification in the Evaluation Model This chapter adopts a simplified model for

calculating network and computation overhead. The overhead caused by network communi-

cation is not studied. For systems consisting of many drones and objects, data transmission

to the DT may become a bottleneck and can increase drone energy consumption. The time
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required for data loading and processing in the DT is not modelled. Instead, this chapter

measures the overhead caused by data loading and processing by the “number of updates”. To

achieve real-time or faster-than-real-time simulation, the model must match the application

regarding simulation time scale, model fidelity, and computation efficiency. This chapter

assumes that the DT can run simulations in real-time, but further research is needed to

investigate time limitations when running simulations that must meet time constraints for

prompt decision-making.

5.7 Summary and Future Work

This chapter has investigated the problem of knowledge equivalence in the context of digital

twins (DTs) of intelligent multi-agent systems. The objective of the work is to ensure that

knowledge equivalence and self-awareness are kept up-to-date in the DT and synchronised

with the physical world. Knowledge equivalence is particularly important for unlocking cog-

nitive capabilities in the DT that can promote new opportunities for sophisticated analysis

(e.g., what-if prognostic and diagnostic analysis) that can further support and enhance in-

telligence in the physical world. Additionally, the contribution of this chapter shows that

knowledge can provide an alternative equivalence metric for such a complex setting, where

using knowledge equivalence can alleviate overheads of continuous calibration of models,

which leverage state, and/or input parameters comparison and updates.

This chapter has presented a conceptual architecture for the intelligent self-aware DT

and an approach for checking knowledge equivalence at the interaction level. Analysis of

the proposed approach demonstrates that knowledge equivalence can tolerate deviation thus

reducing unnecessary updates and unwanted overheads. When compared to discrepancy

analysis based on state, knowledge equivalence can achieve more Pareto efficient results on
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the trade-off between overhead (number of updates) and effectiveness (utility deviation).

This can significantly reduce update overheads, when lower utility deviation is preferred.
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Chapter Six

Virtual-to-Physical: Digital

Twin-Enabled Adaptation for Self-Aware

Systems

The P2V equivalence maintenance mechanisms in the previous chapter ensure a valid model

on which prescriptive simulation analysis can provide valid predictions. This chapter focuses

on the other dimension of the mutual intelligence enrichment of the feedback loop: V2P.

In particular, given an equivalent model, this chapter investigates how a DT can utilise its

cognitive capabilities to enhance the intelligence of the physical system with more informed

online simulation analysis. This reflects the meta-level analysis mentioned in Section 3.3.1.

this chapter particularly focuses on the DT’s ability to adapt the decision function π of the

physical agents. This chapter takes the first step in discussing the inter-relationship between

the intelligence of the DT and the intelligence of the physical system in the V2P direction.

In this chapter, the physical system is assumed to be at the basic level of self-awareness:

stimulus-awareness. The physical agents are instantiated with static rule sets to reactively

alter their behaviours based on external events. This chapter focuses on goal-awareness

capability in the self-aware DT reference model proposed in Figure 4.2, and apply the goal-
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aware DT to improve the rule sets with more informed online simulation analysis.

This chapter specifically set the problems in the domain of adaptive compliance in

Cyber-Physical Systems (CPS) with trade-off analysis to be made online. The holistic ar-

chitecture is refined according to the domain with related analysis techniques and models.

A case study in smart warehouse logistics is studied to demonstrate the refined architecture

and the proposed approach.

6.1 Overview

Regulatory compliance is “the act of ensuring adherence of an organisation, process or (soft-

ware) product to laws, guidelines, specifications and regulations” [5]. This chapter specif-

ically focuses on the compliance for software products. Emerging digitalisation trends in

application domains like smart manufacturing and smart logistics emphasise the necessity of

compliance with various regulations and standards (e.g., General Data Protection Regula-

tion [GDPR], ISO series, safety, security, etc.) [136, 268]. In these application domains, the

systems under study may consist of numerous smart entities, such as autonomous mobile

robot swarms, internet-of-things, etc. This presents new challenges for the design of the sys-

tem to be in compliance with standards such as safety [113]. These systems are essentially

complex CPS. They often operate in open and dynamic environments, facing unpredictable

behaviours and sometimes involving interaction with humans, making it a challenge to realise

the desired level of compliance (e.g., safety).
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6.1.1 Challenges

Autonomy is an important dimension in CPS that enables the system to perform specific

tasks in dynamic and complex environments without human intervention [174, 39, 140].

Compliance with regulations such as safety needs to be guaranteed for autonomous be-

haviours in the face of different environments at runtime. These autonomous behaviours

are enabled by software, which poses requirements for designing software that enables safety

compliance behaviours at runtime. Engineers need to design the software-enabled commu-

nication, computation and control scheme with the desired level of compliance in mind to

ensure acceptance. For instance, in human-robot collaboration, safety is a major concern.

Automatic motion control strategies need to ensure that humans are safe while working

alongside robots [151].

Designing for compliance requires the mapping from compliance sources (specifica-

tions of regulations, standards, etc.) to software-regulated behaviours. However, for au-

tonomous CPS in a complex dynamic environment, the following challenges may arise.

Compliance and quality goals In addition to complying with regulations, the system

aims to achieve other system-level or business goals. One essential aspect is maximising

the productivity of the CPS, such as improving package delivery efficiency in an automated

warehouse. Nonetheless, conflicts often arise between meeting compliance requirements and

pursuing other goals such as productivity, profit, and cost [16]. A trade-off analysis is

necessary.

Limited design effort and knowledge Quality assurance engineers often take a “best

effort” approach to map standards, guides and regulations to process, control, and infrastruc-

ture. However, this effort of mapping is often constrained by time, budget, and priorities,
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and is often biased to the expertise of the analysts. Additionally, the mapping process is

complicated by considering various dependencies and conflicts between standards, guides

and regulations, making it difficult to ensure optimal compliance at design time. Therefore,

this difficulty calls for dynamic and continuous evaluation approaches for compliance, con-

sidering interaction trends (whether direct or implied) of various CPS components and their

interactions.

Dynamic runtime behaviour For complex CPS, testing the software-controlled be-

haviour at design time can be inadequate for compliance. The designed control policies

may only be applicable in specific scenarios, since not all possible future threats can be

foreseen during the design phase, and the full behaviour of the complex environment only

emerges during operation [213, 238]. Complex CPS may consist of multiple sub-systems.

The interaction between each sub-system increases the dynamism and uncertainty of the

system. In addition, errors caused by both humans and machines can have a ripple ef-

fect on the system. These errors are best understood during run-time due to the lack of

necessary contextual information during design time. Henceforth, runtime compliance mon-

itoring becomes a necessity for the sustainable and dependable operation of the CPS, and

as a mitigation strategy for preventing degradation in the system and avoiding Service Level

Agreement (SLA) violations.

Legal interpretation Legal and regulatory documents tend to be ambiguous and describe

general norms, which sometimes need interpretation [165, 88]. As mentioned by Sánchez et

al, “it is hard for engineers to assess and provide evidence of whether a technical design is

compliant with the law due to the gap existing between a legal document written in natural

language and a technical solution in the form of a software system” [213]. In achieving a

certain regulatory/standard compliance, different interpretations can lead to different design
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alternatives of the software product, which impact differently on other quality goals, also

calling for trade-off analysis [88, 216]. Due to the dynamism of the environment, control poli-

cies that were optimal in the past may later become obsolete, thus decreasing the satisfaction

of quality goals in new unforeseen environmental contexts. Strategies that are optimal for

a certain part of the system may also lead to compliance violations and goal degradation in

other parts of the system.

Traditional offline design methods face difficulties in handling uncertainties that may

only arise during runtime, as mentioned earlier. During the design phase, it is challenging

to anticipate or account for every potential environmental context that may exist for system

testing. Therefore, it becomes necessary to extend the analysis and compliance management

for the autonomous software-regulated behaviour of the CPS from design time to runtime,

with dynamic trade-off analysis.

Research in compliance has mostly been considered offline, with the investigation

for runtime adaptive compliance emerging [86]. However, the modelling and analysis of

adaptive compliance are mostly at higher abstraction levels, such as goals and with tools

such as SysML [5, 216, 13]. Models at this level of abstraction alone may fail to support

analysis for complex and open environments, whose behaviour can involve cascading effects

due to the interaction between sub-systems. The behaviour of these environments can only

be best anticipated by simulation models that capture the fine-grained detailed information

about each sub-system. Also, there is a lack of extensive studies for adaptive compliance in

a real-time fast-changing environment.
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6.1.2 Contribution

The Digital Twin (DT) can be a promising solution to the above challenges in real-time

compliance governance for autonomous CPS in highly dynamic environments. The DT

contains high-precision model replicas of the real system/environment [233]. The core of

the DT is Dynamic Data Driven Applications Systems (DDDAS), enabling real-time data

sensed from the system to be continuously assimilated into the model to update the model

for better fidelity and to inform more accurate runtime prescriptive what-if analysis and

decision-making, which in turn affects the behaviour of the running system. Research is still

in its infancy in utilising the DT’s high-fidelity simulation model to support analysis based

on fine-grained behaviour predictions and runtime what-if analysis.

This chapter specifically aims at applying a goal-aware DT for adaptive runtime

compliance governance for the autonomous software-controlled behaviours of systems of sys-

tems with human-in-the-loop. To the best of the author’s knowledge, no existing work uses

faster-than-real-time computation supported by a continuously updated fine-grained simu-

lation model (i.e. DT) for the runtime governance of compliance. There is still a lack of

extensive investigation for the runtime feedback loop in the compliance context that enables

autonomous model update, reasoning and self-adaptation. In particular, the following novel

contributions have been made:

• A Digital Twin-based architecture for runtime compliance governance that incorporates

abstract goal modelling and detailed agent-based modelling for runtime monitoring,

what-if analysis and adaptive control.

• The utilisation of goal modelling for compliance, especially in how its refinement is

linked to the design alternatives of agents.

• The runtime trade-off analysis for design alternatives on their satisfaction of compliance
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and other quality goals with Pareto efficiency.

• The applicability of the approach is demonstrated in a case study of human-robot col-

laboration in smart warehouse logistics with dynamic trade-offs for safety compliance,

production, and workforce constraints. The results show that the Digital Twin can

provide engineers with insights for live evaluation and continuous refinements of the

system’s behavioural rules for better compliance.

The rest of the chapter is organised as follows. Section 6.2 provides the related work in

adaptive compliance. Section 6.3 formulates the problem of adaptive compliance in the smart

warehouse context. Then, the DT solution is proposed in Section 6.4. Section 6.5 describes

the case study of the smart warehouse and the detailed compliance modelling adopted by

this chapter. The experimental evaluation is presented in Section 6.6. Finally, this chapter

concludes in Section 6.7.

6.2 Related Work

This section presents the related work in runtime compliance governance related to business

processes and requirements engineering as well as the initiative of adaptive compliance.

6.2.1 Runtime Compliance Governance for Business Process

Compliance has been extensively discussed in business domains, especially in process-oriented

business environments. Comprehensive systematic literature reviews can be found in [98] and

[177]. In business processes, runtime monitoring and detection of possible compliance viola-

tions are essential, since it would be infeasible at design time to anticipate the satisfaction
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of runtime aspects such as timing and resource assignment constraints [21]. Through in-

terpretation, compliance requirements can be transformed into objectives and subsequent

specifications as compliance rules or constraints. Then the monitoring can be made possible

against the rules and constraints [159].

Many existing efforts have been made in designing architectural frameworks for run-

time compliance monitoring and governance. For instance, [33] presented an integrated

framework using Service-Oriented Architectures (SOAs) to support the whole compliance

management lifecycle, including modelling, monitoring, displaying and reporting on viola-

tions. Various Domain-Specific Languages (DSL) and Business Process Execution Language

(BPEL) are used in the modelling. In [21], the authors propose a runtime self-monitoring

approach to business process compliance in cloud environments. They embed the monitoring

logic within the process model without having an external monitoring component.

Runtime compliance monitoring is also enabled by specific languages for modelling

compliance rules such as Compliance Rule Graphs (CRG) and extended CRG (eCRG) [160,

131]. In [131], visual compliance monitoring is made possible with eCRG to support violation

detection and cause traceability.

Beyond the specific monitoring approaches, [159] proposed a systematic conceptual

framework for comparing approaches for compliance monitoring. Ten compliance monitoring

functionalities (CMF) are elicited that can characterise the capability of any compliance

monitoring approach.

Compliance in business processes is related to regulating human behaviours in an

organisation to follow the rules. In contrast, this chapter focuses on designing software-

controlled autonomous behaviours that follow regulatory requirements.
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6.2.2 Compliance and Requirements Engineering

Compliance for software products is commonly discussed and analysed in requirements engi-

neering [198, 38]. Requirements engineers need to extract relevant requirements (e.g. rights

and obligations) from the legal text and monitor the compliance of the software in its whole

lifecycle [38, 188]. Such monitoring is also essential for complex software systems of systems

[238].

The modelling of regulations from a requirements engineering perspective includes

using logic, goal models, and semi-structured representations [188]. Goal-oriented require-

ments engineering (GORE) is a prominent approach for the analysis of stakeholder goals to

facilitate the elicitation, analysis and elaboration of system and software requirements [137,

11]. Numerous notations and languages have been developed to support GORE, such as i*

[266], KAOS [59], NFR framework [178], etc. Goal models can represent not only the intent

but also the structure of law [5]. With goal modelling, for instance, the work [112] utilises

i* and Nòmos to express the requirements and regulations, where stakeholders’ inputs can

be used to refine the compliance model. The work in [180] proposes an extended version

of a goal- and actor-oriented modelling language called STS-ml tailored for GDPR-specific

principles and concerns. The work in [186] proposed the concept of compliance debt as a

kind of technical debt. Neglecting or not imposing compliance is modelled as a kind of

compliance debt, and the debt is used as a decision factor. Combined with economics-driven

approaches, they manage the risk of tolerating these obstacles that impede the satisfaction

of compliance requirements. In addition, extracting requirements from legal documents can

be automated by deep learning large language models such as BERT [211, 1].

This chapter adopts goal modelling, a modelling approach from requirements engi-

neering to support requirements elicitation and runtime analysis of design alternatives in the

DT.
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6.2.3 Adaptive Compliance

Modern CPS involves highly configurable software and operates in dynamic environments,

which poses new requirements for self-adaptive compliance management at runtime. Adap-

tive compliance in software-based systems has been motivated by García-Galán et al., who

apply the Monitor-Analyse-Plan-Execute (MAPE) loop for runtime self-adaptation towards

continuous satisfaction of compliance requirements in case of any variabilities [86]. Violation

of compliance can come from the variability of compliance sources, the systems, and the

operational environment [86]. There are some preliminary studies in adaptive compliance.

For instance, the work in [216] uses Goal-oriented Requirements Language (GRL) to model

the variability of the environment in relation to sources. Different design alternatives for

compliance control can exist, each with its trade-offs [216]. However, there is still a lack

of using detailed computational modelling for behaviour simulation prediction to tackle the

challenge of runtime compliance management for complex systems of systems.

One perspective in supporting self-adaptive behaviour is Models@Run.Time. Runtime

models are self-representation of behaviour, goal, and structure of the system: changes made

on the model at runtime can be reflected in the real system, and vice versa [27]. Formal

methods such as real-time model checking [183] and runtime verification [213] is a common

approach for monitoring and verifying possible specification requirement violations based on

the runtime model. However, formal methods suffer from scalability issues such as state

explosion problems. Models in formal methods usually apply to closed systems whose total

number of states is relatively size-limited. Applying these methods to open systems such as

multi-agent cyber-physical environments can be challenging.

Table 6.1 shows the related work for adaptive compliance at runtime. Currently,

research in runtime compliance governance is highly dependent on using abstract models

such as goal models for compliance monitoring. However, the capability of abstract mod-
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els is limited when analysing open and complex environments and systems with enormous

amounts of different states and interactions. An example is smart warehouse logistics, where

autonomous mobile robots collaborate with human workers for parcel management. With

complex interactions between entities, the consequences of decisions and their influence on

different goals (e.g. productivity) and the level of compliance (e.g. safety of each human)

for the entire warehouse from a holistic view are not easily anticipated with abstract models.

Therefore, to support runtime compliance analysis of this type of complex system, high-

fidelity detailed modelling using agent-based simulation is needed with what-if prescriptive

analysis, which is not adequately addressed in the literature. This chapters leverage the

concept of DT and combine the usage of fine-grained simulation models and abstract goal

models to support runtime analysis of compliance.

Table 6.1: Related work for adaptive compliance at runtime.

Reference Scenario Models Prescriptive
analysis

Complex
system

[30] Industrial internet of
things

Metric model × ×

[31] System of systems Metric model × ✓
[216] Platform-as-a-Service Goal model × ×
[86] Platform-as-a-Service N/A N/A ×
[33] Telecom services Process model × ×
[160] Business processes in

bank accounting
High-level abstract
model with Compli-
ance Rule Graphs

× ×

This thesis Smart warehouse with
autonomous mobile
robots

Goal model and agent-
based simulation model

✓ ✓

6.3 Problem Formulation

To address the aforementioned challenges of section 6.1.1, this chapter adopts a scenario of

smart warehouse logistics and formulates the problems that arise. The question this chapter
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Figure 6.1: Design process: from compliance source to behavioural rules of agents.

is trying to investigate is: how a DT can overcome these challenges for the smart warehouse

scenario? And how to model the problem and system using the DT approach?

The smart warehouse in this chapter is considered a multi-agent system consisting

of Autonomous Mobile Robots (AMRs), collaborative robots (cobots), and human workers.

Such a system is an autonomous complex system, with components (e.g., robots, humans,

IoT sensors and intelligent processors, etc.) collaboratively working with each other or/and

with humans to conduct logistics-related tasks. Each robot in the system is controlled by an

onboard intelligent software agent that follows a sense-think-act cycle, as shown in the right

part of Fig. 6.1. The agent uses sensors mounted on the robot to continuously perceive its

surrounding environment, including information about other robots and humans, and tasks

in the pipeline. In this chapter, each agent is assumed to follow specific behavioural rules

designed to adhere to compliance requirements. One common type of compliance is safety,

which requires agent-controlled AMRs to slow down or stop when human workers are nearby.

The challenge is to devise an adaptive tuning mechanism of the agents’ behavioural

rules under a highly dynamic environment, such that the smart warehouse system can 1)

ensure regulatory compliance, such as safety while 2) maximising the satisfaction of quality
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goals, such as productivity. The two objectives are usually conflicting, since a robot that is

too safe may stop frequently even when a human worker is detected in its surroundings but far

away from it, thus delaying the delivery of the robot’s loaded package to the destination. In

addition, as shown in Fig. 6.1, there can be multiple design alternatives for the rules of agents

in the system, some of which can result from subjective interpretation of compliance sources.

As discussed earlier, it is difficult for these design alternatives to be evaluated offline with

full credibility, since compliance engineers are often challenged by limited knowledge, and

possibly inflated, deflated or wrong assumptions at design time, especially for systems with

novel situational and contextual use and new application domains. Additionally, some rules

might not necessarily render compliance for all run-time scenarios, and contextualisation of

these rules might be necessary to reach the desirable level of compliance. Consequently, it is

imperative that behaviour rules for compliance need to be dynamically adapted at runtime

to better cater for different scenarios and optimise for the trade-off between compliance and

quality goals.

This chapter proposes to use DTs to tackle the challenge of the runtime trade-off be-

tween compliance governance and quality goals for complex systems of systems that operate

in dynamic environments. In particular, this chapter aims to investigate the following ques-

tions: 1) how to utilise the DT approach to model the problem of runtime adaptive trade-off

analysis? 2) How can the DT better explore the design space, and better understand the

rules in different contexts?

6.4 Digital Twins for Adaptive Compliance

The Digital Twin (DT) is a paradigm that utilises high-fidelity computational modelling to

create virtual replicas of real-world entities in the virtual world. The DT can leverage the
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principle of Dynamic Data-Driven Applications System (DDDAS) [60] to utilise two-way

communication between the real world and the virtual world to update its simulation model

continuously and to provide simulation-informed decisions and control back to the real world

(see Chapter 4). This section presents a DT solution for runtime compliance governance con-

sidering the trade-off with productivity goals, including the reference architecture, modelling

and control.

6.4.1 A Reference Architectural Framework

This subsection describes a novel DT-oriented reference architecture for adaptive compliance,

which builds on the holistic architecture (Figure 3.4 proposed in Section 3.3 to serve the

compliance case.

The architecture is shown in Fig. 6.2, which mainly contains three parts: physical

space, simulation modelling and equivalence, and decision support. The latter two parts

constitute a novel extension to realise an intelligent compliance-aware DT.

The physical space contains robots (and their onboard controlling agents), human

workers, and all other industrial assets. As mentioned before, the industrial system is viewed

as a multi-agent system . Each agent has its own rules and can receive information and meta-

level instructions (i.e. to adapt the behavioural rules) from the DT. The state and events of

the environment and agents are continuously monitored by the DT in real time via various

IoT sensors.

The simulation modelling and equivalence part is depicted above the physical space.

Its core is an equivalent agent-based simulation model of the physical space that can forecast

the behaviour of the physical space through what-if analysis for various scenarios. The

simulation model replicates the environment (including the properties of humans, robot
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Figure 6.2: The reference architecture for a compliance-aware Digital Twin.

hardware, and other industrial assets) and the agents. The modelling of the environment

can use a state-based approach where a set of state variables (e.g. locations of AMRs and

humans) characterise the status of the environment at any particular moment. The evolution

of the entire system model is controlled by other internal parameters (e.g. parameters in
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the behaviour rules of AMRs). For the modelling of agents, since agents are essentially

software programs, the “twinning” of the agents in the real-world AMRs can be achieved by

replicating the same software program into the simulation model. The physical system’s state

and events are monitored and continuously assimilated into the model to perfect its fidelity

for prediction. The agent-based model in the DT is updated in real-time in a data-driven

manner through state replication and model calibration of the internal parameters.

The decision support part provides runtime analysis and optimisation for compliance

and quality goals. This part monitors the status of compliance and goal satisfaction and

informs further analysis. A cognitive decision maker is introduced; this novel addition utilises

the up-to-date simulation model to run multiple what-if analysis at runtime by simulating

the outcome of different design alternatives (as shown in the left part of Fig. 6.1) out of the

same compliance source and productivity goals given the current state of the physical space.

This analysis is essential since one certain design choice of the rule set may not be optimal

in all possible situations during runtime. Such runtime what-if simulation analysis enables

evaluating the applicability of different modifications of the agents’ rules in real-time for

trade-off concerns. The outcome evaluation also requires models that are able to represent

the semantics of compliance and goals, and that can quantitatively measure the satisfaction

of compliance and goals. In this chapter, Goal-oriented Requirement Language (GRL) is

adopted for the modelling and refining of both compliance goals and specific requirements

for the considered cases.

Finally, the candidate rule modification (one of the design alternatives elicited at

design time) that leads to better trade-offs will be enacted in the agents in the physical

space. Such an adaptation is done via software actuators of the DT only to modify the

agent program.
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6.4.2 Compliance Modelling and Assessment

Various approaches have been proposed for modelling compliance, among which goal mod-

elling has been broadly studied. The advantage of goal modelling for compliance is that it

addresses both the intent and structure of the law or regulations [5]. Many of the studies re-

late compliance with requirement engineering such that legal requirements and other system

requirements can be aligned and reasoned altogether.

Goal-oriented Requirement Language (GRL) is a standardised language for modelling

the objectives of stakeholders and systems, as well as their relationships. It can be used to

elicit compliance requirements as goals and their solutions and obstacles, and represent

them graphically as a tree-like structure. GRL supports quantitative and qualitative trade-

off analysis for the satisfaction levels of the intentional elements (e.g., goals and tasks) and

actors [11]. GRL has also been further extended with systematic guidelines for extracting

and modelling legal statements [87].

This chapter uses GRL to model the compliance requirements and other system goals

at design time. The satisfaction of requirements will be quantified by defining a set of

metrics. Through goal refinement, GRL can provide a range of design alternatives for the

rules of agents. Then, the goal model and metrics will be integrated into the DT-oriented

architecture and utilised at runtime. Design alternatives not implemented in the agents will

be evaluated at runtime using faster-than-real-time simulation to assess their satisfaction

levels based on the metrics quantitatively.

Runtime assessment of these alternatives involves comparing them against multiple

objectives (compliance and production goals). Pareto efficiency (or Pareto optimality) can be

used for the comparison. Pareto efficiency is based on the non-dominance relation between

solution alternatives, as shown in Fig. 6.3. A solution x dominates y if and only if x is at least
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Figure 6.3: Pareto efficiency of two objectives: compliance level and goal satisfaction. A and
C both dominate B, but A and C are mutually non-dominated solutions.

as good as y in all objectives and better in at least one [258]. A solution x is non-dominated

if and only if no other solutions dominate x. The set of all mutually non-dominated solutions

is called the Pareto front [258].

6.5 Case Study: Human-Robot Collaboration

This section presents a case study of human-robot collaboration in smart warehouse logistics

to demonstrate the DT approach. The warehouse layout is shown in Fig. 6.4. Multiple

AMRs and human workers work together in the warehouse to collaboratively pick and deliver

requested items from incoming orders. Each order requests one item that is stored in one

slot on a rack in the warehouse. Orders first arrive in a central dispatching system, and wait

in queue until there is any idle AMR. When at least one AMR is available, the dispatching

system will assign one order to one AMR. The AMRs are assumed not to be specialised in

picking items off the racks, but only designed for ground transportation. For this reason,

human workers will help in picking the items off the racks and loading the items onto the
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Figure 6.4: Overall layout of the case study. Human workers move according to black dashed
arrows. The movement of AMRs (red arrows) may intersect with the workers. The safety
compliance behavioural rule onboard an AMR should instruct the AMR to slow down to
avoid collision with human workers.

AMRs.

The behaviour workflow of the AMRs and human workers is as follows. The AMRs

are initially in an idle state and waiting for orders. After receiving the order information,

each AMR needs to first plan its path to the location of the item. Then, the AMR notifies

a human worker near that location by sending messages to the worker’s smartphone. The

AMR and the worker move to the location and wait for each other to arrive. The worker

picks the item off the rack and loads it onto the AMR. Finally, the AMR carries the item

and returns to the delivery point to finish delivery and then becomes idle.

For such a semi-automated warehouse, the number of human workers should be min-

imised to reduce the labour cost. This means that a limited number of human workers

need to move to different locations in the warehouse to assist the AMRs, thus posing safety

compliance requirements on the design of the AMR’s autonomous movement control.
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6.5.1 Compliance Modelling with GRL

This chapter focuses on safety compliance as a concern for this case study. This chapter

also considers how this concern poses a trade-off against the productivity goal considering

spatial requirements for safety and human-robot collaboration (individual and collective).

The safety compliance concern can be illustrated by Fig. 6.4. Workers need to

move to different places within the warehouse, which may easily intersect with the paths

of AMRs, causing collision and possible injury. Compliance with safety requirements for

driverless industrial trucks has been specified in ISO 3691-4:2020, in which the collision with

person is one of the main risks [113]. Specifically, in ISO 3691-4:2020 clause 4.8.2.1, detection

of persons and collision avoidance are required: “c) Personnel detection means shall be so

designed that trucks shall stop before contact between the rigid parts of the truck or load and

a stationary person (not a person stepping into the truck path or moving toward it) [...]” In

addition, such detection can be adaptive according to clause 4.8.2.6 (Selection of the active

detection zone fields): “Trucks can have an automatic selection of the safe detection fields

based on truck speed and direction, size of the load or other criteria [...]” It can be seen that

the above requirements specified in the ISO document are ambiguous and general, which can

be interpreted into different design alternatives and choices for the control in AMRs.

The GRL model of both compliance and production goals is shown in Fig. 6.5. The

production goal is denoted as “ increase productivity” and further refined as “reduce waiting

time of orders”. Safety compliance is regarded as a softgoal or non-functional requirement for

each AMR, denoted as “safety of persons”, which is further decomposed into two sub-goals:

avoid collision and reduce speed. These two sub-goals specify two safety strategies to ensure

the safety of the persons. They are connected to the top-level goal with an AND operator,

meaning both two safety mechanisms need to be implemented. Each sub-goal is provided

with a solution. The goal of collision avoidance can be sufficiently achieved by implementing
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Figure 6.5: The GRL model for safety compliance and productivity.

a behavioural rule for emergency stops in the AMR, which is required by ISO 3691-4:2020

clause 4.8.2.1. For the sub-goal of speed reduction, it adds an extra level of safety without

stopping the AMR’s delivery task. In achieving the sub-goal of speed reduction, one solution

is to design a rule for speed control with distance criteria, which is shown as a task element

in Fig. 6.5: “reduce speed to 50% if a person is farther than x meters but within y meters”. This

task contributes to the satisfaction of its higher-level goal of speed reduction.

The distance criteria x and y in the two tasks (the two green hexagons in Fig. 6.5)

can inform various design alternatives. Two examples of design alternatives are shown as

sub-tasks in Fig. 6.5 denoted by cyan hexagons, indicating whether to use small or large

values for the criteria x and y. The label XOR means only one of the two design alternatives

will be chosen. These alternatives affect differently on the satisfaction of the compliance goal

and the production goal, leading to a trade-off analysis. For instance, with a larger criterion,

an AMR is safety compliant but may reduce its speed even when a person is too far away. In

a busy scenario where a large number of human workers are involved, the AMR may reduce

its speed too frequently such that its delivery can be delayed.
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6.5.2 Metrics for Goal Satisfaction

This chapter then presents the design metrics to measure the levels of satisfaction of the two

goals in the GRL model.

For safety compliance, first, a safety value is calculated for each person. Then the

overall level of safety compliance can be measured by the mean safety value over all persons.

The safety value of a person i is proportional to the distance between the person and the

nearest AMR moving towards him/her. This distance is denoted as di(t). Then the safety

value of the person i is:

si(t) =
di(t)

max (di(t), dth)
(6.1)

where dth is a threshold: if di(t) > dth, then the person is regarded as 100% safe

meaning the AMRs are all too far away.

Suppose the warehouse involves in total N human workers. The overall safety level

can be given in two ways using the mean or minimum value:

Safetymean(t) =

∑N
i=1 si(t)

N
(6.2)

Safetymin(t) = min
i
{si(t)} (6.3)

For productivity, the average service time of past n completed orders is used to mea-

sure the performance. Suppose at time t, the most recently completed order is the k-th one

counted from the initial starting of the smart warehouse system, then the productivity is

measured as:

AvgServiceTime(t, n) =
∑k

i=k−n+1 (T
i
completion − T i

arrival)

n
(6.4)
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Productivity(t) = 1− AvgServiceTime(t, n)
max (Tth,AvgServiceTime(t, n))

(6.5)

where

• T i
arrival is the time when the i-th order arrives and starts to wait in the dispatching

queue.

• T i
completion is the completion time of the i-th order, i.e. when the requested item is

transported to the delivery point.

• Tth is a threshold value that specifies the largest tolerable service time.

The overall satisfaction of the two goals can be evaluated according to Pareto efficiency

or a weighted sum:

Overall(t) = ws · Safety(t) + wp · Productivity(t) (6.6)

where ws + wp = 1;ws, wp ∈ [0, 1].

6.6 Experimental Evaluation

The aim of the evaluation in this chapter is to assess the proposed solution by demonstrating

the necessity and advantages of the DT runtime analysis compared to offline analysis. As

stated in Section 6.3: how can the DT better explore the design space, and better under-

stand the rules in dynamic changing contexts or scenarios? The experiment will evaluate

DT-enabled analysis in a changing environment and its ability to obtain insights in those

scenarios.
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Figure 6.6: The simulation model of the use case.

6.6.1 Experiment Setup

The testbed of all the experiments in this chapter is a MacBook Pro 2015 laptop with macOS

10.15.7, which has a 2.9GHz dual-core Intel Core i5 CPU, 8GB RAM, and 512GB SSD. The

DT simulation model of the use case is implemented using AnyLogic 8, as shown in Fig.

6.6. In total 15 AMRs and 9 workers are involved. AMRs and workers both move 1 m/s at

maximum. The safety compliance rule embedded in each AMR is: if there is any obstacle,

AMR, or human worker within y meters, reduce the speed to 0.5 m/s. Here y is a parameter

subject to change during runtime with the DT simulation analysis. Collision avoidance of

the AMRs is enabled by setting the minimum allowed distance to an object to be 0.5 meters,

which ensures a minimum safety requirement. The parameter y provides an extra level of

safety.

The environment is designed to be dynamic, with orders arriving at varying rates

throughout time. Combined with the intrinsic complexity due to interaction and collabora-

tion between workers and AMRs and the considered constraints for the given context (e.g.,

safety, spatial distance, etc.), the resulting productivity is significantly impacted.

The experiment in this section considers a two-phase scenario to illustrate such dy-

namism: in Phase 1, the orders arrive every 50 seconds, which is considered a relatively
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Figure 6.7: Productivity (service time) monitoring for the two-phase scenario with the rule
parameter y = 5. Phase 2 causes an increase in service time.

slower rate for this case study; later in Phase 2, the orders arrive at a much faster rate –

every 15 seconds. The two phases depict two typical scenarios. In Phase 1, there is no need

for the workers and AMRs to hurry to fulfil the order. However, in Phase 2, time is more

stringent and more AMRs may be needed, which can lead to a more crowded warehouse

and potentially unsafe conditions for human workers. This can result in a violation of safety

compliance measures.

6.6.2 Phase Change

This chapter first shows that a rule leading to acceptable goal satisfaction in one phase may

have poor performance in a later phase using a trivial parameter value. The rule parameter

y of the AMRs is set to be 5 in both Phase 1 and Phase 2. The simulation result is shown

in Fig. 6.7 and Fig. 6.8.

During Phase 1, productivity remains at an acceptable level as the curve remains

relatively flat, indicating that no tasks are accumulating. However, in Phase 2, following

the same rule parameter results in a steady rise in service time, which indicates that the

tasks cannot be completed promptly. Furthermore, regarding the safety concerns depicted
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Figure 6.8: Histogram of the monitored overall safety level (measured by Safetymin in equa-
tion (6.3) with threshold dth = 4 meters) through time in the two phases when the rule
parameter y = 5., excluding the value of 1. The safety level in Phase 2 is more likely to be
lower compared to that in Phase 1.

in Fig. 6.8, it is evident that the safety level of workers in Phase 2 is lower than that of

Phase 1. This is because workers tend to be closer to AMRs more frequently during Phase

2. Therefore, according to the data, the rule must be adapted in Phase 2 to re-optimise the

trade-off between productivity and safety.

It can be argued that such knowledge can be obtained through offline testing during

design time. However, before deploying the system to production, it is challenging to predict

the occurrence of a phase change and its characteristics. Offline analysis requires identifying

all potential phases, and considering all possible world states when the phase change occurs.

Due to the immense number of potential combinations of states and phases in such a multi-

agent system, this exhaustive offline analysis is not feasible.

Nevertheless, with a DT, compliance and safety engineers can use the DT to conduct

runtime what-if analysis for productivity vs. safety compliance, and to evaluate different

alternative rule designs when a specific phase change is identified during runtime. The

premise is that the exercise can help in better impromptu and “directional” planning and

optimisation of the production environment specifically for the current state and phase,

through adaption and/or tuning the parameters, first tested and evaluated in the simulation
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model during runtime, before it gets implemented into the physical system1.

6.6.3 Runtime What-if Analysis

Then, this thesis intends to demonstrate the advantages of runtime what-if analysis enabled

by the DT on how it facilitates examining various design alternatives (parameter value of the

rule) during Phases 1 and 2 to obtain insights into their performance. Ideally, the optimal

design alternative should maximise both the safety level (safety compliance) and productiv-

ity. However, a trade-off analysis between the two goals is usually inevitable as there is a

conflict between safety and productivity. Human preferences thus play an important role in

prioritising the two goals to select the optimal design alternative at runtime. Notice that

using the parameter y adds an extra safety guarantee beyond the basic requirement of the

safety compliance standard for the emergency stop. A low safety level is therefore acceptable

from the compliance point of view. The experiments below will show how DT can enhance

the understanding of candidate solutions with trade-off analysis in a dynamic environment

considering different human preferences.

The results of running what-if analysis to predict the performance of different design

alternatives for phase 1 and phase 2 are shown in Figure 6.9. To show the impact of human

preferences, consider two extreme scenarios: productivity is strictly preferred, or safety is

strictly preferred. According to Figure 6.9, if maximising productivity is preferred, the

optimal value is 1 for both phases. This is demonstrated in Fig. 6.10, which displays lower

service time. Similarly, if safety is preferred in both phases, then in Phase 1, the optimal

value for y is 3, but in Phase 2, y should be changed to 4.5. In practice, preference is a human

factor and thus is subject to change during the production process. If safety is preferred in
1Such analysis requires faster-than-real-time simulation for multi-agent systems, which can be achieved

by various execution speedup approaches such as parallel and distributed simulation [226, 153], but this is
not the main focus of this thesis.
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Phase 1, but in Phase 2, the productivity needs to be maximised, then y should be first set

to be 3 in Phase 1. Then later when the DT detects the environment changes to Phase 2, it

needs to run what-if analysis as plotted in Figure 6.9 and changes the y value to 1 according

to Figure 6.9. Therefore, with DT runtime analysis, the variable human preferences can be

incorporated into the assessment of design alternatives for the trade-off analysis.
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Figure 6.10: Comparison of two design alternatives in both Phase 1 and Phase 2.

Additionally, it can be observed that different phases have varying sensitivity to design

157



Virtual-to-Physical: Digital Twin-Enabled Adaptation for Self-Aware Systems

alternatives. Fig. 6.9 clearly indicates that Phase 2 is much more sensitive to parameter

values than Phase 1. Consider the comparison between values 3 and 4.5 as an example.

During Phase 1, value 3 demonstrates greater Pareto efficiency due to its higher safety level

and productivity. However, in Phase 2, both values are on the Pareto front, with value 3

exhibiting higher productivity and value 4.5 demonstrating a higher safety level. This serves

as a reminder that parameters that prove optimal in certain phases or scenarios may not nec-

essarily remain optimal in the future. Therefore, it is imperative to understand that during

Phase 2, proper adaptation of the rule parameter is crucial, as even the slightest differences

in values can significantly impact productivity. Efficient acquisition of such knowledge is only

viable with a DT that conducts runtime analysis for the specific phase and state observed

at runtime, as opposed to exhaustive offline testing of all possible phases and world states.

6.6.4 Evaluation Summary

The above analysis shows that dynamic phase changes in the environment require re-evaluations

of design alternatives to adapt for better trade-offs between compliance and quality goals.

However, such analysis is infeasible offline because of the unpredictable nature of the com-

plex system and the resulting vast exploration space. It is difficult to predict when and what

specific phase can occur under what world state; thus, offline analysis can only exhaustively

explore all possibilities.

In contrast, the DT can explore alternative designs more efficiently by obtaining

knowledge specific to the phase change that is happening in production. This results in a

targeted exploration without simulating scenarios unrelated to the monitored reality. The

DT also supports runtime dynamic preference, an unpredictable human factor that is difficult

to handle by offline analysis. All the above capabilities are made possible through the DT’s

monitoring ability and the multi-model approach with high-fidelity simulation models and
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goal models.

Compliance and safety engineers can use the approach in online adaption, where the

physical system and the DT embark on frequent and continuous symbiotic updates, where

the physical system is updated with the optimal solution for a given context, after being

tested in the DT.

6.7 Summary

This chapter proposes a novel goal-aware Digital Twin (DT) approach for runtime com-

pliance management, leveraging multi-agent simulation and goal modelling. The approach

is demonstrated using a smart warehouse human-robot collaboration case with stringent

safety compliance and productivity goals. Alternative rule designs of each agent are first

elicited with GRL goal modelling for safety compliance and productivity, along with other

dependencies. Then these alternatives will be evaluated at runtime at the specific scenario

encountered with the support of faster-than-real-time high-fidelity agent-based simulation.

Finally, the rule leading to the “best” trade-off will be applied to the agent on the robot.

Through Pareto efficiency, the trade-off between compliance and productivity can be evalu-

ated. The proposed DT-oriented architecture provides compliance engineers with forecasting

capability for refining and switching between the different rules before enacting the real sys-

tem at runtime. The experimental evaluation demonstrated the need for runtime adaptive

compliance and the efficacy of using the DT’s what-if simulation analysis for adaptive con-

trol. It is shown that a DT can more efficiently explore the design space and understand the

rules in different contexts. Future work will examine how the vision can be extended to pro-

vide cognitive and proactive adaptive control considering various compliance requirements,

context and time-varying trade-offs.
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Chapter Seven

Architecting Explainable

Human-In-The-Loop Digital Twins

A self-aware DT is essentially data-driven, where data and accumulated knowledge steer dif-

ferent levels of awareness. While the previously proposed generic reference architecture and

reference model have provided a blueprint for self-aware DTs of self-aware systems, they did

not consider the role of human input in runtime decision-making. With human-in-the-loop,

humans may further enhance the decision-making of the DT, and the DT can also inform

humans with new knowledge of the world. It is thus crucial for humans to comprehend the

reasoning behind the DT’s decisions to foster trustworthiness, in order to decide for possible

intervention or take-over. Trust and comprehension of the DT’s decisions drive the need

to incorporate explainability into the DT. This chapter enriches the generic reference ar-

chitecture by incorporating DDDAS principles to delineate the data-driven decision-making

processes and provide explainability for various types of autonomous decision-making. This

chapter instantiates the architecture to support certain levels of awareness, specifically goal-

awareness with explainability.
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7.1 Overview

This chapter specifically focuses on applying the DDDAS principles to the detailed design and

modelling of the feedback loop of the DT-based system. This chapter particularly discusses

how the knowledge management flow should be addressed in the feedback loops, and what

the role of knowledge is for the intelligent DT of intelligent systems.

Digital Twins (DTs) are data-driven models that serve as real-time symbiotic “virtual

replicas” of real-world systems. Digital Twin modelling can leverage principles of Dynamic

Data-Driven Applications Systems (DDDAS) in its realisation and refinement. The DT feed-

back loops, for example, can be designed following the DDDAS paradigm to continuously

steer the measurement, modelling and analysis [34]. As is the case in some DDDAS applica-

tions, some of the DT-related decisions cannot be fully autonomous and need to be enacted

by human operators [126, 127, 125]. There can be decisions that are counter-intuitive, which

may confuse the human operators. Humans need to understand the patterns or rationale be-

hind the system’s decision-making logic in order to trust and follow the instructions or make

further decisions. Providing explanations to humans (e.g., operators, developers or users)

can facilitate their understanding of the rationale behind the decisions and their rightful-

ness for a given context. Explanations can also provide assurance for humans to trust the

autonomous adaptation by the DT and its underlying DDDAS. Humans can also examine

and inspect the operation of DDDAS. In case of any anomaly or fault identified from the

explanations, humans can intervene in the system to assist or improve its decision-making.

The chapter makes the following novel contribution: (1) It motivates the need for

providing explainability in human-in-the-loop Digital Twins, leveraging DDDAS principles

and its design for feedback loops; (2) As a prerequisite for explanation is the identification

of areas within the system, where the provision of explanation is crucial for trustworthy

service; the chapter describes a data-centric strategy to identify areas within DDDAS and
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DT that require explanations; (3) It provides an enriched reference architecture model for

the DT, building on DDDAS and supported with explainability; the model extends the

authors’ previous work on digitally Twinning for intelligent systems and illustrates the utility

gained for supporting explainability; (4) It discusses the trade-offs and costs of providing

explainability.

7.2 Background and Related Work

In recent years, there has been increasing interest in the explainability and interpretability

of Artificial Intelligence (AI), denoted as XAI (eXplainable Artificial Intelligence) [172]. The

empirical success of deep learning models leads to the rise of opaque decision systems such

as Deep Neural Networks, which are complex black-box models. Explanations supporting

the output of a model are crucial in providing transparency of predictions for various AI

stakeholders [22]. Explanation relates to how intelligent systems explain their decisions. An

Explanation refers to causes, and is an answer to a why-question [172].

In Digital Twins, decisions can be a product of autonomous reasoning processes and

require explanation. The decision model of a DT may suggest locally sub-optimal decisions

but also has the risk of making mistakes. A typical example is DTs that employ reinforcement

learning, a sequential decision-making model. Reinforcement learning aims at deciding a

sequence of actions that maximises long-term cumulative rewards. However, an optimal

action in the long term may, at present, be sub-optimal or even temporally lead to undesired

system states. The lack of explanation for sub-optimal actions can lead to confusion and

difficulty for humans to distinguish whether the autonomous system has made a mistake

or the “faulty” decision is intentional for the long-term benefit. With explanations, human

operators and stakeholders can understand the rationale behind the decisions, and increase
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trust in the DDDAS and DT-based systems they utilise for decision support.

Some existing preliminary works have discussed explainability in dynamic data-driven

Digital Twins. One way is to use white box models based on physical or mechanical principles

so that the system is interpretable [239]. For black box models such as deep learning, XAI

techniques are powerful techniques for the transparency of prediction or decision-making.

IoT devices can facilitate the monitoring and data collecting of the DT at runtime [29].

In [119], explanations are provided for dynamically selecting a Digital Twin model from

a library of physics-based reduced-order models. In this work, based on sensor measure-

ments, a trained optimal classification tree matches a physics-based model that represents

the structural damage state at the moment of measurement. The approach is demonstrated

in a case study of unmanned aerial vehicles (UAVs). The work in [181] assumes DT utilises

deep learning models to perform time-series forecasts for anomaly detection. A three-layered

architectural pipeline is proposed to generate explanations of DT’s prediction. In [169], the

authors integrate self-explainability techniques with digital twins. The explainability of a

DT is enriched using the MAB-EX framework, a variation of the MAPE loop. The work

further suggests that the explanation model should be built from formal system description

models, process models, and reasoning models.

Apart from explainability at runtime, the design process of a system can also benefit

from explanations. In [246], the authors propose a framework for the explanation needed dur-

ing the modelling process, to support the collaboration between modellers and stakeholders

for the clear and explicit understanding of the modelling process.

Despite the work in enriching DTs with explainability (see Table 7.1), research ad-

dressing the explainability of decisions autonomously made by the DT is still at the pre-

liminary stage [119, 169]. There is a need for systematically synthesising and classifying

the specific types of decisions that explainability can support. Additionally, although ex-
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plainability implicitly relates to human-in-the-loop and trust, the role of humans and their

interaction with different components and runtime internal processes of the DT-based system

is not adequately identified and classified. This chapter combines DDDAS principles with

DT and classifies from the DDDAS perspective the different roles of explainability supporting

data-driven decisions and possible challenges. This chapter further identifies how explain-

ability relates to humans-in-the-loop specifically in how humans and the DT can mutually

benefit from explainability from a system architecture perspective.

Table 7.1: Related work for explainability and DT.

Reference Domain Phase What to ex-
plain Purpose

[246] Manufacturing Design
process

Design and
modelling Clear and explicit

understanding of the
modelling process

[181] Anomaly detection Runtime Predictions Explain the time-
series forecast of deep
learning models

[12] Soil carbon emission
prediction

Runtime Predictions Justify the reliability
of predictions by the
DT and possibly in-
form model retraining

[132] Prognostics and
health management

Runtime Predictions Explain the prediction
of remaining useful life

[169] Cyber-physical sys-
tems

Runtime Autonomous
behaviours Explain DT’s deci-

sions

[119] Unmanned aerial vehi-
cles

Runtime Autonomous
decisions Model selection

This thesis Cyber-physical-social
environment

Runtime Autonomous
decisions Explain DT’s differ-

ent types of decisions
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7.3 Motivating Example

In this section, a motivating example similar to the one in Chapter 6 is presented. The

example assumes a Digital Twin of an intelligent system. The intelligent system is composed

of multiple collaborating computing nodes, each of which is controlled by an onboard intelli-

gent agent. Each agent learns by accumulating knowledge of its environment and interaction

with other agents. Each agent acts autonomously based on its knowledge, but its quality

of decision-making may be restricted by the processing capability of the node or the power

consumption if it is battery-powered. Therefore, the agents can act autonomously most of

the time, but may need a Digital Twin of the entire system of agents for global optimisa-

tion of trade-off analysis between different goals and requirements. The resultant control

decisions can be in the form of changing the decision algorithms/models of the agents (as

mentioned in Section 3.3.1,or modifying the parameters [166]. Smart warehouse is an ap-

plication domain where the above-mentioned system can be applied. Multiple Autonomous

Mobile Robots (AMRs) can travel within the warehouse for collaborative picking-up and

delivery tasks. Each AMR is controlled by an agent that decides which task to take and

which other AMRs to collaborate with. Each agent uses rules to decide its actions, but the

optimality of rules can be contextual. Rules need to be adapted in order to reach optimal

performance in different runtime contexts. However, it is risky for agents to self-adapt the

rules, since each agent only has partial knowledge about a subset of the entire environment

in space and time. The quality of self-adaptation is threatened by the lack of knowledge of

other parts of the environment. A Digital Twin of the warehouse is able to provide more

informed decisions on modifying the rules of agents, with a global view of the entire system

and what-if predictions of various possible scenarios.

The Digital Twin utilises the DDDAS feedback loop to dynamically ensure both the

state and knowledge of the intelligent system are accurately modelled (see Chapter 5). Based
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on the model, predictions of various what-if scenarios can then further inform decision-

making to optimise the behaviour of the system. Due to the nature of autonomy and high

complexity within the system, decisions made by the DT may still be imperfect or even

faulty. Human supervision and intervention are necessary, which requires explanations from

the DT for humans to identify potentially undesired decisions.

7.4 A Reference Architecture for Explainable Digital Twins

Leveraging DDDAS Principles

To address the issue of explainability in the motivating example, this chapter presents a novel

reference architecture for an explainable Digital Twin system, leveraging DDDAS feedback

loops in Fig. 7.1. The architecture extends on the holistic architecture in Section 3.3 (Fig-

ure 3.4) to provide refinements of the architecture informed by DDDAS feedback loop design

and enrichment with primitives for data-driven explainability. The architecture utilises inter-

pretable machine learning and goal-oriented requirement modelling to provide explanations

of decisions that are driven or influenced by data. The proposed architecture adopts the

classical design of DDDAS computational feedback loops: (1) sensor reconfiguration, which

guides the sensor to enhance the information content of the collected data, and (2) data as-

similation, which uses the sensor data error to improve the accuracy of the simulation model

[34]. Additionally, this chapter refines the above two loops with human-in-the-loop inputs,

as explainability is essentially a human-centric concern. Utilising the simulation model and

analysis, the system behaviour can be dynamically controlled in a feedback manner.

In Fig. 7.1, the physical space at the bottom contains the system that is composed

of intelligent agents, as in the motivating example. The Digital Twin contains a simulation

model that replicates the physical space. The agents in the model are identical software
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Figure 7.1: A novel reference architecture for explainable human-in-the-loop DDDAS-
inspired Digital Twins.

programs to the agents in the physical space.

There are three controllers that utilise feedback loops for autonomous decision-making:

Sensor Re-configurator, Model Updater, and Behaviour Optimiser. Each controller incorpo-

rates interpretable machine learning and goal models to provide explanations to human

operators. The three control components can also interact with each other. For instance,

the Behaviour Optimiser may lack high fidelity data to justify and validate its decision, then

it can notify Sensor Re-configurator asking for further enhanced sensory data.
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7.5 Explainable Decisions for Human-In-The-Loop Digi-

tal Twins

Human factors can be present in the two computational feedback loops in the DDDAS-based

DT and can be captured in an additional physical human-in-the-loop feedback process, as

illustrated in Fig. 7.1. Explanations are needed to enhance the trust of humans in the

system and/or allow humans to find anomalies or faults in the autonomous process in order

to improve the decisions made by the system. With explanations provided, humans can

trace the input data and how the data are assimilated to generate the adaptation decision.

Inadequate decisions can be identified and their cause can be located: because of faulty input

data or during the reasoning process.

Explanations are closely linked to decisions steered by data, accumulated knowledge

or computations by data assimilated into the system. The proposed architecture aims at

providing explanations on how and why decisions or adaptations are made, linked to data:

the data that support a decision need to be traced, since the decision is a result of data input

and how the data is then processed and/or manipulated. In the architecture, the adaptations

of the three controllers represent three categories of decisions that can be made by the

DDDAS-based Digital Twin: (1) measurement adaptation, (2) model adaptation, and (3)

system behaviour adaptation. For each type of adaptation decision, explanations are required

to increase the transparency of decisions for humans (shown as “Point requiring explanations”

in Fig. 7.1). Goal models help in presenting the satisfaction of system requirements by their

utility. Each controller uses interpretable machine learning for its decision-making to provide

explanations directly.
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7.5.1 Explanation for Measurement Adaptation

Measurement adaptation is a part of the sensor reconfiguration feedback loop, which controls

what and how data are collected. This type of adaptation is decided by the Sensor Re-

configurator in the architecture. Explanations are essential to answer: what is the purpose

of a measurement adaptation, and how is it beneficial? Examples of reasons can be to

estimate the state more accurately, system behaviour adaptation requiring more data for

validation, or cost-effective concerns such as energy.

Different aspects of adaptation on the measurement are as follows. Each adaptation

requires explanations.

• Data source: The Digital Twin can dynamically decide what sources of data to be

collected. In the motivating example, knowledge and state are two sources of data.

When identifying discrepancies between the model and the real system, comparing

knowledge between the two can lead to more cost-efficient results than comparing

states in certain scenarios (see Chapter 5).

• Sampling rate: The frequency of sensing can be adjusted. A sensor can be put into

sleep mode for the reason of energy saving if its readings can be predicted by historical

data or other data sources [173].

• Sensing fidelity: Sensors can send back imagery data in high or low resolution, based

on the trade-off between data enhancement due to higher fidelity observation vs. cost

[34].

• Sensor placement: The locations of sensors can be adjusted to monitor areas of

interest, possibly with multiple sensors from different perspectives.

• Human monitoring: Humans can follow instructions from the Digital Twin to mon-
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itor and inspect the system and environment on the spot and report data back.

7.5.2 Explanation for Model Adaptation

The aim of model adaptation is to increase the fidelity of the simulation model. This adap-

tation decision is made by the Model Updater in Fig. 7.1. Explanations should justify why

the adaptations are beneficial in improving fidelity. The adaptation can be state replication

and estimation, parameter calibration, and knowledge update.

Data assimilation is a common approach for state estimation, which aims at finding

a “best” estimate of the (non-observable) state of the system. However, the motivating ex-

ample is different from the conventional application scenarios of data assimilation, such as

the Kalman Filter. The system is discrete-event and involves complex interactions between

different entities, which cannot be easily characterised by mathematical properties and as-

sumptions with numerical models. Although a data assimilation framework for discrete event

simulation models has been proposed [105], the example system itself is driven by inherent

computation and knowledge of the agents, which poses an additional challenge for the model

to replicate not only the state but also the knowledge of the system.

Some research efforts have already been made to provide explanations for model

adaptation. Interpretable machine learning can be used to select within a library of models

based on real-time observation [119]. Model adaptation can be driven by the discrepan-

cies between sensor data and the data from the Digital Twin model. In [85], a Gaussian

Mixture Model-based discrepancy detector is first designed to identify anomalies. Then the

detected anomalies are further classified into different types by Hidden Markov Model. The

classification of anomalies can serve as the explanation for discrepancies to support later

decisions. However, their work does not involve feedback loops that correct the anomalies
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after classification.

7.5.3 Explanation for System Behaviour Adaptation

System behaviour adaptation refers to how the Digital Twin model is used for simulating

different what-if scenarios to inform decisions on optimising the system behaviour. This type

of decision is made by the Behaviour Optimiser in Fig. 7.1.

What-if analysis can be self-explainable, since what if -questions are essentially asking

explanatory questions of how, and are just a contrast case analysing what would happen

under a different situation or with an alternative choice [172]. Nevertheless, the process of

exploring all different what-if scenarios can be expensive thus requiring to be optimised by

e.g. searching algorithms.

Explanations can also be achieved by providing the satisfaction of the system require-

ments during operation [254]. These requirements are imposed by experts during the design

time of the Digital Twin system, which can involve the task goals (e.g. delivery efficiency

in the warehouse example) or system performance (e.g. computational load of the Digital

Twin). Goal models can be utilised to provide explanations [254], which is also incorporated

in the proposed architecture.

7.6 Discussion

7.6.1 Trade-off Analysis

The proposed architecture has taken a data-driven stance to explainability of decisions in the

system. However, dynamism in data sensing, assimilation and processing can make unneces-
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sary explainability costly. Although explanation is beneficial for transparency, trustworthi-

ness and understandability, the trade-off between performance and explainability needs to be

considered in dynamic and data-driven systems. Additionally, decision-making algorithms

and models differ in the quality of decisions; henceforth, the levels of explanation needed [22]

can vary with the quality of decisions induced by these models. The empirical evidence that

evaluates how end users perceive the explainability of AI algorithms has been established

[100]. The trade-off is situational and depends on the complexity of the problem. Decision

models may rank differently in performance vs. explainability when solving different prob-

lems, along with the varying complexity of input and training data (e.g. tabular data or

images) [100]. For highly dynamic data-driven open systems, the data sensing can vary in

complexity, quantity and refresh rate. The type and sophistication of the decisions can also

vary. There is a need for the DT to self-adaptively decide when to use which decision models

and the level of explanation required. In the reference architecture in Fig. 7.1, an Adaptive

Selector is proposed to switch between the models in different runtime situations dynam-

ically. One possible solution to adaptive selection is to abstract the system into different

states. Each state can be pre-calculated for its requirement on the level of explanation. The

Adaptive Selector monitors the state to make selections.

The choice of decision models may further influence the trust of human operators

and their willingness to enact the decisions. The DT’s dynamic trade-off analysis demands

awareness of the cost due to the explanation’s impact on human behaviours. An adaptive

cost-aware approach has been proposed in [147], which uses probabilistic model checking

to reason about when to provide explanations in a case study of web services. This study

assumes that explanation can improve humans’ probability of successfully performing a task,

but will incur delayed human actions, because humans need time to comprehend the expla-

nation.
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7.6.2 Evaluation Framework

The proposed architecture can be evaluated from two perspectives: 1) evaluating the design

trade-offs at an abstract level and 2) instantiating the architecture into prototype systems

and evaluating it with simulation-based experiments. This section provides an evaluation

framework to guide future studies in evaluating the added value of explainability for DT-

based systems from the above two perspectives.

At a more abstract level, the inclusion of explainability can be viewed as an archi-

tecture design decision. Well-established architectural evaluation methods may be used to

evaluate the extent to which explainability can improve the utility of the architecture under

design, against other quality attributes of interest that need to be satisfied within the archi-

tecture. Scenario-based evaluation methods, such as ATAM [124], may be used during the

inception and development stages of the architecture to inform the design of explainability.

Scenarios are human-centric and context-dependent. Types of scenarios can be typical, ex-

ploratory, or stress scenarios. The extent to which the design for explainability is fit depends

on the choice of scenarios. Scenarios may focus on issues such as the need, effectiveness

and added value of having explanation embedded as part of the architecture. Examples

of the added value of supporting explainability in the data-driven cycle include: ensuring

compliance (safety, security, etc.) and avoiding accidental violation of compliance as data

is streamed, analysed, processed and/or decisions are actuated; tracing back the cause of

issues attributed to data and decisions, mainly for debugging and forensic investigation;

transparency of decisions and control by explaining data that can drive control; explaining

the risk of critical data-driven decisions, among the others.

Considering the Updater as an example, the parameter calibration can be triggered

by policies and the measured discrepancy between the simulation and the real system. Cal-

ibration should be triggered only when necessary, since estimating the parameters requires
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excessive computational resources. However, issues such as sensor anomaly may trigger the

calibration by mistake, causing unnecessary computational costs. Explanations can inform

humans to trace the need for calibration and identify such a measurement anomaly. Frequent

explanations contribute to cautious anomaly identification by always involving humans, but

can instead cause annoyance and decreased quality of experience (QoE) of the humans when

even trivial decisions need confirmation from humans. The trade-off analysis between com-

putational cost and QoE is essential in evaluation.

Regarding the evaluation framework from the instantiation perspective, this chap-

ter proposes the following methodology to evaluate the added value of explainability with

controlled experiments. The methodology provides actionable directions for evaluating the

benefit of explainability added to the generic architecture. The implementation is regarded

as a future work to be conducted beyond the current content of the thesis. In general, the

evaluation objective is to assess how the explainability-enriched architecture proposed in this

chapter can improve the autonomous decision-making of the DT-based system, and enhance

the user trust in the system. The hypothesis is that with explainability, the decision-making

of the DT-based system can be improved by reducing sub-optimal or harmful decisions

generated through its autonomous reasoning process, such that the system performance is

improved. Additionally, with explanations provided by the DT-based system, human trust

in the system’s autonomous decisions should be higher than with no explanations.

To instantiate the proposed architecture in this chapter, the evaluation framework

will enrich the mechanisms proposed in Chapters 6 and 5 with explainability. Specifically, in

the autonomous knowledge equivalence maintaining and runtime goal-aware what-if analysis

proposed in Chapters 5 and 6, the evaluation framework will adopt XAI techniques such as

optimal classification tree and SHAP [157] to enable explainable decision-making. Human

users should be involved in examining the decisions generated by the DT-based system

regarding P2V model update and V2P adaptation. If the human user identifies sub-optimal
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decisions, they should intervene in the autonomous process and manually apply the decision

that they regard optimal.

The evaluation should regard the DT-based system that does not provide explana-

tions as a baseline, and compare with the same DT-based system but with explanations.

The evaluation metrics will quantify the added benefit of providing explanations from two

perspectives: 1) the performance of the real-world system quantified by utility functions, as

adopted in Chapters 5 and 6; 2) the trust of human users in the autonomous decision-making

process of the DT [45, 123]. To quantify the trust, in-experiment rating, post-experiment

questionnaires and interviews with human participants are needed to measure the trust level

[130, 267]. The evaluation framework will adopt the same application scenarios as the work

in Chapters 6 and 5 with smart logistics and smart drone surveillance. The simulation

model will be implemented using AnyLogic and Repast by extending the implementation in

Chapters 6 and 5 with XAI techniques mentioned above.

Challenges may arise during the evaluation and implementation process. One sig-

nificant challenge involves creating user-friendly explanations that cater to individuals with

varying levels of knowledge. While large language models can serve as a viable approach for

generating natural language explanations, they do face issues related to hallucination, which

can lead to false or misleading information [106]. Additionally, it is essential to provide

explanations at an appropriate level of detail based on the background knowledge of users.

Designing the metrics of trust is another challenge. Although [130] provides some examples

of metric designs for questionnaires, these metrics should be customised and adapted to the

specific application context of explainability and DTs. If XAI is employed, another challenge

emerges: obtaining an appropriate training dataset. Either an open dataset is needed, or

the dataset should be generated through simulation. Lastly, runtime analysis poses further

challenges in fast simulation execution, which can be solved by using parallel and distributed

techniques [82].
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7.6.3 DDDAS vs. Self-Aware Digital Twins

Though the coordination between the physical system and the digital twin can exhibit some

similarities to that of classical DDDAS, there are several distinctions: (i) the coordination

operates on finer dimensions of knowledge that can relate to stimuli-, goal-, time-, and

interaction- awareness; (ii) the digital twin is not restricted to real time simulation and sym-

biotic back and forth updates between the two worlds but also includes additional cognitive

abilities that can make the digital twin self-aware and consequently provide more intelligent

updates to the physical world; (iii) the digital twin can also act as Cyber foraging envi-

ronment, acting as “surrogate” for real-time processing and sophisticated analysis, planning

and simulation that would be computationally expensive and extremely difficult to carry

out in the drones network due to their limited computational power; (iv) the knowledge

can be either sensed through data assimilated from the drones in physical system and then

analysed in the digital twin as “surrogate” or generated through simulation to anticipate for

eventualities and stress scenarios that would be difficult to track and trace in real settings.

Knowledge is an enabler for different levels of self-awareness in digital twins, with intelligent

decisions fed to the real system.

7.7 Summary

This chapter has aspired to investigate the problem of explainability in human-in-the-loop

dynamic data-driven Digital Twin systems. This chapter has contributed to a novel reference

architecture of the DT, which draws inspiration from the design of DDDAS feedback loops

and enriches it with primitives for explainability. The architecture is designed to identify

and elaborate on where and when explanations can support decisions that are data-driven

or influenced by data assimilated and/or computed by the system.
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The areas that need explanations are identified by focusing on three types of adap-

tation decisions, traced to data. This chapter has refined and enriched the architecture to

provide explainability linked to the decisions of three controllers. The controllers use inter-

pretable machine learning and goal models to provide explanations. Future work will focus

on further refinements and implementation of variants of explainable Digital Twin architec-

tures for autonomous systems. This thesis will examine cases from smart warehouse logistics

and manufacturing, where humans and machines collaborate to inform the design and eval-

uate the effectiveness of adaptive explanations. Special attention will be paid to the impact

of explanation on the behaviours of humans. The Adaptive Selector in the architecture will

be instantiated by algorithms that use state-based approaches to dynamically switch the

decision-making models.
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Chapter Eight

Conclusion and Reflection

8.1 How the Research Questions Have Been Addressed

As mentioned in Chapter 1, the aim is to investigate the symbiotic relationship between in-

telligence and Digital Twins and how to engineer mutual intelligence enrichment between the

DT and the real-world system. This thesis is motivated by the inadequacy of the research in

a novel problem scenario where both the real-world system and its DT have online knowledge

management capabilities. To address the gap in characterising the interaction between the

two knowledge management processes and their mutual benefits, this thesis has proposed

reference architectures and detailed mechanisms for addressing various dimensions of mutual

intelligence enrichment. This section summarises the answers to the research questions that

drive this research.

• RQ1: How to design an intelligent DT that combines knowledge manage-

ment and simulation what-if analysis to assist self-aware systems? The thesis

has reviewed related literature in Chapter 3 and 4, to identify the engineering efforts in

the intelligence of the DT and the intelligence of the real-world system. The literature

review result reveals the inadequacy of digitally twinning intelligent systems that self-

178



Conclusion and Reflection

manage their runtime knowledge. In Chapter 3, a generic reference architecture has

been proposed for intelligent DTs of self-aware systems and the corresponding formal

description. There is also a lack of effort in engineering the cognitive capabilities of the

DT to combine prescriptive simulation analysis, self-*, and dynamic knowledge man-

agement/learning. Chapter 4 leverages design principles of self-awareness to propose

a refined reference model for the DT to address all three capabilities.

• RQ2: How to achieve mutual intelligence enrichment between the intelligent

DT and the self-aware systems? Mutual intelligence enrichment is approached by

examining specific modules and processes of the proposed generic reference architec-

ture. This thesis has proposed refinement of the generic reference architecture and the

design of the mechanisms in P2V and V2P directions of mutual enrichment, respec-

tively. Mutual intelligence enrichment is achieved by utilising the runtime knowledge

from the DT and that of the real-world self-aware systems.

From the P2V perspective, the review in Chapter 5 demonstrates the need for novel

equivalence checking and maintaining approaches when digitally twinning intelligent

systems. Most of the existing approaches do not study the scenario where the physical

twin is characterised as multiple intelligent agents that have online knowledge manage-

ment capabilities. The existing works in checking the equivalence between the DT and

the real system are limited to the comparison of states, input or output, with no focus

on knowledge. Therefore, Chapter 5 proposes the novel notion of knowledge equiva-

lence, requiring runtime knowledge of the self-aware system to be replicated to the DT

in real-time. A novel metric based on knowledge discrepancy is also proposed to guide

the update of the DT in a cost-efficient manner. With the quantitative evaluation

using a smart mobile camera example, keeping knowledge equivalent and continuously

updated is shown to be an inevitable mechanism to ensure the validity of the simula-

tion prediction by the DT. This thesis has also proposed an updating scheme based on
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continuous knowledge equivalence checking, which answers the question of when to up-

date the DT’s model. The runtime knowledge maintained by the real-world self-aware

systems can aid efficient updates of the DT’s simulation model. Evaluation has shown

that knowledge equivalence checking can achieve more Pareto-efficient performance for

cost-efficient model updates.

From the V2P perspective, Chapter 6 leverages both the generic reference architecture

(Chapter 3) and the reference model for self-aware DTs (Chapter 4), to investigate

how a self-aware DT can be applied to provide insights for the knowledge evolution

of a self-aware physical system. A problem domain of runtime adaptive compliance

is adopted to demonstrate the applicability of the architecture design. As reviewed

in Chapter 6, existing runtime adaptive compliance solutions lack the ability of pre-

scriptive simulation analysis and are not designed for analysing performance trade-offs

for complex self-aware systems. Chapter 6 thus proposes a novel DT-based goal-aware

self-adaptation approach for rule-based stimulus-aware systems to provide insights for

online adaptive compliance. The approach enables design choices elicited from the

compliance documents at design time to be computationally analysed by online DT

simulation during runtime. In particular, knowledge of the DT, i.e. goals and in-

sights obtained from online simulation analysis, can guide the adaptation of the rules

of the stimulus-aware systems. The applicability and necessity of the approach have

been demonstrated for adaptive compliance in a smart warehouse logistics example.

This serves as a feasibility study to guide future application of the proposed generic

architecture to other problem domains.

• RQ3: If humans are involved in the mutual intelligence enrichment pro-

cess, how can DTs provide explainability to humans for improved decision-

making? As reviewed by Chapter 7, there is a need to systematically enrich DT’s ca-

pability for providing explanations for its autonomous decisions. Existing approaches
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mostly address the explainability of DTs for predictions rather than the autonomous

decision-making process. In Chapter 7, the generic reference architecture is enriched by

incorporating explainability into a DDDAS-based DT. The architecture makes a novel

contribution in identifying three different types of explainable decision-making pro-

cesses from a DDDAS perspective: explainable measurement adaptation, explainable

model adaptation, and explainable system behaviour adaptation. Chapter 7 has further

discussed possible solutions to support the three types of explainable decision-making

feedback loops and their synergy with human-in-the-loop. The resultant refined archi-

tecture can serve as a blueprint to guide the design of a human-in-the-loop intelligent

DT.

8.2 Future Directions

Several future directions of the thesis can be investigated to extend the research horizon for

further consolidation of mutual intelligence enrichment.

8.2.1 Other Levels of Self-Aware Digital Twins

In this thesis, mainly goal-awareness is instantiated in the self-aware DT reference model to

facilitate the enrichment of the real-world system. More consolidated designs based on other

levels of self-awareness of the DT can be further explored. Further formulation on how these

levels of self-awareness can support different modules and processes in the DT is still an

open problem. Meta-self-awareness, which is the highest level of self-awareness capability to

reason for other lower levels of awareness, is not discussed in this thesis. Meta-self-awareness

can enrich the DT with a more in-depth understanding of its own reasoning thus boosting

more informed self-adaptation of the internal mechanisms of the DT itself. Future research
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is needed to delineate the potential for a DT that is meta-self-aware.

8.2.2 Adaptation for Other Levels of Self-Aware Systems

This thesis assumes the real-world system is self-aware. However, the P2V equivalence

only studied interaction-awareness and time-awareness; the V2P adaptation mechanisms

only examined stimulus-awareness. Further research is needed to involve intelligent real-

world systems that are characterised by other levels of self-awareness in the P2V and V2P

processes. More specifically, Figure 5.1 has already provided a reference architecture for

maintaining equivalence considering other levels of self-awareness in the real-world system.

This can serve as a vision to promote future research in P2V knowledge equivalence and how

the modules coordinate with each other.

8.2.3 Decentralisation and Distribution

This thesis regards the DT as a centralised entity and implicitly models the entire physical

world into one model. There can be various improvements regarding the decentralisation of

the DT. First of all, the modelling and replication can be made decentralised. The lifecycle

of each digital twin of the real-world entity can be managed independently. As depicted by

Figure 5.2, decentralisation for equivalence management can be beneficial since the updating

frequency may be different for different real-world entities. An entity whose state and knowl-

edge do not change during a long period of time will need less frequent updates compared to

entities that change rapidly. Decentralised equivalence management enables asynchronous

updates for different entities, thus reducing unnecessary data transmission and computation.

One of the challenges can be: if simulation analysis from a holistic view is needed to simulate

all entities altogether, it is crucial to keep all digital twins synchronised. Secondly, the mod-
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ules of the DT can be decentralised and distributed. Each module can be engineered to be

microservices. Such a distributed approach can result in scalability improvement. However,

managing the complexity of distributed modules can also be a challenge.

Distribution of the real-world system may involve heterogeneous sub-systems. Each

agent in the real world may possess different levels of self-awareness or different decision

models from other agents. In the current model, agents are homogeneous in their decision

models. Future work can consider scenarios with heterogeneous agents and how the P2V

and V2P can be realised in a centralised or decentralised fashion.

8.2.4 Explainability Driven Analysis

This thesis provides a reference architecture that identifies where explainability is needed.

Future work is needed to instantiate the architecture into actionable mechanisms to support

decision-making and the mutual understanding between the human and the DT. It is essential

to study how the explainability of the DT can affect human intervention and the quality of

the final decisions. In addition, value alignment is needed to ensure the objectives and

intentions are properly coordinated between the human and the DT [267].

8.3 Closing Remarks

This thesis makes novel contributions to the integration between intelligence and Digital

Twins with engineering approaches to enable mutual intelligence enrichment between the

DT and the real-world system from a runtime knowledge point of view. This thesis has envi-

sioned the novel notion of intelligent Digital Twins of intelligent systems from a perspective

where intelligence is discussed in the context of runtime knowledge related to self-awareness.
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Implementing intelligence in both the DT and the real-world system can be a promising

paradigm that best exploits the computation capabilities of both the real-world system and

the DT. Mutual intelligence enrichment can serve as a crucial characteristic towards more

cost-efficient and autonomous behaviours of both the physical twin and the digital twin.

This thesis envisions that the effort of this thesis on mutual intelligence enrichment mecha-

nism can stimulate further research for various other aspects of intelligent Digital Twins of

intelligent systems.
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Appendix One

Agent Behaviours in the Motivating

Example of Chapter 5
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Algorithm 5: Drone Agent Behaviour.
Data: Knowledge of interaction graph, drone sensing range range, list of all

received messages msgList,
1 for every time step do

/* SENSE */
2 objList← sense all objects within range;
3 imptObjList← filter important objects from objList;
4 msgList.append(messages received at previous time step);
5 Clear outdated messages in msgList;

/* THINK and ACT */
6 if !imptObjList.isEmpty() then
7 obj ← randomly select from imptObjList;
8 if !obj.isKCovered() then

// notify
9 notifiedDrones← the top (k − 1) drones ranked by the strengths of

their links with this drone, which are recorded as the edge weights in
graph;

10 foreach drone ∈ notifiedDrones do
11 Send message to drone;
12 end
13 end

// follow
14 Move towards obj by 1 unit;
15 else if !msgList.isEmpty() then

// respond-and-follow
16 Sort messages in msgList in descending order first by the weight of edge

between the sender drone and this drone, then by the receiving time;
17 msg ← the message at the highest rank after sorting;
18 obj ← the object advertised in msg;
19 Move towards obj by 2 unit;
20 else // random walk
21 Move towards a random angle by 5 units;
22 end

/* UPDATE KNOWLEDGE */
23 foreach edge ∈ graph.allEdges do
24 edge.weight← γ · edge.weight;
25 end
26 foreach obj ∈ ObjList do
27 foreach d ∈ all surrounding drones do
28 if d.isCovering(obj) then
29 edge← the graph edge between drone d and this drone;
30 edge.weight← edge.weight+ δ;
31 end
32 end
33 end
34 end
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