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Abstract

This thesis investigates the problems of enabling human workers to control remote robots, to achieve decommissioning of contaminated nuclear facilities, which are hazardous for human workers to enter.

The mainstream robotics literature predominantly reports novel mechanisms and novel control algorithms. In contrast, this thesis proposes experimental methodologies for objectively evaluating the performance of both a robot and its remote human operator, when challenged with carrying out industrially relevant remote manipulation tasks.

Initial experiments use a variety of metrics to evaluate the performance of human test-subjects. Results show that: conventional telemanipulation is extremely slow and difficult; metrics for usability of such technology can be conflicting and hard to interpret; aptitude for telemanipulation varies significantly between individuals; however such aptitude may be rendered predictable by using simple spatial awareness tests. Additional experiments suggest that autonomous robotics methods (e.g. vision-guided grasping) can significantly assist the operator.

A novel approach to telemanipulation is proposed, in which an “orbital camera” enables the human operator to select arbitrary views of the scene, with the robot’s motions transformed into the orbital view coordinate frame. This approach is useful for overcoming the severe depth perception problems of conventional fixed camera views.

Finally, a novel computer vision algorithm is proposed for target tracking. Such an algorithm could be used to enable an unmanned aerial vehicle (UAV) to fixate on part of the workspace, e.g. a manipulated object, to provide the proposed orbital camera view.
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## List of Abbreviations

### Nuclear terms

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ALARP</td>
<td>As Low As Reasonably Practicable</td>
</tr>
<tr>
<td>HLW</td>
<td>High Level Waste</td>
</tr>
<tr>
<td>LLW</td>
<td>Low Level Waste</td>
</tr>
<tr>
<td>VLLW</td>
<td>Very Low Level Waste</td>
</tr>
<tr>
<td>PBO</td>
<td>Parent Body Organisation</td>
</tr>
<tr>
<td>POCO</td>
<td>Post-Operational Clean-Out</td>
</tr>
<tr>
<td>NDA</td>
<td>Nuclear Decommissioning Authority</td>
</tr>
<tr>
<td>SLC</td>
<td>Site Licence Companies</td>
</tr>
<tr>
<td>UKAEA</td>
<td>United Kingdom Atomic Energy Authority</td>
</tr>
</tbody>
</table>
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<tr>
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<td>Application Programming Interface</td>
</tr>
<tr>
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<td>Computer Aided Design</td>
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<td>DARPA</td>
<td>Defense Advanced Research Projects Agency</td>
</tr>
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<td>DOF</td>
<td>Degree(s) Of Freedom</td>
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<tr>
<td>DRC</td>
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<tr>
<td>EE</td>
<td>End Effector</td>
</tr>
<tr>
<td>EIH</td>
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</tr>
<tr>
<td>FOV</td>
<td>Field Of View</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphic User Interface</td>
</tr>
<tr>
<td>HCI</td>
<td>Human Computer Interaction</td>
</tr>
<tr>
<td>Abbreviation</td>
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</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>HMD</td>
<td>Head Mounted Display</td>
</tr>
<tr>
<td>HMI</td>
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<tr>
<td>HRI</td>
<td>Human Robot Interaction</td>
</tr>
<tr>
<td>IK</td>
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</tr>
<tr>
<td>IR</td>
<td>Infra Red</td>
</tr>
<tr>
<td>LOA</td>
<td>Level Of Automation</td>
</tr>
<tr>
<td>MSM</td>
<td>Master Slave Manipulator</td>
</tr>
<tr>
<td>NASA-TLX</td>
<td>National Aeronautics and Space Administration Task Load Index</td>
</tr>
<tr>
<td>PTU</td>
<td>Pan-Tilt Unit</td>
</tr>
<tr>
<td>ROS</td>
<td>Robot Operating System</td>
</tr>
<tr>
<td>ROV</td>
<td>Remotely Operated Vehicle</td>
</tr>
<tr>
<td>RSE</td>
<td>Robotics Simulation Environments</td>
</tr>
<tr>
<td>SA</td>
<td>Situational Awareness</td>
</tr>
<tr>
<td>SAGAT</td>
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<tr>
<td>SAR</td>
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<tr>
<td>SLAM</td>
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<td>SUS</td>
<td>System Usability Scale</td>
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<tr>
<td>TTC</td>
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<tr>
<td>UAV</td>
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<td>USAR</td>
<td>Urban Search And Rescue</td>
</tr>
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<td>VR</td>
<td>Virtual Reality</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Overview

This thesis investigates the problems of enabling human workers to control remote robots, for decommissioning of contaminated nuclear facilities, which may be prohibitively hazardous for human workers to enter. In particular, the focus of this thesis is on the issues of human-robot interaction during remote manipulation tasks. The thesis begins with a discussion of the nuclear decommissioning challenges.

1.2 Background

The United Kingdom began nuclear operations at the Sellafield site in 1947, with the first nuclear reactor becoming active in 1950 [1]. The first reactors were built for weapons production (especially plutonium) in response to the emergence of the cold war arms race era, with the first Soviet atomic bomb test in 1949. However, the UK also pioneered the peaceful use of nuclear energy, with the world's first industrial scale civil nuclear power station in 1956 [1].

The UK has thus been engaging in nuclear activity for some 70 years, and this has resulted in a very large legacy waste remediation problem. In 2004, the Nuclear Decommissioning Authority (NDA) [2] was formed as part of
the Energy Act 2004 with the core aim of decommissioning legacy nuclear facilities “safely, securely, cost-effectively”. The UK is estimated to contain 4.9 million tonnes of legacy waste [3], approximately 75% at the Sellafield site (largest nuclear site owned by the NDA [4]) in Cumbria. The UK nuclear legacy is regarded as the largest and most complex environmental remediation project in western Europe, expected to take more than 100 years at costs in the order of £90-200 billion [3]. It is expected that a significant part of this work will have to be done by using remotely operated robots, because some materials and facilities are too hazardous for humans. Additionally, demolition work currently done by humans wearing air-fed plastic suits is hazardous, and extremely uncomfortable for workers. Furthermore, the protective suits become secondary nuclear waste, which can greatly exceed the original volume of materials being decommissioned. Without significant advances in robotics, it is estimated that one million suited human entries into hazardous environments will be needed.

The NDA believes that the condition of the historic 1950s-built facilities at Sellafield is deteriorating due to poor maintenance, and they are no longer fit to hold waste [2]. Therefore novel methods such as robotics, which might achieve faster decommissioning, are increasing in priority. It is estimated that the cost to decommission all NDA sites is estimated at £125 billion of which 75% is attributed to Sellafield.

A motivating example for this project is the decommissioning of contaminated legacy glove-boxes. The UK Atomic Energy Authority (UKAEA) was formed in 1954 to manage the country’s nuclear weapons research and nuclear reactor programmes [5]. As part of these programmes, the UKAEA used numerous glove-boxes in laboratories and facilities to protect personnel from contamination when conducting research with materials such as plutonium, which forms a fine dust that can be toxic as well as emitting alpha radiation.
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To decommission these legacy facilities, they have to be decontaminated, demolished, and all materials must be size-reduced and manipulated into long-term storage containers. However, some of these facilities have been non-operational for many decades. They were constructed and operated with different regulations and with little thought for future decommissioning [6]. As a consequence, there is significant uncertainty about some facilities and their contents, e.g. blueprints and inventories.

This uncertainty causes significant challenges for planning of decommissioning interventions. Uncertainty is especially challenging for the deployment of robotic systems, which have predominantly been used in highly structured and precisely known environments in the manufacturing industry. This is why manufacturing has undergone a robotics revolution since the 1980s, while the nuclear industry remains comparatively un-roboticised.

1.3 Nuclear Decommissioning

Decommissioning can be considered to be a series of actions taken on a facility when it reaches the end of its useful life to ensure the safety of workers, public and environment [7, p. 41]. This can vary between closing the facility and completely dismantling it to the end state, at which point it can be used for other purposes. Bayliss and Langley [7] outlines the decommissioning process to be as follows:

- Shut-down transition phase (defueling & post-operational clear-out known as POCO).
- Preparation for safe enclosure.
- Safe enclosure period.
- Final dismantling.
There are two strategies for decommissioning:

- **Continuous** - Starts as soon as a facility becomes non-operational.
- **Deferred** - Radiation in a facility is allowed to decay in a safe enclosure until radioactivity reaches a level safe enough to allow operation.

The method of decommissioning depends on the type of facility. Reactors are immediately defueled and safely enclosed until radiation levels become safe; plutonium facilities require immediate decommissioning because, if left for long periods, alpha-emitting contaminants may decay to form more dangerous gamma-emitting substances; hot cells can safely contain radioactivity so decommissioning can be postponed; waste treatment and storage facilities are treated similarly to reactors but the timing of their dismantling is discretionary.

The NDA contracts this work to Site Licence Companies (SLCs) which operate on NDA-owned nuclear sites. The SLCs are managed by Parent Body Organisations (PBOs) selected through bidding processes run by the NDA. This helps to provide SLCs with additional resources and expertise. The NDA also funds research and development programmes to develop new technologies to tackle the challenges it faces. This project is an example of NDA-funded research.

The UK government now has extensive regulations which must be followed by nuclear site operators to ensure safety and security of workers and the public and the protection of the environment. The NDA is responsible for monitoring the operators to make sure they meet all the requirements. In cases such as these, where the risk is intolerable, the NDA focuses on hazard and risk reduction for determining how to proceed. A hazard is defined as the “potential for harm arising from an intrinsic property or ability of something to cause detriment” and risk is the “chance that someone, or
something that is valued, will be adversely affected by the hazard” [2, p. 14].

Risk can be described on 3 levels:

- **Intolerable-** Risk level is unacceptable except in extraordinary circumstances; urgent action is needed to reduce risk to tolerable.

- **Tolerable-** Risk is As Low As Reasonably Possible (ALARP); further reduction is not cost-efficient.

- **Broadly Acceptable-** Low risk; focus on task completion.

Since some aging UK facilities pose an intolerable risk to safety and the environment, it is imperative they are decommissioned as soon as reasonably practicable through continuous decommissioning. The timing of decommissioning is determined on a case-by-case basis through evaluation of risk as well as other factors such as safety, security, environmental impact, funding, resources and waste management NDA2011.

Another essential aspect of decommissioning is waste management. Before decommissioning can begin, a safe and effective method of waste management must be identified [8]. This consists of waste minimisation strategies, re-use and recycling, waste treatment, packaging, storage, transport and disposal [2, p. 39]. Waste is classified based on the level of radioactivity present in it [7]:

- **Very Low Level Waste (VLLW)-** can be disposed of with ordinary refuse

- **Low Level Waste (LLW)-** waste from routine/ decommissioning operations with small concentrations of radioactivity present

- **Intermediate Level Waste (ILW)-** waste containing high concentrations of radioactivity requiring remote handling but no heat generation

- **High Level Waste (HLW) -** waste such as spent nuclear fuel with the most radioactivity. At this level, consideration needs to be given to the
significant amount of heat generated from the concentration of radioactivity present.

The type of disposal required for each waste type depends on the period of radioactivity [7] as shown in table 1.1. The current method of storage is shown in table 1.2.

<table>
<thead>
<tr>
<th>Waste classification</th>
<th>Short-lived</th>
<th>Long-lived</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLW</td>
<td>Shallow disposal</td>
<td>Deep disposal</td>
</tr>
<tr>
<td>ILW</td>
<td>Shallow disposal</td>
<td>Deep disposal</td>
</tr>
<tr>
<td>HLW</td>
<td>Not applicable</td>
<td>Deep disposal</td>
</tr>
</tbody>
</table>

**TABLE 1.1: Waste disposal classification based on period of radioactivity.**

<table>
<thead>
<tr>
<th>Waste classification</th>
<th>Short-lived</th>
<th>Long-lived</th>
</tr>
</thead>
<tbody>
<tr>
<td>LLW</td>
<td>Landfill sites</td>
<td>On-site storage</td>
</tr>
<tr>
<td>ILW</td>
<td>On-site storage</td>
<td>On-site storage</td>
</tr>
<tr>
<td>HLW</td>
<td>On-site storage</td>
<td>On-site storage</td>
</tr>
</tbody>
</table>

**TABLE 1.2: Current method of waste storage.**

ILW is immobilised in cement before storage pending availability of disposal sites and HLW is processed and stored as liquid in air-cooled storage pending availability of disposal sites [9].

1.3.1 **Case Study: Glovebox Decommissioning**

Gloveboxes (fig. 1.1(a)) are sealed, transparent containers made of Perspex reinforced with steel or plywood with built-in glove attachments that allow users to work with objects in containment. The atmosphere inside a glovebox is controlled at a lower pressure than the external environment to contain any radioactive leaks. Legacy facilities primarily used these to handle plutonium...
and uranium. Plutonium is a man-made element derived from the decay of uranium \cite{10}. As plutonium decays, it emits alpha radiation. Alpha radiation is easily contained by gloveboxes because it lacks penetration. However, if the plutonium isotope Pu-241 is left to decay, it becomes americium which is a gamma-emitter. Gamma radiation is dangerous because it can penetrate even steel \cite{7}.

Throughout the UK, there are numerous sites with tens, or even hundreds of labs, each containing many glove boxes. Typically, these labs have been closed off and abandoned at the end of their working lives without decommissioning. They now contain a mixture of alpha and gamma emitting contaminants because they were not decommissioned using the continuous strategy. Due to prolonged exposure to radiation, the older glove boxes are themselves beginning to decay. For example, their Perspex windows have become brittle and can fracture and collapse on minimal disturbances, risking severe contamination of the room surrounding the glove box, severely compounding the decommissioning problem.
Dismantling these facilities currently requires personnel to wear pressurized suits (fig. 1.1(b)) which are expensive and restrictive. Additionally, work can only be carried out for short durations due to personnel reaching their gamma radiation dosage allowance. Upon exiting the contaminated area, personnel must be decontaminated and their suits stored as ILW in addition to the waste generated from the decommissioning. Decontamination is a lengthy procedure requiring additional personnel in protective clothing generating additional LLW. Moreover, since workers use sharp tools for their work, there is a risk of these suits becoming compromised. Ingestion of alpha emitters such as plutonium through inhalation can have serious long-term health implications.

The current method of decommissioning is clearly not an efficient or cost-effective method. It requires excessive time, personnel being exposed to hazards and generates additional collateral waste. With the rejection of an underground disposal facility in Cumbria [11] on the only potential site, space for waste storage is at a premium. Therefore, using a robot controlled from a safe remote location is a more economical, efficient and safe alternative for decommissioning [12].

1.4 Research Context

Current methods for decommissioning of alpha-contaminated facilities predominantly rely on human workers. These facilities are put in sealed containment, with human entries carried out wearing pressurized air-fed suits for protection. Typically a worker can only carry out two hours of work per day inside an airfed suit. The suits, and multiple layers of gloves, severely inhibit
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the ability to carry out manual tasks, making decommissioning a time consuming and expensive operation. Working with sharp power tools whilst inside the hazardous environment presents a risk of an accident that will compromise the suit. Upon exiting the contaminated area, personnel must be decontaminated, requiring additional personnel (often themselves suited). All such protective clothing must then be disposed of as contaminated waste. This is known as “secondary waste”. Typically secondary waste volume can be more than ten times the volume of the original material being decommissioned. Since long-term storage of all such waste is extremely expensive, the secondary waste associated with human interventions poses a serious problem.

The alternative, as proposed in this thesis, is to use a teleoperated robot to assist with decommissioning. The robot may be left inside the facilities for extended periods of time. It can be operated by rotating shifts of workers, in safe zones. This means that decommissioning work can progress continuously, and removes the need for most of the human entries and corresponding hazard and secondary waste. This approach is consistent with the UK nuclear industry’s drive towards “safer, faster, cheaper” solutions.

While a variety of remote manipulation devices have been used on nuclear sites for decades, evidence of their performance within the industry is largely anecdotal. Meanwhile the mainstream academic robotics literature predominantly focuses on the design of novel robotic mechanisms and novel control algorithms. In contrast, this thesis is a contribution towards formal methods of objectively exploring and evaluating how well humans can control remote robots, to carry out realistic and relevant tasks.

Traditional telemanipulation using push-buttons with joint control is slow and tedious. Recent rapid advances in technological areas such as gaming, data processing, mobile phones and artificial intelligence has led to the release of mature technological devices (e.g. Kinect, drones, HTC Vive) that
are affordable and widely available and made powerful techniques (e.g. deep learning, simultaneous localisation and mapping (SLAM), image processing) more feasible. The use of this technology has allowed robotic systems to sense environments in real-time and perform complex tasks. This thesis explores the application of similar technologies in the nuclear context to improve the human machine interface and evaluates them with human factors issues in mind through a principled empirical approach.

1.5 Thesis Structure

The remainder of this thesis is arranged as follows:

Chapter 2 provides a literature review. This thesis is interdisciplinary, combining elements of experimental design and analysis from psychology and human factors fields, with robotics, virtual reality, and also nuclear engineering problems. Therefore, a wide variety of literature needs to be discussed. This includes sections on telerobotics, experiment design and human-machine interfaces.

Chapter 3 presents the design and technical development of a testbed in a virtual reality simulation environment. This enables a human test-subject to control a virtual remote robot, while viewing the scene using virtual camera views. The testbed forms the basis for human-factors testing.

Chapter 4 presents experiments to objectively evaluate the performance of humans using remote robot arms to perform complex manipulations, and makes several observations from the analysed test data.

Chapter 5 presents an experiment to show how the use of advanced autonomous robotics methods (vision-guided grasping) as assistive tools for the human operator, i.e. “human-supervised autonomy“, can significantly outperform conventional direct teleoperation for pick-and-place tasks.
Chapter 6 presents a novel approach to teleoperation and situational awareness. This approach involves the use of an “orbital camera”, which enables the operator to view the scene from an arbitrary viewpoint. A control method is proposed, in which the robot’s motion is referenced from the coordinate frame of the orbital camera. This enables the robot to be controlled relative to the orbital camera view. Experiments are presented to evaluate this approach in comparison to conventional approaches with fixed camera views.

A robust implementation of the orbital camera from chapter 6 would require computer vision methods to enable features such as automated gaze fixation and end-effector tracking as well as reducing camera instability due to movement. This would also help to relieve the workload on the operator by reducing the amount of error control required for positioning the camera. Chapter 7 presents a novel computer vision algorithm for tracking moving targets for use with the orbital camera. Such a tracking algorithm could be used to enable a UAV to fixate its gaze on a user-designated region of the manipulator’s work-space. This would enable the use of a UAV to provide the orbital camera view in a real application such as decommissioning a glove-box facility with a mobile-manipulator robot.

Chapter 8 provides a summary of the doctoral research work with concluding remarks and suggestions for future extensions to this work.
Chapter 2

Related Work

This project aims to evaluate technologies for use in a teleoperated robot system for remotely dismantling contaminated radioactive labs in the nuclear industry. Such a complex problem requires the use of highly interdisciplinary robotic and sensing technologies as well as comprehensive human factors and human robot interaction studies.

2.1 Teleoperation

Over the last 50 years, teleoperation has been employed in various ways, ranging from space robots, remotely operated underwater vehicles, surgical robots to unmanned military robots in the air and on the ground. However, it was the nuclear industry which inspired the initial research into teleoperation. The earliest application of teleoperated manipulators was handling nuclear materials in “hot cells” by operators situated outside the cell using Master-Slave Manipulators (MSMs) as demonstrated by Goertz in 1949 [13].

2.1.1 Definitions

The term teleoperation and its sister terms are often subject to interpretations. To avoid ambiguity, this thesis makes use of the definitions and concepts provided by the seminal work of Thomas B. Sheridan. He [13, p.487] defines
**teleoperation** as “the extension of a person’s sensing and manipulation capability to a remote location” which refers to extending the capability of a human operator to manipulate objects remotely. When teleoperation involves interaction at the remote site, it is commonly referred to as **telemanipulation**. Teleoperation encompasses **telerobotics** which is defined as “a form of teleoperation in which a human operator acts as a supervisor . . . (using 2-way communication with a computer) . . . while the subordinate telerobot executes the task based on information received from the human operator plus its own artificial sensing and intelligence”[13, p.488]. In generic terms, telerobotics is robotics with human-in-the-loop control. In the context of this thesis, a robot, as defined in the oxford dictionary[14], is a machine that can be programmed by a computer to carry out a series of complex actions. An autopilot system on an aircraft can be considered a robot as it carries out complex maneuvers but a washing machine is only a machine as it only performs a few preprogrammed operations.

There is a slight distinction between the terms telerobot and teleoperator. A **teleoperator** can be considered to be any machine that extends the capabilities of a human to a remote location requiring direct and continuous control from the human operator whereas a **telerobot** is an advanced teleoperator that has autonomous capabilities requiring only supervisory control from the human operator [15]. **Supervisory control** in this context refers to the high-level monitoring and direction of a semi-autonomous system by the human operator. Teleoperation can be combined with **telesistence** which involves providing sufficient stimuli to the human operator so that they feel physically present in the remote environment.

A teleoperation system can be thought of as two subsystems: a master (input device/ human operator) at the local site and a slave (telerobot/ teleoperator), at the remote site, that communicate in the form of signals (e.g. positions, velocities or forces), fig. 2.1 In this connected system, the teleoperator executes the commands of the human operator based on the feedback
(visual, auditory, haptic etc.) from the remote sensors. Such a system requires the integration of many areas of robotics including force and motion control, sensing as well as haptic and tactile feedback. If the slave system has force/torque sensors, it can transmit back reaction forces from the remote environment to the master which in turn renders the forces to the operator providing touch feedback [16]. This is known as bilateral control.

The wide variety of teleoperation systems can be classified into three classes based on their control as follows [17]:

1. Closed loop control (direct teleoperation) - the operator directly controls the actuators of the teleoperator with real-time feedback.

2. Coordinated teleoperation - similar to 1 but the teleoperator now possesses internal control loops for basic tasks such as controlling speed. There is no autonomy.

3. Supervisory control - the operator mainly monitors and gives high-level commands. The teleoperator is highly autonomous and can perform most tasks without operator intervention.
In most cases, direct teleoperation on its own is not a very effective method of operation as it encumbers the operator and leads to cognitive overloading. To improve on this, research in telerobotics is aimed at improving the autonomy of the robot through teleautonomy and improving the immersion of the operator through telepresence with the assumption that both will lead to better overall performance of the system.

### 2.2 Teleautonomy

Before telerobotics, robots were pre-programmed to carry out tasks as on a factory assembly line. With the introduction of wireless technologies and human-machine interfaces, robots can now be directly controlled by human operators over long distances allowing them to be used in unstructured environments. In such dynamic complex environments with inherent uncertainty, telerobots have yet to prove that they can break free from the control of the human operator. This limits the effectiveness of a telerobot to the capabilities of the human operator receiving sensory feedback from the remote environment. If there is interference in the feedback such as time delay due to long distances or radiation affecting sensors, this can significantly cripple the performance of the telerobotic system. To avoid these issues, the long-term goal of telerobotics is to make robots increasingly autonomous. This can reduce the workload and fatigue of the operator and also augment their capabilities by increasing situational awareness and freeing time for multi-tasking.

Fully autonomous systems are not currently achievable due to the complexity and impracticality of modeling every aspect of the environment with all its uncertainties. To be fully autonomous, a robot would need to fully replicate critical aspects of human abilities such as sensing, planning, decision making, navigation, manipulation, and learning. The next best option is
to integrate the best of both; the intelligence of the human operator with the physicality of the robot. The human operator monitors the robot and gives high-level task goals acting as a supervisor while the telerobot performs low-level and repetitive tasks using its internal control loop. This is essentially supervisory control [13].

Although supervisory control suggests the presence of autonomy in a telerobotic system, it is difficult to determine the degree to which the telerobot is autonomous. To that end, Sheridan [18] is credited with developing the spectrum of autonomy known as level of autonomy (LOA) for human-machine systems. LOA consists of 10-points ranging from direct teleoperation, with gradual increase in decision making autonomy to fully autonomous, 2.1. Its limitation to a single dimension was acknowledged and was later modified [19], to include other aspects of a human-machine system that could be automated such as sensing and perception.

1. Human does it all
2. Robot offers alternatives
3. Robot narrows alternatives down to a few
4. Robot suggests a recommended alternative
5. Robot executes alternative if human approves
6. Robot executes alternative; human can veto
7. Robot executes alternative and informs human
8. Robot executes selected alternative and informs human only if asked
9. Robot executes selected alternative and informs human only if it decides to
10. Robot acts entirely autonomously

**Table 2.1:** Levels of automation adapted from [18]

| Sensory Processing | Perception/Working Memory | Decision Making | Response Selection |

**Table 2.2:** Four-stage model of human information processing including aspects other than decision making that can have LOA applied from table 2.1
However, teleautonomy is not without its drawbacks. Research has shown that even when a system can be fully automated, it may not be desirable as in the event of an error, this leads to operators failing to recover effectively [20]–[22]. This is due to the operator becoming complacent leading to skill degradation and inability to perform tasks manually when automation fails. Another factor is the lack of communication between the silent automated system and operator leaving the operator in an uninformed state. Research in teleautonomy is focused on developing an understanding of the human-robot system to efficiently allocate appropriate tasks to both human and robot [23], [24].

2.3 Telepresence

In the context of telerobotics, the term “telepresence” was first coined by Marvin Minsky in 1980 to describe a future where humans could feel the sense of being teleported to a remote work location using technology [25]. There are multiple interpretations of telepresence but all refer to the sense of being transported to a space through the use of technology [26]. Telepresence allows the human operator to feel as if present at the remote environment, making the telerobot transparent through replication of sufficient human senses from the remote environment. Ideally, all human senses would be replicated but this can vary depending on the task and requirements. Telepresence can be extended to also include actions by the operator (movement, speech etc.) being conveyed from the local environment.

Visual feedback using a monitor to display a camera feed is a start towards achieving telepresence but is not enough on its own; as Sheridan [27] stated the greater the number of senses engaged, the better the sense of telepresence achieved. The typical way to induce telepresence is to use technology to replicate the senses [17]. The human eye is responsible for approximately
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90% of sensory input to the brain [17]. Since vision accounts for the majority of sensory input, it follows that providing cutting-edge visual immersion is critical to instilling telepresence. The human vision system is a complex and versatile system. It allows for the world to be perceived in 3D with full colour, high resolution, great contrast and a wide field of view. These features are restricted when performing tasks in teleoperation which leads to reduced performance compared to direct operation [13]. The use of head mounted displays (HMD) in conjunction with cameras mounted on pan/tilt units (PTU) has been prevalent in the goal to achieve visual telepresence [28]–[30]. The display in the HMD can also be stereoscopic to provide depth information if the remote camera system allows. Additionally, the visual feedback can be augmented to improve operator performance [31]. Previous work [32], [33] to incorporate this presented a virtual 3D world to an operator constructed in real-time through SLAM and other mapping data. It proved that there was a reduced workload on the operator which led to fewer errors and an increased sense of control.

Hearing is the second sense which dominates the sensory channels. Sound can be transmitted from the remote environment to provide useful feedback to the operator e.g. information about the volume and pitch of a sound during a cutting operation. Although audio can be beneficial for telepresence, it can also weaken the experience if the audio is of poor quality unlike vision or if the synchronicity is off as identified by Lessiter [34]. Lessiter conducted a study which showed that the sense of telepresence varies as a function of the perception of audio. Kiselev et al. [35] evaluated stereo vs. mono sound feedback from varying angles in a remote environment through an experiment and showed that participants were more successful at localising sound using stereo. Additionally, the method of audio delivery is also important as research shows that users prefer headphones to speakers since they offer better realism [36]. Le Groux [37] explored the use of sonification, the use of
non-speech sounds for visualisation, as an additional method of providing immersion as well as information to the user.

Since vision and sound are already heavily occupied in terms of perception, touch sensing is an alternative to conveying information effectively to the operator during a task. This can be achieved through haptic feedback [38]. Haptic displays generate skin-based as well as proprioceptive (body position, orientation and movement) feedback while tactile is a type of haptic feedback that uses pressure to stimulate the skin [39].

Research into haptic feedback has been going on for decades but only recently have haptic devices reached a level where realistic feedback could be achieved at an affordable price and practical size [40], [41]. The Touch (previously Phantom), from 3D Systems [42], is a 6DOF haptic feedback device with industry leading performance characteristics. Alternatively, Force Dimension [43] provides a range of devices from affordable 3-DOF solutions to sophisticated 6-DOF devices that cover the range of motion of the human hand and provide gravity compensation.

The combination of haptic and force feedback can improve teleoperation as shown by Sarakoglou et al. [44] in experiments comparing performance with force and haptic feedback combined against force feedback alone. Subjects performed a simple path-following exercise from a remote location using an Omega7 force feedback device and KUKA 7-DOF arm. The results indicated an improvement in trajectory and lower contact forces when using both haptic and force feedback.

Research from UCLA [45] utilised a tactile feedback system for the da Vinci surgical robot system demonstrating that operations without tactile feedback involve the use of excess force. This implies the use of tactile information in precise and delicate tasks such as tissue handling can be crucial for preventing mistakes. Enayati, De Momi and Ferrigno [46] reviewed the use of haptics in surgical robotics across a number of studies. These included
knot tying, suture maneuvers, dissection and needle insertion with benefits ranging from improved performance times and reduced errors to reduced forces exerted by operators and improved accuracy in tissue characterisation. They also note that although studies show advantages in using haptic feedback during surgery more clear evidence is needed to convince surgeons of the value of robot surgical systems. This may need to be provided in the form of a cost-benefit analysis.

### 2.3.1 Applications

Teleoperated robots have become essential tools for many areas where it is necessary to work in hazardous environments. Space exploration necessitates the use of teleoperated robots to reduce cost and risk to astronauts’ safety [16]. The first ever use of a remotely operated robot arm in space was by the DLR German Aerospace Research Centre [47]. It was successfully able to execute a set of tasks including connecting & disconnecting plugs, assembling structures and capturing a free-floating object over a long distance using a predictive display. Current more notable applications include the NASA Voyager probe, Mars Rovers and the Hubble telescope.

Underwater robots were first used by the US Navy for deep sea salvage operations in the 1960s [48, p. 129]. From the 1970s, remotely operated vehicles (ROVs) started to be employed for underwater applications to reduce costs and risk from the use of human divers [13]. The initial proponents of ROVs were offshore oil and gas industries who utilised them for inspection and monitoring of pipelines [13]. The use of ROVs is now ubiquitous with research surveys, seabed mapping, military missions, cabling and repair operations in deep waters. Revenues for ROV manufacturers worldwide are estimated to be several hundred million dollars [48], [49].

Other areas include military applications with the use of a variety of
drones and ground vehicles which are remotely controlled by Global Positioning Satellite (GPS). Unmanned Air Vehicles (UAVs) or “drones” can be used for reconnaissance and combat whilst ground vehicles are predominantly used for bomb disposal [50]. The nature of the hazardous tasks in the forest & mining industry has led to the development of robots such as the Work Partner [51] designed for heavy duty outdoor tasks. It is able to learn tasks and maintain a close relationship with human operators. Robots in the mining industry are used mainly for inspection and rescue operations in the event of mine collapse.

Aside from applications to hazardous environments, another important application of telerobotics is in robot assisted surgery. One goal of telerobotics in medicine is to provide access to medical expertise over long distances saving time and money. The daVinci is a prominent dexterous telerobot system that can be used for a variety of surgeries [52]. It is considered to be one of the most advanced master-slave systems in medical telerobotics providing dexterous control and immersion through high-quality stereo visualisation [53]. The benefits over conventional surgical methods include reduced blood loss, post-surgery pain and quicker recovery for the patient although surgical times are increased [53]. However, as the daVinci system is specialised for short-distances, it faces the challenge of time-delay between the operator input and robot execution for transatlantic distances. It also lacks autonomy relying on the surgeon to control all actions through direct teleoperation.

Telerobots are also being used to provide telepresence. Teleconferencing robots allow a new level of physical presence in remote locations through the use of a videoconferencing-capable device mounted on a mobile base [54]. These have seen use in meeting rooms, classrooms and events such as conferences and concerts.
2.4 Human robot interaction

Human Robot Interaction (HRI) is an interdisciplinary field spanning research and methodologies from engineering disciplines such as robotics and computer science to social sciences disciplines such as psychology and human factors among others. The aim of HRI is to foster natural interaction between humans and robots. However, this is complicated as “robot” is a continually changing concept. The wide variety of robots, among the equally broad range of industries, with constantly evolving characteristics and behaviours require examining from both the human and robot perspective to reveal the intricacies of interaction [55]. As robots start to leave the factory and seep into many aspects of society, this higher and more complex level of interaction between humans and robots requires its own theoretical framework which helps to develop and evaluate the effectiveness of robotic systems [56].

HRI is a relatively young field and only recently has work started on researching HRI in the context of autonomous robotics [57], [58]. However, much of this has focused on improving the robot’s perception, cognition and action capabilities during interaction with the ultimate aim of creating a personal service robot with the human aspect of the interaction often taking second place [58]–[61]. HRI is different from the widely studied Human Computer Interaction (HCI) as HRI involves physically instantiated systems that interact with their environment and operate in the real-world [62], [63].

Yanco and Drury [63] classified the HRI of a system as being dependent on team composition, decision support for the user, spatial location and required interaction. The level of human interaction required is inversely related to the LOA of the teleoperation system with constant interaction at low LOAs reducing to supervisory control at high LOAs. Goodrich and Schultz [56] classified the overall interaction between humans and robots as either
remote (e.g. field robots) or proximate (e.g. assistants, social robots).

Multiple classifications of interaction in HRI are given in the literature [56], [62]–[64] with similar themes of spatial location, level of automation (LOA) of the system, team structure and task criticality. In this thesis, the focus is on real-time remote interaction using direct teleoperation where the human and robot are not co-located.

2.4.1 Application of HRI to telerobotics

In the recent paper on the status of HRI, Sheridan [24] proposed the following four areas of application for HRI: supervisory control of telerobots for routine tasks (e.g. as employed in Amazon warehouse), robots for nonroutine tasks in hazardous/inaccessible environments, automated vehicles with humans as passengers (e.g. autopilot systems in aeroplanes) and robots for social interaction in all forms of social environments such as healthcare, offices and education. This thesis is concerned with HRI as applied to the remote control of telerobots/teleoperators where areas other than nuclear have made promising advances. Space and "search and rescue" (SAR) have been two key areas for HRI in this regard [56]. Research by NASA into long-distance teleoperation with significant time delays has seen success in the form of the semi-autonomous telerobot Mars Rover [65] that is carrying out scientific investigations via supervisory control. SAR robotics have been used to provide rapid response to environmental disasters where it may be dangerous or physically impossible for humans to go [66]. Example of robots used include mobile snake-like robots that are designed to fit through tight spaces in search of victims or structure instability. In medical robotics, the da Vinci Surgical System, medically approved in 2000, allows surgeons to carry out complex operations while seated at an ergonomically designed console.
2.4.2 HRI Research Trends

HRI research is prevalent across a variety of fields as robots start to see widespread usage. As robots become more advanced and start to share the same space as humans, safety of the human both physically and mentally has become a concern [67]. As well as safety, there are ethical concerns about replacing humans with robots in the workplace, for socialising with children and the elderly; giving robots authority such as exercising judgment to harm or even kill [68–71]. Robots are increasingly becoming smaller and more affordable allowing research to expand into swarm robotics where a distributed architecture is advantageous [72]. Applications include reconnaissance, environmental monitoring and exploration.

This thesis is concerned with telerobotics in hazardous environments, where the dream of fully autonomous robots is still far away. Semi-autonomous robots with humans acting in a supervisory role look to be in use for the foreseeable future [22]. The use of human factors research in their design and development is vital to make them practical for their intended purpose.

2.5 Human factors

According to the International Ergonomics Association (IEA) [73], human factors is:

the scientific discipline concerned with the understanding of interactions among humans and other elements of a system, and the profession that applies theory, principles, data and methods to design in order to optimize human well-being and overall system performance.

Human factors methodology has been neglected surprisingly often in HRI research, due to a focus on developing novel interface technology, rather
than empirical studies to validate theories and provide scientific conclusions about the usefulness of such systems [24]. Over 90% of errors contributing to accidents are human errors, because machines have become more reliable, leaving opportunities for humans to slip-up [74]. Technological advances have led to the introduction of increasingly complex products demanding human factors research and design [24], [41]. Although technological tools are becoming increasingly advanced, they are at times limited by their usability. For example, home entertainment systems continue to get increasingly complicated with the introduction of Smart TVs, HD PVRs, sound systems, various assortments of adapters etc. each with their own set of convoluted menus and controls which can create major usability problems. This is the consequence of systems created by experts, arguably without accommodation for a variety of users, especially from a holistic perspective.

Human factors studies aim to maximise the performance of systems by bringing together knowledge of human cognitive, physical and social characteristics [75]. While other fields in HRI aim to improve interaction between human robots through advanced perception capabilities (computer science) or studying the ethical and trust issues of companionship robots for vulnerable children and adults (humanities), the field of human factors in the context of robotics is concerned with designing robots to achieve symbiosis with humans. The aim is to maximise system performance through the application of behavioural and biological sciences in the design of a human-robot system [76]. To receive the most value from human factors methods in terms of time and money, they are best applied in the early stages of system design [75], [77].

To achieve an optimum or “symbiotic” relationship between humans and robots, not only do machines need to be designed to fulfill a certain task; the design of the robot needs to be unified with the end user as the overall performance of the system is limited by the performance capabilities of the
user \cite{78}. Researchers typically lack field knowledge when proposing systems and design systems according to their own beliefs without consulting end users \cite{79}. This leads to systems that are not suitable for purpose where end users reject the technology as Nagatani et al. \cite{79} found. Their robots were used by engineers responding to the Fukushima Daiichi nuclear plant disaster. The engineers did not trust the autonomous capabilities of the robot, neither shared or full. They also did not need the robot’s ability to reconstruct the environment using laser range scanners as they had it memorised. Proposals to use multiple robots were also rejected by the engineers as it would expose more personnel to radiation.

Wickens et al. \cite{77} view the study of human factors as a cycle. This cycle consists of using knowledge of human physiological and cognitive capabilities to identify problems in the human-machine interface and correcting them through applying a solution using one of the following five methods:

- *Equipment design*, changing the nature of the interaction between humans and physical equipment
- *Task design*, changing the tasks assigned to humans
- *Environmental design*, changing the physical environment where humans work
- *Training*, improving the teaching and practice of skills required for the job
- *Selection*, improving the recruitment criteria to optimise system performance.

It is relatively difficult to adapt the task and environment in nuclear facilities due to the strict regulations. However, the design and evaluation of teleoperated robots, the focus area for this thesis, is an attainable goal as well as the recruitment and training practices for operators.
Adams [80] proposes how the “vast pool” of existing human factors research from other fields such as complex human-machine systems (e.g. air traffic control, nuclear power plants etc.) can be leveraged for telerobotics. This would entail the use of user-centered design to centre the focus of system design and development on the user. Consideration also needs to be given to understanding the mechanisms that drive human-decision making, maintenance of attention span, workload and situational awareness; and factors contributing to human error.

The complexity of dynamic systems such as telerobots incurs significant strain on human cognitive capabilities. Human factors aims to understand and predict human performance using constructs from the fields of cognitive engineering and psychology [81]. There is a vast amount of empirical research highlighting the effects of these constructs on human performance. These constructs include, among others, the stress and mental workload on the operator when using the system, operator vigilance, the operator’s situational awareness of the remote environment, trust in automation and system usability [56], [81].

The impact of these factors on human performance in telerobotic systems in nuclear decommissioning needs to be clarified to satisfy industry that such systems are safe and reliable. In this thesis, as well as overall task performance, emphasis is given to mental workload and situational awareness.

2.5.1 Mental Workload

There is not a single accepted definition of mental workload but it commonly refers to the amount of effort required to complete a task [81]–[83]. It is a relatively old construct that has evolved from being the subject of theoretical research trying to define and measure it, to research exploring its practical application [83]. It is different to performance in that poor performance could
be attributed to a badly designed interface while a workload problem stems from requiring operators to hold large amounts of information in memory while performing actions [81].

Measuring mental workload helps to identify areas where the mental load on the operator is high which may be a contributing factor to degraded performance. It can have huge impact in the design of human-machine systems and has previously been used to evaluate aircraft pilot teams which resulted in downsizing of the team from three to two members [81].

A popular notion in human factors research is function allocation [81], the distribution of tasks between human and robot. Usual function allocation policies involve allocating the robot all tasks within its capabilities with the human responsible for the rest [20], however this is not optimal. Human performance measures such as workload are important for optimally distributing tasks between the teleoperated system [80].

According to Dixon and Wickens [84], it is generally accepted that an operator’s workload is highest during direct teleoperation and reduces as a function of the autonomy of a system. However, this reduction is dependent on the reliability of the automation. Previous research has shown that higher degrees of human involvement in tasks leads to higher subjective workload although it improves operator situational awareness [20]. Context acquisition, switching between tasks, can also incur workload on the operator where memory recall is required [84]. Prewett et al. [85] conducted an in-depth review of studies investigating methods to reduce operator workload. They investigated many variables for robot systems such as display design, automated functions and intelligence frameworks. They found that workload could be reduced by using optimal visual displays, multimodal feedback and reliable automation resulting in improved operator performance. However, they cautioned that results are subject to task requirements and the conclusions are inconclusive due to the small samples used in studies.
2.5.2 Situational Awareness

The seminal work of Endsley [86] presents the widely accepted notion of situational awareness (SA) as the “the perception of the elements in the environment within a volume of time and space, the comprehension of their meaning, and projection of their status in the near future”. This implies that SA is not merely about perceiving the environment but building upon the perception to gain an understanding of the environment as proposed in her model of SA with three levels of SA:

1. Level 1 SA: perception of the status of environment and its elements
2. Level 2 SA: understanding the significance of those elements with respect to operator goals to form a comprehensive picture
3. Level 3 SA: ability to project the actions of elements into the near future

An operator’s ability to acquire and maintain SA depends on the operator, system and task environment. Endsley lists individual factors that contribute to SA as innate ability, training and experience. Other various factors include task complexity, system and interface design; workload and stress on the operator. She notes that although SA can also be limited by an operator’s ability to allocate attention and memory resources, this can be alleviated through forming mental models in the long-term through training and experience.

Generally, SA is linked to performance such that an operator’s ability to acquire SA in a given context directly affects their overall task performance [86]. SA shows its importance in large complex systems such as aircraft, air traffic control, and large system operations such as nuclear power plants where it is critical that operators have up-to-date knowledge of the current situation [86]. Assessing the level of SA in such systems helps to identify areas of improvement (e.g. interface design) allowing designers to improve operator performance and prevent errors.
Acquiring SA in a control room of a complex system such as a nuclear plant is analogous to telemanipulation [80]. In both cases, an operator is situated remotely and monitors the remote environment through limited sensory information. The level of SA which the operator is able to develop is limited by the quality of the information presented to them.

Poor perception of the remote environment in primitive teleoperated systems using narrow field of view (FOV) cameras coupled with the lack of depth information compromises SA when operators need to estimate distances to targets or size of objects [39]. If the interface presenting the information to the operator is not optimally designed and overloads the operator with information, this leads to cognitive tunneling where some parts of the interface are favoured over others and vital information can be missed [86]. Moreover, high levels of automation (LOA) can also be detrimental to SA as research shows that systems with high LOA significantly decrease SA leading to increased time-to-recovery from failure states of the automated system [20]. This is due to complacency on the part of the operator as discussed below.

Other constructs include trust in automation, automation may not always be used as intended by designers and its use depends on operator’s confidence in its capability [81]. High levels of trust is known to lead to complacency and eventual degradation of operator’s skills [20], [81], [84]. Stress influences how operators interpret information and can affect performance (negatively or positively) and it can come from physical (noise, temperature, lighting, weather) or psychological (fear, anxiety, uncertainty, workload, time pressure) sources [77].
2.5.3 Individual factors

Research has shown that individual cognitive differences between operators can have an effect on performance as identified by Chen and Barnes [22]. They identified attention, spatial ability and gaming experience as being able to impact overall performance. Attention is important in human performance as operating a telerobot requires multitasking which requires being able to continuously shift attention allocation to gain SA [86]. Spatial ability has been found to be significant in various areas such as navigation, visual search tasks and overall task performance with higher spatial ability linked to better performance [22], [87]. Finally, frequent gaming has been shown to affect brain functionality leading to positive changes in areas of cognition known to affect task performance in telerobotics [22].

2.5.4 Human-Machine Interface

Proctor and Zandt [75] present a model of the domains of engineers, human performance expert and human factors specialist, fig. 2.2. While an engineer
is concerned with the design of the machine and the human performance expert is concerned with human capabilities, the human factors specialist evaluates the interface between the two subsystems, the human-machine interface (HMI). When the machine is a robot, this is referred to as the human-robot interface. In addition, the work environment of the human-machine system is an external factor that needs consideration as it also influences the performance of the system. A minimal HMI for a typical direct teleoperation system consists of monitors for visual feedback of the remote environment and an input controller (e.g. joystick) for sending commands from the operator to the teleoperator.

HMI Design

Human-machine interface experts were surveyed by Steinfeld for insight into interfaces in autonomous and semi-autonomous robots [88]. They unanimously recommended designing the human-machine interface in parallel with the robot system allowing the facilitation of a structure for human-robot communication suitable for non-expert users. They also encouraged the use of displays for providing situational awareness for understanding remote environments but cautioned that it must be kept relevant. Other suggestions included the implementation of safe modes for controlled failure in safety-critical tasks, multiple control methods for command input and status information to keep the operator updated.

The U.S. Nuclear Regulatory Commission reviews human factors engineering in its nuclear sites and provides a detailed document with guidelines addressing the physical and functional characteristics of human-system interfaces in nuclear power plants [89]. Although not designed to cover robot systems, elements such as displays, controls and interface interaction are equally applicable in this domain.
Interface design is important as it plays a role in determining operator SA acquisition capabilities. Endsley [86] gives several guidelines for designing interfaces to maximise SA gain focusing on minimising the effort required by the operator to acquire information. These include, among others, displaying information that needs processing and integration directly rather than relying on the operator to calculate them mentally, present information from the operator’s perspective rather than the robot’s and using filtering to display only the relevant information in any given context to avoid tunneling operator information.

The guidelines reviewed here form the foundations in the development of teleoperated systems in this thesis.

### 2.5.5 Human Factors Issues with HMIs

Chen, Haas and Barnes [39] present a very detailed, though somewhat dated (2007), review of teleoperated and semi-autonomous robot interfaces and associated human performance issues classified as either remote perception and remote manipulation (navigation and manipulation). They found that remote perception and manipulation was affected by various factors such as FOV, multiple cameras, viewpoints, lack of depth perception, time delays and motion leading to numerous human factors issues such as degraded performance, increased workload, reduced situational awareness, cognitive tunneling, motion sickness etc. They also gave many potential solutions including, but not limited to, use of wide FOVs, multimodal interfaces (e.g. audio alerts, haptic feedback etc.), stereoscopic displays for improved depth perception and predictive displays to counter feedback delays.

The current trend of moving towards semi-autonomous systems for their benefits in reducing mental workload of operators and increasing their situational awareness (SA) has raised several unique human performance issues
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These include increased complacency from the operator leading to failure to detect errors, skill degradation from lack of skill use due to automation, mistrust in the robot’s automation, poor communication between human and robot during decision making and task switching leading to reduced SA and increased mental workload [22], [23], [90].

Multimodal interfaces utilising multiple channels for operator feedback rather than overloading the visual channel to improve immersion promise great potential and a review of these is included in [39]. However, these solutions are task-dependent requiring usability testing and research into their effective integration into systems is still ongoing [91], [92].
2.5.6 HMI in Field Robotics

Robot competitions have provided valuable opportunities to evaluate HRI in state-of-the-art robot systems where multiple robots aim to complete the same tasks with different HMIs. Yanco and Drury [93] studied the American Association of Artificial Intelligence (AAAI) Rescue Robots competitions for three years from 2002-2004. From their analysis, they presented the following guidelines for improving HRI in urban search and rescue (USAR) scenarios:

- Utilize a single monitor for the interface.
- Avoid small video windows on the interface.
- Avoid window occlusion.
- Use one robot to view another when more than one robot is available.
- Design for the intended user, not the developer.

When the earthquake and tsunami struck the Fukushima Daiichi nuclear power plant in 2011, robots were not ready to assist in the disaster response. The Defense Advanced Research Projects Agency (DARPA) initiated the DARPA Robotics Challenge (DRC). The DRC was designed to advance the state-of-the-art in USAR robotics to respond to future disasters in a timely manner [94]. A number of mobility and manipulation anthropomorphic tasks were designed to test the abilities of telerobotic systems. Yanco et al. [94] also studied this competition under the scope of HRI and presented the following guidelines:

- Increase sensor fusion;
- Decrease the number of operators;
- Decrease the amount of operator input needed to control the robot;
- Don’t separate the robot into legs and arms;
• Plan for low bandwidth; and

• Design for the intended users.

The guidelines from both competitions hint at the lack of consideration given to human factors in the design of the HMIs. Yanco et al. noted that most of the interaction was “not very far from teleoperation” as operators heavily micromanaged the robots. It should be additionally noted that the robots were controlled by the developers in both competitions as both competitions had complex interfaces leading to the recommendation of designing for the intended users.

2.5.7 Human Factors Evaluation

Human factors evaluation of HRI is almost always empirical [76]. It is based on the measurement of relevant task-specific variables. Performance evaluation can be difficult due to the variability of the results and diverse range of human-robot applications [95]. Successful interaction in the system and the degree to which the end goal is achieved will vary depending on the operators’ attitudes and previous experiences with technology. Sound and valid studies necessitates the need for rigorous experiment design using methods from fields such as Psychology and human factors which many current studies lack [85], [96], [97].

The traditional method of performance evaluation is to measure the “time-to-completion” of a task or the overall human-robot system performance (e.g. number of errors) [95]. Applying such objective measures helps to improve the system performance, but does not discriminate or break down which aspects of the human-robot collaboration were more or less effective. Alternative approaches focus on subjective evaluation through interviews and surveys [98]. [85] presents a comprehensive review of studies aimed at reducing operator workload and their shortcomings indicating that most results still
remain inconclusive due to differences in experiment design and methodology. To overcome these issues, Bethel and Murphy [96] present a detailed account of designing experiments in HRI with specific recommendations for the experiment design and execution. They suggest the biggest improvements in HRI studies to come from using larger sample sizes and multiple methods of evaluation such as task performance metrics, observations, self-assessments and interviews.

**Quantitative Measures**

A number of papers [99]–[101] define performance metrics for human-robot collaboration systems with the aim to be able to improve and compare different collaboration schemes with each other. They suggest and define a number of useful metrics, including “task effectiveness” (how well the task was performed), “neglect tolerance” (how effectiveness declines without human intervention), “robot attention demand” (how much time the human must spend interacting with the robot), “interaction effort” and various other quantitative metrics, that assess an interface based on the attention required.

As well as task-specific measures, the human-robot interactions can also be evaluated. Steinfeld et al. [95] developed an extensive framework for evaluating human-robot collaboration. It focuses on task-oriented mobile robots, with HRI metrics split over five categories: navigation, perception, management, manipulation and social. These metrics cover quantitative as well as subjective measures.

**Subjective Measures**

There are a number of well-established techniques to measure subjective factors such as mental workload, situational awareness and system usability. Cain [102] conducted an in-depth review of workload measurements and categorised them into three categories: performance measures, subjective rating
and psychophysical. Performance measures can either consist of the primary task measures or the use of a secondary task solely for measuring workload on the operator. Subjective rating measures involve participants rating their own perceived workload on a numerical or categorical scale. Finally psychophysiological measures are more intrusive but also the most objective. These measure physiological features such as heart rate, neuron activity etc. and can be difficult to administer. However, the technology behind these measures is improving so this method may become more attractive in the future [102].

The most widely used method for workload measurement is the National Aeronautics and Space Administration Task Load Index (NASA-TLX) [82], [103]. In this questionnaire, participants subjectively rate the workload on six different sub-scales [82]:

- Mental Demand: how mentally demanding was the task,
- Physical Demand: how physically demanding the task was,
- Temporal Demand: how hurried or rushed the pace of the task was,
- Effort: how hard the participant has to work to accomplish the level of performance,
- Frustration Level: how insecure, disorganised, irritated, stressed, or annoyed the participant was, and
- Overall Performance: the participant’s view of how successful in accomplishing the task the participant was.

The raw scores are within a 100 points range (very low: 0 to very high: 100). Additionally, the NASA-TLX employs 15 paired comparisons between the subscales to account for between-rater variability: differences in workload definition between the participants and also differences in the sources of
workload between the tasks. A variant developed by Byers, Bittner and Hill in 1989 ignores the pairwise comparisons and in subsequent testing found no significant differences to the original NASA-TLX [104]. The questionnaire can be administered after each trial or at the end of the experiment.

There are many techniques for performing SA analysis but the most popular is SAGAT [104]. The SAGAT technique was formally introduced by Endsley in 1988 [21] and has since gained widespread use in the research community after demonstrating its empirical validity [20], [80], [105]. In the SAGAT assessment, queries are constructed based on task goals using SA requirements analysis. Then during task execution, the freeze probe technique is used to freeze the task at pre-determined random points to administer the queries and calculate the SA score.

As the focus in this thesis is on analysing the human-machine interface (HMI), the HMI needs a measure for evaluation. Interface analysis techniques can be used to assess interfaces across various aspects such as usability, user satisfaction, error, layout, labelling and the controls and displays used [104]. The System Usability Scale (SUS) [106] questionnaire is a simple ten-item Likert scale designed to give an overview of the subjective assessment of usability across different systems. The score is calculated out of 100 using the procedure mentioned in [106]. According to reviews of studies using SUS as a usability measure [107], [108], a score of 68 is considered average. As well as being a reliable and valid measure of usability, it has recently been found to also measure learnability, the ease at which users can learn to use the system [109].

Human factors issues play a key role in the design and evaluation of the telerobot HMI. The interface for controlling the robot in part determines the workload on the operator, the stress encountered during a task, when fatigue comes into play and the overall performance during execution. The principled evaluation of the HMI, its effects on human cognition and the overall
2.6 State-of-the-art Robotic Applications in the Nuclear Industry

Due to the extremely hazardous nature of legacy nuclear environments, in many cases, the only means of achieving decommissioning is through the use of automation, robotics and “remote engineering” in order to reduce the dose exposure of workers [110]. As well as decommissioning, nuclear fission and fusion life cycles for new build reactors will require significant use of robotics and automation [111]. Other areas of robotic applications include inspection, plant maintenance and waste disposal [112].

The level of technology associated with the use of telerobotics within the nuclear industry has remained stagnant compared to other industries. Remote manipulation systems range from mechanical MSMs to teleoperated wheeled/tracked robots [7]. Rather than investing in robotics research, the nuclear industry has previously chosen to apply off-the-shelf technology from other industries, such as defence and off-shore, modified to serve a single specific task [113]. This has limited the industry to the technology currently available, which is suboptimal to requirements, and is a significant factor for the limited number of “real robots” have been deployed in the nuclear industry.

A number of teleoperation issues have been identified that, in terms of the decommissioning of nuclear plants, make the technology slow to develop and expensive to use [113]. For example, it may take a team of several highly trained operators to operate a single teleoperated robot [114]. Also,
due to the complexity of working in an unstructured and hazardous environment and the inadequacies of the HMI, teleoperation is extremely fatiguing for the operators because of the cognitive load on the operator to carry out each movement of the slave manipulator while observing via a CCTV system [113]. What follows is a discussion on the current applications of robotics in the various areas of the nuclear life cycle.

2.6.1 Inspection

Recent telerobotic developments for the nuclear industry have focused on inspection and maintenance tasks. Nuclear regulations regarding the inspection of reactor vessels have necessitated the industry to employ specialist nuclear engineering companies to find economical robotic solutions for these challenging operations [112]. These systems have seen mixed success. Noteworthy solutions include the OCRobotics’ SAFIRE robot used for pipework inspection in CANada Deuterium Uranium (CANDU) reactors. SAFIRE comprises a mobile platform with a “snake-arm” mounted on top. The arm contains a camera at the tip to provide a visual inspection of the remote scene. Another solution is the WesDyne’s SUPREEM system, a submersible platform with two manipulators used to inspect the structural integrity of underwater vessels [112].

Sellafield Ltd., which manages decommissioning at the Sellafield plant in the UK, have begun testing a UAV system for 3D imaging with radiation overlays with positive early results and have been using underwater remotely operated vehicles (ROV) for inspection as well as simple manipulation tasks [115].
2.6.2 Remote Handling

Many nuclear industry operations take place in “hot cells”, which are shielded rooms, where nuclear materials can be safely handled remotely. Such handling is predominantly supported using mechanically coupled MSMs. Most cells that contain electro-mechanical systems for handling fuels and wastes (as opposed to process vessels and pipe work) are serviced by overhead cranes and may have the additional benefits of gantry-mounted telemanipulators. The control systems for these devices offer very little sensory feedback to the operator and there is a high reliance on the operator viewing the activity via CCTV or through very thick shielded windows. Such operations are consequently very slow and tedious [116].

Remote intervention activities are generally carried out using bespoke systems developed specifically for the task, and consequently are expensive both in terms of cost and timescale, unreliable, and require highly skilled operators. For example, Sellafield Ltd. have installed a Silo Emptying Plant robot, weighing 400 tonnes, to retrieve radioactive materials from a swarf storage silo [117]. Additionally, Wayne Ingamells (industrial supervisor of this doctorate, and Nuclear Decommissioning Specialist, 3i Technology) worked on a problem where a specially commissioned robot arm was used to reach over a shielding wall and achieve precision cutting, cleaning and resealing of deteriorating pipework and leaking concrete wall of a legacy storage pond under high radiation dose conditions [113], [115]. However, this was an expensive bespoke system and required many months of modifications and the equivalent of 80,000-hours of training and test runs in a mock-up facility.
2.6.3 Decommissioning

As expressed before, the use of robotics in decommissioning is to limit the exposure of personnel to radiation, reduce secondary waste and improve productivity. The case for robotics is even stronger where continuous decommissioning strategies are employed due to the level of radiation, making it infeasible for personnel to carry out work [112]. However, most telerobotic systems for decommissioning remain directly teleoperated [112], [113]. One of the first teleoperated systems used was the NEATER robot [118], a radiation-hardened industrial manipulator intended to replace previous bulky and expensive bespoke manipulators for remote operations.

Currently available off the shelf mobile demolition machines, such as the Brokk are heavily used but little is done to meet the requirements of the operators and the control systems offer little more than basic switch-box control and a CCTV feedback loop [110], [112]. Furthermore, Brokk machines are missing basic sensors such as rotation encoders at joints that enable inverse kinematics, so operators must control each degree of freedom individually by hand using levers, i.e. Cartesian control with joysticks is typically unavailable on such machines.

In a small number of cases, modern industrial robot arms, with gradually more modern control methods, are starting to be adopted by the industry. New work at UK National Nuclear Laboratory, commissioned by Sellafield Ltd, is currently experimenting with bespoke systems for joystick teleoperation (with CCTV camera views) of large KUKA KR500 robots. However, baseline industry standard for controlling such robots still remains limited to pushing buttons on an industrial teach pendant to control translations/rotations along/about each Cartesian axis. [paragraph adapted from [119]]
2.7 Discussion

The meltdown of the Fukushima Daiichi Nuclear Power Plant in 2011 was a wakeup call for the robotics community. The subsequent radiation release necessitated the use of mobile robots for the disaster response effort, yet none were available to take up the challenge [79]. This failure to respond forced robotics companies such as Honda, famous for its ASIMO humanoid robot, to shift focus from the entertainment sector to the more practical search and rescue robotics, and inspired competitions such as the DARPA Robotics Challenge to fast-track developments in search and rescue robotics [120].

There are now a variety of innovative telerobotic systems for monitoring and inspection, but there is a clear lack of robots for remote manipulation. In addition to this, current bespoke systems are bulky, expensive and difficult to maintain.

Although telerobotic systems which make use of modern technological advances have been proposed in the literature, they are either limited to functional demonstrations, lack rigorous human-subject testing or are limited to the artificial laboratory environment [96], [121]–[124]. Yet there is a great need for such systems as demonstrated by Uematsu, Kashiro and Tobita [12]. They used a combination of human personnel and robots to dismantle gloveboxes. An “arm-type robot and three manipulators” were used to carry out 20% of the dismantling tasks such as removing bolts and cutting panels. They showed that compared to conventional dismantling, radiation dosage reduced by 57%, secondary waste generation by 76% and personnel costs by 65%.

Historically, the application of telerobotic systems for nuclear decommissioning has met with opposition due to insufficient evidence of their performance and reliability [125]. However, as shown by the introduction of new systems in various areas of the nuclear life cycle, the opposition to robotics is
starting to curtail with specialist nuclear engineering companies often leading the advances. This presents a unique opportunity for academia to create an impact by operationalising its novel research and validating its utility through principled human factors analysis and human-subject experiments. This thesis is intended as a step forward in this direction.
Chapter 3

Testbed Development

The aim of this thesis is to systematically evaluate telerobotics through human subject experiments. The pursuit of this goal requires a platform that can be used for rigorous and repeatable testing of existing systems as well as new developments; this is known as a testbed. This chapter presents the development of the testbed to be used as the foundation for these experiments.

3.1 Task requirements

In order to make the evaluation of the telerobotic system relevant, it is helpful to define a set of scenarios that the final system is likely to encounter.

Each nuclear facility is unique in its structure and contents because it served a specific purpose so it is difficult to generalise their decommissioning process since their structure and inventory differ. However, the process of decommissioning can be split into phases. These are:

1. Inspection- Determine structural integrity, inventory and spread of radioactive contamination

2. Removal of non-structural items- Clear facility of non-structural equipment and contents into waste storage

3. Removal of structures- Dismantle pipework, ventilation and gloveboxes and place into storage
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4. Demolition- Demolish building and ground remediation

This outline can be used to generate the following scenarios for a telerobotic system:

Scenario 1: Facility inspection The robot is used to perform an inspection of the facility to determine its structural integrity, radiation in the environment and contents.

Scenario 2: Clearing the facility The robot is used to remove any radioactive sources to minimise the radiation and dismantle non-structural items in the facility.

Scenario 3: Cutting pipework and other structures The robot is used to disconnect the facility from the pipe work and ventilation systems and systematically dismantle the rest of the facility with all waste put into storage containers.

3.1.1 End Users

With a particular focus on Sellafield, it is envisaged that there are two groups of end users. The first group consist of current personnel working on manual decommissioning who may be retrained to work with the telerobotic system as well as current workers involved in the use of MSMs for decommissioning in “hot cells”. The second group consist of new recruits who will eventually have to take over as the current batch of personnel retire. These novice recruits will require training on the use of the telerobotic system.

The average worker currently working in low-level decommissioning position fits the following profile [113]: caucasian male, middle-aged, college-level education or below and live in the surrounding rural countryside, mainly from Cumbria. They are likely resistant to change in their work, strict about their 9-5 hours, not go above and beyond their job requirements and
generally have a laid-back attitude towards work. It is predicted that future workers will also fit around this profile.

Other than the workers who currently work with MSMs, it is assumed that these workers will have little to no experience with similar systems and will require extensive training. They will also have their own preconceptions of how the robot should work. Therefore, it is essential that their feedback is utilised during the design and development of the telerobotic system so it facilitates the end-user cognitive processes.

### 3.2 Testbed

The purpose of the testbed was to replicate the current state of the art of robotics in the nuclear industry. This would then serve as a benchmark for further iterative development and testing through controlled experiments and user feedback.

The testbed needed to be a typical teleoperation system consisting of a remote and local environment as described in section 2.1 and representative of systems in current use in the nuclear industry as shown in the video in [126]. The robot arm manipulator is situated in the remote environment along with cameras for visual feedback. The human operator remains out of line of sight of the robot in the local environment. The local environment consists of the operator in front of a workstation which displays the remote environment and sends input commands to the robot through an input device.

The functionality required from the testbed was as follows:

- Display the robot in the remote environment to the operator using basic webcams
- Feed input commands from the input device (i.e. mouse & keyboard) to the robot
3.3 Platform

The platform forms the foundation on which the testbed is to be developed and then further improved upon. In HRI experiments, the robot system can either be a real robot or replicated in a simulation.

3.3.1 Simulated vs. Real-World Robots

Before the testbed could be developed, a decision needed to be made on whether to use real robots or a simulation environment. In making this decision, a number of factors need to be considered.

Development

At the time this project commenced (2011), using industrial manipulators for research was extremely laborious and lacking support. As these robot arms were designed for use on factory floors using preprogrammed instructions, there was a lack of documentation and after-sales support (e.g. software, drivers etc.) to re-purpose them for research. This barrier was nearly impossible to overcome except for those with close ties to the robot manufacturers themselves.

In contrast, using a simulation environment is much easier as it removes the need for expertise in interfacing with the propriety programmable logic controllers (PLC) of the robots. Unlike with physical robots, most simulation environments allow for plug and play functionality with robot models with some even incorporating a library of 3-D models of robots, components and environments. They allow for rapid prototyping development and some even offer deployment of code to real robots.
Robustness

As well as being difficult to work with, industrial manipulators are extremely fragile making them unsuitable for human-robot interaction. As the robots do not come with compliance control built-in, until it is implemented, they are susceptible to irreparable damage if they come into contact with the environment as well as causing harm to the environment. This is problematic as safe manipulation is the objective of any telemanipulation system, especially in a nuclear reactor. Moreover, industrial manipulators must function under the constraints set by the manufacturer in the PLC such as real-time control, speed limits etc. Violation of the constraints can cause the robot to halt and require lengthy resetting procedures making it unsuitable for use in experiments during the early stages of development. Using simulation can avoid these issues completely.

Accessibility

A major issue in research laboratories can be managing access to the physical robot as priority is often given to senior researchers or other students if the robot is not owned by the supervisor. Also, robots often have significant periods of downtime when firmware is being upgraded or the robot has to be sent to a different country for repairs.

Simulation removes the need for access to a physical robot saving considerable time. Although simulators can be missing models of a particular robot, unless the robot is really niche or developed in-house, a model is usually available either through the robotics community or from the robot manufacturers themselves.
Experiment Control

For human-robot interaction experiments, simulation offers stricter controls of the experiment environment minimising confounding variables such as lighting conditions, emergency stoppages due to loss of control, collision damage etc. This improves the validity of results as well as repeatability of experiments. It also offers the perfect environment for introducing novice users to remotely operating robots through training without the risks involved in using a physical robot.

Simulation Fidelity

The major drawback of using simulation is fidelity. Although simulation can replicate most essential aspects of an environment, other aspects such as physics are yet incomplete and can be prone to erratic physics behaviour at random. Additionally, the highly safety-oriented nuclear industry is not likely to accept a system that cannot be shown to be deterministic. For this reason, a simulation can be supplemented by deployment onto real robots during the later stages of development for testing and evaluation.

Safety

Using industrial manipulators in research and human subject experiments requires extensive risk assessment and safety assessments. Originally intended for the fast-paced industrial environment, they are able to cause significant harm and/or loss of life if they come into contact with humans or the environment during operation. This does not include the damage caused to the robot itself leading to costly repairs if not irreparable damage.

Simulation environments are also known to cause simulator sickness but this is a significantly lower risk as it is not common in screen-based simulators. For this reason, simulation can be much safer for development and
human-subject experiments with novice users who are likely to lose control of the robot.

In summary, simulation is a safer and efficient method during the early stages of development which can be easily extended to physical robots for testing and evaluation. In addition, simulation can continued to be used with physical systems for training and review purposes.

3.3.2 Review of Robot Simulation Environments

Robot controllers have a specific set of requirements that separates them from other software with the chief requirement being real-time control. Numerous robotics simulation environments (RSE) have been developed to facilitate these needs. In order to select the most appropriate RSE for this project, a review of the most complete and popular packages was conducted. The following requirements were used to limit the number of RSEs to a manageable amount during the review.

Firstly, the RSE had to be general purpose as opposed to being limited to specific hardware (e.g. vehicular robots) or purpose (e.g. OpenRAVE-motion planning algorithms). In addition, the RSE had to be well-documented with an active developer community so that it was continuously being developed and any problems could be resolved in a timely manner. It also had to support human-robot interaction, be it through native support for interfaces and input devices or through plugins. An easily extendable and modular architecture allows for users to quickly add specific missing components as needed. A scene editor which allows 3D meshes to be imported as well as interacted with during simulations is vital for constructing realistic interactive environments. Many RSEs are limited with regard to human-robot interaction as they are oriented towards development of autonomous robots and
<table>
<thead>
<tr>
<th></th>
<th>MSRS 4</th>
<th>Gazebo 1.2</th>
<th>V-rep 2.6.7</th>
<th>Webots 7</th>
<th>USARSim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform</td>
<td>Windows</td>
<td>Multi</td>
<td>Multi</td>
<td>Multi</td>
<td>Windows, Linux</td>
</tr>
<tr>
<td>Main language</td>
<td>C# .NET</td>
<td>C++</td>
<td>Lua</td>
<td>C</td>
<td>C++</td>
</tr>
<tr>
<td>Licensing</td>
<td>Free</td>
<td>Open source</td>
<td>Free for edu use</td>
<td>Paid</td>
<td>Paid</td>
</tr>
<tr>
<td>Setup difficulty</td>
<td>Difficult</td>
<td>Difficult</td>
<td>Easy</td>
<td>Unknown</td>
<td>Medium</td>
</tr>
<tr>
<td>Scene editor</td>
<td>Yes, clunky UI</td>
<td>Yes, but limited</td>
<td>Yes, very polished</td>
<td>Yes, but limited</td>
<td>Yes</td>
</tr>
<tr>
<td>Rendering engine</td>
<td>DirectX 3D</td>
<td>OpenGL</td>
<td>OpenGL</td>
<td>Propriety</td>
<td>Unreal engine</td>
</tr>
<tr>
<td>Physics engine</td>
<td>PhysX</td>
<td>ODE</td>
<td>ODE, Bullet</td>
<td>ODE</td>
<td>PhysX</td>
</tr>
<tr>
<td>Extendibility through plugins etc.</td>
<td>Medium</td>
<td>High, ROS support</td>
<td>High, ROS support</td>
<td>High, ROS support</td>
<td>High, ROS support</td>
</tr>
<tr>
<td>Supports robot manipulators</td>
<td>Yes, limited models</td>
<td>Yes, limited models</td>
<td>Yes, wide range</td>
<td>Yes, limited models</td>
<td>Yes, but none built-in</td>
</tr>
<tr>
<td>Model library</td>
<td>Large but messy</td>
<td>Fairly limited</td>
<td>Large, organised</td>
<td>Large</td>
<td>Large</td>
</tr>
<tr>
<td>Documentation &amp; Tutorials</td>
<td>3/5</td>
<td>2/5</td>
<td>5/5</td>
<td>4/5</td>
<td>2/5</td>
</tr>
<tr>
<td>Support &amp; active community</td>
<td>2/5</td>
<td>5/5, through ROS</td>
<td>3/5</td>
<td>5/5</td>
<td>1/5</td>
</tr>
<tr>
<td>Integrated algorithms for robotics</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Real-time support</td>
<td>No</td>
<td>Through plugin</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 3.1: Comparison of robotics simulation environments (RSE). MSRS = Microsoft Robotics Studio
3.3. Platform

/or algorithms. Finally, the simulation environment needed to be in 3-D util-
ising physics engines for high-fidelity so that users felt a sense of immersion. Table 3.1 shows a summary of the popular simulator environments and their characteristics at the time of review (Dec, 2012).

V-rep and Webots were both suited to the task being high-fidelity simu-
lators with excellent documentation and developer support. V-rep won out
due to being free for use as well as having short start-up time. Although Gazebo has lived up to its potential of being a successful RSE widely sup-
ported by the ROS community, at the time it was very difficult to use with bugs and obscure dependencies. Additionally, missing documentation and need to learn a complex framework (ROS) potentially prolonging start-up time meant that it was overshadowed by V-rep.

3.3.3 V-rep Simulator

The Virtual Robot Experimentation Platform (V-rep), fig. 3.1 is publicised as a "versatile and scalable robot simulation framework" [127]. It combines a high-fidelity simulation environment with built-in robotics functionality and a multitude of ways to program controllers via its distributed architecture conveniently in one file. The benefits of using V-rep for this project include quick setup using the extensive documentation, developer support and tu-
torials; rapid environment construction using the drag’n’drop scene editor, support for a wide variety of robots, sensors and input devices for use in human-robot interaction in the built-in model library and pre-installed mod-
ules covering common robotic techniques such as inverse kinematics and col-
lision detection to allow easy handling of robot logic.
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Figure 3.1: V-rep user interface. Source: [128]
V-rep has the ability to interface with numerous input and output devices. These include common devices such as mouse & keyboard, joystick and cameras as well as haptic devices, Kinect cameras and transceivers. In addition, V-rep offers modules to quickly perform a variety of robotic functions without having to interface with external libraries. Among these are the inverse kinematics module to convert from cartesian coordinates to joint values, the collision detection module to track and visualise object collisions and a motion planning module to plan motion with respect to constraints. The versatility allows for swift development of the robotic system so that the focus can be on evaluating the human-robot interface.

### 3.4 Architecture

The V-rep application programming interface (API) provides numerous ways of programming control of the robot simulation resulting in considerable flexibility and extensibility (fig. 3.2). Embedded scripts within V-rep can be combined with plugins, remote clients using sockets and ROS to allow control of the simulation from outside V-rep (e.g. from real robots) and/or extend the simulation with additional features not included with V-rep (e.g. stereoscopic HMDs such as Oculus) as required.

The initial architecture for the benchmark testbed is depicted in fig. 3.3. Its simple requirements meant that it was encompassed within V-rep as all functionality required for the initial testbed was provided within. The remote environment was constructed using the scene editor and displayed within V-rep through simulated cameras. Control of the robot was programmed in an embedded script attached to the objects in the scene.
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**Figure 3.2:** V-rep architecture. Source: [128]

**Figure 3.3:** Testbed architecture. Input commands are converted to joint positions using inverse kinematics (IK) which are checked for collisions by the built-in collision detection module.
Chapter 4

Performance Evaluation of a Conventional Teleoperation Interface


This chapter presents a pilot study to evaluate a replica of current primitive telerobotic systems in the nuclear environments. The Baxter robot is used as a teleoperator in conjunction with V-rep to remotely complete a block stacking task and task performance is evaluated based on a number of performance and subjective metrics. The results and feedback from users are analysed and recommendations on improvements for potential systems in this sector are offered.
4.1 Related work

There are a variety of innovative telerobotic systems for monitoring and inspection but there is a clear lack of robots for remote manipulation. Current telerobotic arm systems consist of an industrial manipulator controlled using joysticks or push buttons via the use of CCTV cameras placed around the task area. Such systems can lead to cognitive overload of operators who have to micromanage the robot whilst also performing a potentially dangerous task, under conditions of severely limited situational awareness. One illustrative example might be trying to mentally merge images from multiple cameras to create a mental scene model, to determine how the robot will move; painstakingly moving each joint of a robot individually with a non-intuitive controller; using this system to weld a leaking pipe without any haptic feedback and only a 2D monitor for scene monitoring. To fully understand the underlying problems with such primitive systems, a testbed was built where current system performance could be evaluated through principled experimentation.

An experiment was conducted to evaluate the extent to which humans can control such baseline control interfaces to perform complex remote manipulation tasks using modern robots. Contributions from this chapter highlight shortcomings of such teleoperated manipulation interfaces and suggest how human factors principles can be applied to develop more sophisticated telerobotic manipulation systems in the future.

4.2 Experiment

Although the testbed was intended to be developed purely in simulation as mentioned in section 3.3, the introduction of the Baxter robot \[129\] changed.

\[1\] Full specifications of Baxter can be found at: http://www.rethinkrobotics.com/baxter/tech-specs/
the landscape for human-robot interaction research. Originally intended for industrial factories, the Baxter robot quickly gained popularity in the research community thanks to its integration with ROS. Unlike the rigid industrial robots, the Baxter robot was designed from conception with human-robot collaboration in mind significantly removing/reducing the issues present in other industrial robots. It allows humans to work in close proximity to the robot removing the need for safety cages as well as offering a more programmer friendly interface for communicating with the robot and development support.

The Baxter robot is an optimal solution for human-robot interaction experiments as it inherently supports backdrivability. This unique feature means the robot is able to accommodate interaction with the environment as collisions no longer result in damage to the robot. It consists of two 7-DOF arms each with a payload of 2.2kg and force sensors on each joint. In addition, there is a camera in each hand with a third mounted on the head. This combination means the robot is well-situated to providing the remote interface for a telerobotic system as well as a more realistic reconstruction of real-life scenarios.

This experiment sought to evaluate the performance of human participants, using a control interface similar to the industry baseline (push buttons to control axial motions) in teleoperating a robot to execute fundamental remote manipulation tasks. Each participant was tasked with grasping and stacking five wooden cubes to assemble a tower. This activity incorporates elements of popular pick-and-place tasks, but the precision and delicacy needed to stack the blocks successfully entails precise and complex manipulations which better represent those needed for complex decommissioning tasks. The task involves primitive robotic movements, including translation and rotation of the robot’s end-effector.
4.2.1 System setup

The experimental setup comprised a master control interface (computer and monitor with robot controls and camera feeds) local to the human operator, which is referred to as the “local workspace”, and a slave robot used to perform manipulative tasks in a location remote from the human operator, referred to as the “remote workspace”. The remote workspace comprised the robot along with the blocks situated within a frame on a bench top. Fig. 4.1 shows both workspaces.

For this experiment, only Baxter’s left arm was used, with the gripper width adjusted to a range of 34-68mm to accommodate the 40mm wooden cubes. Similar to many real nuclear deployments, participants had no direct line of sight to the remote workspace, and relied on multiple CCTV camera views, fig. 4.1(a), for situational awareness. Two cameras provided orthogonal views of the remote workspace: first camera attached to Baxter’s torso, facing forwards and angled downwards toward the table to provide a front facing view; second camera placed orthogonally on the table to provide a side view. A third camera was fixed above the side view camera, providing an overall view of the scene from a more distant viewing position; and Baxter’s left wrist camera provided an eye-in-hand view which moved with human-controlled end-effector motions.

The slave robot was controlled from the local workspace by the human operator pushing buttons on a keyboard. Three pairs of keys were used to control Cartesian X, Y, Z motion relative to the front camera. An additional key could be used to toggle the function of the first three key-pairs between translation along these Cartesian axes, or rotation of the robot’s end-effector about the respective axes.

The robot was connected via the lab network to a standard PC using Robot Operating System (ROS). The Baxter SDK was used through ROS to
FIGURE 4.1: Experimental setup: (a) master control interface (local to the human) comprising a monitor showing four different camera views and a paper explaining keyboard controls; (b) view from the top of slave robot and remote workspace.
communicate with the robot. V-rep was used to calculate inverse kinematics for the robot arm. The overall software architecture can be seen in fig. 4.2.

4.2.2 Block Stacking Task

The block stacking task was chosen because it includes the primitive movements of the robotic arm relevant to the nuclear glovebox context. While being easy to perform and administer for the first experiment, it is deep enough to allow for a human factors analysis and set up the foundation for future experiments involving more complex tasks.

The blocks were situated to ensure they were within the reachable workspace of the robot arm. All five 40mm wooden cubes were randomly distributed within the reachable workspace of the robot at the beginning of each experimental trial. A trial was considered successful if the tower was able to stand freely after placement of the final block and removal of the robot gripper. Each trial commenced once the participant sent the first movement...
command to the slave robot. Each trial ended once the participant pressed a termination key. Participants could decide to start a new trial, either after finishing a successful tower, or whenever they felt unable to continue controlling the slave robot. In most cases, unsuccessful trials occurred when the robot ended up in awkward configurations which were unintuitive to control from the provided camera views.

Dependent variables, adapted from [95], [99] were measured during the task: Time to Completion (TTC) is time for completion of a trial, from initial robot movement until the finished tower; Number of Collisions (NOC) includes collisions with the table as well as unintentional collisions with blocks; Number of Dropped objects (NOD); and Number of Critical Errors (NCE) (any incidents where the robot must be emergency stopped by the experimenter).

4.2.3 Participants

A group of 16 (4 female, 12 male) participants volunteered from the University of Birmingham student and staff population. Participants’ aged in the range 18-50. Each participant was compensated for their time with a £10 Amazon voucher.

4.2.4 Method

Prior to experiments, each participant completed a pre-screening questionnaire comprising 9 questions, covering background information such as age, illness/disabilities and previous experience with 3D games, applications and simulators. Participants were then given a five minutes assessment to determine the extent of their spatial abilities, using images selected from Google images using the "spatial awareness tool" query. Two questions assessed 2D
rotation, two assembly and four 3D rotation/folding. A final question con-
sisted of matching 2D rotations between two groups of 25 images.

Participants were briefed by reading a standard instruction sheet, and
receiving verbal instructions on the robot controls. Participants were told
they could choose to terminate a trial, if they became stuck in an awkward
robot configuration or other frustrating situation, after which the robot was
reset to its home position. To stabilise performance, participants were given
10 minutes of training time prior to the experiment, to explore the controls
and practice the block-stacking task.

Following the 10 minute training session, each participant was allowed
45 minutes to complete as many trials of the block-stacking task as possible,
up to a maximum of five trial attempts. Participants were informed that they
could take breaks but would not be given extra time. After each trial, the
participants knocked down any stacked blocks to randomise their position
before starting the next trial.

At the end of their 45 minute experiment, participants were asked to com-
plete the computerised version of the NASA Task Load Index (NASA-TLX)
assessment. Participants were also asked to answer a system usability scale
(SUS) questionnaire, separately for both the visual display and for the key-
board control system. Additionally, participants were asked to provide com-
ments on the systems they had used. Overall, the experiment took approxi-
mately one hour for each participant.

4.3 Results

Out of 16 participants, two participants were considered as anomalies and
removed from further analysis: participant 3 completed four successful trials
but stated in the post-experiment questionnaire that he intentionally ignored
the task objectives; participant 5 withdrew from the experiment after two
TABLE 4.1: Collected data from block stacking task, $\bar{x} = 289, \sigma = 76$. The following abbreviations are used in the table: Participant No. (PN), Trials Completed (TLC), Time to completion (TTC), Number of Collisions (NOC), Number of Dropped Objects (NOD) and Spatial Awareness Score (SAS)

<table>
<thead>
<tr>
<th>PN</th>
<th>TLC</th>
<th>TTC [s]</th>
<th>NOC</th>
<th>NOD</th>
<th>SAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg.</td>
<td>σ</td>
<td>Avg.</td>
<td>σ</td>
<td>Avg.</td>
<td>σ</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>233</td>
<td>58</td>
<td>2.0</td>
<td>1.7</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>190</td>
<td>33</td>
<td>0.2</td>
<td>0.4</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>286</td>
<td>24</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>6</td>
<td>5</td>
<td>445</td>
<td>241</td>
<td>4.6</td>
<td>2.2</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>281</td>
<td>51</td>
<td>1.8</td>
<td>1.7</td>
</tr>
<tr>
<td>8*</td>
<td>4</td>
<td>260</td>
<td>126</td>
<td>2.3</td>
<td>0.8</td>
</tr>
<tr>
<td>9</td>
<td>5</td>
<td>301</td>
<td>46</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>322</td>
<td>141</td>
<td>2.8</td>
<td>1.6</td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>245</td>
<td>18</td>
<td>2.0</td>
<td>0.6</td>
</tr>
<tr>
<td>12*</td>
<td>3</td>
<td>418</td>
<td>139</td>
<td>2.3</td>
<td>1.7</td>
</tr>
<tr>
<td>13</td>
<td>5</td>
<td>164</td>
<td>28</td>
<td>0.6</td>
<td>0.8</td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>278</td>
<td>85</td>
<td>0.6</td>
<td>0.5</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>309</td>
<td>15</td>
<td>1.2</td>
<td>1.0</td>
</tr>
<tr>
<td>16*</td>
<td>3</td>
<td>309</td>
<td>55</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

trials, likely because they had not understood the instructions due to poor English language ability. These two participant’s data were eliminated from the analyses.

Table 4.1 shows performance metrics: TTC, NOC, NOD and Spatial Awareness Score (SAS) for each participant. Note that no critical errors (situations requiring the experimenter to intervene using e-stop button) occurred during any trials, so this zero statistic is omitted in Table 4.1. Three participants (marked by an asterisk in the table) successfully completed three trials within 45 minutes, but did not complete all five trials because they terminated some trials before completion due to frustration or driving the robot into awkward configurations from which they could not recover. On average participants took approximately 5 minutes to complete a trial.

Fig. 4.3(a) plots average TTC of successful trials for each participant, sorted by size. Fig. 4.3(b) shows how TTC (averaged over all participants) improves with each successive trial. A repeated-measure analysis of variance
(ANOVA) was conducted in order to test the mean differences on the task performance (here, the TTC) between trials. In cases where the assumption of sphericity of the ANOVA was violated (i.e. the variances of the differences were not equal across trials), ANOVA with the Greenhouse-Geisser correction was employed. Results suggest significant differences over the course of the trials $F(1.927, 25.049) = 5.549$, $p < 0.05$. A result is considered to be significant if its $p$ value is less than 0.05, i.e. there is less than 5% chance that observed results occurred merely by chance. $F$ value is a ratio of the difference in means of each trial.

Fig. 4.3(b) shows TTC improving steadily from first to fifth trials, suggesting a learning effect during the repetitive trials. Additionally, standard deviation decreases with each trial, suggesting that the difference between high and low aptitude participants diminishes with training. In addition, a Pearson correlation coefficient was computed to assess the relationship between the two variables which were averaged across the completed trials. There were positive correlations between TTC & NOC ($r(14) = 0.62$, $p < 0.05$) and TTC & NOD ($r(14) = 0.69$, $p < 0.05$). Note that although there were incompleted trials for three participants, overall task performance consistently improved during successive trials.

Correlation between task performance and individual spatial ability scores was also evaluated, Table 4.1. A Pearson correlation coefficient was computed; there was a negative correlation between TTC and the SAS ($r(14) = -0.45$, $p = 0.10$). It also had a negative effect on the NOD ($r(14) = -0.56$, $p < 0.05$); however, no significance for NOC ($r(14) = -0.39$, $p = 0.165$).

There is high variation in six NASA-TLX sub-scales across different participants. Fig 4.4(a) shows the participants’ subjective responses averaged across 14 participants for six sub-scales whereas Fig 4.4(b) presents the weighted value of the NASA-TLX. The collective weighting given to each factor via the pairwise comparison indicates relatively high mental demand in this
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**Figure 4.3:** (a) Average TTC of each participant over all completed trials; (b) average participant time for each of 5 successive trials. The error bar indicates the standard error of mean (SEM).

block stacking task (Fig. 4.4(b)). Counterintuitively, participants with a higher spatial awareness score did not experience a significantly lower workload on the NASA-TLX scores, either raw or weighted scores. Based on additional post-experiment participant statements it can be concluded that, although the task involved a considerable mental effort, most participants tended to believe that they were “good” at teleoperating the robot.

The relationship between task performance and demographic factors was also examined. Fig. 4.5 shows the TTC trends compared between two groups: participants with minimal or no 3D games/applications experience ($n = 8$) and those with substantial experience ($n = 6$). Mixed ANOVA analysis was conducted to evaluate differences between these two groups across the five trials and the result suggests significant differences between groups:
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**Figure 4.4:** (a) raw scores, (b) weighted scores, the NASA-TLX for six subscales, averaged across the participants (n=14). The errorbar indicates the SEM.

![Figure 4.5](image2)

**Figure 4.5:** Previous experience with games or 3D applications (n=6) vs without (n=8). The errorbar indicates the SEM

\[ F(1,12) = 5.286, \ p = 0.04. \] Performance comparison between gender, however, did not show any significant differences. It should be noted that the sample size used for gender analysis is relatively small, so this is not conclusive.

System usability scores alone do not provide a clear picture as to what participants thought of each system element: ((\(n = 14\)), camera feed display: (\(\bar{x} = 61.6, \ \sigma = 23.7\)); keyboard controller: (\(\bar{x} = 59.5, \ \sigma = 14.6\))). Pearson Correlation analyses were conducted to explore whether any relationships exists between these characteristics. The results suggest that there were no significant correlations between the SAS and the SUS: (\(r(14) = 0.16, \ p = 0.60\)) for the camera feed display and (\(r(14) = 0.19, \ p = 0.52\)) for the keyboard. In Fig. 4.6, a comparison of workload (NASA-TLX weighted scores)
with SUS scores reveals a significant negative correlation \((r(14) = -0.81, \ p < 0.05)\) for the camera feed display system (Fig. 4.6(a)) and a weaker and non-significant negative correlation for the keyboard (Fig. 4.6(b)) \((r(14) = -0.44, \ p = 0.12)\).

4.4 Discussion

This experiment was designed to investigate limitations of current baseline telerobotic systems used for remote manipulation in the nuclear industry, and to analyse relationships between overall system performance and human factors.
4.4.1 Task Performance

TTCs measured in this study evidenced that the use of baseline telemanipulation control systems is very slow and very difficult for novice operators, requiring high mental workload. Such systems would require extensive training and practice to achieve success in real nuclear deployments, and deployments would still be slow. This has serious implications for: i) training a new generation of workers to replace the current highly skilled workforce who are close to retirement (mean age 55); ii) handling the enormous quantities and types of waste with sufficient throughput speed. The high variance of the TTC suggests that the experimental population had significantly varying aptitude for remote manipulation skills, and this may have practical implications for selecting new operators for training.

The experiment highlighted the significance of adequate initial training to eliminate confounding factors of learning effects. The results suggest that 10 minutes of pre-experiment training was not sufficient, since a significant learning improvement is apparent throughout successive trials, Fig. 4.3. Although similar training periods have been shown to work well for experiments with 2-DOF robot vehicles [130], the spatial cognition problems of controlling a 7-DOF robot arm are more complex. For future experiments, structured training is recommended, customised to the task context, rather than free-form practice periods with minimal guidance. During training, subgoals can be used to assess task comprehension and control proficiency. Such subgoals should be demonstrated by participants in competency tests, post-training and pre-experiment, to ensure a common minimum competence between participants.
4.4.2 Workload & SUS

Measuring workload proved to be difficult, due to high variance in subjective responses from participants. However fig. 4.4 evidences mental demand contributed greatly to the workload, in particular for the weighted scores. Mental workload arises from having to resolve 2D camera images, from multiple views, to reconstruct 3D mental models of the scene, while deciding robot input commands with respect to a single eye-in-hand view. The lack of robot configuration feedback in the current baseline GUI also contributes to effort and frustration experienced by participants.

In the experiment the NASA-TLX scores seemed to be sensitive to individual interpretations of each subscale. For example, some participants gave a high rating to temporal demand even though there were no time limits other than the overall 45 minutes allowed (while each trial required only around 5 minutes to complete). Upon further investigation, responses from the participants indicated that many felt rushed due to self-imposing time constraints as they wanted to minimise the time taken as much as possible. Due to the current experimental settings, there were possible reasons that their mindset became competitive. Firstly, participants were told in advance their TTC data would be recorded, and this may have affected the way they performed during the task. Secondly, the controlled laboratory experiment does not replicate the seriousness of a high-consequence nuclear environment, so that confounding factors can be introduced if participants view the experiment as a competition. These observations emphasise the importance of taking into account how workload metrics can be affected by the operator’s mindset when using telerobotic systems; and the importance of designing experiments that better reflect the end-usage scenario. Further research is required to create realistic settings to control the influence of the environment on participant responses.
Despite high variability in the SUS scores, significant correlation was found between SUS and NASA-TLX scores for the multi-camera view GUI, but little correlation for usability of the keyboard push-button control system. The usability ratings of the GUI (scene visualisation) likely reflect the mental demand and effort, assessed by the NASA-TLX, where participants needed to reconstruct 3D mental models of the remote workspace from 2D images. In contrast, no reasonable explanation was found for the lack of usability correlation for the keyboard controls. Future experiments comparing different types of controller (keyboard, joystick, haptic devices etc) in conducting the same block stacking are likely to provide functional insights into the relationship between the controller and the workload. Addition of other sensory cues (e.g. sound transferred from a microphone on the robot) might also cause changes to be observed in SUS and workload scores.

### 4.4.3 Demographics and Spatial Awareness

Participants had a range of previous experience with 3D applications and games, assessed by the pre-screening questionnaire. Fig. 4.5 suggests that such experience is advantageous for teleoperation, as these participants consistently performed better, likely due to transfer of skills developed in such experiences.

Participants with better spatial abilities demonstrated superior task performance, suggesting that ability to mentally manipulate 2D & 3D images is useful for teleoperation, in agreement with other recent work [131]. The findings suggest how training and recruitment processes could be improved by pre-screening of participants according to such traits. Applicants identified through pre-screening with significant previous 3D games or applications experience could be allocated to a fast track training route, reducing cost and
improving efficiency. Spatial ability tests could also be used to identify candidates for teleoperation training.

4.4.4 Limitations

This experiment was an early foray into the study of human factors for telerobotic decommissioning, and as such there are many limitations and questions that remain. The following text reports the general observations of task performance during this experiment, which suggest important lessons for future research directions and methodology.

Firstly, controlling end-effector orientation proved mentally overwhelming for participants, with the majority choosing to ignore it. This was likely due to cognitive overloading as participants could be observed using trial and error to check how the robot responded to orientation control. Incorporating autonomous methods for controlling end-effector orientation could significantly assist human operators. Secondly, participants consistently misjudged distances, with frequent unsuccessful grasping attempts highlighting the importance of depth cues. Improving depth perception is therefore a crucial research issue for future telerobotic systems. Thirdly, some participants had preferences for different keyboard mappings, and involuntarily pressed keys from their preferential mapping on multiple occasions. These simple yet informative observations need to be considered in the future design of control interfaces. In addition, note that in this initial experiment, while participants could only view the remote workspace via camera views, the (curtained off) robot was nearby, enabling participants to hear some audio cues (motor noises and contacts).

Extensive human factors improvements are needed for telerobotic systems to enable nuclear decommissioning. Participant comments, obtained by
the SUS questionnaire, recommend improving situational awareness, for example employing a ‘visual indicator’ to show the movement direction when controlling the robot arm. Participants also found the baseline push-button controls unintuitive, and difficult to relate to the 3D motions of the robot. Participants suggested that automated assistance would be beneficial, in particular a function to automatically reset the robot from awkward configurations. Other recommendations are to provide robot configuration indicators to the operator.

No common standard yet exists for selecting metrics for teleoperation [132]. Additional metrics might measure: participant “thinking time” and “idle time” spent without input; frequency of key presses, to highlight possible frustrating aspects; and distance covered by robot motions, as a measure of efficiency. It is important that appropriate metrics fully encompassing the effects of both robot and operator are identified and measured. Future experiments should expand the number of metrics being measured to cover a greater breath of human factor issues.

4.5 Conclusions

This experiment has presented a rigorous human-factors evaluation of humans using industry-baseline technology (push-button control of a robot arm via multiple camera views) to perform remote manipulation tasks. The results suggest severe limitations of such basic direct tele-operation interfaces, especially considering the urgency of rapidly training a new generation of nuclear workers to replace the aging (mean age 55) workforce of very highly skilled operators.

Static camera views with poor depth perception inhibit performance and make trajectory planning mentally challenging for human operators. Non-autonomous teleoperation is extremely demanding especially when the robot
is driven into complex poses, causing frustration and increasing operator fatigue. Rudimentary teleoperation interfaces will not enable the complex manipulations needed to decommission legacy plant infrastructure such as gloveboxes, and cannot provide the increased throughput rates that are needed to decommission very large quantities of legacy nuclear waste within socially acceptable periods of time.

The results also suggest that, while human subjects can be a vital source of feedback in human factors development, subjective assessments by human subjects require careful administration. Standard subjective assessment methods may sometimes be inappropriate and need to be adjusted depending on the context and participants.
Chapter 5

Direct vs. Semi-autonomous Teleoperation


This chapter presents work from a follow-up experiment using an industrial robot arm to perform telemanipulation. This was made possible through collaborative effort from members of the Extreme Robotics Lab in the Metalurgy and Materials department of the University of Birmingham including expert industrial robot arm programmers. The author’s contribution to this collaborative effort consisted of the principled experiment design to evaluate human factors issues while colleagues developed the semi-autonomous capabilities.

The purpose of the experiment was to demonstrate a proof-of-concept in using semi-autonomy for nuclear decommissioning applications. Manual teleoperation was compared against semi-autonomous teleoperation with
supervisory control to evaluate the effect on task performance during basic grasping and manipulation tasks. The proposed benefits of using semi-autonomy in such tasks include efficient task performance, lower cognitive demand on the operator and reliability of the overall system.

5.1 Related Work

Computer vision has been used heavily in industrial processes based on object characteristics (e.g. size, shape, colour, pose etc.) to automate repetitive tasks using automated machinery or robots in structured environments [134], [135]. However, visual-servoing techniques have failed to penetrate as deeply in the nuclear industry partly due to the industry’s highly conservative nature and partly due to the unstructured environment. Examples of applications where computer vision methods have been used in nuclear facilities are [136]–[139]. [136] present a vision-based solution for identification and classification of nuclear waste items. [137] proposed a vision-based method for controlling the trajectory of inspection robots for nuclear reactors and techniques for estimating radiation levels and nondestructive testing of piping systems can be found in [138] and [139], respectively.

These techniques however do not cover the area of nuclear waste sort and segregation where research is still limited to the laboratory environment [140]. In an effort to resolve this, a semi-autonomous framework was developed for assisting the remote operator with autonomously grasping and stacking objects. A model-based object tracker [141], [142] is used to track and estimate object poses, which are passed to a robot trajectory planner to execute autonomous grasping. The object is then placed in the desired location under human-supervision.
5.2  Semi-autonomy Features

The semi-autonomy features used in this experiment consist of the model-based tracker and visual servoing for grasping.

5.2.1  Model-based Tracker

A model-based object tracker is used to track each object. Objects are represented using 3-D CAD models whose poses are estimated and tracked in real-time through monocular cameras. The objective of the tracker is to obtain a camera pose for which the projected CAD model fits best with the 2D image contours of the object in the scene. This process involves estimating a rigid transformation between the virtual camera frame and the tracked object frame. The literature shows that previous uses of such methods for tracking objects in complex environments under intensity and occlusion constraints have been successful [143], [144].

5.2.2  Visual Servoing for Grasping

A pose-based visual controller is used to take the pose features obtained from tracking to navigate the robot to the grasping locations of each object. This is achieved by minimising the error between the current and desired poses using homogeneous transformations. After grasping, the robot follows a pre-defined path to place the object at the desired location.

5.3  Experiment

The experiment was designed to study various factors affecting performance of manual vs. vision-guided semi-autonomous teleoperation. This section details the developed experimental setup along with the tasks used for the

---

1Feature implemented by colleagues. See chapter introduction.
experiment. Each task was performed as a separate study using different participants on different days.

5.3.1 System

The experimental set-up used to perform both the tele-operated as well as the semi-autonomy trials are shown in fig. 5.1. It consisted of a 7-DOF lightweight robot arm: KUKA LBR iiwa 14 R820, a Schunk PG plus-70 2-finger parallel jaw gripper with a stroke size of 68 mm and a commercial Logitech c920 USB camera. The gripper was attached to the tool centre point of the robot and the camera was mounted on top of the gripper whose optical axis coincides with the z-axis of the gripper frame. The vision-guided control architecture for semi-automatic tests was implemented in C++ and is executed from a remote computer running Windows (8 GB RAM, 2.3 GHz Intel core i7 CPU). The communication between the PC and the robot controller has been made
using UDP and the gripper control commands are transmitted over a serial port.

5.3.2 Tasks

Point-to-point Dexterity Task

The initial task of point-to-point robot navigation was designed to evaluate the performance of human subjects who were required to perform the task by using the camera-provided views of the remote workspace. The task required the participants to move the robot’s end effector from button-to-button on the test-rig shown in fig. 5.1 in a specific order. To successfully complete this task, participants needed to change both the position and orientation of the end effector to be able to reach the buttons.

Block Stacking

The second task involved stacking wooden blocks as in the previous experiment in section 4.2. Criteria for success was the finished block tower had to be able to stand freely.

5.3.3 Method

Point-to-point Dexterity Task

6 participants from the students and staff at the University of Birmingham voluntarily participated in this experiment. All had normal or corrected to normal vision, and had no known neurological motor deficits (self-reported). Each participant was given a 10 minutes training session followed by the live trials. In the training session, they were provided with an instruction set of the task and asked to familiarize with the robot control. After training, they
were asked to complete the live task three times without any time limit. They were allowed to have a break between trials as required.

At the end of the session, participants were asked to answer the computerized version of the NASA Task Load Index (NASA-TLX) assessment as well as system usability scale (SUS) questionnaires. In this study, the computer version of the NASA-TLX was used and only the raw scores were analysed [145], [146]. In addition, the task performance was measured based on several metrics: time taken to complete the task, number of collisions with the environment, the number of missed buttons and the number of unacceptable critical incidents such as failure due to incorrect input causing the robot to be halted with the emergency button.

**Block Stacking Task**

5 new participants were recruited for this task. Each participant had 10 minutes training to get themselves familiar with the robot controls. Similar to the previous experiment, participants tele-operated the robot using keyboard functions. The blocks were situated such that they were within reach of the robot and also sufficiently spaced apart from each other such that the gripper fingers do not collide with neighbouring blocks.

After training, each participant was asked to perform the task three times and during each trial, similarly to the previous task, the time taken to complete the task, the number of collisions with the environment, the number of dropped objects, and the number of unacceptable critical incidents were recorded.

For comparison, the task was repeated using semi-autonomous teleoperation with human supervision. Initially, the robot was moved to a predefined home position, which is fixed throughout the experiment. Trackers are initialised through human input in the form of initial poses for each object. The telerobot then performs the rest of the task autonomously to stack the blocks.
5.4 Results

5.4.1 Results for the Point-to-point Dexterity Task

The performance of all 6 participants during the point-to-point dexterity task was evaluated based on the criteria listed in section 5.3.3. Although some participants failed to press the buttons a number of times during their training session, no such instances were observed during the main trials. As shown in Fig. 5.2(a), the averaged time to completion (TTC) across 6 participants was 273 seconds in the first trial reduced to 200 seconds in the third trial. The repeated measure ANOVA (Analysis of Variance) was used to evaluate whether the performance significantly changed or not across three trials. Mauchly’s test indicated that the assumption of sphericity for ANOVA is satisfied: $\chi^2(2) = 2.17, p = 0.34$. The ANOVA test shows that there was a significant learning effect across the three trials: $F(2, 10) = 8.74, p < 0.01$. These results suggest that the task performance constantly improved throughout the trials.

As fig. 5.3 shows, the mental demands are significantly high compared
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**Figure 5.3:** NASA Task Load Index scores for the point-to-point dexterity task, averaged across 6 participants.

**Table 5.1:** Statistical analysis of teleoperated block stacking including task completion time ($\Pi$), no. of collisions ($\alpha$), no. of dropped objects ($\beta$), no. of critical incidents ($\gamma$)

<table>
<thead>
<tr>
<th>Participant ID</th>
<th>$\Pi$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Av.</td>
<td>Std.</td>
<td>Av.</td>
<td>Std.</td>
</tr>
<tr>
<td>1</td>
<td>274.3</td>
<td>25.4</td>
<td>3.6</td>
<td>3.2</td>
</tr>
<tr>
<td>2</td>
<td>212.3</td>
<td>30.7</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>251.3</td>
<td>37.4</td>
<td>2.6</td>
<td>3.0</td>
</tr>
<tr>
<td>4</td>
<td>354.3</td>
<td>40.5</td>
<td>2.0</td>
<td>3.4</td>
</tr>
<tr>
<td>5</td>
<td>328.6</td>
<td>64.2</td>
<td>1.6</td>
<td>2.8</td>
</tr>
</tbody>
</table>

Av. = Average over 3 trials, Std. = Standard deviation.

with other sub-scales due to participants having to construct the 3D perception of the remote workspace through the 2D images of the live camera-feeds while at the same time teleoperating the robot arm resulting in high cognitive load. On the contrary, the physical demands and frustration were relatively low compared with other sub-scales, suggesting that teleoperation could help to reduce fatigue for such repetitive tasks.

5.4.2 Results for the Block Stacking Task

Fig. 5.2(b) shows the TTC of all 5 participants for the block stacking task. The average TTC across 5 participants was 311 seconds in the first trial and then slightly reduced to 273 seconds in the third trial. Table 5.1 shows the descriptive statistics averaged over all trials. Similarly to the previous task,
the repeated measure ANOVA was used on the TTC data. Mauchly’s test indicated that the sphericity assumption was satisfied: $\chi^2(2) = 2.17, p = 0.26$. In contrast to the point-to-point dexterity task, the results show that there was no significant effect across the three trials: $F(2, 8) = 1.80, p = 0.23$. This could be due to the fact that during the block stacking task, there was more room for error through dropped blocks, misaligned blocks leading to tower collapse etc. meaning that further practice was needed for learning to occur. This is supported by the fact that overall, the number of critical incidents (collisions and drops) were relatively high compared with the point-to-point dexterity task.

Participants encountered difficulties in constructing aligned and stable block towers. This seemed to have a large negative impact on the task performance, which possibly was one of the main reasons that the learning effect disappeared across three trials. Overall, this task was more difficult to achieve compared to the previous one and required more trials for participants to excel.

5.4.3 Results for Semi-Autonomous Block Stacking

The task was executed 11 times using the semi-autonomous system and the corresponding time for each trial is shown in fig. 5.4. On average, the semi-autonomous system took 88 seconds (in robot T1 mode) to complete one trial, over three times faster than the teleoperation experiments. Due to the constant lighting and clutter-less environment, no task failures or collisions were observed during all 11 trials.

5.5 Discussion

Similarly to the previous experiment (section 4.2), participants found it difficult to directly teleoperate the robot due to the high cognitive demand of
the teleoperated system. The use of push-button controls made it awkward to handle the teleoperator as it was not clear how the controls mapped to the teleoperator movement. This combination of controller and lack of depth perception led to errors and irrecoverable configurations frustrating participants. This highlights again how primitive teleoperated systems currently used for nuclear deployment are unfeasible for handling the large quantities of waste within the time-frame set by government.

The developed semi-autonomous system has been demonstrated to be a more efficient and reliable method for teleoperation. As well as reducing the TTC by a factor of 3, errors due to incorrect input from the operator were completely removed reducing the chances of hazards occurring in a real scenario such as a safety-oriented nuclear facility. It also reduced the workload of the human operator freeing time that can be allocated to other tasks such as controlling other robots. This proof-of-concept has shown the feasibility of using semi-autonomy for teleoperation to make sort and segregation tasks
5.6 Conclusions

An initial proof-of-concept has been presented and demonstrated for semi-autonomous manipulation using visual servoing. Performance of human test-subjects using both systems was evaluated empirically and with regard to human factors issues. The results show how performance improves with training, and suggest how training requirements scale with task complexity. The results also demonstrate how the incorporation of autonomous robot control methods can reduce workload for human operators, while improving task completion time, repeatability and precision. However, the appropriate level of autonomy for increasingly complex teleoperation tasks in the safety-oriented nuclear industry remains to be investigated.
Chapter 6

Orbital Camera Control

In remote teleoperation, such as in hazardous nuclear facilities, the loss of a direct view of the environment reduces situational awareness for the operator, negatively affecting overall task performance. Even with modern technological advancements, it is still not possible to replicate human eyes using cameras. 2D cameras make it difficult to ascertain distances between objects due to lack of depth information and suffer from a reduced field of view (FOV). Using multiple cameras to expand coverage exerts mental workload on the operator. It makes it challenging to control a robot due to confusion with frames of reference for control input. Even simple transformations can incur high cognitive load due to misalignment between camera display and robot movement [147]. In typical scenarios during nuclear teleoperation, camera angles do not conform to the human eyes i.e. rather than a line of sight view as seen through the human eyes; the operator is presented with an arbitrarily transformed view. The majority of human perception takes place through vision so therefore to reduce the workload on the operator and improve performance, it is important to remove or minimise the effects of such misalignment. As a step towards achieving this goal, this chapter presents an “orbital camera” concept for a shared-control approach to camera views. The camera remains fixated on the end-effector of the robot arm and can be dynamically controlled by the operator to obtain a desired camera view.
6.1 Related Work

Common techniques in the literature tackling these problems can be split into three branches: display configuration, viewpoints & reference frames and camera control. Display configuration deals with the methods used to display the remote environment to the operator. Viewpoint is concerned with the best positioning for cameras to maximise operator situational awareness whilst camera control explores efficient interfaces for positioning the cameras in the remote environment during teleoperation.

6.1.1 Display configuration

Early systems were homogenous in the use of monitors (single/ multiple) for visual feedback [148]–[151]. Video streams from static cameras are directly displayed on monitors with multiple streams either split on a single screen or across multiple screens. The operator controls the robot based on a world frame of reference and has to mentally map control input to robot motion for each camera view.

Research has shown that this method induces a higher workload and can lead to the keyhole effect where the user focuses on a single stream and neglects the other views for a prolonged period of time [93], [152], [153]. As a result, the reduced situational awareness can have repercussions on safety in a nuclear environment. Conversely, using a single camera is insufficient due to obstructions and coverage issues particularly during telemanipulation tasks where bulky robot arms are used [154]. A study on teleoperated interfaces in a competition environment demonstrated that operators use video as the main source of feedback and can frequently neglect feedback from other sensors [93].

A middle ground approach was presented by Nielsen et al. [155] for a
mobile teleoperated robot that fused data from multiple streams. An augmented reality interface integrated a map of the environment, robot pose, camera pose and video feedback to provide a 3D view on a single display. The results from their user studies showed that this approach improved performance, reduced cognitive load and raised situational awareness of operators. This method works well for mobile navigation and search scenarios where a single view is usually sufficient to carry out all tasks but telemanipulation entails complex tasks that cannot be performed using a single view especially without stereoscopy.

Head mounted displays (HMDs) have seen a recent rise in use for teleoperation visual feedback. Combined with virtual reality, they are particularly suited to viewing environments created by depth cameras using point clouds [156]. Theofilis et al. [157] used HMDs to increase user immersion by presenting stereo panoramic views. Other cases of using HMDs to provide stereoscopic feedback have been implemented in [156]. Numerous others have used HMDs in mobile teleoperation with either a single static camera or pan tilt unit (PTU) to provide visual feedback [158]–[160]. However there is comparatively little research on the use of HMDs to teleoperate robot arms. One such use is by Adamides et al. [161] who compared HMDs to standard display monitors in a telemanipulation task using a mobile robot and found that HMDs increased the workload perceived by the users.

6.1.2 Viewpoints & Reference Frames

One of the first studies conducted on visual feedback for remote operators was by NASA [148]. They compared 3 different camera views for a remote manipulation task: line of sight, top-down & eye-in-hand. The line of sight view consists of a camera placed along the sight axis of the operator to replicate a natural view. The findings revealed that the optimum viewing angle
is highly dependent on the task; no single camera position serves well for general work. The recommendation from this study was to use a line of sight camera view augmented by other views, preferably an eye in hand camera view. Smith and Stuart [162] studied the effects of spatially displaced camera views on operator performance and found that the normal camera view offered the best performance when direct view of the remote environment was not available.

McCormick et al. [150] conducted a study on 3 frames of reference (ego-centric- views from the robot’s perspective, exocentric- views from an external viewpoint & tethered- camera attached to the robot using a restraint) in a remote navigation task and found that egocentric views improved navigation performance near targets whilst exocentric views improved search and global judgement subtasks.

A number of studies have shown that minimising the number of cameras to the most effective views (usually two) and displaying them on a single monitor leads to the best operator performance as operators do not have to mentally combine images from multiple orthogonal cameras (e.g. cameras in the x,y,z axes) [93], [153], [163]. Egocentric views are best for manipulation tasks whilst exocentric and tethered views allow for greater situational awareness [150], [164]. According to Rahnamaei Sirouspour [165], a good viewpoint covers critical task-specific points. For navigation, these consist of robot body, destination and obstructions and additionally the end effector for manipulation.

Teleoperated mobile navigation works well with exocentric views as this allows for a global scene understanding, improves search capabilities and reduces workload for the operator [166], [167]. A wide field of view from a line of sight perspective, which includes the robot body and its general surroundings, significantly improves the situational awareness of the operator [153], [168].
A line of sight view is not sufficient during telemanipulation as it can become obstructed due to the arm configuration or may not provide adequate coverage [154]. For teleoperated arms, the best views have shown to be the global and end effector view [161], [163]. The global view is best during large scale movement, scene understanding and search tasks whilst the end effector view allows for precise movements required during manipulation and interaction. Adamides et al. [161] evaluated a number of camera views for a teleoperated agricultural robotic sprayer which showed that users experienced an increased sense of presence with a combined exocentric and end effector view, compared with an egocentric view alone.

6.1.3 Camera control

To improve operator perception, the camera can be controlled separately from the robot. This technique has shown to improve operator performance in a navigation task during mobile teleoperation [169], [170]. However, controlling a camera and a robot at the same time can be challenging due to the secondary mental workload [171]. In some cases, a second operator is required just for controlling the camera/s [93], [172].

An early study [149] recommended the control input to be camera-oriented where the reference frame is located at the robot end effector. Brooks, McKee and Schenker [172] were one of the first to propose the use of automated camera control. They introduced the Visual Acts theory which uses the geometric, kinematic models and geometric description of the task to reason about the task being performed and select the optimal camera viewpoint in a particular context.

Recent years have seen the introduction of novel interfaces for controlling cameras as well as algorithms to automate camera control. Conventional joystick, head gaze tracking and autonomous tracking were compared in [173]
for a camera mounted on a PTU. They found significant performance advantages and user preference for using the head gaze tracking. Saakes et al. [174] used a drone to provide an autonomous tethered aerial view of a teleoperated mobile robot during a navigation task. However, this view was unstable due to the vibrations from the movement of the drone causing users to become disoriented and there was no control provided for users to override the current view. Automated control was compared against manual and shown to improve performance for a gantry mounted camera system [165]. A role assignment method was developed in [175] to autonomously control camera feeds displayed to the user. This approach holds promise but needs further improvements as frequent switching during task execution led to cognitive overload for users. Other approaches include multi vantage systems with the use of a second robot vehicle mounted with a camera to autonomously follow the primary robot [167] and a robot arm mounted with a camera on the end effector controlled manually using forward kinematics [176]. Head and gaze tracking were used in [152] and the gesture based LeapMotion device in [160].

Most previous research related to visual feedback is concentrated around teleoperated mobile robots. However, telemanipulation using anthromorphic robot arms is more complex and presents unique challenges.

HMDs, as mentioned above, have not yet been proven to be suitable for prolonged use in telerobotics. Although they offer improvements in 3D perception capabilities for operators [177], they still suffer from a number of issues such as simulator sickness and high computational demand and require evaluation during prolonged periods of usage by an individual [157], [159]. Additionally, using the orientation of a HMD to control the camera view in a telemanipulation task is not appropriate as the range of motion of an operator’s head is likely to not cover the requirements of such a task.

The use of novel interfaces such as gaze and head tracking or devices like
the LeapMotion to control cameras are not ergonomically viable. Gaze and eye tracking require users to hold the gaze/ head in awkward positions relative to the display [173]. Prolonged use of such devices in unnatural positions can lead to eye/ neck strain and fatigue. Additionally, such devices remain relatively unreliable with high variation in tracking performance [171]. Automated control of cameras does not always offer the best view and can create instability. Such methods can lead to conflicts between operator and robot diminishing trust and therefore reducing system efficiency.

6.1.4 Novelty of Contributions

the approach to telemanipulation visual feedback involves the use of a camera mounted on a drone or a secondary robot arm with two degrees of freedom control. This is referred to as an "orbital camera". Inverse kinematic control of the drone or arm in Cartesian space in 2 dof would reduce the mental workload of the operator unlike other approaches that require monitoring multiple camera feeds [161] or have complex high dof manual controls [165], [176]. Such a camera offers a high degree of flexibility to the operator in acquiring optimal views during teleoperation tasks such as navigation and manipulation.

This will be coupled with an eye-in-hand (EIH) camera mounted on the end effector to provide an egocentric view for telemanipulation tasks. It was hypothesised that only these two camera views are needed for optimal visual feedback for an operator during telemanipulation with robot arms. Unlike many in the literature, an evaluation of the system is also presented in a user study consisting of individuals from the University of Birmingham. Based on a thorough search of the literature, such a system has not been proposed before in the context of nuclear teleoperation nor experimentally evaluated against industry standard systems.
6.2 Visual Feedback Methods

Two visual feedback methods were compared in this experiment through simulation and are outlined below.

6.2.1 Static Cameras

In most teleoperation environments in the nuclear industry, the standard method of visual feedback is the use of multiple static cameras placed in the remote environment. These are positioned to provide maximum coverage to the operator. The camera stream is then displayed to the operator across multiple monitors in no particular order at the control station.

A similar method was chosen to serve as the basis for comparison in this experiment. The implementation consists of 4 static orthogonally placed camera views: top-down, line of sight, left and right. Additionally, there is an eye-in-hand (EIH) camera mounted on the end effector which provides an egocentric dynamic view as the robot arm moves. The line of sight and EIH views are scaled to a resolution of 800x600 whilst the rest of the cameras are set to 400x300. It should be noted that the camera positioning in this setup is idealised as the perfect orthogonal positioning of cameras in such a manner is rare in real-world scenarios. Lack of access and obstructions mean that operators often have to deal with suboptimal camera positions not aligned with coordinate axes.

6.2.2 Orbital Camera

The concept of the orbital camera consists of an operator-controlled camera mounted on a 6 dof platform. This could either be a camera on the end-effector of another robot arm manipulator or attached to a UAV. The camera remains fixated on the end effector of the teleoperator, in this case a robot arm. This fixation point is used as the pivot point for operator-controlled
camera movement in the azimuth and elevation directions. This allows for a reduced 2-DOF control as the roll axis of the camera is redundant for tele-operation. However, the orbital camera concept allows for zoom towards or away from the centre of the sphere so in total the camera has 3-DOF. This is inspired by video games that utilise the 3rd person perspective to give the view of the player-controlled character within the surrounding environment improving awareness.

**Implementation**

Consider a camera located at a point $p$ from the origin of the end-effector (EE) coordinate frame pointing towards the EE, fig. 6.1. The workspace of the camera forms a hollow sphere with the EE as the centre and current camera position as the radius. Assuming the camera location relative to the robot is known through calibration, the camera can be made to orbit its centre based on operator input using vector rotation.

The position of the camera relative to the EE is given by the vector $p$. The goal is to rotate $p$ by $\theta$ around the axis perpendicular to both $p$ and $p'$ to get the vector $p'$.
Quaternions can be used to efficiently represent this rotation. A quaternion is defined as \( q = q_0 + q_1 i + q_2 j + q_3 k \) where \( q_0, q_1, q_2, q_3 \) are scalars and \( i, j, k \) are imaginary components. The angle-axis \((\theta \mathbf{v})\) representation of the required rotation can be converted to quaternion as follows:

\[
q_0 = \cos \frac{\theta}{2} \\
q_1 = \mathbf{v}_x \sin \frac{\theta}{2} \\
q_2 = \mathbf{v}_y \sin \frac{\theta}{2} \\
q_3 = \mathbf{v}_z \sin \frac{\theta}{2}
\]

The resulting quaternion \( q_{rot} \) holds the information on the amount of rotation around the chosen axis to be applied to the camera. This can be multiplied by the null quaternion \( q_{null} \) to obtain the transformation from point \( p \) to \( p' \):

\[
q_{tf} = q_{rot} q_{null} \quad (6.1)
\]

The transformation now needs to be applied to the camera. This can be achieved by using the quaternion \( q_{tf} \) to generate a computationally efficient homogeneous transformation matrix:

\[
T = \begin{bmatrix}
1 - 2q_2^2 - 2q_3^2 & 2q_1q_2 - 2q_0q_3 & 2q_1q_3 + 2q_0q_2 & 0 \\
2q_1q_2 + 2q_0q_3 & 1 - 2q_1^2 - 2q_3^2 & 2q_2q_3 + 2q_0q_1 & 0 \\
2q_1q_3 - 2q_0q_2 & 2q_2q_3 - 2q_0q_1 & 1 - 2q_1^2 - 2q_2^2 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} \quad (6.2)
\]

The transformation matrix \( T \) can then be multiplied by the original camera vector \( \mathbf{p} \) to give the new position vector of the camera \( \mathbf{p'} \):
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\[ p' = Tp \]  \hspace{1cm} (6.3)

Camera zoom can be achieved by scaling the unit vector \( \hat{p} \) by an operator-controlled zoom factor \( d \):

\[ p = d\hat{p} \]  \hspace{1cm} (6.4)

The robot EE can be controlled by the operator in the camera reference frame using coordinate transformations. Assuming the transformation from the EE to the world frame \( T_{EE}^{world} \) (using inverse kinematics (IK)) and the transformation from the camera to the world frame \( T_{world}^{cam} \) are known, the pose (a 4x4 homogeneous matrix) of the EE \( x_{EE}^{cam} \) with respect to the camera is given by the following transformation:

\[ x_{EE}^{cam} = T_{world}^{-1} x_{EE}^{world} \]  \hspace{1cm} (6.5)

The pose \( x_{EE}^{cam} \) can then be updated based on the operator input with the new position and orientation in cartesian axes. Although the position along the cartesian axes is updated with a relatively simple increment/decrement operation, the equivalent cannot be achieved with an Euler angle representation of orientation. The axis-angle representation of the change in orientation converted to quaternion can be used with eq. \( \text{6.1-6.3} \) to increment/decrement orientation. The new pose \( x_{\text{des}}^{cam}_{EE} \) can be set as the new target pose for the robot EE and solved using IK.

Task Space Reduction

A major benefit of using the orbital camera view to control a telemanipulator is the ability to reduce the DOF of positioning the robot in task space.
from 3-DOF to 1-DOF, fig. 6.2. Given a target position (or intermediate position if target position is obstructed) for the robot EE in the orbital camera view, fig. 6.2(a), the camera can be positioned to align the EE with the target, fig. 6.2(b). Subsequently, to reach the target position, the operator only has to move forward on a single axis until the target position has been reached, fig. 6.2(c). This reduces the mental workload of the operator by avoiding the need to align robot movement using multiple cameras/ monitors as well as reducing the risk of hazards by minimising the time and space the robot is in motion.

For the purposes of this experiment, the orbital camera is simulated using the V-rep simulation environment. However, in a real robot deployment, the orbital camera can be implemented in three ways. It can be mounted on the end effector of a secondary arm or a mini-drone in the remote environment depending on the environment constraints. Through calibration of the secondary arm or the drone, the camera can then be controlled using inverse kinematics in the Cartesian axis. In addition, the orbital camera in its current virtual implementation can be used with a real robot and a virtual reconstruction of the environment to improve the situational awareness of the operator.

In this implementation, it is assumed that collision avoidance is implemented in the camera platform. There is numerous literature dealing with real-time collision avoidance for robot arms [178], [179] and UAVs [180], [181]. The latest commercial drones now also come with built-in collision avoidance technologies. Alternatively, drones can be combined with roll cages [182] in non-sensitive environments where small collisions can be tolerated.
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Figure 6.2: Demonstration of aligning robot EE with target to reduce task complexity when using the orbital camera. The target is brought into the camera view (a); the camera is rotated to align the target and EE (b); the robot EE is moved forward until the target is successfully (target changes colour to green) reached (c).
6.3 Experiment

This study was designed to evaluate the performance of participants in a simple remote push button task using two modes of camera feedback as the independent variables, static mode and dynamic mode. The static mode consists of the six camera views as described in 6.2.1 while the dynamic mode is comprised of the orbital camera view and the EIH camera view, fig. 6.3. The task consisted of participants manoeuvring a virtual robot to sequentially press six buttons using the robot end effector on a frame presented in a virtual environment. The previous experiment, (section 4.2), highlighted that participants mostly avoided changing the orientation of the robot as much as possible due to it increasing control complexity. Therefore, two of the six buttons were deliberately placed on the side of the frame to force participants to change the robot’s orientation and is also the primary reason for the removal of the block stacking task in section 4.2. This task represents the fundamental point-to-point motion required of a teleoperated robot arm to precisely control both position and orientation of the EE to reach a desired location. The task was chosen so that the two camera configurations could be evaluated on basic motion alone with further more complicated tasks to be used in the future.

6.3.1 System

The experimental setup consisted of a typical teleoperation master-slave interface. The master interface consisted of a monitor for visual feedback and a gamepad controller for input. This formed the "local workspace". An Xbox 360 wired controller was used by the participants for controlling the arm and orbital camera. Movement was implemented using Cartesian control as in section 4.2. The control mapping is shown in fig. 6.5(a). For each camera mode, user input could be switched between two reference frames. In static
Figure 6.3: Setup of task with push button frame in static mode: (a) and dynamic mode (b).

mode, the robot base was used as the main reference frame while the orbital camera was used for the dynamic mode. In both modes, control could be switched to/from the tool frame in the EIH camera.

The slave interface comprised a robot, the KUKA KR16 arm, along with cameras for visual feedback in a remote location which acted as the "remote workspace". The remote workspace was simulated in the V-rep simulation software. The simulated environment also contained the push button frame situated near the robot arm on top of a cuboid block with the tip of the robot
arm. The arm was configured to be controlled using the built-in V-rep inverse kinematics module. The experiment setup is shown in fig. 6.5(b).

6.3.2 Participants

Participants consisted of volunteers from the general population of the University of Birmingham. Ads were placed around the university and on the Psychology school research participation system. No restrictions were placed on participation. A total of 9 participants were recruited with only 5 participants (1 male, 4 female, ages: 18-25) able to finish the experiment. Participants were also compensated with a £10 Amazon gift voucher for their time.

6.3.3 Method

Prescreening

Before the experiment, background information about participants was collected including previous experience in 3D environments (e.g. controlling
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![Image of Xbox controller and experiment setup]

**Figure 6.5**: Input mapping for the Xbox controller (a) and experiment setup (b).

RC planes, experience with 3D software/games etc.), vision and disabilities as well as a spatial awareness test to gauge spatial abilities. All five participants were right-handed with no vision impairment or disabilities. Most had
little or no previous experience with 3D video games with one participant re-
porting moderate gaming experience and none holding a driving licence.

They also completed a spatial abilities test using a computerised version
[183] of the mental rotations test in [184]. This standardized test requires
subjects to determine as quickly as possible whether pairs of drawings of
three-dimensional cubes are identical but rotated or different. Participants
were instructed to complete the test of 25 questions as quickly as possible
although no time limit was set.

Spatial scores were weighted to account for completion speed and par-
ticipants guessing answers. Although a time limit was not set, participants
were expected to finish within five minutes giving a reasonable 12s for each
question. The weighted score is calculated as follows:

- Raw score (0 – 100): 4 points for each correct answer
- Time bonus: 1 point for every 10s less than 300s, up to a maximum of
  10 points
- Time penalty: −1 point for every 5s above 300s, with a maximum penalty
  of −30 points
- Score penalty: −2 points for each incorrect answer, with a maximum
  penalty of −40 points
- Weighted score (−70 – 110): raw score + time bonus/penalty + score
  penalty

Training

A standard instruction sheet was used to brief the participants on the experi-
ment after which they were allowed to familiarise with the system in practice
mode until they felt ready to proceed. The practice mode consisted of three
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Figure 6.6: Training mode with three training buttons each chosen randomly to be pressed. Current button is highlighted yellow with a guide.

buttons suspended in space in different orientations which together necessitated the full use of the gamepad controls to press, fig. 6.6. The button to press was randomly chosen and the task could be repeated indefinitely. During this training period, participants were allowed to ask questions. A brief demo was given on how to move the robot to press the buttons, use of cameras in relation to robot movement and optimal use of controls. To achieve a similar level of competency between all participants, a performance target was set. Three buttons had to be pressed in under a minute before proceeding to the live task. Due to resource limitations, after 15 mins, if the participants had not reached the competency goal, a judgement was made by the experimenter to continue to the experiment or abandon it based on the participant’s progress. If the participant made sufficient progress where they could press the training buttons using the robot arm but not fast enough to reach the competence goal, they were allowed to continue on to the actual task. Training was available before the live trials for each camera mode.
Trials

After the training session, participants completed three trials of the task using each camera mode with each trial randomising the button sequence. All participants were informed to minimise collisions and only reset the robot when absolute necessary. A trial started when the first input was sent by the user to the robot and ended successfully when all six buttons had been pressed. Counterbalancing was used to remove the effects of learning, fatigue and/or boredom from confounding the results by randomising the order in which participants used each of the camera modes. The various metrics recorded during the experiment are shown in table 6.1. Upon completion of the trials, for each camera mode, the participants were asked to complete a NASA-TLX questionnaire as well as a system usability scale (SUS) questionnaire.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Operational definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task completion time/s</td>
<td>Robot base (mode 1 ONLY)</td>
</tr>
<tr>
<td>Collisions</td>
<td>No. of unintentional collisions with environment (does not include buttons)</td>
</tr>
<tr>
<td>Ideal Path length/s</td>
<td>Straight line distance travelled between buttons</td>
</tr>
<tr>
<td>Actual Path Length/m</td>
<td>Actual distance covered by the arm</td>
</tr>
<tr>
<td>Camera</td>
<td>Time spent controlling orbital camera (mode 2 ONLY)</td>
</tr>
<tr>
<td>Input modes time/s</td>
<td>Time spent in each input mode (e.g. robot, camera)</td>
</tr>
<tr>
<td>Control modes time/s</td>
<td>Time spent controlling the arm using orientation and position</td>
</tr>
<tr>
<td>Speed modes time/s</td>
<td>Time spent in each speed mode (i.e. slow, normal, fast: for position and orientation input)</td>
</tr>
<tr>
<td>Robot idle time/s</td>
<td>Time spent thinking (no user input) or using orbital camera</td>
</tr>
<tr>
<td>Arm resets</td>
<td>No. of times arm reset to starting position after getting stuck</td>
</tr>
<tr>
<td>Arm position</td>
<td>Arm pose at approx. 50Hz</td>
</tr>
<tr>
<td>Camera position</td>
<td>Orbital camera pose at approx. 50Hz</td>
</tr>
</tbody>
</table>

**Table 6.1**: Experiment metrics and their definitions
6.4 Results

The experiment had to be prematurely ended for modifications due to the influence of confounding factors from unforeseen sources (see section 6.5). This section briefly presents the results from the five participants who completed this pilot experiment. In addition, participant 9 only performed one trial of the task in static mode.

The statistical analysis consisted of two-tailed paired samples t-tests to test the sample means for significant difference. Two-tailed tests so that a positive or negative effect could be found between the two camera modes and the paired samples version of the t-test was used since the samples in the experiment was generated using a within-subject design. Pearson’s r was used when the strength of a linear correlation between two variables needed to be determined. The Pearson correlation coefficient $r$ can take values ranging between -1 to 1 with values close to the extrema indicating strong association between two variables. The effect size of this measure can also be determined by $r^2$ which gives a measure of the extent to which one variable affects the other in percentage.

6.4.1 Performance Metrics

Tables 6.2 and 6.3 show a summary of the dispersion measures for each participant on each camera mode, static ($n = 5, \bar{x} = 264, \sigma = 72$) and dynamic ($n = 5, \bar{x} = 376, \sigma = 165$).
### Table 6.2: Results for static camera mode with average score $\bar{x} = 264, \sigma = 72$. Path ratio is ratio of the robot’s actual path to ideal path. Underlined values are best in column. Participant 9 performed ONLY 1 trial. Note: Lower performance score is better.

<table>
<thead>
<tr>
<th>ID</th>
<th>Spatial Score</th>
<th>TTC/s</th>
<th>Environment Collisions</th>
<th>Path ratio</th>
<th>Arm resets</th>
<th>Performance Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Raw</td>
<td>Weighted</td>
<td>$\bar{x}$</td>
<td>$\sigma$</td>
<td>$\bar{x}$</td>
<td>$\sigma$</td>
</tr>
<tr>
<td>2</td>
<td>24</td>
<td>-4.00</td>
<td>187 61</td>
<td>2.33</td>
<td>0.58</td>
<td>2.47</td>
</tr>
<tr>
<td>4</td>
<td>56</td>
<td>44.00</td>
<td>190 47</td>
<td>3.67</td>
<td>3.21</td>
<td>4.03</td>
</tr>
<tr>
<td>6</td>
<td>76</td>
<td>58.95</td>
<td>190 24</td>
<td>11.33</td>
<td>7.64</td>
<td>2.68</td>
</tr>
<tr>
<td>7</td>
<td>84</td>
<td>77.90</td>
<td>118 24</td>
<td>2.33</td>
<td>0.58</td>
<td>2.85</td>
</tr>
<tr>
<td>9</td>
<td>68</td>
<td>62.00</td>
<td>280 0</td>
<td>2.00</td>
<td>0.00</td>
<td>2.22</td>
</tr>
</tbody>
</table>

### Table 6.3: Results for dynamic camera mode with average score $\bar{x} = 376, \sigma = 165$. Underlined values are best in column. Note: Lower performance score is better.

<table>
<thead>
<tr>
<th>ID</th>
<th>Spatial Score</th>
<th>TTC/s</th>
<th>Environment Collisions</th>
<th>Camera/s</th>
<th>Path ratio</th>
<th>Arm resets</th>
<th>Performance Score</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Raw</td>
<td>Weighted</td>
<td>$\bar{x}$</td>
<td>$\sigma$</td>
<td>$\bar{x}$</td>
<td>$%$</td>
<td>$\bar{x}$</td>
</tr>
<tr>
<td>2</td>
<td>24</td>
<td>-4.00</td>
<td>224 29</td>
<td>1.33</td>
<td>2.31</td>
<td>28.67</td>
<td>12.80</td>
</tr>
<tr>
<td>4</td>
<td>56</td>
<td>44.00</td>
<td>299 30</td>
<td>16.17</td>
<td>41.00</td>
<td>13.71</td>
<td>4.44</td>
</tr>
<tr>
<td>6</td>
<td>76</td>
<td>58.95</td>
<td>44 44</td>
<td>3.00</td>
<td>2.65</td>
<td>14.33</td>
<td>9.51</td>
</tr>
<tr>
<td>7</td>
<td>84</td>
<td>77.90</td>
<td>232 34</td>
<td>7.00</td>
<td>5.57</td>
<td>23.00</td>
<td>9.93</td>
</tr>
<tr>
<td>9</td>
<td>68</td>
<td>62.00</td>
<td>383 34</td>
<td>5.33</td>
<td>8.39</td>
<td>39.33</td>
<td>10.28</td>
</tr>
</tbody>
</table>
6.4. Results

Figure 6.7: Performance scores for all participants for both camera modes, static: $\bar{x} = 264, \sigma = 72$, dynamic: $\bar{x} = 376, \sigma = 165$. Lower is better.

Performance score is parameterised by $TTC$, collisions and arm resets as $Score = TTC + (10 \times collisions) + (30 \times armresets)$. The penalties were calculated based on the literature but extra emphasis was given to arm resets due to it being a critical incident to have to reset the robot in a hazardous environment due to loss of control. Figure 6.7 plots the performance score of all participants for both camera modes. Participant 4’s spike in performance score for the dynamic mode is mainly due to the number of collisions. The number of collisions were recorded programatically where the collision variable was incremented by 1 for every second the robot was in a state of collision. The act of thinking for a prolonged period of time (> 10s) about how to move the robot to exit a collision state resulted in the participant’s final score being doubled in this case.

A two-tailed paired samples t-test was conducted to compare the scores between camera modes. A significant difference was not found $t(4) = 1.38$, $p = 0.24$. This seems to suggest that the orbital camera does not offer a significant improvement over the static cameras and based on the large standard deviation, there is high variation in performance among the participants.

Figure 6.8 shows the TTC (base performance score) of all participants. A paired samples t-test did not reveal a significant difference $t(4) = 2.20$, $p =$
0.09 between static ($\bar{x} = 193s, \sigma = 39s$) and dynamic ($\bar{x} = 258s, \sigma = 34s$) camera modes.

Further analysis of metrics was deemed superfluous due to the limited sample size and subsequently limited statistical power. However, experimenter observations and fig 4.9 revealed key information on user input mode usage. From the three input modes: robot (control based on the robot base frame), camera (control based on the orbital camera frame) and tool (control based on the robot wrist frame), participants tended to favour the tool mode input over robot or camera with some completely ignoring the camera/robot input modes for the tool mode. Although tool mode was intended for use when precision was required, participants also frequently used it to navigate between the buttons on the frame.

### 6.4.2 Subjective Metrics

This section covers the subjective metrics measured to supplement the performance metrics. NASA-TLX was used to measure the participants’ subjective workload and the SUS was used to measure the subjective usability rating for each camera mode.
6.4. Results

![Comparison of input mode usage for each participant with static cameras: (a) and dynamic camera (b)](image)

**Figure 6.9:** Comparison of input mode usage for each participant with static cameras: (a) and dynamic camera (b).

![Average NASA-TLX scores across all components for both camera modes, static: \( \bar{x} = 53, \sigma = 7 \) and dynamic: \( \bar{x} = 58, \sigma = 10 \). Max score: 100](image)

**Figure 6.10:** Average NASA-TLX scores across all components for both camera modes, static: \( \bar{x} = 53, \sigma = 7 \) and dynamic: \( \bar{x} = 58, \sigma = 10 \). Max score: 100

NASA-TLX did not show any significant differences with similar scores for each camera mode, fig[6.10], static (\( \bar{x} = 53, \sigma = 7 \)) and dynamic (\( \bar{x} = 58, \sigma = 10 \)). Neither camera mode offered benefits in terms of lower workload for the participants with both modes being equally mentally challenging and effort inducing.

SUS showed significant difference \( t(5) = 3.00, p = 0.01 \) between camera modes, fig. [6.11] static (\( \bar{x} = 63, \sigma = 9 \)) and dynamic (\( \bar{x} = 46, \sigma = 20 \)). Static mode was rated as having better usability. Note: The df for this t-test was five due to using the SUS results from a participant who attempted both camera modes.
6.4.3 Demographics

Based on the responses to the background questionnaire, participants were given a score for gaming experience out of 125 by multiplying the values of three Likert scales ranging from 1 to 5. In the previous experiment (section 4.2), mixed ANOVA analysis found a significant difference between gaming experience and task performance. Examining this relationship again using Pearson’s correlation found a significant negative correlation with performance scores in the dynamic mode \( r(3) = -0.62, p = 0.05, r^2 = 38\% \) (see fig. 6.12) but not with the static mode \( r(3) = -0.25, p > 0.05, r^2 = 6\% \). Other demographic factors such as age, gender, right/left-handedness could not be investigated due to insufficient data.

6.5 Discussion

The experiment had to be terminated early due to unaccounted confounding factors affecting the experiment validity. Participant skill levels remained
chaotic despite the use of a training mode with a demo given. This resulted in highly volatile data making statistical examination of the effects of the two camera modes unreliable.

Improper training meant that participants were not competent enough to control the telerobotic system effectively. Symptoms of ineffective training included controls such as orientation being ignored, inefficient use of cameras and over-reliance on tool mode input and EIH camera view.

Although background information was collected from participants, there was no prescreening. However, the experiment could have benefited from screening participants for gaming experience. A correlation between gaming experience and performance, see 4.4.3, was confirmed again in this experiment albeit for only the dynamic mode. This could be due to the transfer of skills gained from experience of traditional third-person cameras in video games that the orbital camera is based on.

For the training demo, participants were given all the instructions and demonstration before starting training. This information overload meant...
that instructions not retained were ignored diminishing the benefit of training. This was evident with participants finding it difficult to grasp the controls resulting in controls such as orientation being ignored as it was not completely necessary to press the training buttons.

There was also the need to balance the amount of training time and total experiment time. Only one participant managed to pass training achieving the goal of pressing three buttons in under a minute and on average participants spent 13 mins on training over both camera modes with 15 mins allocated to training. This method of training was clearly not sufficient.

Participants overwhelmingly used the EIH camera view coupled with the tool mode to operate the robot. For the static mode, this meant the other views were not needed except for finding the next target location. However, the orbital camera in the dynamic mode had to be positioned into similar positions as those readily provided in the static mode resulting in longer completion times. This also led to the ineffective use of the orbital camera. Its use was mostly relegated to finding the button to press and using the tool mode with the EIH camera to press the button.

This endorses the view in the literature that egocentric views are preferred to exocentric views for navigation. However, for telemanipulators performing manipulation using the end-effector, the EIH camera view will not always be available and may be blocked when an object is grasped at the tool. This prevented a sound evaluation of the camera modes, as the main benefit of the orbital camera mode was to offer alternative dynamic views in the event that the EIH camera is not available.

### 6.6 Revised Experiment

The previous short "pilot" experiment revealed key areas for improvement so that a valid evaluation of the two camera modes could be performed. This
section covers the modifications made and presents the results from the experiment.

The above experiment was modified so that for half of the time the eye-in-hand camera view was partially hidden by a plate at the end effector simulating an object being held by the robot arm. This simulated a more realistic scenario and made it more difficult to rely on the EIH camera view all of the time and forced participants to use other camera views.

6.6.1 Modifications to Method

The experimental method was revised to improve metric definitions, prescreen participants, improve training procedures and gain relevant user feedback as discussed here.

Prescreening

In the previous experiments, results showed that gaming experience and task performance were correlated. To improve the quality of the results in future experiments and in the interest of saving time by avoiding failed experiment runs, participants were prescreened for gaming experience.

The experiment recruitment advertisement was covert and did not mention any restrictions placed on participant selection to avoid priming effects. Interested participants were asked to fill out a prescreening questionnaire which included questions on gaming experience using Likert scales among other demographic questions. Participants with no gaming experience were then excluded from the experiment.

Participants were given a score based on their gaming experience. A gaming score metric was developed to quantify gaming experience so that its effects if any, could be analysed from the results. A literature search did not reveal any previous work on such a metric with the popular option being to
categorise participants into low, medium and high bins based on response. The gaming score metric is somewhat subjective but provides a rough estimate of participants’ relative gaming experience. The scoring system used was as follows:

1. 0, 0.5, 1, 3 or 5 points for gaming frequency
2. 0 - 5 points for experience within the last year
3. 0 - 5 points for experience with gamepad controllers within the last year
4. 0 - 5 points for experience with 3D simulators within the last year
5. 9 points for having a full driving licence
6. Gaming score was then calculated as: $[1] \times ([2] + [3] + [4]) + 5$ to give a total score out of 84

The sum of the experiences within the last year was multiplied with gaming frequency so that those who played games more often had relatively higher scores compared to those who played irregularly or had stopped playing. The reasoning for this stems from human nature where it is common knowledge that memory retention or skill level diminishes if not continuously practiced. However, this reduction is not linear and hence the use of a non-linear scale for gaming frequency. Points were also awarded for being able to drive a car as this requires similar cognitive skills to moving around in games on a 2D plane using a controller. 9 points were given to signify its equivalence in gaming experience as someone who plays games occasionally.

Training Improvements

Despite the inclusion of a demo in the training mode, participants still found it difficult to grasp key concepts and robot controls. Therefore, further improvements were required for the training mode.
The demo was broken down into a step-by-step tutorial rather than a full demo at the beginning of the training mode. Participants were gradually introduced to the controls and concepts with practice in between to reduce information overload.

One of the big issues was the lack of training in orienting the robot. To fix this, covers were added near the buttons to prevent them being pressed from certain directions. This forced participants to practise changing the robot orientation.

The competency goal of pressing three buttons in under a minute for training was also too high and unrealistic with most participants finding it difficult to achieve. This was reduced to two buttons in under a minute.

**Redefined Collision Metric**

Data collected in the previous experiment did not give an accurate picture of robot collisions with the environment highlighting the effect of imprecisely operationalising variables. While some participants quickly moved to safety after a collision, others required more time to think about how to recover from the collision.

As it is more interesting to find how many collisions occurred, the collision metric was redefined. Rather than incrementing collision count every second the robot was in a state of collision, it was incremented only when the robot moved whilst in a state of collision.

**Post-experiment interview**

Subjective metrics often fail to capture the full picture and can be open to interpretation both from the experimenter’s and participant’s point of view. Therefore, a post-experiment interview method was also employed to gather the views and thoughts of participants. A brief interview was conducted
after the experiment to ascertain which camera mode if any, the participants preferred and what they thought of each camera mode.

6.6.2 Results

This section presents the results from the revised experiment. T-tests were conducted on a number of metrics to assess for significant differences and Pearson’s correlation was used to discover association between relevant metrics.

Performance Metrics

Table 6.4 shows a summary of the dispersion measures for each participant on each camera mode, static \((n = 16, \bar{x} = 368, \sigma = 91)\) and dynamic \((n = 16, \bar{x} = 415, \sigma = 92)\). At first glance, it seems overall performance using the static mode was better with negligible differences among the other metrics.

T-tests

To determine whether the differences between the two camera modes were significant, t-tests were used. A summary of the results from two-tailed paired sample t-tests on various metrics is given in Table 6.5.
### Table 6.4: Results for both camera modes in the push button task ($n = 16$). Underlined values are best in column. Path ratio is ratio of the robot’s actual path to ideal path. *Note: Lower performance score is better*

<table>
<thead>
<tr>
<th>Camera Mode</th>
<th>TTC /s</th>
<th>Environment Collisions</th>
<th>Path ratio</th>
<th>Arm resets</th>
<th>Performance Score</th>
<th>Camera Control /s</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\bar{x}$  $\sigma$</td>
<td>$\bar{x}$  $\sigma$</td>
<td>$\bar{x}$  $\sigma$</td>
<td>$\bar{x}$  $\sigma$</td>
<td>$\bar{x}$  $\sigma$</td>
<td>$\bar{x}$  $\sigma$</td>
</tr>
<tr>
<td>Static</td>
<td>315    67</td>
<td>3.92  2.98</td>
<td>3.11  0.63</td>
<td>0.67  0.89</td>
<td>368    91</td>
<td></td>
</tr>
<tr>
<td>Dynamic</td>
<td>371    86</td>
<td><strong>3.42</strong>  <strong>2.36</strong></td>
<td><strong>3.04</strong>  <strong>0.61</strong></td>
<td><strong>0.51</strong>  <strong>0.88</strong></td>
<td>415    92</td>
<td>79  29  31</td>
</tr>
</tbody>
</table>
No statistical significance was found for performance scores ($t(15) = -1.35, p = 0.20$), suggesting task performance between the two camera modes was similar, see fig. [6.13](#). Similarly, TTC showed a non-significant difference between the two camera modes, static ($\bar{x} = 315s, \sigma = 67s$) and dynamic ($\bar{x} = 371s, \sigma = 86s$); $t(15) = -1.91, p = 0.07$ suggesting similar task completion times.

TTC was also investigated for learning effects due to ordering. Participants were split into two groups, static-dynamic and dynamic-static, depending on which camera mode they completed first. The mean TTCs for each group are shown in fig. [6.14](#). There was no significant difference across the two groups for either camera mode, static ($t(7) = 1.74, p = 0.13$) and dynamic ($t(7) = 2.10, p = 0.07$) although the t-score for the dynamic mode is so close to the t-critical value $t - crit = 2.36$ such that a slightly larger sample is likely to show a significant learning effect. This is supported by the t-tests within the two groups, static-dynamic ($t(7) = 0.49, p = 0.64$) and dynamic-static ($t(7) = -3.75, p < 0.01$) which indicates that there was a significant learning effect for participants who completed the dynamic mode followed by the static mode, see fig. [6.14](#).
### Table 6.5: Summary of t-values from t-tests between the static and dynamic camera modes with $df = 15, \alpha = 0.05$. Bold values represent significant difference.

<table>
<thead>
<tr>
<th>Metric</th>
<th>t-value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance Score</td>
<td>-1.35</td>
<td>0.19</td>
</tr>
<tr>
<td>TTC /s</td>
<td>-1.91</td>
<td>0.07</td>
</tr>
<tr>
<td>Collisions</td>
<td>0.71</td>
<td>0.49</td>
</tr>
<tr>
<td>Path ratio</td>
<td>0.17</td>
<td>0.87</td>
</tr>
<tr>
<td><strong>Input time /s</strong></td>
<td><strong>3.05</strong></td>
<td><strong>0.01</strong></td>
</tr>
<tr>
<td><strong>Position time /s</strong></td>
<td><strong>3.52</strong></td>
<td><strong>0.00</strong></td>
</tr>
<tr>
<td>Orientation time /s</td>
<td>1.67</td>
<td>0.12</td>
</tr>
<tr>
<td><strong>Idle time /s</strong></td>
<td><strong>-4.65</strong></td>
<td><strong>0.00</strong></td>
</tr>
<tr>
<td>Idle time w/o Camera /s</td>
<td>-0.76</td>
<td>0.46</td>
</tr>
</tbody>
</table>

**Figure 6.14:** The effect of condition order on TTC.
The effect of the camera mode on the number of collisions with the environment was also not significant, $t(15) = 0.71, p = 0.2$ although the dynamic mode had minimally fewer collisions ($\bar{x} = 3.42, \sigma = 2.36$) compared to static mode ($\bar{x} = 3.92, \sigma = 2.98s$).

Path ratio compares the ratio between the actual path length traversed by the robot and straight line path length between buttons for each mode, static ($\bar{x} = 3.11, \sigma = 0.63$) and dynamic ($\bar{x} = 3.04, \sigma = 0.61$). As the ratios were very similar, the t-test also showed no disparity, $t(15) = 0.28, p = 0.78$.

Time spent on user input from the controller to the robot was also measured for each camera mode. Total time spent on input (static: $\bar{x} = 191s, \sigma = 50s$, dynamic: $\bar{x} = 157s, \sigma = 36s$) showed the dynamic mode required significantly less input, $t(15) = 3.05, p = 0.01$, suggesting it was easier to control the robot in this mode. However, the overall TTC for the dynamic mode was higher due to also having to control the camera as discussed in the next paragraph.

Time spent controlling the robot’s position, orientation and idle time were also measured. Position time (static: $\bar{x} = 129s, \sigma = 35s$, dynamic: $\bar{x} = 103s, \sigma = 24s$) revealed a significant difference, $t(15) = 3.52, p < 0.01$. This implies it was easier to position the robot in the dynamic mode. However there was no effect, $t(15) = 1.67, p = 0.12$, on the orientation time (static: $\bar{x} = 61s, \sigma = 17s$, dynamic: $\bar{x} = 52s, \sigma = 16s$). Idle time was shown to be affected ($t(15) = -4.65, p < 0.01$) by the camera mode (static: $\bar{x} = 126s, \sigma = 28s$, dynamic: $\bar{x} = 215s, \sigma = 66s$) however removing the time spent controlling the orbital camera from the idle time in dynamic mode ($\bar{x} = 137s, \sigma = 51s$) showed no significance, $t(15) = -0.76, p = 0.46$. This suggests a significant amount of time during the task is spent on controlling the orbital camera while thinking time remains the same.

To summarise the above two paragraphs, the dynamic mode allowed for quicker positioning of the robot. However, the significant time required to
Pearson’s correlation was used to assess the relationship strength between a number of metrics across the two camera modes and within each camera mode. Where a statistically significant result is found, the power of the result is also reported. A generally accepted value of power is 0.8. When the power is greater than this threshold, the chance of missing a significant difference is less than 20%. A summary of the results is given in section 6.6.

Cross comparison between camera modes of performance score and TTC showed no significant correlation, \( r(14) = -0.18, p > 0.05, r^2 = 3\% \) and \( r(14) = -0.08, p > 0.05, r^2 = 0\% \) respectively, between the camera modes suggesting performance on one did not affect the other. However, a significant yet moderate positive correlation was found for collisions, \( r(14) = 0.47, p = 0.05, power = 0.45, r^2 = 22\% \), indicating that neither camera mode helped to reduce collisions.

There was a medium strength correlation between time spent using the robot input mode and idle time, \( r(14) = 0.52, p = 0.05, power = 0.55, r^2 = 27\% \). This is likely due to participants finding it difficult to map the input based on multiple camera views.

In dynamic mode, performance score and TTC both corresponded positively to time spent on dynamic camera control, \( r(14) = 0.51, p = 0.05, power = 0.53, r^2 = 26\% \) and \( r(14) = 0.63, p = 0.05, power = 0.76, r^2 = 40\% \), suggesting inefficient use of the orbital camera. This is corroborated by the lack of a connection between the previous two metrics with %camera use, \( r(14) = -0.12, p > 0.05, r^2 = 1\% \) and \( r(14) = 0.00, p > 0.05, r^2 = 0\% \), implying that participants that spent a higher percentage of time using the orbital camera did not necessarily take longer to complete the task.
<table>
<thead>
<tr>
<th>Mode</th>
<th>Metric</th>
<th>r</th>
<th>p</th>
<th>Power</th>
<th>$r^2$ /%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Static vs Dynamic</strong></td>
<td>Performance Score</td>
<td>-0.18</td>
<td>&gt;0.05</td>
<td>&lt;0.8</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>TTC</td>
<td>-0.08</td>
<td>&gt;0.05</td>
<td>&lt;0.8</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Collisions</td>
<td>0.47</td>
<td>0.05</td>
<td>0.45</td>
<td>22</td>
</tr>
<tr>
<td><strong>Static</strong></td>
<td>Robot Input vs Idle Time</td>
<td>0.52</td>
<td>0.05</td>
<td>0.55</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>Orientation Input</td>
<td>0.76</td>
<td>0.05</td>
<td>&gt;0.8</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td>Tool Input vs Slow Positioning</td>
<td>0.61</td>
<td>0.05</td>
<td>0.73</td>
<td>37</td>
</tr>
<tr>
<td><strong>Dynamic</strong></td>
<td>Camera Control vs Performance Score</td>
<td>0.51</td>
<td>0.05</td>
<td>0.53</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>TTC</td>
<td>0.63</td>
<td>0.05</td>
<td>0.76</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>%Camera vs Performance Score</td>
<td>-0.12</td>
<td>&gt;0.05</td>
<td>&lt;0.8</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>TTC</td>
<td>0.00</td>
<td>&gt;0.05</td>
<td>&lt;0.8</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Path Length vs Performance Score</td>
<td>0.59</td>
<td>0.05</td>
<td>0.69</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td>TTC</td>
<td>0.50</td>
<td>0.05</td>
<td>0.51</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Collisions</td>
<td>0.50</td>
<td>0.05</td>
<td>0.51</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>Path ratio vs Performance Score</td>
<td>0.55</td>
<td>0.05</td>
<td>0.61</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>Camera Input vs Orientation Input</td>
<td>0.83</td>
<td>0.05</td>
<td>&gt;0.8</td>
<td>69</td>
</tr>
<tr>
<td></td>
<td>Tool Input vs Slow Positioning</td>
<td>0.56</td>
<td>0.05</td>
<td>0.62</td>
<td>31</td>
</tr>
</tbody>
</table>

*Table 6.6: Summary of Pearson’s r across and within both camera modes. Bold values are statistically significant.*
Performance score and TTC also showed a significant relationship with the robot’s path length in the dynamic mode pointing to inefficient control of the robot, $r(14) = 0.59, p = 0.05, power = 0.69, r^2 = 35\%$ and $r(14) = 0.50, p = 0.05, power = 0.51, r^2 = 25\%$ however only the performance score correlated significantly with the path ratio, $r(14) = 0.55, p = 0.05, power = 0.61, r^2 = 30\%$. Moreover, path length had an effect on collisions, $r(14) = 0.50, p = 0.05, power = 0.51, r^2 = 25\%$, indicating collisions increased proportionally to distance travelled.

For both camera modes, orientation input to the robot had a notable connection to the main input mode; robot for static mode ($r(14) = 0.76, p = 0.05, power > 0.8, r^2 = 58\%$) and orbital camera for dynamic mode ($r(14) = 0.83, p = 0.05, power > 0.8, r^2 = 69\%$). This suggests it was easier to orientate the robot using the exocentric views rather than the egocentric views.

Tool input mode was used for precise movement of the robot as shown by its moderate correlation with slow speed positioning during both static and dynamic mode, $r(14) = 0.61, p = 0.05, power = 0.73, r^2 = 37\%$ and $r(14) = 0.56, p = 0.05, power = 0.62, r^2 = 31\%$ respectively.

Subjective Metrics

Subjective analysis was used to complement the performance analysis in the previous section. The measures used were the NASA-TLX to measure perceived workload and the SUS to measure system usability.

The NASA-TLX ratings across the six subscales were similar for both camera modes (fig. 6.15(a)). The average workload (out of 100) was as follows: static: $\bar{x} = 50, \sigma = 13$; dynamic: $\bar{x} = 46, \sigma = 13$. Although the workload was slightly lower for the dynamic mode, no statistical significance was found, $t(15) = 1.29, p > 0.05$. NASA-TLX scores for both modes were significantly correlated, $r(14) = 0.57, p = 0.05, power = 0.65, r^2 = 33\%$ (fig. 6.15(b)), suggesting participants rated the workload across both camera modes equally.
SUS also gave a similar result between the two camera modes, static: $\bar{x} = 65, \sigma = 17$; dynamic: $\bar{x} = 68, \sigma = 14$; $t(15) = -0.68, p > 0.05$. Although the results were similar, the dynamic mode score of 68 is equal to the average score of according to analysis of normative data [107], [108]. Unlike for NASA-TLX ratings, there was no correlation in SUS scores between camera modes, $r(14) = 0.47, p > 0.05$, $power = 0.45, r^2 = 29\%$.

The SUS ratings were compared to the NASA-TLX scores (fig. 6.16) to determine a relationship between perceived workload and usability rating. For the static mode, workload had a substantial connection to usability, $r(14) =$
6.6. Revised Experiment

**Figure 6.16:** Perceived workload vs usability for both camera modes (a) static: $r(14) = -0.64, p = 0.05, power = 0.78, r^2 = 41\%$ (b) dynamic: $r(14) = -0.54, p = 0.05, power = 0.59, r^2 = 29\%$.

$-0.64, p = 0.05, power = 0.78, r^2 = 41\%$, indicating usability rating was negatively affected by the amount of workload experienced as shown in fig. 6.16(a). There was a weaker correlation with borderline statistical significance for the dynamic mode which showed greater variation (fig. 6.16(b)), $r(14) = -0.54, p = 0.05, power = 0.59, r^2 = 29\%$.

Analysis of subjective metrics against performance score for each camera mode did not reveal any significant correlations, see table 6.7.

The data collected from the post-experiment interviews showed that there
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<table>
<thead>
<tr>
<th>Metric</th>
<th>Static</th>
<th>Dynamic</th>
<th>Power</th>
<th>r^2 / %</th>
</tr>
</thead>
<tbody>
<tr>
<td>NASA-TLX</td>
<td>-0.04</td>
<td>-0.29</td>
<td>&lt;0.8</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>&gt;0.05</td>
<td>&gt;0.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUS</td>
<td>-0.35</td>
<td>-0.01</td>
<td>&lt;0.8</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>&gt;0.05</td>
<td>&gt;0.05</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.7: Correlation between performance score and subjective metrics: NASA-TLX and SUS.

was a 9 : 6 split in favour of the dynamic mode with one participant abstaining. Due to the unequal sample sizes and variance between the two groups, static_pref and dynamic pref, two-sample t-tests assuming unequal variance were used to analyse the means.

While there was no significant difference between static performance scores (static pref: \( \bar{x} = 334, \sigma = 49 \); dynamic pref: \( \bar{x} = 401, \sigma = 103 \)) in either group, \( t(12) = -1.69, p > 0.05 \), the dynamic pref group had a notably better dynamic performance score (static pref: \( \bar{x} = 491, \sigma = 67 \); dynamic pref: \( \bar{x} = 373, \sigma = 79 \)), \( t(12) = 3.09, p < 0.01 \).

Reviewing the data showed that all other metrics being equal, this is likely due to the significantly lower idle time during the dynamic mode for those in the dynamic pref group, (static pref: \( \bar{x} = 185, \sigma = 34 \); dynamic pref: \( \bar{x} = 108, \sigma = 38 \)), \( t(12) = 4.13, p < 0.01 \). This shows that those who preferred the dynamic mode performed better mainly due to needing less thinking time with a reduction in TTC by 109s shortening the thinking time by 9% to 33% of TTC.

Unsurprisingly, this group also gave the dynamic mode a higher SUS score and a lower NASA-TLX workload rating. Although the SUS score was marginally not statistically significant (static pref: \( \bar{x} = 58, \sigma = 18 \); dynamic pref: \( \bar{x} = 74, \sigma = 8 \)), \( t(6) = -2.06, p > 0.05 \), the NASA-TLX workload rating was very significant (static pref: \( \bar{x} = 57, \sigma = 6 \); dynamic pref: \( \bar{x} = 39, \sigma = 11 \)), \( t(12) = 4.00, p < 0.01 \).

Ordering effects were also investigated for both NASA-TLX ratings and
SUS scores to ascertain whether they were affected by the order in which participants used the camera modes. As before, participants were split into two groups based on which camera mode they used first and their NASA-TLX and SUS scores were analysed, table 6.8.

<table>
<thead>
<tr>
<th>Order</th>
<th>NASA-TLX</th>
<th>SUS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Static</td>
<td>Dynamic</td>
</tr>
<tr>
<td></td>
<td>$\bar{x}$</td>
<td>$\sigma$</td>
</tr>
<tr>
<td>Static - Dynamic</td>
<td>45</td>
<td>13</td>
</tr>
<tr>
<td>Dynamic - Static</td>
<td>54</td>
<td>11</td>
</tr>
</tbody>
</table>

**Table 6.8:** Results of subjective metrics based on order of condition administered. Bold and underlined values are best for each metric.

As table 6.8 shows, when the dynamic mode was used second, participants experienced lower workload and found it user-friendly which also corresponded with the previous finding where 6 out of the 9 participants who preferred the dynamic mode over the static mode used the dynamic mode second. However, this was not statistically different to the other permutations nor were there any statistically significant differences between any of the permutations. Interestingly, participants using the dynamic mode first did not rate the workload and usability lower than the static mode even though they performed significantly worse on the dynamic mode as shown in fig. 6.14.

Participants who used the static mode first had strongly correlated NASA-TLX ratings for the camera modes, fig. 6.17(a), $r(6) = 0.88, p = 0.05, power > 0.8, r^2 = 78\%$. Additionally, SUS scores were also strongly correlated (fig. 6.17(b)), $r(6) = 0.84, p = 0.05, power = 0.78, r^2 = 70\%$. This was not the case for participants using the dynamic mode first, NASA-TLX: $r(6) = -0.43, p > 0.05, r^2 = 18\%$; SUS: $r(6) = 0.32, p > 0.05, r^2 = 10\%$. This suggests the effect of using the static mode first was that participants did not find much of a difference between the two camera conditions.
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\[ R^2 = 0.7798 \]

\[ R^2 = 0.7031 \]

**Figure 6.17:** Relationship between ratings for subjective metrics for participants who used static mode first, (a) NASA-TLX, \( r(6) = 0.88, p = 0.05, power > 0.8, r^2 = 78\% \); (b) SUS, \( r(6) = 0.84, p = 0.05, power = 0.78, r^2 = 70\% \).
6.6. Revised Experiment

<table>
<thead>
<tr>
<th>Metric</th>
<th>r</th>
<th>p</th>
<th>Power</th>
<th>( r^2 /% )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performance</td>
<td>Static</td>
<td>-0.14</td>
<td>&gt;0.05</td>
<td>&lt;0.8</td>
</tr>
<tr>
<td></td>
<td>Dynamic</td>
<td>-0.41</td>
<td>&gt;0.05</td>
<td>&lt;0.8</td>
</tr>
<tr>
<td>% Camera</td>
<td>Dynamic</td>
<td>0.26</td>
<td>&gt;0.05</td>
<td>&lt;0.8</td>
</tr>
<tr>
<td>NASA-TLX</td>
<td>Static</td>
<td>-0.15</td>
<td>&gt;0.05</td>
<td>&lt;0.8</td>
</tr>
<tr>
<td></td>
<td>Dynamic</td>
<td>-0.32</td>
<td>&gt;0.05</td>
<td>&lt;0.8</td>
</tr>
<tr>
<td>SUS</td>
<td>Static</td>
<td>0.14</td>
<td>&gt;0.05</td>
<td>&lt;0.8</td>
</tr>
<tr>
<td></td>
<td>Dynamic</td>
<td>0.14</td>
<td>&gt;0.05</td>
<td>&lt;0.8</td>
</tr>
</tbody>
</table>

**Table 6.9:** Correlation of metrics with gaming score, \( n = 16, df = 14 \)

**Demographic factors**

In order to build a profile of the participants and allow for generalisations, demographic factors were also examined. In the prescreening questionnaire, data on age, sex, dominant hand and gaming experience was collected.

Based on the responses to the questionnaire, a total of 21 (19 males, 2 females) participants were recruited. Due to the homogeneity of some factors, further examination was not possible. All 16 participants who successfully completed the experiment were male. All were aged between 18-25 years except one who was 26-35 and all were right-handed except one who was left-handed.

There was a mix of responses for previous gaming experience and a *gaming score* statistic was added, \( n = 16, \bar{x} = 39, \sigma = 22 \). There were four questions on gaming experience covering playing frequency, experience in the last year with games, game controllers and 3D simulators/virtual reality in terms of hours spent per week on a Likert scale.

As table 6.9 shows, there was little to no significant correlation between gaming score and performance score indicating gaming experience didn’t have an effect on performance. Orbital camera usage was expected to be linked to gaming due to its gaming origins but this was not the case. Workload and usability likewise remained unaffected by previous experience with similar environments.
6.6.3 Discussion

Performance Metrics

The results alone do not paint a clear picture as to which camera mode was better. Although performance-wise the static mode was quicker to use giving better performance, there was high variation between the results so the difference wasn’t significant. Apart from TTC, other metrics such as collisions, path length and arm resets did not reveal a notable change. The high variation and slow TTC in results emphasises the difficulty involved in controlling a robot arm and the need for extensive training. A 1 - 1.5 hour experiment does not allow sufficient time in taking novices with no prior experience in robotics control to competent remote operators. For future experiments, a recommendation would be for complex systems such as this to be evaluated through a pilot experiment to determine if a multi-session experiment structure would be more appropriate.

Subjective Metrics

The subjective metrics also showed similar results between the camera modes. As expected, participants found the task mentally challenging requiring high effort and causing stress. Despite there being no time limit set on the task, participants felt that they were under pressure to complete the task quickly yet did manage to complete it to a satisfactory level. This is similar to the previous experiment (section 4.2) where participants viewed the experiment as a personal challenge and ignored the serious connotations of a nuclear environment. This also has a negative effect on the performance metrics such as environment collisions and arm resets which are sacrificed in favour of achieving a faster TTC. For future experiments to be meaningful and allow for generalisations to the population, more work needs to be done to increase
participant immersion through the use of scenarios and immersive simulations.

Although the consensus slightly favoured the dynamic mode, it is not readily apparent why this was since both performance and subjective metrics are so closely matched for both camera modes. Preference of a particular mode did not necessarily always entail that performance in that mode was better. This was supported by the lack of correlation in the results between performance score and subjective metrics. This further supports the importance of using the post-experiment interview technique, as the other metrics failed to capture this information.

No explanation has been found as yet for the apparent affinity to the dynamic mode of the participants who preferred it. Since all metrics remained the same other than idle time, it may be concluded that their ability to interpret the visual information from the orbital camera in a timely manner greatly improved their TTC and subsequently performance score.

**Demographic factors**

Results of the spatial test were unfortunately unusable due to unsolvable questions introducing noise in the answers. The particular computerised version of the spatial test [183] was not fit for use; a pen and paper test would be more suitable although more time consuming.

Questions in the prescreening questionnaire were also misunderstood. The recent rise of virtual reality and 3-D TVs has made the definition of the phrase "3-D video games" ambiguous. 3-D video games can now either mean games that utilise perspective projection to display 3-D graphics or games that make use of stereoscopic technologies to create a sense of depth. The aim was to distinguish 3-D video games from 2-D video games which do not require camera control or movement in 3-D space. It was not anticipated that
participants would respond based on this latter definition when asking about "previous 3D video games experience".

As participant recruitment was screened based on gaming experience, the participant pool consisted of mainly young males. Female participants and some male participants who were recruited but did not manage to complete the experiment revealed that they mainly played mobile games (which are mostly not true 3-D) or 3-D games that fell outside of the view of the stereotypical games (i.e. FPS, 3rd person shooters, action-adventure) such as Minecraft or 2.5-D games such as MOBAs and strategy games.

These shortcomings in the questionnaire made the gaming score metric largely unreliable and as can be seen from the results, did not lead to any significant findings. This highlights the importance of removing ambiguity from subjective analysis to avoid wasted effort and resources.

Although steps were taken to reduce the effect of priming by not stating any restrictions on participants when advertising the experiment, some participants may have been inadvertently affected. As the prescreening questionnaire focused on questions about gaming experience, coupled with the experiment details, it may have influenced the participants to think gaming experience was related to the outcome of the experiment. To reduce the effect of priming, prescreening questionnaires should shuffle the questions so that they are not bunched together as well as releasing experiment details as and when needed to keep speculation of the experiment purpose to a minimum.

Observations

Controller effects

From observing the experiment, participants found it confusing to use an Xbox controller for 6-DOF movement. As evident by the long idle times (>
2mins) in both camera modes, a sizable amount of time was spent on thinking about mapping the movement of the robot to the controller. This was emphasised when the robot end-effector (EE) was oriented off-axis. Moreover, there were numerous errors where the participant intended the robot to go in a certain direction but ended up moving in the opposite direction due to a mismatch in the mapping between controller and robot. This was especially evident with the orientation controls.

Therefore, it can be concluded that the controller was a major confounding factor in participant performance, workload experienced and usability rating. In the author’s opinion, based on the experiment data and observations, a joystick controller does not adequately replicate the 6-DOF of a robot arm. A controller with a closer kinematic or 1 : 1 mapping to a robot arm such as an exoskeleton controller [185] or a 6-DOF haptic device such as the Haption Virtuoso [186] would be much better suited for this purpose. This would drastically reduce the thinking time required for the task by removing the need to mentally pre-map how a joystick would translate to robot movement. However, such controllers need to be empirically validated for their suitability to the nuclear environment as they are still in the early stage of development [185], [187].

Training

Although the training was improved in the revised experiment with gradual introduction of controls and constraints to force the utilisation of all controls, participants in many cases still did not manage to achieve the intended target of pressing two buttons in under a minute in the 15 mins of allocated practice time. This meant that some participants who did not reach a stable plateau in skill level, showed effects of learning during the live task.

In the interest of time and to prevent other factors such as boredom and
fatigue from affecting the results, it was decided to either discontinue the experiment if the participant was unable to press a button in a reasonable time or continue to the actual experiment if the participant had reasonable aptitude for the task. This approach inevitably introduces variation in the results so it would be apt in future experiments to carefully balance sufficient training with resources such as time, compensation available and physiological factors such as engagement, fatigue and skill retention. If the need for training exceeds 30 mins, it may be better to schedule multiple one hour sessions at different times which would require management of skill retention.

**Orbital camera**

There was a split in participants when it came to the orbital camera. High variance in the results for the dynamic mode indicates that training was still insufficient. Initially, participants found the orbital camera difficult to use but preferred it with the structured training and subsequent practice. In the post-experiment interview, participants mentioned the panning and zoom capability of the orbital camera offered more flexibility when the eye-in-hand (EIH) camera view was blocked as well as making it easier to correct positioning errors. This was supported by the results which showed faster positioning of the robot in the dynamic mode. Reduced input times are beneficial as this reduces the risk of accidents due to the robot in a safety-critical environment such as a nuclear power plant. In the post-experiment interview, participants also mentioned that the camera compensated for the lack of depth perception through user-controlled saccades of the camera.

However, other participants were overwhelmed by having to control the robot as well as the camera with results showing prolonged camera usage leading to high completion times. Unfortunately, due to the structure of the task (the EIH view being blocked randomly), participants did not get enough
chances to use the task space reduction technique to simplify the robot movement. Interestingly however, the results showed that some participants were efficient in their use of the orbital camera such that prolonged usage did not result in high completion times. Participants found it difficult to keep up with the dynamic control reference frame in the orbital camera view and neglected to use the camera even when the robot was blocking the line of sight to the button. From the video footage, this was exacerbated when at non-orthogonal viewing angles which increase the mental workload required to map controls from the controller to the robot. Some participants expressed that there was too much freedom in the camera controls and would prefer an option to toggle restriction on certain axes. Others, who were used to controlling cameras in video games, would prefer to have camera control on a single separate joystick in the right hand rather than split over two joysticks on a gamepad.

**Static camera**

As with the dynamic mode, there was also a split in preference over the static cameras. Some participants found having multiple camera views at orthogonal angles useful and preferred the static control of the robot they offered although it was slightly more stressful than the dynamic mode. It should be noted that the orthogonal camera views were very idealistic and in a real scenario are unlikely to be afforded to the remote operator and as noted previously, non-orthogonal angles are detrimental for mapping controls.

Other participants found it confusing to create a mental model of the multiple views with results showing participants spending considerable time idle whilst in the robot input mode. Predictably, there were issues with lack of depth and without any zoom functionality, there were frequent alignment issues when close to a button with the EIH camera view blocked. This is
similar to the issues encountered with current systems \cite{93}, \cite{152} which were overcome by the use of the orbital camera.

**Input mode switching**

The use of multiple input modes (tool, robot/ camera) during the task (standard in the industry) led to cognitive overload as all participants forgot to switch between modes at the appropriate times often causing collisions and loss of control of the robot. There were prolonged periods of time where the participants did not realise why the robot was not moving the way they had pictured it would since they were concentrating on the wrong camera view. This was despite there being a pop-up notification to confirm a switch as well as an overlay on the edge of the GUI to constantly show the current mode.

In both camera modes, a number of participants refused to switch away from tool mode control even when the EIH view was blocked. Tool mode was used to control the robot arm while "guesstimating" the input mapping from the other available view/s. The finding supports the previous literature that humans are most comfortable with an egocentric view \cite{150}, \cite{164}.

**Keyhole effect**

In addition to the aforementioned issues, during the course of the experiment, participants could be observed to regularly fixate on a single camera viewpoint neglecting vital information from other views. In many cases this led to collisions and alignment issues between the robot and buttons. An avenue of interest in the future would be to investigate operator gaze during remote perception using eye-tracking methods to further understand operator visual behaviour and develop an automated system to automate switching between camera views similarly to \cite{188}.
6.7 Conclusions

**GUI**

The use of sliders to display information on joint limits was ineffective as it was too mentally taxing to connect each slider to a dynamic joint configuration. Participants opted to ignore the sliders and only used them to identify if they had reached a joint limit when the robot became unresponsive to input commands. Consequently, participants often hit the joint limits and became stuck resulting in poor performance. It may help to add colour indicators on joints to inform operators when joints are close to limits [78].

Further work is needed on information overlays to effectively disseminate contextual information in a timely manner to avoid critical incidents such as collisions and loss of control.

6.7 Conclusions

This experiment presented a systematic empirical analysis of the potential for camera systems in a telerobotic system using robot arms in contrast to the literature which focuses on developing novel systems while neglecting user feedback and human factors analysis. A sound experimental design was used to conduct a principled evaluation using statistical methods and human factors research to support the findings.

Even though this experiment failed to show a clear difference between the camera modes, the results show a potential for the orbital camera to improve telerobotic control. The EIH camera view is the preferred method of manipulation when using a robot arm. However, as shown in this experiment, in the event where the EIH camera is blocked by tools or objects at the end-effector, a camera with the flexibility to pan and zoom is invaluable for compensating the loss of close control and correcting errors in positioning. It also removes the workload of having to mentally piece together information from multiple
views. In a safety-critical environment such as a nuclear power plant where there is a low tolerance for errors, dynamic camera views could be vital.

This has been an initial foray into developing an alternative camera system and requires further development to reach maximum effectiveness. Further improvement in training for baseline competence and a better kinematically similar controller are the key for achieving this goal. There is an initial learning curve to overcome but this can be facilitated with more training time. Other improvements to camera control can include a free mode switch for those confident and proficient enough for total freedom of control as well as semi-automated assistance such as snapping to orthogonal angles when in close proximity and automated movement when the camera is obstructed.

This experiment has also highlighted areas of improvement and further development for experiment design such as improvements to training methods, removing areas of ambiguity in subjective analysis, reducing priming effects as well as addressing participant mindsets. A part-way to getting participants to adhere to task requirements such as safety rather than viewing the experiment as a personal challenge or just taking part for the compensation is to split the compensation over best pre-test results, best performance and participation. This will incentivise participants to perform their best over all aspects of the experiment according to the criteria set by the experimenters.
Chapter 7

Visual Tracking

This chapter is a reformatted copy of the following publication: Talha, M., & Stolkin, R. (2014). Particle filter tracking of camouflaged targets by adaptive fusion of thermal and visible spectra camera data. IEEE Sensors Journal, 14(1), 159-166.

In the previous chapter, a novel camera system for remote perception was proposed that could be deployed through a UAV or a secondary robot. Since current industry practice requires a team of several people simply to pan/tilt/zoom cameras to assist the robot operator, partially automating such camera control can significantly enhance the efficiency and capabilities of robot operators.

To enable a real robotic implementation of the orbital camera, with automatic gaze fixation and tracking of the end-effector (or other elements of a scene, such as an object being manipulated), it is likely that computer vision methods for automatic target tracking will need to be used. Abi-Farraj et al. show how vision-based tracking can be used to enable an arm-mounted camera to automatically move to, and maintain, advantageous views of an object being manipulated by a tele-operated second arm and gripper. However, this work relied on a very simple box-shaped target object, which could be tracked using a relatively simple vision algorithm, based on fitting a wire-frame model to observed edges of the box. The wrist of the gripper-arm was
also tracked, but again a simple vision algorithm was used to track a specially designed calibration target which was mounted to the robot’s wrist. The tracking algorithm could not track objects of arbitrary shape and appearance.

In general, nuclear waste comprises an enormous diversity of objects and materials, and even the appearance of the robot’s end-effector is variable, since typically the robot will use an automatic tool-changer to switch between a variety of different end-effector tooling (cameras, grippers, shears, scrapers etc). It is therefore desirable to develop an “anything tracker”, i.e. a computer vision algorithm which can track objects of completely arbitrary appearance (including deformable targets such as rubber gloves, contaminated plastic suits, hoses etc. which are common in nuclear waste). Furthermore, the algorithm should be robust against objects which move against cluttered or “camouflaged” background scenes (e.g. a waste object which moves past a heap of other waste material).

Moreover, as the camera is dynamic with continuous movement, this can create instability [174], due to forces acting on the camera platform, in the visual feedback reducing its effectiveness.

To alleviate these problems, visual tracking can be used to assist the operator with gaze fixation through visual servoing to keep the focus point (e.g. robot end-effector) in the centre of the image. Additionally, rather than solely relying on traditional colour-based tracking, the visual tracking can be made more robust by employing bi-modal visual information. This combines a conventional visible colour spectrum camera with a secondary radiation source for intelligent tracking based on maximal information. Since the secondary radiation can be any radiation in the electromagnetic spectrum, this opens up the possibility of tracking areas of interest with gamma radiation in the nuclear environment.

In this chapter, the data fusion problem of combining image data from a
7.1 Related Work

Until recently, there was comparatively little literature on the use of thermal cameras emerging from the robotics and computer vision communities, presumably because these devices were extremely expensive and did not feature in the standard equipment of a robotics or vision laboratory. In recent years, un-cooled thermal sensor chips have become more widely available at much more affordable prices, and with far higher resolution than previously possible, so that there seems to be a steadily increasing interest in their use to facilitate robotic vision tasks, especially for human-robot interaction, e.g. [191], [192].

A large part of the computer vision literature which discusses the fusion of thermal and visible data, is focused on face recognition, e.g. [193], [194], since thermal images solve some of the difficulties of this problem by providing relatively illumination invariant face images. Some approaches to surveillance-type tracking of moving targets include [195], and [196]. In [193], a human pedestrian is initially segmented from high resolution visible spectrum images using background subtraction. The segmented image is then modified by combining it with opinions from pixels of a low resolution thermal image, expressing the fusion problem probabilistically as an Extended-Markov Random Field, [195], [197]. [198] formulates a statistical background model for each pixel, similar to the well known surveillance-tracking formulation of [199], but including thermal parameters and colour parameters in a single, high dimensional distribution for each pixel. Both
these methods are based on background subtraction with stationary cameras. In contrast, the present chapter will focus on tracking objects viewed from an arbitrarily moving camera.

Treptow et al., [191], are interested in enabling a mobile robot to detect, track and interact with humans. They use a thermal camera to detect and localize a human (with an elliptical contour model of the head and shoulders), and then direct a visible spectrum pan-tilt camera to track the human’s face. This work is valid and useful, however it is not really a fusion of thermal and visible information, instead being a hand-over from one modality to the other. In contrast, O’Conaire et al., [200] propose what is really a “product of experts” type technique, [201], with one expert for thermal data and other experts for visible spectrum data. They use separate individual trackers for thermal brightness in an infra red camera, and luminosity, edge orientation and other visible light features from corresponding pixels in a visible spectrum camera. For any candidate target location in an image, each of these trackers computes a similarity measure, between that tracker’s target model and the pixels of the candidate image region. The opinions of each of these trackers are then combined as a product of these “beliefs”. Cielniak et al. [192] use a thermal camera to detect humans. A bounding contour from the thermal detection is then used to learn a colour model from relevant pixels in a visible spectrum camera. Probabilities of a particular target can then be assessed as a product of the beliefs of separate colour-based and thermal-based detection schemes.

Many of the above methods perform some kind of detection or tracking separately in each modality, and then combine the opinions of these trackers through some kind of voting scheme or product of experts. However, predominantly such fusion is not actually informed by information about the relative discriminating power of each modality. This can cause difficulties – consider the case where one modality indicates a strong detection and
one indicates a weak detection. A conventional combination method may result in a medium strength combined opinion – but if the target is highly camouflaged in one or other of the modalities, then this result may be incorrect. Depending on which modality is “wrong”, that modality’s opinion should be largely eliminated, and output a combined opinion that is either truly strong or truly weak. This chapter presents an approach to achieve this by means of rapidly and continuously re-learning local background models in each imaging modality, and using these background models to assess the current discriminating power of each modality.

This chapter makes several novel contributions. Firstly, the important colour-based particle filter of [196] is extended to make additional use of thermal imaging data. Secondly, a method of optimally fusing data from both thermal and visible spectra cameras when evaluating each particle is provided. Thirdly, the data fusion is shown to be adaptive, weighting the data-fusion process in favour of whichever imaging modality happens to be most discriminating for each particle in each video frame. This adaptation is enabled by a process of continuously re-learning local background models for each particle in each image frame of each imaging modality. When backgrounds are similar to the foreground being tracked in one modality, the data fusion process weights in favour of information from the other imaging modality if it is more discriminatory.

### 7.2 Tracking Algorithm

This section describes the algorithm used for tracking. A particle filter combining colour and thermal information is used to keep track of multiple hypotheses with weighting used to adapt the combined information to scene changes through continuous background re-learning.
7.2.1 Particle Filter

At any time, $t$, the state $s_t$ of the tracked target is represented by a distribution, approximated by a weighted set of $I$ particles, $p_0, \ldots p_i, \ldots p_I$, with weights $w_0, \ldots w_i, \ldots w_I$ which are normalized so that:

$$\sum_{i=1}^{I} w_i = 1 \quad (7.1)$$

Each particle encodes a hypothesis target position, $x_i$, as well as size and shape information. For simplicity a tracked person is represented as a vertical rectangle of height and width parameters $a$ and $b$ respectively – so each particle, $p_i$, can maintain it’s own size and shape hypothesis, $a_i$ and $b_i$, as well as its position hypothesis, $x_i$, see fig. 7.1.

In the usual manner, at each time step, these particles are re-sampled according to their weights, propagated according to a motion model, and then re-weighted according to new sensory information (a new pair of thermal and colour frames) at the next time step. A simple zeroth order diffusion
motion model was used (although more complex predictive motion models may be used [196, 202, 203]). A random walk is applied to the size and shape parameters of each particle, as well as to its position, so that a cloud of particles can maintain multiple hypotheses of the target’s size and shape at any time, i.e. shape and size are handled efficiently as part of state propagation (similar to [196]), without the need for extra computations as in [204].

Nummiaro et al., [196], first showed how to evaluate particle weights, $w_i$, using simple colour histogram models of tracked targets. This chapter demonstrates how to additionally make use of thermal information from an IR camera, as well as colour information from a conventional camera. Additionally, the data fusion process is continuously adapted, so that the process for evaluating particle weights takes into account that one or other of the imaging modalities may be more or less discriminatory at different times.

### 7.2.2 Particle Weighting

A visible spectrum colour camera is used, for which each pixel yields a colour, to represent each frame by a 3D colour vector RGB. To incorporate a degree of robustness against changes in illumination changes, normalisation is used to give a 2D normalised colour vector $\bar{c} = \{r, g\}$ where

$$
\begin{align*}
    r &= \frac{R}{R + G + B} \\
    g &= \frac{G}{R + G + B}
\end{align*}
$$

(7.2)

Since $r + g + b$ must sum to unity, all of the colour information for a pixel is now contained in just two variables, $\bar{c} = \{r, g\}$, and a convenient target model for the colour modality is a 2D colour histogram, $H_{t,\text{Col}}$. Similarly, 1D pixel intensities (where intensity varies monotonically with temperature), derived from the thermal imaging camera, yield a thermal target model in the form of a 1D histogram, $H_{t,\text{Therm}}$. 

A well known method, first proposed by Ennesser [205], and later popularized by [204] and [196], for evaluating how well the local region of image around a particle matches a target model, is to compare a target histogram against a histogram for the local region using the Bhattacharyya coefficient, [206], which provides a simple measure of similarity between two histograms. For two histograms, \( p \) and \( q \), each with \( m \) bins:

\[
p = \{ p^{(u)} \}_{u=1..m} \quad \text{and} \quad q = \{ q^{(u)} \}_{u=1..m} \tag{7.3}
\]

the Bhattacharyya coefficient is defined as:

\[
B[p, q] = \sum_{u=1}^{m} \sqrt{p^{(u)} q^{(u)}} \tag{7.4}
\]

If both histograms are identical, \( B = 1 \), and maximally dissimilar histograms yield \( B = 0 \).

Nummiaro et al., [196], use a Bhattacharyya coefficient, denoted by \( B^{i}_{tf, Col} \) between the target colour histogram, \( H_{t, Col} \), and the local foreground colour histogram, \( H_{f, Col}^{i} \), to assign a fitness weight \( w_i \) to particle \( p_i \). Additionally, a second measure of particle fitness can also be generated, derived from the Bhattacharyya coefficient, \( B^{i}_{tf, Therm} \) between the target thermal histogram, \( H_{t, Therm} \), and the local foreground thermal histogram, \( H_{f, Therm}^{i} \).

More robust tracking should result from weighting particles using an appropriate combination of these coefficients for each modality, than might be obtained by assigning weights using one or other alone. However, it is not obvious how the coefficients should be combined. For example, simply taking an arithmetic mean of the thermal and colour Bhattacharyya coefficients, and then substituting this instead of the colour coefficient in the Nummiaro method, then at times when one imaging modality is more discriminatory than the other, performance would be worse than with the good modality alone. Similarly, simply multiplying the coefficients as a product of experts...
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[201], does not necessarily improve robustness – a modality that is performing poorly may spoil a meaningful coefficient from a modality that is performing well.

In general, some optimally weighted combination of the coefficients will be best. Therefore, particles are weighted using:

\[
B_{tf_{\text{Fused}}}^i = \alpha B_{tf_{\text{Col}}}^i + (1 - \alpha)B_{tf_{\text{Therm}}}^i
\] (7.5)

where is a weighting factor (varying between 0 and 1) which is continually relearned at each frame, to make the data fusion process adaptive to changing scene conditions. The method of calculating \(\alpha\) by using continuous model re-learning is explained in the next section.

Note, with appropriate normalization it is possible to assign \(B_{tf_{\text{Fused}}}^i\) directly as the particle weight \(w_i\), and this results in a reasonably effective tracker. However, to make particle weights handle rather more like true probabilities, and arguably providing more robustness, weights are evaluated as:

\[
w_i = \frac{1}{\sqrt{2\pi\sigma}} \exp\left\{ -\frac{(1 - B_{tf_{\text{Fused}}}^i)^2}{2\sigma^2} \right\}
\] (7.6)

7.2.3 Adaptive Data Fusion

This section discusses how best to re-compute the parameter \(\alpha\) of equation 7.5. Intuitively, if the target is very similar to its background in the thermal modality (e.g. a hot person walking past a hot background), then the thermal Bhattacharyya coefficient should not be trusted by weighting in favour of colour information, using a high value for \(\alpha\). Conversely, when the target is heavily camouflaged in the colour domain (e.g. a person wearing red and walking past a red background), the colour Bhattacharyya coefficient should
not be trusted by weighting in favour of thermal information, using a low value for $\alpha$.

Since the above discussion hinges on characterizing the background conditions around candidate target locations, some new terms need to be introduced for handling these. Fig. 7.1 shows how, as well as considering a candidate foreground region around each particle, a local background region can also be defined, comprising a border strip that surrounds the foreground region, the border region being maintained at a size, some multiple $\lambda$ times the size of the foreground region (see fig. 7.1). At each new frame, thermal and colour histograms can be learned for this background region surrounding each of the particles. For the $i^{th}$ particle, these are denoted by $H^i_{b,\text{Therm}}$ and $H^i_{b,\text{Col}}$ respectively. Bhattacharyya’s coefficient can now be used to evaluate how similar the target model is to the local background in each imaging modality. The Bhattacharyya coefficients between target and local background are denoted as $B^i_{tb,\text{Therm}}$ for the thermal modality and $B^i_{tb,\text{Col}}$ for the thermal modality. The larger these coefficients, the less confidence there is in the discriminating power of each respective imaging modality. The data fusion adaptation term $\alpha$ can now be meaningfully re-computed for every particle in every new video frame as:

$$\alpha = \frac{B^i_{tb,\text{Therm}}}{B^i_{tb,\text{Therm}} + B^i_{tb,\text{Col}}} \quad (7.7)$$

Substituting into equation 5 gives:

$$B^i_{tf,\text{Fused}} = \frac{B^i_{tb,\text{Therm}}B^i_{tf,\text{Col}} + B^i_{tb,\text{Col}}B^i_{tf,\text{Therm}}}{B^i_{tb,\text{Therm}} + B^i_{tb,\text{Col}}} \quad (7.8)$$

When $B^i_{tb,\text{Therm}}$ is large and $B^i_{tb,\text{Col}}$ is small, the target is very similar to the background (i.e. a camouflage situation) in the thermal modality – hence equation 7 produces a large $\alpha$ which weights heavily in favour of colour information, to the exclusion of thermal information, in equation 5. The converse
results for a large $B_{tb\_Col}^i$ and a small $B_{tb\_Therm}^i$.

The algorithm can now instantly relearn local background conditions for every particle, at every new video frame, and instantly adapt to pay more attention to data from whichever imaging modality is most discriminating.

7.3 Experiment

This section examines the performance of the algorithm on a number of videos.

7.3.1 Experiment Setup

The adaptive thermo-visual particle filter tracker was implemented using a FLIR Photon 320 thermal imaging camera with $320 \times 240$ pixel resolution, mounted side by side with a standard, research quality, colour firewire camera.

For initial proof of principle work, the pixel correspondence problem between the two cameras was solved with an offline calibration, which assumes a simple affine mapping from one image plane to the other, similar to the approach taken in \cite{200} $r, g$ data respectively. Pixel intensity ranges of 0-255 are divided up into 10 bins and $10 \times 10$ bins respectively for the two histograms.

7.3.2 Results

7.3.3 Adaptive Data Fusion

This section is designed to provide a clear and simple demonstration of how the tracking algorithm automatically adapts to changing background conditions in each imaging modality.

Fig. 7.2 shows an example of tracking a target which may be either highly camouflaged or highly discriminated in each modality at different times. The target is a rectangular piece of red card which has been heated up using a hair
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**Figure 7.2:** A simple target (card rectangle heated with hair dryer) is both red and hot. It is tracked while moving against a cold red background (where thermal camera is most discriminating) and a hot white background (where the colour camera is most discriminating). Red square denotes the maximum likelihood particle with foreground region in the yellow rectangle, and particle centres are denoted by yellow dots.

**Figure 7.3:** This graph shows the variation of the continuously relearned confidence values ($\alpha$ in the colour modality and $1-\alpha$ in thermal modality), as the target of fig. 7.2 (hot red) moves past cold red backgrounds and hot white backgrounds. Note that there is an apparent steady offset in confidence between the two modalities (thermal always greater than colour) – this is because, in this particular example, it so happens that the hot target camouflaged against hot background is better discriminated in the thermal camera than the red target camouflaged against red background is discriminated in the colour camera.
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dryer. It is tracked across changing background scenery, comprising first a red background which is cold (where the colour modality is camouflaged and the thermal modality is discriminating), and later a white background which is hot (where the thermal modality is camouflaged but the colour modality is discriminating).

Fig. 7.3 shows how the terms $\alpha$ (confidence in colour modality) and $(1 - \alpha)$ (confidence in thermal modality) automatically vary throughout the tracking sequence of figure 7.2. It can be seen that, when a red target moves past red background, the algorithm automatically learns to lower confidence in the colour modality and increase confidence in the thermal modality. Conversely, when the hot target is viewed against a hot background, the algorithm adapts by reducing confidence in the thermal modality, while raising confidence in the colour modality. A curious feature of this experiment is an apparent steady offset in confidence between the two modalities – the simple explanation is that, in this particular example, the hot target camouflaged against hot background appears consistently better discriminated in the thermal camera than the red target camouflaged against red background in the colour camera.

7.3.4 Tracking Under Severe Camouflage

![Figure 7.4: Extreme camouflage in the colour modality – a person wearing red, walks past a red background, while being occluded by a red chair. The algorithm automatically lowers confidence in the colour modality and raises confidence in the thermal modality, to successfully track.](image-url)
Figure 7.5: Extreme camouflage in the thermal modality – a hot target person, walks past other distracting hot people, and is completely occluded by another hot person who walks between the target and the camera. The algorithm automatically lowers confidence in the thermal modality and raises confidence in the colour modality, to successfully continue tracking throughout the sequence.

Figure 7.6: An extremely challenging test sequence where a person is tracked while moving against backgrounds for which he is strongly camouflaged in both the thermal and colour modalities. The person is hot and moves past background distractors including other hot people. The person also wears red clothing but in the middle of the sequence he sits down on a red chair against a red background and covers his legs with a red coat. The algorithm adaptively weights in favour of whichever imaging modality is most discriminating in each phase of the tracking – it successfully tracks throughout the sequence.
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The algorithm was tested on a variety of video sequences, of many hundreds of frames each, with and without visual servoing. Some salient and instructive examples are shown here (figures 7.4-7.7), which are designed to illustrate how the data fusion strategy has successfully enabled:

- Automatic increase in confidence in one feature modality, to assist when the other modality is unable to discriminate.
- Rapid and automatic adaptation, by continuously adjusting the confidence in each modality, to cope with video sequences where both modalities are unable to discriminate at various moments.

Some of the presented test sequences may, at first glance, look somewhat artificial and contrived. However, it should be noted that they are indeed contrived - so as to be far more challenging (in specific and informative ways) than, e.g., randomly recorded street scenes.

Figure 7.4 shows a video sequence where a person wearing red clothes, walks past a red background while being partially occluded at times by a red chair. This sequence is designed to show how the algorithm successfully
adapts in favour of thermal information, when colour information is unable to discriminate due to severe colour camouflage.

Figure 7.5 shows a video sequence where a hot person walks past other hot people, while at one time being completely occluded by another hot person who passes between the target person and the cameras. This sequence is designed to show how the algorithm successfully adapts in favour of colour information, when thermal information is unable to discriminate due to severe thermal camouflage.

Note that, at first glance, the tracking problems of figures 7.4 and 7.5 might appear trivial—“of course the colour camouflage sequence will be successfully tracked, because the algorithm has thermal information too” and conversely for the thermal camouflage sequence. However, in both these cases, tracking is only successful because the algorithm has re-learned its background models, used them to detect which modality is best, and weighted the data fusion process in favour of this modality— that procedure is non-obvious, and (as discussed in section II. B) a naive data fusion approach (such as averaging, producting or voting) would often fail in such cases.

Figure 7.6 shows a more challenging sequence, in which the target often becomes camouflaged in both imaging modalities. In this case a hot person, wearing red, moves past red background regions while also moving past other distracting hot people. In the middle of the sequence, the red target person sits down on a red chair while holding a red coat over his legs, before getting up and walking past other thermally distracting people again. This sequence is designed to show how the algorithm can rapidly adapt, from one frame to the next, performing smart data fusion by extracting whichever combination of modalities is best, under rapidly changing circumstances.

Figure 7.7 shows a scene which is more conventional in appearance, but which features a period of almost complete occlusion. The target person walks across the scene, crouches down behind a barrier where he is almost
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This chapter presented a method for converting a fundamental tracking technique (particle filtering using colour histograms) to perform continuously adaptive data fusion with colour and deep-IR thermal cameras.

This new algorithm exhibits several useful properties:

- Local background models are rapidly re-learned at every frame, for every particle, and for both imaging modalities.

- These background models are used to continually re-assess how much confidence should be assumed for each modality, when computing particle weights.

- If the target becomes camouflaged in one or other modality, this is automatically detected, and the data fusion process is weighted in favour of data from the other modality.

- Where the target may be partially camouflaged in both modalities, a best compromise blending of the data from both modalities is found, by adaptively re-computing confidences in each modality.

- The adaptation is extremely fast, because background models are completely re-learned from scratch for every image. This enables the technique to track difficult sequences, where the background scene rapidly changes.

- Rapidly changing backgrounds often occur in situations where the camera itself is moving. Hence this rapid adaptation technique is especially...
useful for visual servoing of a pan-tilt camera rig, or for tracking from cameras mounted on a moving robot.

- Although the technique has here been demonstrated for merely fusing simple thermal and colour pixel intensities, it can readily be extended to fusing an arbitrary number of different pixel features (e.g. edginess or texture plus colour etc.) from one or arbitrarily many imaging modalities. Future work will experiment with using this method to incorporate and fuse various additional kinds of features to improve tracking robustness.

The tracking algorithm can track objects of arbitrary shape and appearance. The tracker can be initialised by the operator simply designating the object to track with a bounding box in the first frame of an image sequence, from which the tracking algorithm learns a statistical model of the target’s appearance. The tracker copes with deformable target objects, and is also highly robust to objects which move against cluttered or camouflage backgrounds. This is achieved by exploiting an adaptive background model, which continually relearns the background at each successive frame. Once the background model has been learned, the tracker then weights its attention on parts of the target (foreground) model that are most distinct from the current background scene.

In nuclear environments, it is possible that radiation imaging can be used in addition to conventional colour cameras. This might help discriminate e.g. a highly radioactive target object, against a background that had low radioactivity but shared common colours with the target. Radiation imaging is still however a relatively immature technology, especially real-time imaging and it is difficult to perform experiments with radioactive materials.
Nevertheless, many radioactive waste materials are also physically warm, information which can be captured using a deep infra-red (IR) thermal imaging camera. Therefore, the data from the thermal IR camera is adaptively combined with data from a conventional colour camera. In principle, this tracking algorithm can be easily applied to combining conventional cameras with any kind of additional imaging modality (e.g. radiation imaging, multispectral cameras, acoustic imaging devices for underwater work etc.) helping to reduce the workload of the operator through automated gaze fixation of user-selected areas and keeping track of areas with radioactive radiation.
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Conclusions and Future Work

The aim of this thesis has been to investigate human factors issues in using telerobotics for the decommissioning of nuclear facilities. Current decommissioning practices are far too slow requiring human personnel to carry out work in air-fed suits which is exhausting, risks exposure to hazards and generates secondary waste. This presents a unique opportunity for introducing telerobotics to make decommissioning "faster, cheaper and safer". Nuclear facilities present a significant challenge to the integration of telerobotics not only because of the need for caution in handling radioactive materials to avoid accidents but also due to the mistrust in the use of robotic technology in an industry that is highly safety-oriented.

In contrast, technological advancements in areas such as computer processors, AI, wireless communication and HMI capabilities etc. have allowed telerobotics to be increasingly used in other hazardous sectors such as space, underwater and energy. This presents an opportune moment for penetrating the nuclear industry with telerobotics as research from other sectors can be bootstrapped to quickly develop sophisticated solutions to problems in the nuclear domain. Although the lure of novel sophisticated telerobotics technology is tempting and many systems have been proposed as the solution in the literature, their application to industry remains elusive. Either the system has been engineered by expert researchers in isolation without regard for the end-user and/ or tasks requirements resulting in a complex system
only usable by the researchers themselves (e.g. DARPA challenge robots), or the system has been left untested at the prototype stage.

This thesis demonstrates how methods from fields such as human factors and psychology can be applied through empirical studies from the early stage of the design process to identify and resolve problems that occur during HRI in an attempt towards achieving the goal of developing a telerobotic system that emphasises synergy between man and machine.

A testbed was developed to replicate the current industry-baseline technology. This was evaluated using a principled experiment design to determine the capabilities of current technology in use in the industry as well as its limitations. The results illustrated the limited effectiveness of direct teleoperation systems. Primitive HMIs with lack of depth perception and kinematic feedback make it cognitively challenging to carry out telemanipulation tasks efficiently and require extensive training. It also revealed how subjective metrics for determining usability can be difficult to interpret. The results showed that aptitude for telemanipulation varies significantly between individuals but standardised tests may help to select prospective operators. The study also revealed gaps in human-subject experiment methodology related to the appropriate training of novice participants to achieve minimum competence and reduce the effect of confounding factors such as learning effects as well as potential useful metrics to be measured in future experiments.

As a first improvement to direct teleoperation, a proof-of-concept semi-autonomous telerobotic system with supervisory control was developed which showed how automating simple navigation tasks can help to drastically improve system efficiency as well as freeing the operator to carry out other tasks.

Another human factors aspect that can now be improved with modern technology is visual awareness of the remote environment. Removing the human operator from direct contact with the environment severely restricts
their perception abilities by restricting their field of view to the cameras in use. To this end, an orbital camera was developed that could be dynamically controlled by the operator to view the remote scene from an arbitrary viewpoint and to control the robot based on the camera reference frame.

Although the comparison with traditional camera views did not show significant improvement gains due to confounding factors, the orbital camera showed potential. It was the preferred method of viewing for the majority of participants who found it improved awareness of the scene and was invaluable for precise control of the robot.

A major confounding factor was the gamepad controller. The experiment identified the urgent need for anthropomorphic controllers in telemanipulation for kinematic feedback. Participants found it mentally challenging to map the input from the gamepad controller to robot movement which often resulted in errors and movement in unintended directions. Another factor that contributed to the system performance was the use of multiple input modes. Participants frequently forgot to switch between input modes when switching between different camera views (e.g. participants forgot to switch from tool mode to camera mode when shifting control from the EIH camera view to the orbital camera view) resulting in loss of control. This work has been instrumental in illustrating such strongly interlinked challenges of perception and control of high degree of freedom teleoperators. Additionally, the study also highlighted further areas of improvement for experiment design such as reviewing questionnaires for ambiguous phrases, reducing priming effects and addressing participant mindset to improve engagement.

Finally, a novel visual tracking method was presented that uses a particle filter to track targets in multiple modalities while continuously adapting to the target background in each modality. It is made robust against camouflage in one modality by adjusting the weighting in favour of the alternative modality to successfully keep track of the target. These unique features are
verified through experiments. The flexibility to fuse multiple different features from one or multiple modalities allows for robust tracking and can be readily used for gaze fixation with the previously mentioned orbital camera or for keeping track of radiation contaminated areas using thermal information or other radiation sensors.

8.1 Thesis Contributions

This thesis provides the following contributions to knowledge:

- **Development of an experimental methodology for evaluating the performance of teleoperated systems together with their human operators for remote manipulation tasks** - A systematic and rigorous experimental design taking into account human factors, controlled experimental conditions, confounding variables and standardised training, to obtain repeatable results on which statistical analysis can lead to inferences being made. Previous robotics literature rarely incorporates experimental design for evaluation of the performance of the combined human-robot system. Where such experiments have been attempted, they tend to be somewhat adhoc, often with insufficient details provided to enable repetition and comparison by other researchers. In particular, there has often been inadequate control for a variety of confounding factors, such as gaming experience and baseline competencies of the human participants.

- **Development of a VR testbed environment for exactly repeatable evaluations of interface technologies/techniques for use in telerobotics** - A VR simulation testbed as described in Ch.3 was developed, for empirically evaluating system performance, under highly repeatable conditions, to determine the effects of new technologies and/or techniques.
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The testbed is capable of: realistically simulating a variety of remote manipulation tasks, with a variety of input devices and slave robots; simulating real-time CCTV video views of the remote manipulation tasks to provide realistic situational awareness (SA) to the robot operator; automatically recording and computing a number of performance metrics during task execution; recording a time series of all human control inputs and robot movements during experimental trials; as well as taking screen-shots and recording video footage, from multiple camera views, allowing comprehensive analysis and evaluation. By recording the trajectories of the robot and other entities, as well as all operator inputs, these can be combined with a playback feature. As well as assisting with experimental evaluations, this could potentially also be used as a valuable operator training tool, and assist with operator performance reviews.

- Development of a novel approach to situational awareness and robot control, comprising an orbital camera for dynamic views, and control of the robot with respect to the coordinate frame of such dynamic views- A thorough search of the literature has shown that an operator-controlled orbital camera concept has not been proposed in the literature before. The camera allows operators to obtain dynamic views of the remote environment which significantly help to overcome the severe depth perception problems of conventional camera views. In addition, a camera-referenced control system has been developed, in which the robot’s control signals are transformed into the coordinate frame of the orbital camera. This enables intuitive control of robot motions with respect to the current viewing direction.
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- **Evaluation of the performance of human operators when using dynamic vs. conventional camera views**- Principled and repeatable performance evaluation experiments were undertaken in Ch. 6 to measure the relative benefits of the proposed orbital camera, versus performance using conventional static camera views.

- **Adaptive visual target tracking algorithm which adaptively combines data from multiple imaging modalities**- A visual tracking method that fuses data from multiple modalities with optimal weighting for tracking targets that move with respect to the camera. The algorithm has been demonstrated with deep infra-red and visible spectra cameras, but could in principle be extended to other kinds of sensing modalities. Such tracking can be used to enable a moving platform, such a UAV drone, to keep its camera fixated on a region of interest in the scene. It could therefore could be used to help implement the orbital camera system proposed in this thesis.

- **Data sets including videos and pictures**- Data set covering performance metrics, subjective metrics and questionnaire responses as well as video footage of experiments. In addition, data capturing robot poses and camera poses for the orbital camera which can be utilised for analysing input command patterns from users.

### 8.2 Future Work

This thesis has presented methods for human factors testing of telerobotic systems. The logical step forward is to use the evaluation methods developed in this thesis in conjunction with the iterative design methodology to incrementally develop a telerobotic system taking into consideration input from end users. In this thesis, the focus was on establishing cause-and-effect
relationships so the users consisted of the population of the University of Birmingham and the experiments took place in a laboratory. However, laboratory research is artificial and does not always resemble real-world performance. For development at a higher technology readiness level, it would be prudent to analyse and profile current personnel and tasks involved in the decommissioning of nuclear facilities to better inform the design process. Moreover, using the same personnel to conduct human factors testing in a realistic mock-up facility during the development stage would offer the chance for specialised feedback from domain experts that would not be available from the general public.

Additionally, the human factors evaluation can be further expanded to include methods such as SA assessment to measure operator perception, analysis of factors that induce stress, cognitive task analysis to assess the cognitive demands imposed on operators and human error prediction to identify potential areas for operator error and implement recovery procedures.

As well as incrementally developing the telerobotic system, the experiment design methodology should also be continually developed in conjunction with the system. Over the course of the experiments in this thesis, many confounding factors were revealed and the methodology revised and refined illustrating the complexity of the overall task. Of special importance is the need to balance training with participants’ psychological state of mind. Observations of participants in the experiments showed frustration and boredom at times; particularly during training when participants could not grasp the robot controls. Training novice users for telemanipulation entails prolonged periods of practice; especially if primitive interface methods such as game controllers or joysticks are used. Further research is needed to determine whether training sessions need to be split over multiple sessions to avoid the effects of boredom and fatigue creeping into the results; a factor in the decision to exclude SA measurements from the analysis in addition to
the tasks being too simple to allow for comprehensive SA analysis. A sound experiment methodology will lead to validity in the results allowing inferences to be made leading to generalisations beyond the scope of the specific experiment.

Furthermore, the novel technologies proposed in this thesis need more development to prove their viability for real-world scenarios. The current baseline teleoperated systems are clearly not practical and require more intuitive interfaces as well as some level of autonomy. The semi-autonomous system demonstrated in Ch. 5 requires pre-built 3-D CAD models of objects to grasp. However, many legacy nuclear facilities do not have inventory logs to show what is currently stored in them. Further work is needed to extend this approach using machine learning and computer vision techniques to automatically extract object models in a scene under human supervision. Although the majority of participants expressed preference for the orbital camera, it could still benefit from some operator-assistance capabilities to reduce operator workload and frustration. Examples of such capabilities include snapping to orthogonal views when in close proximity and automated movement when obstructed by environment or robot. Moreover, some participants expressed preference to toggle between fixation of the camera on the robot end-effector and free mode where the camera could be moved around without being tethered to the robot. This would allow complete freedom to the operator to control the camera view as well as a more complete awareness of the remote environment.

Aside from this, for enhanced telepresence, the iterative development of the telerobotic system through human-subject testing should aim to incorporate as much state-of-the-art multi-modal feedback methods from the literature as appropriate, considering user and task requirements. Examples of these include bilateral feedback using haptic devices for sensing the remote environment through touch, auditory feedback using microphones
and visual feedback through head-mounted displays connected to cameras mounted on pan/tilt units for immersion.
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