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Executive Summary

The development of train control systems has progressed towards following the rapid growth of railway transport demands. To further increase the capacity of railway systems, Automatic Train Operation (ATO) systems have been widely adopted in metros and gradually applied to mainline railways to replace drivers in controlling the movement of trains with optimised running trajectories for punctuality and energy saving. Many controller design methods have been studied and applied in ATO systems. However, most researchers paid less attention to measurement noise in the development of ATO control system, whereas such noise indeed exists in every single instrumentation device and disturbs the process output of ATO. Thus, this thesis attempts to address such issues.

In order to overcome measurement error, the author develops Fuzzy gain scheduling of PD (proportional and derivative) control assisted by a Kalman filter that is able to maintain the train speed within the specified trajectory and stability criteria in normal and noisy conditions due to measurement noise. Docklands Light Railway (DLR) in London is selected as a case study to implement the proposed idea. The MRes project work is summarised as follows: (1) analysing literature review, (2) modelling the train dynamics mathematically, (3) designing PD controller and Fuzzy gain scheduling, (4) adding a Gaussian white noise as measurement error, (5) implementing a Kalman filter to improve the controllers, (6) examining the entire system in an artificial trajectory and a real case study, i.e. the DLR, and (7) evaluating all based on strict objectives, i.e. a ±3% allowable error limit, a punctuality limit of no later and no earlier than 30 seconds, Integrated Absolute Error (IAE) and Integrated Squared Error (ISE) performances.

The results show that Fuzzy gain scheduling of PD control can cope well with the examinations in normal situations. However, such discovery is not found in noisy conditions. Nevertheless, after the introduction to Kalman filter, all control objectives are then satisfied in not only normal but also noisy conditions. The case study implemented using DLR data including on the route from Stratford International to Woolwich Arsenal indicates a satisfactory performance of the designed controller for ATO systems.
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## Glossary of Terms / List of Abbreviations

<table>
<thead>
<tr>
<th>Term</th>
<th>Explanation / Meaning / Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_t^T$</td>
<td>Transpose of the matrix $F_t$</td>
</tr>
<tr>
<td>$\ddot{x}_s$</td>
<td>Acceleration at specified distance $s$ (m/s$^2$)</td>
</tr>
<tr>
<td>$\dot{x}_s$</td>
<td>Actual speed at specified distance $s$ (m/s)</td>
</tr>
<tr>
<td>$\ddot{x}_{s-1}$</td>
<td>Acceleration at specified distance $s-1$ (m/s$^2$)</td>
</tr>
<tr>
<td>$\dot{x}_{s-1}$</td>
<td>Actual speed at specified distance $s-1$ (m/s)</td>
</tr>
<tr>
<td>$\hat{x}_{t</td>
<td>t}$</td>
</tr>
<tr>
<td>$\hat{x}_{t</td>
<td>t-1}$</td>
</tr>
<tr>
<td>$\hat{x}_{t-1</td>
<td>t-1}$</td>
</tr>
<tr>
<td>$R_C(\cdot)$</td>
<td>Curvature resistance (N)</td>
</tr>
<tr>
<td>$R_G(\cdot)$</td>
<td>Gradient resistance (N)</td>
</tr>
<tr>
<td>$R_R(\cdot)$</td>
<td>Running resistance (N)</td>
</tr>
<tr>
<td>$R_T(\cdot)$</td>
<td>Tunnel resistance (N)</td>
</tr>
<tr>
<td>$x_t$</td>
<td>$n$-state-vector of the linear dynamical systems at time $t$</td>
</tr>
<tr>
<td>$z_t$</td>
<td>$p$-state-vector of measurements (or outputs) of the system at time $t$</td>
</tr>
<tr>
<td>$F_t$</td>
<td>$n \times n$ state transition matrix at time $t$</td>
</tr>
<tr>
<td>$G_t$</td>
<td>$n \times m$ state transition matrix at time $t$</td>
</tr>
<tr>
<td>$H_t$</td>
<td>$p \times n$ state transition measurement matrix at time $t$</td>
</tr>
<tr>
<td>$K_d$</td>
<td>Derivative gain</td>
</tr>
<tr>
<td>$K_i$</td>
<td>Integral gain</td>
</tr>
<tr>
<td>$K_p$</td>
<td>Proportional gain</td>
</tr>
<tr>
<td>$K_t$</td>
<td>Kalman gain at time $t$</td>
</tr>
<tr>
<td>$K_u$</td>
<td>Ultimate gain</td>
</tr>
<tr>
<td>$P_{t</td>
<td>t}$</td>
</tr>
<tr>
<td>$P_{t</td>
<td>t-1}$</td>
</tr>
<tr>
<td>$P_{t-1</td>
<td>t-1}$</td>
</tr>
<tr>
<td>$Q_t$</td>
<td>Covariance matrix of $v_t$ at time $t$</td>
</tr>
<tr>
<td>$R_t$</td>
<td>Covariance matrix of $w_t$ at time $t$</td>
</tr>
<tr>
<td>$T_d$</td>
<td>Derivative time</td>
</tr>
<tr>
<td>$T_i$</td>
<td>Reset time</td>
</tr>
<tr>
<td>$T_s$</td>
<td>Settling time (s)</td>
</tr>
<tr>
<td>$T_{total}$</td>
<td>Total time required for a wave to travel (s)</td>
</tr>
</tbody>
</table>
## Preliminaries

<table>
<thead>
<tr>
<th>Term</th>
<th>Explanation / Meaning / Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_u$</td>
<td>Ultimate period (s)</td>
</tr>
<tr>
<td>$a_b$</td>
<td>Backward acceleration (m/s²)</td>
</tr>
<tr>
<td>$a_f$</td>
<td>Forward acceleration (m/s²)</td>
</tr>
<tr>
<td>$\dot{e}$</td>
<td>Delta error</td>
</tr>
<tr>
<td>$e_{3%}$</td>
<td>Index of 3% error limit</td>
</tr>
<tr>
<td>$e_{Time}$</td>
<td>Index of time deviation</td>
</tr>
<tr>
<td>$k_b$</td>
<td>Control signal of relative braking force</td>
</tr>
<tr>
<td>$k_t$</td>
<td>Control signal of relative tractive effort</td>
</tr>
<tr>
<td>$u_t$</td>
<td>$m$-state-vector of the inputs of the system at time $t$</td>
</tr>
<tr>
<td>$v_{actual}$</td>
<td>Actual speed from the system (m/s)</td>
</tr>
<tr>
<td>$v_{coast}$</td>
<td>Coasting speed (m/s)</td>
</tr>
<tr>
<td>$v_{noise}$</td>
<td>Noisy speed after disturbed by measurement error (m/s)</td>
</tr>
<tr>
<td>$v_{output}$</td>
<td>Speed output after filtered by Kalman filter (m/s)</td>
</tr>
<tr>
<td>$v_r$ or $v_{ref}$</td>
<td>Speed reference (m/s)</td>
</tr>
<tr>
<td>$v_{s,1}$ and $v_{s,2}$</td>
<td>Gaussian process noise with zero mean and covariance matrix $Q_s$</td>
</tr>
<tr>
<td>$v_t$</td>
<td>$n$-state-vector of Gaussian random process noise with zero mean and covariance matrix $Q_t$ at time $t$</td>
</tr>
<tr>
<td>$w_B$</td>
<td>Braking weight</td>
</tr>
<tr>
<td>$w_T$</td>
<td>Traction weight</td>
</tr>
<tr>
<td>$w_s$</td>
<td>Gaussian measurement errors with zero mean and covariance matrix $R_s$.</td>
</tr>
<tr>
<td>$w_t$</td>
<td>$n$-state-vector of Gaussian measurement noise with zero mean and covariance matrix $R_t$ at time $t$</td>
</tr>
<tr>
<td>$y_r$</td>
<td>Set point value</td>
</tr>
<tr>
<td>$y_s$</td>
<td>Measured speed disrupted by Gaussian measurement errors (m/s)</td>
</tr>
<tr>
<td>$z_{cog}$</td>
<td>Centroid method</td>
</tr>
<tr>
<td>$z_{mom}$</td>
<td>Mean-of-maximum method</td>
</tr>
<tr>
<td>$\mu_A(x)$</td>
<td>Membership function notation of Fuzzy set $A$ for mapping element $x$</td>
</tr>
<tr>
<td>$\sigma_x$</td>
<td>Standard deviation of variable $x$</td>
</tr>
<tr>
<td>$\Delta s$</td>
<td>Distance difference constant with value 1 metre</td>
</tr>
<tr>
<td>$\Delta t(\cdot)$</td>
<td>Time difference in seconds at every one metre displacement (s)</td>
</tr>
<tr>
<td>$\cap$</td>
<td>Intersection</td>
</tr>
<tr>
<td>$\cup$</td>
<td>Union</td>
</tr>
<tr>
<td>$\neg$</td>
<td>Complement</td>
</tr>
</tbody>
</table>

**ANFIS**: Adaptive Neuro-Fuzzy Inference System
<table>
<thead>
<tr>
<th>Term</th>
<th>Explanation / Meaning / Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATC</td>
<td>Automatic Train Control</td>
</tr>
<tr>
<td>ATO</td>
<td>Automatic Train Operation</td>
</tr>
<tr>
<td>ATP</td>
<td>Automatic Train Protection</td>
</tr>
<tr>
<td>ATS</td>
<td>Automatic Train Supervision</td>
</tr>
<tr>
<td>AWS</td>
<td>Automatic Warning System</td>
</tr>
<tr>
<td>BR-ATP</td>
<td>British Rail Automatic Train Protection</td>
</tr>
<tr>
<td>CBTC</td>
<td>Communication Based Train Control</td>
</tr>
<tr>
<td>CIS</td>
<td>Customer Information Systems</td>
</tr>
<tr>
<td>DAS</td>
<td>Driver Advisory System</td>
</tr>
<tr>
<td>DLR</td>
<td>Docklands Light Railway</td>
</tr>
<tr>
<td>DTO</td>
<td>Driverless Train Operation</td>
</tr>
<tr>
<td>EMU</td>
<td>Electric Multiple Unit</td>
</tr>
<tr>
<td>ETCS</td>
<td>European Train Control System</td>
</tr>
<tr>
<td>FACT</td>
<td>Fully automatic control of trains</td>
</tr>
<tr>
<td>FLC</td>
<td>Fuzzy logic controller</td>
</tr>
<tr>
<td>GoA</td>
<td>Grades of Automation</td>
</tr>
<tr>
<td>$h$</td>
<td>Fuzzy control signal generated by Fuzzy scheme used to modify PID parameters</td>
</tr>
<tr>
<td>HST</td>
<td>High-speed train</td>
</tr>
<tr>
<td>IAE</td>
<td>Integrated Absolute Error</td>
</tr>
<tr>
<td>IEC</td>
<td>International Electrotechnical Commission</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>IRSE</td>
<td>Institution of Railway Signal Engineers</td>
</tr>
<tr>
<td>ISE</td>
<td>Integrated Square Error</td>
</tr>
<tr>
<td>KF</td>
<td>Kalman filter</td>
</tr>
<tr>
<td>LMA</td>
<td>Limit of movement authority</td>
</tr>
<tr>
<td>MF</td>
<td>Membership function</td>
</tr>
<tr>
<td>n.d.</td>
<td>No date</td>
</tr>
<tr>
<td>OCC</td>
<td>Operation control centre</td>
</tr>
<tr>
<td>OMO</td>
<td>One-man operation</td>
</tr>
<tr>
<td>OSS</td>
<td>Overspeed sensor system</td>
</tr>
<tr>
<td>PD</td>
<td>Proportional Derivative</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability density function</td>
</tr>
<tr>
<td>PID</td>
<td>Proportional Integral Derivative</td>
</tr>
<tr>
<td>Term</td>
<td>Explanation / Meaning / Definition</td>
</tr>
<tr>
<td>----------</td>
<td>-----------------------------------</td>
</tr>
<tr>
<td>PTC</td>
<td>Positive Train Control</td>
</tr>
<tr>
<td>RAIB</td>
<td>Rail Accident Investigation Branch</td>
</tr>
<tr>
<td>RSSB</td>
<td>Rail Safety and Standards Board</td>
</tr>
<tr>
<td>SPAD</td>
<td>Signal passed at danger</td>
</tr>
<tr>
<td>STO</td>
<td>Semi-Automatic Operation</td>
</tr>
<tr>
<td>TASC</td>
<td>Train Automatic Stop Control</td>
</tr>
<tr>
<td>TFL</td>
<td>Transport for London</td>
</tr>
<tr>
<td>TPWS</td>
<td>Train Protection and Warning System</td>
</tr>
<tr>
<td>TPWS-E</td>
<td>Train Protection and Warning System Eurobalise</td>
</tr>
<tr>
<td>TS</td>
<td>Takagi–Sugeno</td>
</tr>
<tr>
<td>TSS</td>
<td>Train stop system</td>
</tr>
<tr>
<td>UITP</td>
<td>Union Internationale des Transports Publics (The International Association of Public Transport)</td>
</tr>
<tr>
<td>UK</td>
<td>United Kingdom (Great Britain and Northern Ireland)</td>
</tr>
<tr>
<td>UTO</td>
<td>Unattended Train Operation</td>
</tr>
<tr>
<td>VCS</td>
<td>Vehicle Control Systems</td>
</tr>
<tr>
<td>$A$</td>
<td>Coefficient for mass-dependent resistance (N)</td>
</tr>
<tr>
<td>$B$</td>
<td>Coefficient for rolling stock resistance (Ns/m)</td>
</tr>
<tr>
<td>$B(\cdot)$</td>
<td>Maximum available braking force (N)</td>
</tr>
<tr>
<td>$C$</td>
<td>coefficient for aerodynamic resistance (Ns$^2$/m$^2$)</td>
</tr>
<tr>
<td>$E$</td>
<td>Fuzzy set of error $e$</td>
</tr>
<tr>
<td>$F(\cdot)$</td>
<td>Maximum available tractive effort (N)</td>
</tr>
<tr>
<td>$H$</td>
<td>Fuzzy set of $h$ parameter</td>
</tr>
<tr>
<td>$I$</td>
<td>Identity matrix</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of oscillations in a wave</td>
</tr>
<tr>
<td>$NL$</td>
<td>Negative large</td>
</tr>
<tr>
<td>$NM$</td>
<td>Negative medium</td>
</tr>
<tr>
<td>$NS$</td>
<td>Negative small</td>
</tr>
<tr>
<td>$PL$</td>
<td>Positive large</td>
</tr>
<tr>
<td>$PM$</td>
<td>Positive medium</td>
</tr>
<tr>
<td>$PS$</td>
<td>Positive small</td>
</tr>
<tr>
<td>$R$</td>
<td>Fuzzy set of delta error $\dot{e}$</td>
</tr>
<tr>
<td>$S$</td>
<td>Maximum distance (m)</td>
</tr>
<tr>
<td>Term</td>
<td>Explanation / Meaning / Definition</td>
</tr>
<tr>
<td>----------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>$T(\cdot)$</td>
<td>Total running time from the beginning of the train starting, $t = 0$, until specified distance $s$ (s)</td>
</tr>
<tr>
<td>$X \sim N(\mu, \sigma^2)$</td>
<td>Normal distribution $N$ of $X$ with mean $\mu$ and standard deviation $\sigma$ or variance $\sigma^2$</td>
</tr>
<tr>
<td>$ZE$</td>
<td>Zero</td>
</tr>
<tr>
<td>$a(\cdot)$</td>
<td>Acceleration (m/s$^2$)</td>
</tr>
<tr>
<td>$cov(x,y) = \sigma_{xy}$</td>
<td>Covariance of variable $x$ and $y$</td>
</tr>
<tr>
<td>$d$</td>
<td>Relay output amplitude when error $e$ is greater than zero</td>
</tr>
<tr>
<td>$-d$</td>
<td>Relay output amplitude when error $e$ is less than zero</td>
</tr>
<tr>
<td>$-dec$</td>
<td>Negative instantaneous deceleration from the system</td>
</tr>
<tr>
<td>$e(\cdot)$</td>
<td>Error, i.e. the difference between set point value and the value of output of the system</td>
</tr>
<tr>
<td>$f$</td>
<td>Frequency (Hz)</td>
</tr>
<tr>
<td>$f(x)$</td>
<td>Function of $x$</td>
</tr>
<tr>
<td>$g$</td>
<td>Gravitational acceleration constant, i.e. $9.81$ m/s$^2$</td>
</tr>
<tr>
<td>$m$</td>
<td>Total train mass (kg)</td>
</tr>
<tr>
<td>$u(\cdot)$</td>
<td>Control signal produced by the controller(s)</td>
</tr>
<tr>
<td>$v(\cdot)$</td>
<td>Speed (m/s)</td>
</tr>
<tr>
<td>$\text{var}(x) = \sigma_x^2$</td>
<td>Variance of variable $x$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Parameter for directly controlling PID parameters</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Positive constant with the interval $[0.2, 0.6]$ implemented to adjust the convergence rate of $\alpha$ formula</td>
</tr>
<tr>
<td>$\theta(s)$</td>
<td>Slope angle at certain distance $s$ (°)</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Mean of the distribution</td>
</tr>
</tbody>
</table>
1 Introduction

This introductory chapter details the fundamental background to this thesis, together with an overview of the research aim and objectives, research questions, scope, methodology and thesis structure.

1.1 Background

1.1.1 The Need for Railway Signalling and Automation

From the beginning of 18th century, the drastic technological advances resulting from the Industrial Revolution which changed humankind, railway transport evolved. It was Richard Trevithick who invented the world’s first steam locomotive in 1804 and since then, steam locomotives began to be used as passenger transport (Gibbs, 2013). However, during World War II, steam power was gradually replaced by more reliable forms of energy: namely diesel and electric engines (Britannica Educational Publishing, 2012).

When trains became a form of public mass transport, their safety factor became an issue (Institution of Railway Signal Engineers [IRSE], 2009), and this led to the introduction of the signalling system, which is necessary to protect the trains from collisions and derailments. As defined by IRSE (1982), there are at least four key elements to the signalling system which are required for safety: a train detection system, such as track circuits and axle counters, interlockings, the indications to the drivers such as wayside light signals and cab signalling and the ability to stop the trains passing the signals in cases of danger. These are all based on train control systems. With the fast development of information and communication technology and underlined by the inevitability of human errors, in particular, those of the drivers, and the need to expand railway transport, the signalling system changed, resulting in the modern systems (IRSE, 1993), such as the Automatic Train Protection system (ATP), Automatic Train Operation system (ATO), Communication Based Train Control (CBTC), European Train Control System (ETCS) and Positive Train Control (PTC). These advanced systems take full advantage of automatic systems (Goddard, 2012).

1.1.2 The Need for a Reliable Controller

Today’s most sophisticated signalling system on the urban railway, namely the CBTC system, exists in many modern cities around the world, for example, Heathrow Airport (Bombardier, 2017), Docklands Light Railway (DLR), Vancouver metro, Paris Metro (Line 14), Canarsie Line of the New York Subway (IRSE, 2009), Beijing’s Line 2 (Alstom, 2012) etc. Since the CBTC system is a complex signalling system, its configurations require highly reliable controller
systems. Moreover, in order to drive the trains automatically from one stop to another using the CBTC system, an ATO system is compulsory (Institute of Electrical and Electronics Engineers [IEEE], 2004). Therefore, since such a control system plays a significant role, it is compulsory to provide a reliable controller system.

1.1.3 Following Optimised Train Trajectory regarding Error Deviation and Running Time
The control system of the ATO works by following the predetermined train trajectories as a guide. In most cases, the optimisation method is applied to those trajectories in order to produce better ones in terms of energy consumption and punctuality (Wang, Ning, Boom, & Schutter, 2016). Thus, the controller must obey these optimised paths taking into account speed inaccuracies of ±3 km/h (IEEE, 2004). In addition, the ATO control system also must guarantee that the optimal punctuality is achieved so as to reduce the carbon footprint and optimise the running time.

1.1.4 The Need for Reducing Noise from Tracking Device
Furthermore, when the controller is applied as an ATO system on a train, one has to bear in mind that it is the nature of any electronic device, in particular in this case a sensor that is used to track the train’s actual location and speed, is subject to high frequency noise, called measurement noise or error (Åström & Murray, 2008). This causes system disruption, so that the controller strives to follow the trajectory, and as a result, the IEEE (2004) standardised such a phenomenon of system disruption in order to implement CBTC systems. Consequently, the control system of the ATO must be able to reduce such noise.

1.2 Aim and Objectives
The study aims to develop a control design of an ATO able to maintain the train speed within the specified trajectory and stability in normal conditions and noisy situations. Such noisy circumstances are defined as conditions where the actual speed is corrupted due to measurement errors. Subsequently, in order to meet this aim, the author has determined that the following objectives are necessary:

- Defining a mathematical model of the train dynamics.
- Developing a control design for the ATO which can meet the following criteria:
  a. Following a predefined trajectory.
  b. Satisfying a speed tracking error of less than ±3%.
  c. Complying with punctuality to within no more than 30 seconds early and no more than 30 seconds late from the trajectory running time.
d. Showing superior IAE (Integrated Absolute Error) and ISE (Integrated Square Error) performance compared to conventional controllers.

- Applying a 5% Gaussian white noise as the measurement error in the system.
- Improving control design to cope with a noisy speed profile.
- Implementing the entire system in the context of a real case study.

1.3 Research Questions

The author has defined the following research questions which underlie the study, namely:

- Is a PD (proportional and derivative) controller assisted by Fuzzy system able to cope with the specified objectives of the control design not only in normal conditions but also in noisy situations?
- How can the controller be designed and improved to work not only in standard circumstances but also in noisy conditions so that it can achieve the specified criteria of the control design?
- Is the Kalman filter method capable of assisting the controller in tackling noisy conditions for an actual speed profile?
- What scenario best represents real train environments in order to assess the control design?

1.4 Scope

The author has also determined the limitations of this thesis which are essential to define the study constraints before it is conducted. Those are the following:

- The train dynamics modelling is assumed to be able to represent the real train behaviours.
- In the model, it is the value of the distance difference that is assigned as constant, namely every 1 metre.
- The value of the output signal from the controller is bounded between 1 (full traction) and −1 (full braking).
- The train is assumed to be unable to apply traction and braking concurrently.
- Tunnel and curvature resistances are not considered as they are small and can be therefore be neglected (Rochard & Schmid, 2000).
Artificial trajectory and its features, i.e. speed reference, speed limit and gradient, are assumed to be sufficient to determine the accuracy of the controller methods.

All trajectories used are considered to have the optimal speed profile the train controller can follow.

Energy consumption and passenger comfort are not considered to be objectives.

As the train automatic stop control (TASC) of the ATO, which determines when the train stops at a station platform in minor stopping errors (especially important for the platform screen doors) is not considered, it is assumed that when the controller is about to approach a station stop, the train terminates in the exact position required, i.e. with zero error.

Measurement errors are assumed to be in the form of Gaussian white noise.

In order to generate a 5% Gaussian white noise, a normal distribution having a mean of 0 and a standard deviation of 0.015 is applied.

The central controller used is the PD controller, not the PID (proportional integral derivative) controller.

Relay-based auto-tuning approach is utilised to tune the PD controller.

Train characteristics are constrained as defined in subchapters 4.1.4 and 5.1.1.

For the sake of brevity, the word ‘Fuzzy’ alone sometimes is used to refer to Fuzzy logic.

Fuzzy gain scheduling is implemented to improve PD control.

Fuzzy membership functions that are used are of Gaussian type.

Fuzzy inference approach used is the Mamdani method.

The defuzzification approach used is the centre of gravity method.

Kalman filter method is applied to noisy environments in regard to the speed profile.

The value of the error (i.e. the difference between the speed reference and the actual speed) is considered as the input for the Kalman filter since the controller and the system are assumed to be a cohesive system.

The equation for the modelling of the train dynamics using a Kalman filter is assumed to be able to represent the regular model, as described in subchapter 4.3.2.

The covariance matrix of the process noise for the Kalman filter is considered to be small and is implemented only to balance the value of the estimate and the measurement.

DLR B2007 rolling stock and its route from Stratford International to Woolwich Arsenal are considered as the real case study used to examine the methodology.
1.5 Methodology

In order to achieve the aim and objectives, this study employs a methodology which consists of the following:

- A literature review is undertaken to analyse any similar studies.
- The system is modelled and simulated using MATLAB.
- The train dynamics system is modelled mathematically.
- PD controller is designed and applied to the system.
- Fuzzy gain scheduling-based PD controller is designed and implemented into the system.
- Gaussian white noise of 5% measurement error is introduced.
- Filtering method, i.e. the Kalman filter, is designed and utilised.
- Artificial train trajectory is performed to assess the system.
- A real case study is carried out to examine the entire system when running in an actual environment.
- The entire system is validated and analysed based on the controller objectives.

1.6 Thesis Structure

The study is organised into 6 chapters. After this chapter, some related works are discussed and analysed in Chapter 2, which also specifies the research contributions of this study. In Chapter 3, all technical terminology involved in this thesis, namely the development of railway control systems and the controller methods, are explained for background knowledge. The stages of designing the train dynamics model, the types of controller, the introduction to the measurement errors and the approach to dealing with such errors are demonstrated in detail in Chapter 4. Analysis and discussion, employing a constant speed reference and an artificial trajectory, are described as well. After being evaluated in the previous chapter, the system is then examined in a real case study, i.e. the DLR, as described in Chapter 5. Finally, in Chapter 6, all findings and recommendations are identified.
2 Literature Review

This chapter presents some of the studies that are related to the aim of this thesis. The methods used in each item of research are explained concisely and then analysed, in particular those which employ a methodology similar to that used in this thesis. At the end of this chapter, the author determines the research contributions of this work that will fill in the gaps in knowledge left by previous studies.

2.1 Recent Studies on ATO

ATO developments consist of two major themes (Wang et al., 2016). The first relates to research aimed at optimising the ATO speed profile, the so-called high-level ATO, in order to meet specific criteria, such as passenger comfort, train capacity, energy consumption and punctuality. This type of study is subject to rolling stock performance, infrastructure data and so on. The algorithms employed are usually, for example, genetic algorithms, Fuzzy algorithms (Chang & Sim, 1997; Hwang, 1998; Ke & Chen, 2005; Ho et al., 1999), discrete dynamic programming (Franke, Terwiesch, & Meyer, 2000), MAX–MIN ant system (Ke, Chen, & Lin, 2009; Ke & Chen, 2007), brute force (Zhao, Roberts, & Hillmansen, 2012), hybrid algorithms (Carvajal-Carreño, Cucala, & Fernández-Cardador, 2014; Domínguez, Fernández-Cardador, Cucala, Gonsalves, & Fernández, 2014; Xu, Li, & Li, 2016) and so on. Some improvements have been made, such as considering the effect of the error in the positions of the train following the optimised trajectory to energy efficiency (Hamid, Nicholson, Douglas, Zhao, & Roberts, 2016), the effect of the behaviour of the ATO control system following the optimal speed profile for energy consumption (Carvajal-Carreño, Garcia, Fernández-Cardador, & Söder, 2015; Su, Tang, Chen, & Liu, 2014) and the effects of other factors (e.g. train mass, kinematic resistance, gradients, enhancing the maximum traction and braking forces, regenerative braking and optimising the timetable) to reduce traction energy consumption (Su, Tang, & Wang, 2016).

The second theme, called the low-level ATO, regards research to develop a reliable controller to track such optimised train trajectories. It is pivotal, as any optimised trajectory cannot function according to its purposes if the ATO control system is unable to follow it accurately. Some studies have developed the controller to track both the actual speed and the distance of the train, such as that conducted by Dong et al. (2017), while others have focused on only one of them, such as the work of Mao et al. (2017) focusing on position tracking and that of Fu et al. (2017a) focusing on speed tracking. On the other hand, there are also some studies
that consider both ATO research themes, such as those carried out by Ke et al. (2011), Wang et al. (2014) and Xiaojuan et al. (2015).³

2.2 Related Works in ATO Control Systems
As described previously, this thesis can be categorised into the second type of ATO theme, focusing on tracking the actual train speed. Considering the control methods employed in this thesis, as described in 1.5, in terms of related works of the second type, the author classifies these works into four categories: PID-based, Fuzzy-based, Fuzzy-PID-based, other approaches and that considering measurement errors.

2.2.1 PID Based ATO Control Systems²
Some works developing PID for train control system are, for example, the studies performed by (1) Ke and Chen (2005) which are mainly focuses on optimising the speed code of the speed profile but also on using PID to track such a speed code; (2) Xiangxian, Yue, and Hai (2010) developing single-neuron PID; (3) H. Liu, Zhang, and Chang (2009) developing a nonlinear PID to tackle the Maglev train control system; and (4) Song and Sun (2017) considering more advanced PID, i.e. neuroadaptive PID-like fault-tolerant control. Furthermore, there are also some studies comparing PID and Fuzzy control (Huang & Her, 1997; Utomo, Sumardi, & Widianto, 2015; Yasunobu, Miyamoto, & Ihara, 1983).

2.2.2 Fuzzy Based ATO Control Systems
One of the old-fashioned implementations of Fuzzy system to the ATO is the study performed by Yasunobu et al. (1983). Since then, there have been many developments in Fuzzy logic implementation to the ATO. For example, there are the works combining Fuzzy with neural networks. Sekine and Nishimura (1995) proposed a Fuzzy neural network control with two-degrees-of-freedom, but their work was too short and general such that the control rules are tuned (Sekine, Imasaki, & Endo, 1995). A recent study in such a combination is the one undertaken by Yang, Fu, and Zhang (2012) in which neuro Fuzzy is employed to model the Electric Multiple Unit (EMU). Another work is the one using Fuzzy control based on the partition of complex process and hierarchical intelligent control (Chang, Jia, Xu, & Zhang, 1996).

There is also study which utilises multiple working conditions, i.e. actual speed, speed error, acceleration error and actual distance, for the Fuzzy logic controller (Dong, Li, & Ning, 2010),

¹ More explanations regarding both high level and low level are discussed in 3.2.
² It is noted that the PID controller was first applied on the first ATO system in the world, i.e. the Victoria Line of the London Underground, in 1968 (Dong, Ning, Cai, & Hou, 2010).
which was then improved (Dong, Li, Ning, & Hou, 2010) by adding another criterion: the predicted distance. In the meantime, Dong, Gao, Ning, and Li (2011b) used two Fuzzy methods to develop a self-regulating Fuzzy control algorithm to improve the accuracy of Fuzzy logic control, whereas (Dong et al. (2011a)) compared two types of Fuzzy, i.e. a direct Fuzzy controller and a Fuzzy controller incorporating the implication logic, which are applied to two different types of train model, i.e. a single-mass model and a unit-displacement multi-particle model, respectively. Moreover, a very recent research in Fuzzy implementation for ATO control is by Wang and Tang (2017) who employ Takagi–Sugeno (TS) Fuzzy models to model train dynamics and a Fuzzy predictive controller to track the speed profile subject to safety, passenger comfort, energy and speed tracking.

2.2.3 Fuzzy-PID Based ATO Control Systems

Besides employing PID or Fuzzy separately, there are some works combining both using various approaches. For instance, there is some work involving Fuzzy-PID integration in a way such that PID and Fuzzy are switched alternately, e.g. Gou (2014) who is developing a switching approach based on the Fuzzy decision and Bing, Hairong, and Yanxin (2009) who are designing two switching approaches, based on a threshold and Fuzzy rules. Furthermore, the other works generate the integration based on Fuzzy gain scheduling to tune the PID parameters, such as that of Wang, Wang, Sun, and Hao (2017) and Ke et al. (2011) who use the integration to track the train trajectories they optimise. However, Ke et al. also consider the track gradient as a Fuzzy gain scheduling input besides the speed error and delta error (i.e. the difference of speed errors). Implemented on a freight train, the research by Yang, Jia, Fu, and Lu (2017), despite also employing Fuzzy-gain-scheduling PID, considers a multi-modal Fuzzy-PID approach to cope with different conditions, i.e. starting, accelerating, cruising, coasting, regenerative braking and emergency braking, for train traction and braking. They also design backpropagation neural networks to replace the conditions of accelerating and cruising.

Besides the methods mentioned above, which have been implemented in various systems, such combinations are also developed in other approaches. Karasakal, Guzelkaya, Eksin, Yesil, and Kumbasar (2013) have designed an integrated Fuzzy-PID approach assisted by a Fuzzy weight regulator. Dounis, Kofinas, Alafodimos, and Tseles (2013) use Fuzzy gain scheduling to tune PID as well, but develop the Fuzzy system based on scaling factors to tune such Fuzzy scheduling. Dequan, Guili, Zhiwei, and Peng (2012) and Sinthipsomboon, Hunsacharoornroj, Khedari, Pongaen, and Pratumsuwan (2011) integrate the switching approach and Fuzzy gain scheduling in which their controllers can select either Fuzzy gain scheduling PID or expert
control, and Fuzzy gain scheduling PID or Fuzzy logic control, respectively. Ahn and Truong (2009) employ a robust extended Kalman filter to tune the membership functions and rules of Fuzzy gain scheduling PID.

### 2.2.4 Other Approaches and Developments in ATO Control Systems

Besides PID, Fuzzy and their hybrid methods, there are also other methods implemented to track the train speed profile. For example, Li, Yang, and Gao (2015) made a breakthrough in controlling multiple HST (high-speed train) to track each desired speed in specified headways. Yin, Chen, and Li (2016) include experienced drivers as sources of expert knowledge. There are some works considering actuator saturation on traction and braking, such as the studies carried out by Song, Song, Tang, and Ning (2011) and Gao, Dong, Chen, Ning, and Chen (2013). Some develop neural networks (Gao, Dong, Ning, Roberts, & Chen, 2016; Lin, Dong, Yao, & Bai, 2017) and iterative learning control approaches (Li, Hou, & Yin, 2015; Sun, Hou, & Tang, 2011), and Sun et al. consider the influence of weather conditions as well.

### 2.2.5 Accounting for Measurement Errors

As described in 1.2, measurement noise is considered in this thesis, therefore the author details the works considering it in ATO, or at least in railway control systems, in this subchapter. To the best of the author’s knowledge, in fact, studies of speed tracking for a train control system, taking into consideration measurement errors, are exceptionally scarce in the literature. There are only three studies addressing this issue. Zhang, Chen, Sun, Hou, and Cai (2014) employed a sliding mode observer in a high-speed train, Li and Hou (Z. Li & Hou, 2015) implemented iterative learning control for an ATO control system and Fu, Yang, and Wang (2017b) applied generalised predictive control tuned using ANFIS (Adaptive Neuro-Fuzzy Inference System) on a high-speed train.³

On the other hand, many researchers have studied noise measurement in railway applications. However, such applications are not utilised for train control systems to track the given trajectories but rather for, for instance, velocity and/or position estimations (Allotta, Colla, & Malvezzi, 2002; Colla, Vannucci, Allottay, & Malvezzi, 2003; Monica Malvezzi, Allotta, & Rinchi, 2011; Pichlik & Zděnek, 2017; Yuan, Zhao, Li, & Zhou, 2013; Zhuan & Xia, 2010). Besides, the Kalman filter and its developments are widely implemented for such estimations in order to attenuate noise measurement (Cui & Dong, 2018; Geistler & Bohringer, 2004; Jones, Franca, Zhou, & Forsberg, 2009; J. Liu, Cai, & Wang, 2016; M Malvezzi

³ Although Faieghi, Jalali, and Mashhadi (2014) state that they will consider measurement noise for their future works, such research has not been realised yet.
et al., 2014; Siebler, Heirich, & Sand, 2018; Talvitie et al., 2018; Zhou, 2012). These studies simply resemble other works applied, for example, to cars (Daiss & Kiencke, 1995; Fangjun & Zhiqiang, 2000; Kobayashi, Cheok, & Watanabe, 1995; Liang, Yanru, Yongsheng, Hongwei, & Mingfa, 2010). Meanwhile, measurement errors are commonly included in other controller systems besides train control system, such as in Ahrens and Khalil (2004), who worked on track trajectories of pendulum systems, and Ball and Khalil (2008) and Ahrens and Khalil (2009) who worked on the track reference signal of a field controlled DC motor. Juang and Tsao (2008) performed adaptive noise cancellation in nonlinear modeling simulations, and Thornhill, Huang, and Shah (2003) researched a tank reactor.

2.3 Research Contribution

Examining previous subchapters, it can be inferred that in classical research, measurement noise has only been taken into consideration in specific types of railway studies, e.g. velocity and position estimations, and the previous works have shown minor interest in such noise, which exists in train control systems.

Hence, the main contribution of this thesis is in integrating Fuzzy gain scheduling PD and the Kalman filter for speed tracking in the ATO control system taking consideration of measurement errors, and verifying the designed controller using a case study on the DLR line.
3 Introduction to Railway Control Systems

This chapter supplies the necessary insights into the development of such complex systems, as denoted in Figure 1. However, it is only the control and signalling systems, especially the ATP, ATO and their development, which are described extensively since both systems directly form the background to the aims of this thesis. Moreover, the concept behind the controller, measurement errors and the filter applied in the methodology are explained.

![Railway Systems (Schmid, 2015)](image)

3.1 Protection Systems

With the development of railway transport, ensuring the safety of this transport has become essential. Human error can result in failure in railway operation and this triggers railway engineers to implement automatic controller systems in order to maintain a safe railway transport system. Train protection systems, which apply controller systems, must possess at least five fundamental functions that are the following (Chen, 2017):

- Maintaining a safe separation.\(^4\)
- Protecting against obstructions.\(^5\)

\(^4\) Each train must be segregated with a practically safe distance. This is carried out so that each has a guaranteed occupied track in accelerating or decelerating.
\(^5\) One also must protect these from any crash caused not only by a train collision, but also other causes, such as derailment and colliding with any object entering the train tracks.
• Ensuring a safe speed.⁶
• Ensuring safe boarding.⁷
• Ensuring a generally safe environment.⁸

With development, the train protection system evolves. There are several systems applying automation technology to ensure the safety of railway transport. To date, the ATP system is the most recent train protection system able to provide speed supervision in order to maintain a safe and permitted train speed.

3.1.1 Tripcocks and Trainstops⁹

This system consists of two components, i.e. a tripcock¹⁰ mounted underneath each driving cab, and a trainstop¹¹, a piece of trackside equipment integrated with the signal (Connor, 2015). Figure 2 illustrates a tripcock about to be hit by a trainstop.

![Figure 2 – An illustration of tripcock and trainstop (Connor, 2015)](image)

However, this system suffers from several drawbacks. The tripcock could also, for example, meet other obstructions, e.g. a shovel and ballast stacked too high, that causes a false emergency brake. The driver then has to alight and crawl under the cab in order to close the lever manually. However, after 1914, this was no longer required as a cord-operated trip valve

---

⁶ The trains must be coerced to run within the tolerated speed limit for each specific route in order to maintain train safety.
⁷ In order to ensure passenger safety, a train, whenever passengers alight or board, must stop at the correct platform side and open the doors of the correct side.
⁸ The trains must provide safe circumstances along the journey and cope with any incident that happens.
⁹ The first train protection system which involved the signalling system in the London Underground was the tripcocks/trainstops system (Connor, 2015).
¹⁰ The tripcock is a lever with a valve connected to a brake pipe line. In the closed position, it faces downwards, but when an obstacle hits it, e.g. a trainstop, it is pushed back, causing it to open the valve resulting in the release of air inside the brake pipe and the application of the emergency brake.
¹¹ The trainstop, by implementing a spring-loaded arm, is connected to each stop signal. It works by utilising compressed air pressure at 60 psi to hold it down when the signal shows a proceed aspect and springs up during a danger aspect (Connor, 2015).
provided a more convenient way to reset it from inside the cab. Besides, since the train stops need to be positioned close to the stop signals, tripping the traincock to apply the emergency brake when there is a signal passed at danger (SPAD) could only be executed when the train has passed, or is going to pass, the signal. This condition leads to a long overlap distance (usually 300 metres for a metro railway and more than 1500 metres for a mainline railway (Fenner, 2002)) which must be provided to avoid worst-case conditions. Headways can even be seriously affected by such overlap. In addition, the system is unable to reduce the train speed gradually when there is an incoming red signal instead of applying instant emergency brakes when there is a SPAD (Woodland, 2004).

3.1.2 Automatic Warning System

First introduced in the 1950s, the AWS (Automatic Warning System) is one of the types of train protection system which is still in current use. (IRSE, 2008). It comprises two components, i.e. the train and track equipment (Rail Safety and Standards Board [RSSB], 2015a). Figure 3 denotes a schematic of the AWS arrangement.

![AWS scheme](Author, 2017)

AWS works by using a receiver mounted beneath the cab that detects the magnetic fields from both magnets, i.e. the permanent magnet and the electromagnet. Subsequently, whether the receiver detects the presence of an electromagnetic field subject to the aspect shown by the signal is followed by two scenarios. The first occurs when a train runs towards the magnets and the signal displays a green or clear aspect; the electromagnet is energised. In this case, after the receiver detects the permanent magnet, the system starts a timer in order to capture the electromagnetic field within one second. As the electromagnet is active, the system rings a bell, and a black indication appears (see Figure 4, left side) in the cab, and the driver takes no action. If the receiver fails to detect the electromagnetic field due to a

12 In other countries, it is called different names, e.g. ‘the Crocodile’ in the French and Belgian railway systems and “INDUSI” in the German and Austrian railways (IRSE, 2008).

13 In the train equipment, there is a receiver, audible indicator, a visual indicator (called the ‘sunflower’) and an acknowledgement button. In the track equipment which is normally placed 180 metres ahead of the signal, there are two types of magnet; a permanent magnet and an electromagnet connected to the signal (RSSB, 2015a).
caution aspect (single or double yellow aspect) or red aspect, the electromagnet is de-energised, and in this second scenario, the system sounds a horn, and the yellow and black indication occurs (see Figure 4, right side). In this event, within two to three seconds, the driver must press the acknowledgement button to deactivate the audible warning as otherwise the system applies the emergency brake.

Regardless of its contributions to the prevention of many accidents, the AWS also has several limitations. Since the electromagnet is de-energised for a single or double yellow and red aspect, it is unable to differentiate among them so that the emergency brake can be applied even if the signal shows only a single yellow signal. Also, after being acknowledged, the system is unable to control the driver’s next actions as the protection system has then been overridden. More importantly, the AWS is not equipped with speed supervision which would safeguard the train speed (IRSE, 1993).

### 3.1.3 Train Protection and Warning System

Originally developed from the AWS of British Rail and Railtrack in 1994 due to the high expenditure associated with ATP implementation, TPWS (Train Protection and Warning System) started to operate in 1997. Moreover, it was later developed further and was encouraged by the Railway Safety Regulations 1999 (Rail Accident Investigation Branch [RAIB], 2008).

The system is mainly designed to reduce the possibility of any train passing a TPWS-fitted signal at danger or approaching such a signal or any permanent speed restriction or buffer stop area with a greater speed than allowed, by applying the brake (RSSB, 2004). It has two functions: to act as both a train stop system (TSS) and an overspeed sensor system (OSS) as

---

14 Exclusively applied in Britain, TPWS is a protection system technology between the AWS and ATP.
15 On the one hand, for TSS, when a TPWS-installed signal shows a red aspect, the TSS equipment is energised. At this moment, as long as the arming frequency of the TSS is still detected, if the train, regardless of its speed, also detects the trigger frequency of the TSS, the TSS demands the application of the brakes. On the other hand, for OSS application, it operates based on the time difference measured between the detections of the arming
denoted in Figure 5. Each transmitter of the TSS and OSS is connected to the TPWS trackside unit.

Regardless of TPWS performance, based on the report of Davies (2000),\(^\text{16}\) however, the TPWS indeed has limitations, that are the following:

- Not fail safe.
- Limited speed, i.e. only up to 75 mph (120.7 km/h).
- Assumes a higher emergency brake demand than the actual performance of most rolling stock.
- Not very effective on freight trains.
- No speed and braking supervision.

\(^\text{16}\)At that time, the need to improve the safety factor, especially the risk of SPADs, increased, resulting in, for instance, the introduction of the European ATP system, i.e. ETCS. Even the installation of TPWS could not meet the safety demand in the long-term future. Therefore, this suggested that all stakeholders should migrate to more sophisticated train protection systems. Due to the high cost, however, any improvement from TPWS to ATP was carried out only by developing the system’s capabilities, resulting in the enhanced TPWS, i.e. TPWS+ and TPWS-E. TPWS+ means a TPWS with enhanced performance able to protect trains running up to 100 mph (160.9 km/h), whereas TPWS-E (Train Protection and Warning System Eurobalise) is an upgraded TPWS implementing similar train-to-trackside communications to ETCS so that in the immediate future, such a TPWS can be improved to ETCS completely.
3.1.4 Automatic Train Protection\textsuperscript{17}

The need to stop trains when they are in danger, particularly SPADs, led not only to the automatic application of the train brakes but also to the invention of train speed supervision, i.e. an automatic system functioning to continuously monitor the train speed and intervene in the case of unauthorised train speeding (IRSE, 1993). As illustrated in Figure 6, without the speed supervision intervention, the train could stop further (see dashed line). In order to consider a train protection system as an ATP system, therefore, it must have such a crucial function, i.e. guaranteeing that such unsafe movements do not occur (Woodland, 2004).

\textbf{Figure 6 – ATP speed supervision (IRSE, 1993)}

The ATP system has evolved in accordance with the improvements in information and communication technology. The introduction of transistor circuits, first produced in 1948, initiated the development of the first type of ATP in the 1960s. This system utilised coded track circuits to create so-called equi-block ATP in order to restrict the allowable speed line of each fixed block.

In the UK in 1989, the first two ATP systems, the so-called BR-ATP (British Rail Automatic Train Protection), were implemented on the HST between London Paddington and Bristol Parkway of Great Western produced by ACEC (now Alstom) and on multiple-unit trains on the Chiltern Line manufactured by SELCAB (Davies, 2000). In other countries in Europe, other ATP systems were implemented, namely ATB-NG in the Dutch Railway and TBL in the Belgian Railway systems.

\textsuperscript{17} Woodland (2004) found that the definitions of train control systems are widely interpreted by each author, company and country. He, at least, categorised those into four definitions and went on to use the one which regards the ATP, ATO and other automatic systems, e.g. ATS (Automatic Train Supervision), that mutually form the ATC (Automatic Train Control) as a cohesive system. In this thesis, the author intends to implement his definition.
3.2 Automatic Train Operation

Unlike train protection systems, the ATO system works on the operational section of the train control system. Since first introduced to the world in the Victoria Line of the London Underground in the early 1960s, it has provided crucial functions in driving a train, i.e. traction and braking. The Central, Jubilee and Northern Lines, thenceforth, also installed ATO systems. For example, the driver’s console inside the cab of the Northern Line 1995 Rolling Stock driven by ATO is shown in Figure 7. Progressively, the ATO system has developed, resulting in the fully automatic control of trains (FACT) which is today known as a driverless train. The DLR is one of the ATO developments which no longer requires any driver, albeit that a member of staff is always on board (Connor, 2015).

In ATO systems, the train’s position when it runs between station stops is tracked, and this creates an interlocking thanks to the two-way transmission between train-borne passive balises—sometimes called beacons or transponders—and active balises located at certain positions along the tracks. This communication can be developed to provide platform screen doors—in order to enhance safety—where the train is able to stop at specified platform gates (Hitachi Rail, 2013).

Moreover, in their applications on urban railways, ATO systems consist of two levels, i.e. high-level control and low-level control, as conceptually shown in Figure 8. By using any particular algorithm, such as a genetic algorithm, least-squares optimization, etc., and in order to

---

18 At that time, this system was supervised by so-called single manning or one-man operation (OMO) in which a driver controlled only the start of the train, the opening and closure of train doors and the observation of the platform when the train is about to depart. In the UK, the term arises since, by implementing ATO, the drivers’ functions are obviously reduced, causing their duties to be similar to an operator (Connor, 2015).

19 This type of automatic train is described extensively in subchapter 3.3.
achieve specified targets, i.e. energy consumption, punctuality and passenger comfort, the high-level control generates and renews the optimised speed profile subject to speed restrictions of the ATP profile and the train and track conditions, such as maximum tractive effort and braking force, running resistances, track gradient, curvatures, tunnels and so on. In the meantime, in the low-level control, by implementing a specific control method—such as PID control, robust control or adaptive control—to manage traction and braking forces and the data obtained from the sensors and the two-way communication in real time, the ATO system tracks the predefined optimal train trajectory as the reference (Wang et al., 2016).

The ATO system, moreover, offers essential advantages, i.e. shortening headway, increasing train capacity, improving train safety and reducing energy consumption (Siemens, 2016). Nonetheless, due to the fact that it is not a fail-safe system, in its implementation, the ATO system is integrated with the ATP system to guarantee that the train does not exceed the permitted speed (IRSE, 2008). As shown in Figure 9, where LMA stands for limit of movement authority, the ATP speed profile, generated on the upper speed, secures the ATO speed profile in any failure case by the ATO.

The ATP and ATO, supported by the ATS (Automatic Train Supervision), form an integrated system called ATC (Automatic Train Control), as denoted in Figure 10 (IRSE, 2009). The ATO system, which is connected to the train cab, drives both traction and brake, but the service brake only, whereas the ATP merely controls the brakes, i.e. both the service brake and the emergency brake.

Such high-level control, on the other hand, is also applied on freight railways, for example, not as an ATO system but rather as a driver advisory system (DAS) which can provide the optimal train trajectory to be followed manually by the driver (Wang et al., 2016).
The ATO and ATP communicate with trackside equipment; the ATO has two-way communication, while the ATP only works as a receiver. The sensors provide the tracking data of both the actual train speed and the position to the ATP and ATO. Then, the ATS system monitors the entire system so that, in order to optimise the train operation, the ATS can adjust the actual circumstances to the predefined schedule and traffic. In other words, it serves as an interface between the ATC and the operators at the control centre (Li et al., 2017).

3.3 Grades of Automation

According to the International Electrotechnical Commission (IEC) 62267 standard (as cited in the International Association of Public Transport [UITP], 2014, 2015), metro railway transport is categorised into four levels, the so-called GoA (Grades of Automation). Such grades refer

---

\(^{21}\) The summary of all GoAs’ functions can be seen in Table 6 in Appendix A – Table of Difference among GoAs. It shows increasing GoA and their increasing number of functions.
to how the train operation is controlled, either manually by the driver or in a fully automated manner. As shown by the UITP (2015), normally the GoA are classified into GoA1, GoA2, GoA3 and GoA4 although the term GoA0\textsuperscript{22} is sometimes also used (Keevill, 2016). The figure denotes that at GoA3 and GoA4, the driver is no longer required, whereas the other 2 levels need a driver.

- **GoA1**

As the first degree of the GoA, GoA1 applies to an ATP whose functions are as described in 3.1.4. Since this refers only to ATP installation, i.e. it is a safety system and not a train operation system, GoA1 still requires a driver to operate the train from starting, traction, cruising, coasting, braking, parking, door opening and closure and even tackling any emergency circumstances.

- **GoA2**

In GoA2, along with the ATP, an ATO is also installed to operate the acceleration, cruising, coasting and stopping of the train. However, the driver, sometimes in this case called the operator, is needed only for starting the train, opening and closing the doors and handling any emergency circumstances. This system is also referred to as semi-automatic operation (STO).

- **GoA3**

Still implementing the ATP and ATO, GoA3 no longer requires a driver since the system is able to open the doors automatically after arriving at the station and to detect any obstacle, including a person on the track in order to prevent collisions. Nonetheless, an on-board staff member is still necessary to perform crucial duties, e.g. closing the doors and ensuring the safety of the passengers, driving the train manually if the system fails and dealing with any emergency. GoA3 is called Driverless Train Operation (DTO).

- **GoA4**

As the most recent metro signalling system, GoA4, sometimes called UTO (Unattended Train Operation), is a fully automatic system capable of operating without any personnel on board. Besides the ATP and ATO, this system also integrates an ATS and then creates an ATC system. UTO provides the integrated subsystems capable of not only operating safety and operational functions, e.g. safe speed, train operation and doors opening and closing, but also optimises the timetable and handles disruptions and emergency situations. In order to establish such

---

\textsuperscript{22} Practically, GoA0 is not included in the GoA term. It implies that it is an on-sight operation, that is controlled manually and fully by the driver, i.e. without any assistance from an ATP or even an ATO system (Keevill, 2016).
an integrated system reliably, the operation control centre (OCC) continuously monitors the system and provide high-reliability bi-directional communications.

Keevill (2016) has formulated two aspects in relation to enhancing GoA, i.e. the advantages and challenges. In general, there are four benefits in upgrading GoA, namely:

- Safety.
- Operational Service.
- Line Capacity.
- Cost.

And there are six challenges in upgrading GoA, namely:

- Rolling Stock Upgrades.
- Communication Enhancements.
- Detection of Track Intrusion.
- Risks.
- Culture.
- Cost-Benefit Assessment.

### 3.4 Automatic Controller

Many controller applications are implemented in the railway transport system as previously described. Several methods to accomplish such automatic applications were also mentioned.
in Chapter 2. This subchapter defines the basic knowledge regarding the controller methods considered in this thesis.

### 3.4.1 PID Controller

This comprises of three terms: proportional (P element), integral (I element) and derivative (D element). Equation 1 shows the mathematical definition of the PID controller.

**Equation 1 – PID Control Law**

\[ u(t) = K_p e(t) + K_i \int_0^t e(t) \, dt + K_d \frac{de(t)}{dt} \]

\( u(\cdot) \) is the control signal produced by the PID; this will become the input to the regulated system. \( K_p \) is called the proportional gain. \( e(\cdot) \) is the error, which is the difference between the set point value and the value of the output of the system. \( K_i \) is called the integral gain. \( K_d \) refers to derivative gain.

As shown in Figure 12, which illustrates a block diagram of PID control when applied to a system, the PID utilises feedback to calculate the deviation between the desired value and the system output value. \( y_r \) is the set point value; whereas \( y \) is the process value.

![Block diagram of PID controller](image)

**Figure 12 – Block diagram of PID controller (Author, 2017)**

In addition, there is another equivalent PID control form which is shown in Equation 2 (Åström & Hägglund, 1995).

---

23 PID control is one of the favourite controllers used to regulate various systems. It has evolved over 250 years and is still in use today (Åström & Hägglund, 2006). In its development, specifically in order to meet its control objectives, e.g. transient response and noise attenuation, PID control evolves. Many attempts have been made to improve PID control including designing new structures, or incorporating it with other controllers, and developing proper tuning methods in order to establish more desirable performance of the PID. Such efforts can be classified into five types of development, namely employing the methods of analytics, heuristics (artificial intelligence), frequency response, optimization and adaptive tuning (Heong, Chong, & Yun, 2005).
Equation 2 – Equivalent PID Control Law

\[
    u(t) = K_p[e(t) + \frac{1}{T_i} \int_0^t e(t) \, dt + T_d \frac{de(t)}{dt}]
\]

This type of PID control has slight differences, i.e. is uses \( T_i \) (reset time) and \( T_d \) (derivative time). However, these values are defined as \( T_i = \frac{K_p}{K_i} \) and \( T_d = \frac{K_d}{K_p} \) respectively.

- Integrator Windup

In PID control, there is a common issue which can adversely impact its performances. This problem is integrator windup (Åström & Hägglund, 1995). The culprit is an integral part of the PID and this is the risk of implementing the integral part in PID. This case takes place when the actuator reaches its limit. For example, when a valve reaches its maximum opening, the controller may still command it to open since the error value will continue to be integrated with respect to time, resulting in a very large output value exceeding the actuator’s capacity. This means that the controller needs a longer time to return the system to normal. Figure 13 illustrates the output signal from the system and the control signal that occurs when integrator windup occurs.

![Figure 13 – Example of integrator windup (Åström & Hägglund, 2006)](image)

- Ziegler-Nichols PID Tuning Method

Prior to implementing PID on a system, it is necessary to determine the appropriate parameters for the PID. This is called tuning of the PID Controller. There are many methods to tune PID control, for example (Åström & Hägglund, 2006), manual tuning, Ziegler-Nichols methods, pole placement methods, algebraic tuning methods, optimisation methods and
loop shaping methods. However, as Ziegler-Nichols methods can be regarded as among the most popular PID tuning methods, they have been employed in many developments. Therefore, it is practicable to implement one of the Ziegler-Nichols PID tuning methods on ATO control systems.

One of the Ziegler-Nichols methods, known as optimum pre-act time adjustment (1942), works on the idea of setting PID tuning rules by finding the ultimate gain \( K_u \) and ultimate period \( T_u \). The procedure for this consists of the following:

a. Setting the controller either to use proportional controller only or to adjust \( T_i \) to infinity and \( T_d \) to zero.
b. Setting a value for step response.
c. Finding the value of \( K_u \) by gradually increasing \( K_p \) until the controller reaches continuous oscillations, as illustrated in Figure 14.
d. The value of \( K_p \) in which the controller continuously oscillates is the value of \( K_u \), whereas the value of \( T_u \) is the period of such a response.
e. After both values are observed, find the real values of \( K_p \), \( T_i \) and \( T_d \) using Equation 3.

\[ K_p = 0.6K_u \]
\[ T_i = 0.5T_u \]
\[ T_d = 0.125T_u \]

- Relay-Feedback PID Auto-tuning Method

One of the main drawbacks of the Ziegler-Nichols tuning method is that it is time consuming and it is not possible to tune the PID automatically. This has led to the development of another method; one which uses a relay feedback approach. Initially introduced by Åström and Hägglund (1984; 1984a, 1984b), this technique proposes a reliable method to tune the PID parameters automatically based on the implementation of a relay control feedback, as shown in Figure 15 (top).

---

24 They suggest that when a system runs by using an input \( d \) from a relay, it will generate oscillations in a harmonic way as with the Ziegler-Nichols method (see Figure 15 (bottom)). Such oscillations occur since a system will oscillate with specific period if it has a phase lag greater than 180°.
Figure 14 – Response from the controlled system (Ponton, 2007)

Figure 15 – Block diagram (top) and output and control signal responses (bottom) of relay feedback control (Yu, 2006)

Equation 4 – The output of relay

\[ d = \begin{cases} 
  d; & e > 0 \\
  -d; & e < 0 
\end{cases} \]

If \( d \) is the relay output amplitude when error \( e \) is greater than zero and \(-d\) when \( e \) is less than zero, as defined in Equation 4, and \( a \) is the amplitude of the system output which can be determined by measuring the distance between the upper peak and the lower peak, then on dividing the amplitude by 2, then ultimate gain \( K_u \) can be approximately described as:

Equation 5 – Interaction between relay and ultimate gain

\[ K_u = \frac{4d}{\pi a} \]
Furthermore, since the frequency $f$ depends on the ratio between the number of oscillations $N$ in a wave and the total time required $T_{\text{total}}$ for a wave to travel, so that $f = N \frac{1}{T_{\text{total}}}$, one could operate the system to produce a wave in a certain time $T_{\text{total}}$ using relay control in order to obtain the value of $N$ by counting the number of peaks produced and then subtracting 1. Then, the critical period $T_u$ can be found based on its relationship with the frequency, as shown in Equation 6. After $K_u$ and $T_u$ have been found, one could utilise the Ziegler-Nichols rules, as explained in Equation 3.

**Equation 6 – Interaction between critical period and frequency**

$$T_u = \frac{1}{f}$$

Subsequently, after the PID parameters have been tuned using the relay feedback approach, PID control itself can be set to operate automatically, as shown in Figure 16. Therefore, the method is called PID auto-tuning.

![Figure 16](image)

**Figure 16 – Block diagram of relay-feedback PID auto-tuning method**

### 3.4.2 Fuzzy Logic

First introduced by Zadeh (1965), Fuzzy set theory is a concept in which a set in a space of points is defined to have membership function (MF), namely a real number between 0 and 1, that is obviously different from the classical set theory where each individual is determined as either a member or not in straightforward and unambiguous manner. In other words, an point in Fuzzy set can be said to be both a member and not a member, that is, it is partially a member and partially not a member (Chen & Pham, 2000).

If an element $x$ is included in a universe of discourse $X$, then the Fuzzy notation for mapping $x$ as a member of Fuzzy set $A$ in $X$ is given by Equation 7, where $\mu_A(x) \in [0,1]$ is the MF of Fuzzy set $A$.

**Equation 7 – Fuzzy notations**

$$A = \{(x, \mu_A(x)) \mid x \in X\}$$
To explain the concept of the Fuzzy set more clearly, Mendel, Hagras, Tan, Melek, and Ying (2014) consider the temperature of a room using linguistic measuring, i.e. cold and hot. By employing the classical set, one has to divide explicitly between what is a hot temperature and what is a cold temperature, for example, “cold” is defined as between 0 and 18 degrees Celsius and “hot” is greater than 18 degrees Celsius, as shown in Figure 17 (a). Since the crisp sets recognise the concept that an element is either a member or not a member, the degree of membership of “cold” is fully 1 and that for “hot” fully 0.

However, an issue arises when the measured temperature is $17.99999^\circ C$ or $18.00001^\circ C$, where is unreasonable to classify it as either fully cold or hot. Thus, by implementing Fuzzy sets, as denoted in Figure 17 (b), such an issue can be solved by considering that the temperature belongs to both sets with different degrees of membership. In Fuzzy sets, the temperature of $26^\circ C$ can have membership values of $\mu_{\text{cold}}(26^\circ C) = 0.2$, i.e. 0.2 for “cold”, and $\mu_{\text{hot}}(26^\circ C) = 0.8$, i.e. 0.8 for “hot”.

![Figure 17 – Example of membership functions of (a) crisp sets and (b) Fuzzy sets (Mendel et al., 2014)](image)

Like the classical sets, Fuzzy sets have the same fundamental operations, namely union, intersection and complement (Jang, Sun, & Mizutani, 1997). Consider $A$, $B$ and $C$ are Fuzzy sets in a universe $X$, then the definition of three operations is the following:

- **Union**

  The union is written as $C = A \cup B$ or $C = A OR B$ where, for given $x$ element of $X$, the operation of union is defined by Equation 8.

  **Equation 8 – Operation of union**

  $$\mu_C(x) = \mu_{A\cup B}(x) = \mu_A(x) \lor \mu_B(x) = \max(\mu_A(x), \mu_B(x))$$

- **Intersection**

  The intersection is written as $C = A \cap B$ or $C = A AND B$ where, for given $x$ element of $X$, the operation of intersection is defined by Equation 9.
**Equation 9 – Operation of intersection**

\[ \mu_{A \cap B}(x) = \mu_A(x) \land \mu_B(x) = \min(\mu_A(x), \mu_B(x)) \]

- Complement

The complement is written as \( \bar{A} \), i.e. NOT \( A \) or \( \neg A \) where, for given \( x \) element of \( X \), the operation of complement is defined by Equation 10.

**Equation 10 – Operation of complement**

\[ \mu_{\bar{A}}(x) = 1 - \mu_A(x) \]

In addition to the Fuzzy operations, MFs of Fuzzy sets also have to be defined in order to map an element \( x \) into the Fuzzy sets. There are many types of MF to parameterise such an element. However, in this thesis, the author only presents three possibilities, namely the triangular MF, trapezoidal MF and Gaussian MF.

- Triangular MF

Suppose there are three parameters \((a, b, c)\) where \(a < b < c\). Then the triangular MF is given by Equation 11. Figure 18 (left) denotes the triangular MF.

**Equation 11 – Triangular MF**

\[
\text{triangle}(x; a, b, c) = \begin{cases} 
0; & x \leq a \\
\frac{x - a}{b - a}; & a \leq x \leq b \\
\frac{c - x}{c - b}; & b \leq x \leq c \\
0; & c \leq x 
\end{cases}
\]

- Trapezoidal MF

Suppose there are four parameters \((a, b, c, d)\) where \(a < b \leq c < d\). Then the trapezoidal MF is given by Equation 12. Figure 18 (middle) denotes the trapezoidal MF.

**Equation 12 – Trapezoidal MF**

\[
\text{trapezoid}(x; a, b, c, d) = \begin{cases} 
0; & x \leq a \\
\frac{x - a}{b - a}; & a \leq x \leq b \\
1; & b \leq x \leq c \\
\frac{d - x}{d - c}; & c \leq x \leq d \\
0; & d \leq x 
\end{cases}
\]

- Gaussian MF

Suppose there are two parameters \((c, \sigma)\) where \(c\) is the centre of MF and \(\sigma\) is the deviation from the centre. Then the Gaussian MF is given by Equation 13. Figure 18 (right) denotes the Gaussian MF.
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Equation 13 – Gaussian MF

\[ \text{gaussian}(x; \sigma, c) = e^{-\frac{1}{2} \left( \frac{x-c}{\sigma} \right)^2} \]

As mentioned by Chen and Pham (2000), the selection process for proper membership functions is more or less subjective. Hence, there is no precise and strict rule to specify them; they are usually chosen based on scientific background, expert experience and the specific requirements of the application considered.

![Figure 18 – Membership functions of (left) triangle, (middle) trapezoid and (right) Gaussian (Author, 2018)](image)

In addition, the developments in the field of Fuzzy logic have led to many new applications, such as in biomedicine, data mining, image processing, pattern recognition and control applications (Sivanandam, Sumathi, & Deepa, 2007). Particularly for the latter example, based on the concepts of Fuzzy logic, the Fuzzy logic controller (FLC) was first developed by Mamdani and Assilian (1975). Its principle is to imitate human reasoning based on imprecise linguistic information, in manually controlling a system into numerical control rules that can be applied to the controller systems.

The architecture of FLC is shown in Figure 19. For a nonlinear controller \( u = f(x) \), where \( f \) is a nonlinear function ruled by Fuzzy sets mathematics and Fuzzy logic operations, FLC has crisp values of inputs \( x \) and outputs \( u \). Then, its four components, i.e. fuzzification, rule base, inference engine and defuzzification are the following (Mendel et al., 2014):
• **Fuzzification**

By using Fuzzy set theory, this component converts the inputs in the form of classical sets into Fuzzy sets. Therefore, such inputs can be processed further by the inference engine. For instance, as mentioned earlier regarding the measured temperatures of cold and hot, such a crisp value is then mapped into Fuzzy sets, as shown in Figure 17 (b).

• **Rule Base**

This component consists of the rules, which are initially determined by the designer, governing FLC behaviours. A rule comprises of antecedent and consequent. For example, in the rule saying “IF temperature is cold AND pressure is high THEN heater is high”, the antecedent is the IF part, whereas the consequent is the THEN part. Equation 14 shows an example of Fuzzy rules.

**Equation 14 – Example of Fuzzy rules**

\[
\text{Rule 1: IF input } x_1 \text{ is } A_1 \text{ AND/OR input } y_1 \text{ is } B_1 \text{ THEN output } z_1 \text{ is } C_1
\]

\[\vdots\]

\[
\text{Rule n: IF input } x_n \text{ is } A_n \text{ AND/OR input } y_n \text{ is } B_n \text{ THEN output } z_n \text{ is } C_n
\]

• **Inference Engine**

After defining the rule base, the rules are executed and managed by the inference engine to perform the mathematics of Fuzzy sets, i.e. determining the degree of membership of each crisp input by employing membership functions and the operations of Fuzzy logic, as explained earlier. Consequently, the aggregated Fuzzy output can be produced for the next step: defuzzification. For example, suppose two AND rules whose two inputs and output are \(x, y\) and \(z\), respectively. The process of defining the degree of membership of each input and
combining them based on the rules to produce the aggregated Fuzzy output can be seen in Figure 20. The upper part of the figure shows the inference process, which applies implication method \( \text{min} \) (intersection) for the output of each rule. Meanwhile, the lower right corner side shows the aggregated Fuzzy output using the \( \text{max} \) operation (union) and the lower left corner shows the input distributions.

- **Defuzzification**

This component is the last stage of FLC in which the aggregated Fuzzy output is reconverted into crisp values so that the system can utilise them directly since most systems use such crisp values. Some defuzzification methods include the centre of gravity (centroid) and mean of maximum methods. As shown in Equation 15, \( z_{cog} \) is the centroid method where \( \mu_C(z_i) \) is the membership degree at which \( z_i \) crisp value is applied and \( N \) is the number of crisp values calculated; \( z_{mom} \) is the mean-of-maximum method where \( z_j \) is the crisp value when it reaches the maximum value of membership degree, e.g. \( \mu_C(z_j) = 1 \), and \( l \) is the number of times of such the crisp value on the maximum value of membership degree.

**Equation 15 – Defuzzification methods of centroid and mean of maximum**

\[
\begin{align*}
z_{cog} &= \frac{\sum (\text{value of member} \times \text{membership value})}{\sum (\text{membership value})} = \frac{\sum_{i=1}^{N} z_i \cdot \mu_C(z_i)}{\sum_{i=1}^{N} \mu_C(z_i)} \\
z_{mom} &= \sum_{j=1}^{l} \frac{z_j}{l}
\end{align*}
\]

**Figure 20 – Example of Fuzzy inference (Sivanandam et al., 2007)**
Furthermore, the developments of FLC has triggered many types of Fuzzy implementations in control systems, particularly the PID controller. Some of these are, for example, the Fuzzy-PD controller, Fuzzy-PI controller, Fuzzy-PID controller and even a designed FLC for updating the PID parameters online as an adaptive controller (Chen & Pham, 2000). The latter type is called Fuzzy gain scheduling of the PID controller (Zhao, Tomizuka, & Isaka, 1992, 1993) or, sometimes, Fuzzy self-tuning of the PID controller (He, Tan, Xu, & Wang, 1993).

![Simplified block diagram of Fuzzy gain scheduling based PID (Zhao et al., 1993)](image)

**Figure 21 – Simplified block diagram of Fuzzy gain scheduling based PID (Zhao et al., 1993)**

### 3.4.3 Measurement Errors in Sensor

In train applications, speed measurement plays a significant role since it provides critical information for train control systems to work safely and properly. However, measurement error, sometimes also called measurement noise, exists in every instrument and disrupts the original data. This is the condition where the measured speed and position are distorted by an undesirable signal (Yuan et al., 2013). Such errors occur in almost every field of study, such as image processing, signal processing, sampling error and instrument error (Buonaccorsi, 2010). In the latter example, the noise is often modelled to represent the deviated information of the system output obtained from the devices. Moreover, it is common to model the noise in the form of a normal distribution, additive zero mean white Gaussian noise: $X \sim \mathcal{N}(0, \sigma^2)$, and to improve the performance of the controller, e.g. by implementing a filter or an estimator, in dealing with such noise (Bavdekar, Deshpande, & Patwardhan, 2011).

Suppose that there is a variable $x$ with mean $\mu$, variance $\sigma^2$ and standard deviation $\sigma$. Then the probability density function (PDF) of the normal distribution of $x$ is shown in Equation 16 (Bryc, 1995). One could employ Equation 17 and Equation 18 to calculate the mean, variance, standard deviation and covariance, respectively, where $N$ is the number of data points. Further, Figure 22 shows an example of the PDF of a normal distribution. In addition to $x$, if there is a variable $y$, one could calculate the covariance of both variables, as shown in Equation 19.
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Equation 16 – Probability density function of normal distribution

\[ f(x) = \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} \]

Equation 17 – Equation of mean

\[ \mu = \frac{1}{N} \sum_{i=1}^{N} x_i \]

Equation 18 – Equations of variance and standard deviation

\[ \text{var}(x) = \sigma_x^2 = \frac{1}{N} \sum_{i=1}^{N} |x_i - \mu_x|^2 \]

\[ \sigma_x = \sqrt{\frac{1}{N} \sum_{i=1}^{N} |x_i - \mu_x|^2} \]

Equation 19 – Equation of covariance

\[ \text{cov}(x, y) = \sigma_{xy} = \frac{1}{N} \sum_{i=1}^{N} (|x_i - \mu_x||y_i - \mu_y|) \]

Figure 22 – Probability density function of normal distribution (Author, 2018)
3.4.4 Kalman Filter

First developed by Kalman (1960; 1961), the Kalman filter is a statistical estimation algorithm. Its function is to estimate the states of linear dynamical systems corrupted by Gaussian white noise. In more detail, modelled in a state space, the system state containing Gaussian process noise is estimated based on the initial parameters and measured data with Gaussian noise. The estimation is iterated and updated continuously over time (Narayan, Mahesh, & Andreas, 2013).

The basic concept of the Kalman filter is to estimate optimal solutions $\hat{x}_t|t$ between predicted state $\hat{x}_{t|t-1}$ (obtained from initial state $\hat{x}_{t-1|t-1}$) and measurement $z_t$. All states have a Gaussian PDF (Faragher, 2012). Figure 23 shows the illustration of how the Kalman filter works to estimate a car’s position $x$ in the $x$-axis, while the $y$-axis is the PDF.

![Figure 23 – Illustration of the concept of Kalman filter (Ulusoy, 2017)](image)

In more detail, assume a state space model given by Equation 20.

**Equation 20 – State space model**

$$x_t = F_t x_{t-1} + G_t u_t + v_t$$

where $x_t$ is the $n$ state vector of the linear dynamical system at time $t$; $u_t$ is the $m$ state vector of the inputs of the system; where $m \leq n$; $F_t$ is the $n \times n$ state transition matrix corresponding to $x_{t-1}$; $G_t$ is the $n \times m$ state transition matrix corresponding to $u_t$; $v_t$ is the $n$ state vector of Gaussian random process noise with zero mean and covariance matrix $Q_t$: $v_t \sim N(0, Q_t)$. Moreover, also consider measurements of the system as defined by Equation 21.

**Equation 21 – Measurement model**

$$z_t = H_t x_t + w_t$$
where \( z_t \) is the \( p \) state vector of the measurements (or outputs) of the system; \( H_t \) is the \( p \times n \) state transition measurement matrix; where \( p \leq n \); \( w_t \) is the \( n \) state vector of Gaussian measurement noise with zero mean and covariance matrix \( R_t; w_t \sim N(0, R_t) \).

To estimate the system state, there are several stages that must be undertaken, i.e. prediction and estimate update. In the prediction stage, two equations are employed, as defined in Equation 22.

**Equation 22 – Prediction equations**

\[
\begin{align*}
\hat{x}_t|\cdot &= F_t \hat{x}_{t-1}|\cdot + G_t u_t \\
P_t|\cdot &= F_t P_{t-1}|\cdot F_t^T + Q_t
\end{align*}
\]

where \( \hat{x}_t|\cdot \) is the state estimate at time \( t \) based on collected data until time \( t - 1 \); \( \hat{x}_{t-1}|\cdot \) is the state estimate at time \( t - 1 \) based on collected data until time \( t - 1 \); \( P_{t-1}|\cdot \) is the error covariance matrix at time \( t \) based on collected data until time \( t - 1 \); \( P_{t-1}|\cdot \) is the error covariance matrix at time \( t - 1 \) based on collected data until time \( t - 1 \); \( F_t^T \) is the transpose of the matrix \( F_t \); \( Q_t \) is the covariance matrix of \( v_t \) at time \( t \).

Subsequently, after both \( \hat{x}_t|\cdot \) and \( P_{t-1}|\cdot \) have been obtained, in the estimate update, the following equations are solved:

**Equation 23 – Estimate update equations**

\[
\begin{align*}
S_t &= H_t P_{t-1}|\cdot H_t^T + R_t \\
K_t &= P_{t-1}|\cdot H_t^T S_t^{-1} \\
\hat{x}_t|\cdot &= \hat{x}_{t-1}|\cdot + K_t(Z_t - H_t \hat{x}_{t-1}|\cdot) \\
P_t|\cdot &= (I - K_t H_t) P_{t-1}|\cdot = P_{t-1}|\cdot - K_t H_t P_{t-1}|\cdot
\end{align*}
\]

where \( R_t \) is the covariance matrix of the vector \( w_t \) at time \( t \); \( K_t \) is the Kalman gain at time \( t \); \( \hat{x}_t|\cdot \) is the state estimate at time \( t \) based on collected data until time \( t \); \( P_{t|\cdot} \) is the error covariance matrix at time \( t \) based on collected data until time \( t \); \( I \) is an identity matrix.

In executing the above equations, keep in mind that the epoch from prediction to estimate update is conducted at every time \( t \) (\( t = 1, 2, \cdots, T \)) where at the first time, the initial conditions for \( \hat{x}_{t-1}|\cdot \) and \( P_{t-1}|\cdot \) are adjusted to \( t = 0 \). After one performs one epoch, the time is updated to \( t = t + 1 \), moreover the previous \( \hat{x}_{t|\cdot} \) and \( P_{t|\cdot} \) are used for the next \( \hat{x}_{t-1}|\cdot \) and \( P_{t-1}|\cdot \). See Figure 24 for an illustration of this process.
Figure 24 – Recursive procedures of Kalman filter (Author, 2018)
4 Proposed Controller Design of Metro ATO

In order to realise an ATO system, a control design is required. In this chapter, the train dynamics model is defined as a system to be used by the controller. Afterwards, the functions of the controller, mainly consisting of PD control and Fuzzy gain scheduling, are illustrated in detail so as to design an ATO system subject to the factors assigned in Chapter 1. Furthermore, measurement errors and their suppression are described as well. Finally, analysis and discussion of the methodology are presented.

4.1 Train Modelling

Train modelling in this thesis is derived from Newton’s second law \( F = ma \), where \( F \), \( m \) and \( a \) respectively are the applied net force in Newtons, the object’s mass in kilograms and the object’s acceleration in metres per second squared. In a train, the total force applied, \( F \), is the sum of many entities, namely traction force, braking force, gradient resistance, running resistance, curvature resistance and tunnel resistance.\(^{25}\) The forces can be seen in Equation 24 in time-independent form.

**Equation 24 – Time-independent train modelling**

\[
ma(t) = k_t F(v(t)) - k_b B(v(t)) - R_G(s) - R_R(v) - R_C(s) - R_T(s, v)
\]

Due to the fact that normally any resistance data are saved digitally and depending on the position value (e.g. for every 1 metre), it is more convenient to apply train modelling in distance-independent form. Therefore, as denoted by Howlett and Pudney (1995), \( a = v \frac{dv}{ds} \) as shown in Equation 25, and such modelling can be written as shown in Equation 26.

**Equation 25 – Transformations of derivative of speed**

\[
\frac{dv}{ds} = \frac{dv}{dt} \cdot \frac{dt}{ds} = a \cdot \frac{1}{v}
\]

Therefore, in this thesis, Equation 26 is used to model the train.

**Equation 26 – Distance-independent train modelling**

\[
m \cdot v(s) \cdot \frac{dv}{ds} = k_t F(v(t)) - k_b B(v(t)) - R_G(s) - R_R(v) - R_C(s) - R_T(s, v)
\]

where \( m \) is the total train mass (kg); \( a(\cdot) \) is acceleration (m/s\(^2\)); \( v(\cdot) \) is speed (m/s); \( k_t \) is control signal of the relative tractive effort; \( F(\cdot) \) is maximum available tractive effort (N); \( k_b \)

\(^{25}\) As curvature resistance provides minor values (Rochard & Schmid, 2000) and most DLR tracks are open, one can neglect the curve and tunnel resistance parameters and employ the other parameters only.
is control signal of relative braking force; $B(\cdot)$ is maximum available braking force (N); $R_G(\cdot)$ is gradient resistance (N); $R_R(\cdot)$ is running resistance (N); $R_C(\cdot)$ is curvature resistance (N); $R_T(\cdot)$ is tunnel resistance (N).

Figure 25 illustrates the modelling of a train with mass $m$ where the train travels from left hand side to right hand side of the figure. Tractive effort $F$ and speed $v$ have the same direction as that in which it runs; therefore, they give a forward movement to it. On the other hand, braking force $B$ and all resistances, i.e. $R_G$, $R_R$, $R_C$ and $R_T$, have the opposite direction so that they give a backward movement to it. Besides, the value of acceleration $a$ has both directions or, in other words, could be positive, i.e. having a forward direction, or negative, i.e. having a backward direction. When it has a negative value, this refers to deceleration which leads the train to reduce its speed. From the standstill position, to make the train have forward motion, the value of the traction force $F$ must exceed all backward forces.

### 4.1.1 Calculating Speed and Time Values

Subsequently, considering that the train model depends on the distance, i.e. the distance value is known, but the time value is unknown, and to calculate the actual speed at each metre without the time value, one could use Equation 27.

*Equation 27 – Speed equation without predefined time value*

$$2a(s) \cdot \Delta s = v(s+1)^2 - v(s)^2 \text{ or } v(s+1) = \sqrt{v(s)^2 + 2a(s) \cdot \Delta s}$$

Then, to find time values, by employing the derivative of speed $\frac{dv}{dt} = a$, one could find $dt = \frac{dv}{a}$ which can be written in discrete functions as shown in:

*Equation 28 – Difference of time*

$$\Delta t = \frac{\Delta v}{a(s)} = \frac{v(s+1) - v(s)}{a(s)}$$
The values of the time difference are calculated using Equation 28 and the total running time is also computed in discrete functions using Equation 29.

Equation 29 – Total running time

\[ T(s) = \sum_{i=0}^{s} \Delta t(i) \]

\( \Delta t(\cdot) \) is the time difference in seconds at every one metre displacement; \( \Delta s \) is the distance difference constant with a value of 1 metre; \( v(\cdot) \) is the train actual speed at a certain distance \( s \); \( a(\cdot) \) is the acceleration at a specified distance \( s \); \( T(\cdot) \) is total running time from the beginning of the train starting to move, \( i = 0 \), until specified distance \( s \).

4.1.2 Traction and Braking

There are two main forces applied to train modelling, i.e. the traction force and braking force. Traction force or tractive effort causes the train to move forward. Therefore, this force has a positive value. On the other hand, braking force generates backward movement on the train so that it has a negative value, as shown in Equation 24. Moreover, it is assumed that the train does not apply traction and braking force at the same time, therefore Equation 30 states:

Equation 30 – Relation between traction and braking forces and its values

\[ k_t \cdot k_b = 0 \]
\[ k_t \in [0,1] \]
\[ k_b \in [0,1] \]

4.1.3 Resistances

This study ignores curvature and tunnel resistances as these values are insignificant. Accordingly, the resistances consist of gradient and running resistances only.

- The First Resistance \( R_G \)

Gradient resistance arises when the train tracks have any height difference, whether it is climbing or a descending, over a certain distance. Otherwise, this resistance is zero. Therefore, a steep slope produces more resistance than a gradual slope. Equation 31 shows the expression for gradient resistance.

Equation 31 – Definition of gradient resistance

\[ R_G(s) = mg \sin \theta(s) \]
$g$ is the gravitational acceleration constant, i.e. 9.81 m/s$^2$; $\theta$ is the slope angle, as shown in Figure 26.

**Figure 26 – Gradient resistance (Author, 2017)**

Since gradient resistance utilises the sine function, instead of defining the value of $\theta$ and then calculating $\sin \theta$, it can also be defined as a height change over a certain distance. For example, according to Figure 26, there is a height change of CB along distance AB. Thus, $\sin \theta$ can be described as $\frac{CB}{AB}$ (Rochard & Schmid, 2000).

- The Second Resistance $R_R$

Running resistance comprises three components, i.e. the coefficient for mass-dependent resistance $A$ in Newtons, the coefficient for rolling stock resistance $B$ in Ns/m and the coefficient for aerodynamic resistance $C$ in Ns$^2$/m$^2$. Equation 32 expresses the resulting relationship. This type of resistance is determined only by experimental observation.

**Equation 32 – Definition of running resistance**

$$R_R(v) = A + Bv(s) + Cv(s)^2$$

Since $R_R$ mainly depends on speed $v$, whether it is first order or second order, running resistance will increase with respect to speed. Figure 27 shows that when the train speed is relatively low, i.e. approximately less than 4 m/s, the running resistance in total (solid line) produces nearly the same value as only applying the $A$ coefficient (dotted line), whereas it gives a much higher resistive force when the speed increases. $Bv$ (dash-dot line) and $Cv^2$ (dashed line) in fact provide a significant incline.
4.1.4 Train Parameter Descriptions

Tractive effort and braking force are defined in Equation 33 and Equation 34 (Su et al., 2016).

**Equation 33 – The definition of tractive effort**

\[ F(v) = \begin{cases} 310,000 \text{ N} ; & v \leq 10 \text{ m/s} \\ 310,000 - 10,000(v - 10) \text{ N} ; & 10 < v \leq 22.2 \text{ m/s} \end{cases} \]

**Equation 34 – The definition of braking force**

\[ B(v) = \begin{cases} 260,000 \text{ N} ; & v \leq 15 \text{ m/s} \\ 260,000 - 18,000(v - 15) \text{ N} ; & v > 15 \text{ m/s} \end{cases} \]

4.2 Control Design

The ATO controller used in this thesis is designed in this subchapter. The main controller is PD control with an initial tuning method executed by relay-based auto-tuning, as defined in 3.4.1. Therefore, before employing PD control, a relay-based controller is performed to find appropriate values for \( K_u \) and \( P_u \). Subsequently, immediately after both parameters and the three parameters for PID, i.e. \( K_p \), \( T_i \) and \( T_d \), have been acquired, the controller will shift automatically to PD control. Furthermore, Fuzzy gain scheduling also assists in renewing those three parameters to adapt to the system behaviours.
Figure 28 illustrates a block diagram of the entire controller with the train system. $v_r$ is speed reference which is assumed as the optimised train trajectory. $v$ is actual speed obtained directly from the output of the system. $e$ is the error value which is the difference between the speed reference $v_r$ and the actual speed $v$; a positive value of error means $v$ is lower than $v_r$, and vice versa; whereas a zero value occurs when both have the same value. $h$ is a Fuzzy control signal generated by the Fuzzy scheme used to modify the PD parameters. $u$ is the main control signal used by the system to supply traction or braking forces.

### 4.2.1 PID Control

In applying PID control to train dynamics modelling, the author implements a discrete time PID control function, as shown in Equation 35, which is equivalent to the continuous form in Equation 2.

**Equation 35 – Discrete-time PID control**

$$u(t) = K_p e(t) + \frac{1}{T_i} \sum_{i=0}^{t} (e(i) \cdot \Delta t) + T_d \frac{(e(t) - e(t-1))}{\Delta t}$$

However, since both $k_t$ and $k_b$ are constrained, and the braking force $k_b$ has a negative value, implicitly, one could define that the control signal only has values between 1 (full traction) and −1 (full braking). This means that there is actuator saturation. Moreover, as explained in 3.4.1, the “I” element in PID control is the culprit for the controller windup because, as the nature of an integral accumulates all values, making it larger, it gives a value of the control signal greater than the actuator capability, i.e. saturation occurs. Thus, in this study, instead
of using a PID controller, the author employs PD control only, to avoid any controller windup. Then, Equation 35 is replaced by Equation 36.

**Equation 36 – Discrete-time PD control**

\[ u(t) = K_p(e(t) + T_d \frac{(e(t) - e(t - 1))}{\Delta t}) \]

Then, according to subchapter 4.1.1, that states that it is distance difference which is set to constant, Equation 36 is replaced by Equation 37.

**Equation 37 – Distance constant based discrete-time PD control**

\[ u(s) = K_p(e(s) + T_d \frac{(e(s + 1) - e(s))}{\Delta t(s + 1)}) \]

Subsequently, as discussed earlier, relay feedback is employed to auto-tune the PD parameters at the beginning. Here, one could determine the parameters for such an auto-tuning method as introduced in 3.4.1. First of all, based on Equation 4 and using the values from Equation 30, relay output amplitude \( d \) is determined by Equation 38.

**Equation 38 – The output value of relay**

\[ d = \begin{cases} 
1; & e > 0 \\
-1; & e < 0 
\end{cases} \]

By using the values of \( d \) and directly measuring \( a \), i.e. the amplitude of the system output, then, based on Equation 5, the ultimate gain \( K_u \) can be calculated. Moreover, one could easily find the ultimate period \( T_u \) also. Finally, by exploiting both \( K_u \) and \( T_u \), the Ziegler-Nichols PID tuning rules in Equation 3 can be implemented automatically.

### 4.2.2 Fuzzy Gain Scheduling

After the PD controller has been designed along with the relay-based auto-tuning, Fuzzy gain scheduling is formulated in this section. As described in 3.4.2, it is employed to create a PID-based adaptive controller able to manipulate on-line the controller parameters at every time instance subject to the system output’s conditions. Here, to adjust \( K_p, T_i \) and \( T_d \) of the PID controller, as denoted in Figure 29, the Fuzzy approach comprises of two components: Fuzzy adaptation and parameter design (He et al., 1993). The former acts as the Fuzzy logic controller inputting error \( e \) and delta error \( \dot{e} \) and outputting the \( h \) parameter, where the three are in crisp value form, to be used by the next stage. Outputting \( K_p, T_i \) and \( T_d \), the latter component includes the \( \alpha \) equation, which utilises the \( h \) parameter, and converts \( \alpha \) to the three PID parameters. By employing a single parameter only from the Fuzzy core, i.e. \( h \)
converted to $\alpha$, it is more meaningful and convenient to combine human experience, i.e. Fuzzy logic, and controller mathematics, i.e. PD controller and relay-based auto-tuning, since $\alpha$ is formulated based on the Ziegler-Nichols rules so the higher the value of $\alpha$ is, the higher and the lower the proportional and derivative element of PD are, respectively, and vice versa. Thus, specifically, Fuzzy gain scheduling can promote PD control to both accelerate the system output $v$ to meet the desired value $v_r$ and decelerate any overshoot and undershoot.

![Block diagram of proposed Fuzzy gain scheduling (Author, 2018)](image)

- Fuzzy Adaptation

As the core of Fuzzy gain scheduling, Fuzzy adaptation performs the function of Fuzzy logic. Its two inputs $e$ and $\dot{e}$ are mapped into Fuzzy sets $E$ and $R$, respectively, while the aggregated Fuzzy output is $H$ which is then defuzzified into crisp values of $h$. Figure 30 shows that Fuzzy adaptation implements the Mamdani method with two Fuzzy inputs ($E$ and $R$) having seven MFs, one output $H$ having five MFs, and 49 rules.

In the fuzzification process, the crisp values of inputs $e$ and $\dot{e}$ are mapped using seven MF-based Fuzzy sets, as characterised by Equation 39. $N$ and $P$ in the first letter of each Fuzzy set indicating “negative” and “positive”, respectively, whereas $L$, $M$ and $S$ in the second letter mean “large”, “medium” and “small”, respectively. $ZE$ denotes “zero”. Nonetheless, to provide simpler notations, each Fuzzy set of $E$ and $R$ is defined based on integers where $NL = -3$, $NM = -2$, and so forth, as denoted in Equation 39.

**Equation 39 – Fuzzy sets of $E$ and $R$**

$$E = \{NL, NM, NS, ZE, PS, PM, PL\} = \{-3, -2, -1, 0, 1, 2, 3\}$$

$$R = \{NL, NM, NS, ZE, PS, PM, PL\} = \{-3, -2, -1, 0, 1, 2, 3\}$$
Subsequently, for Fuzzy output $H$, the author determines five MF-based Fuzzy sets, as formulated in Equation 40. The naming of each Fuzzy set and the usage of integers for notation are carried out in the same way as for the Fuzzy inputs.

Equation 40 – Fuzzy sets of $H$

$$H = \{NS, ZE, PS, PM, PL\} = \{-1, 0, 1, 2, 3\}$$

Figure 30 – Block diagram of Fuzzy adaptation (Author, 2017)

MFs of Fuzzy input $E$ are shown in Figure 31. Fuzzy sets $-3$ and $3$ utilise trapezoidal MFs, while the rest use Gaussian MFs. Based on Equation 12 and Equation 13, one could fuzzify the crisp input $e$ into Fuzzy input $E$ using the parameters in Equation 41 of each Fuzzy set:

Equation 41 – Parameters of Fuzzy input $E$ MFs

$(-3|a, b, c, d) = -25, -25, -1, -0.8$

$(-2|\sigma, c) = 0.15, -0.7$

$(-1|\sigma, c) = 0.1, -0.3$

$(0|\sigma, c) = 0.05, 0$

$(1|\sigma, c) = 0.1, 0.3$
Control System Design Using Fuzzy Gain Scheduling of PD with Kalman Filter for Railway Automatic Train Operation

Proposed Controller Design of Metro ATO

\[
(2|\sigma, c) = 0.15, 0.7 \\
(3|a, b, c, d) = 0.8, 1, 25, 25
\]

MFs of Fuzzy input \( R \) are shown in Figure 32. All apply the same MF type as the Fuzzy input \( E \). Based on Equation 12 and Equation 13, one could fuzzify the crisp input \( \dot{e} \) into Fuzzy input \( R \) using the parameters in Equation 42 of each Fuzzy set:

**Equation 42 – Parameters of Fuzzy input \( R \) MFs**

\[
(-3|a, b, c, d) = -10, -10, -0.7, -0.4 \\
(-2|\sigma, c) = 0.08, -0.35 \\
(-1|\sigma, c) = 0.03, -0.1 \\
(0|\sigma, c) = 0.02, 0 \\
(1|\sigma, c) = 0.03, 0.1 \\
(2|\sigma, c) = 0.08, 0.35 \\
(3|a, b, c, d) = 0.4, 0.7, 10, 10
\]

**Figure 31 – Membership function of error (Author, 2017)**
MFs of Fuzzy output $H$ is shown in Figure 33. All employ Gaussian MFs. Then, based on Equation 13, Fuzzy output $H$ is defined using the parameters in Equation 43 of each Fuzzy set:
Equation 43 – Parameters of Fuzzy output $H$ MFs

$$
(-1|\sigma, c) = 0.15, -0.4
$$

$$
(0|\sigma, c) = 0.1, 0
$$

$$
(1|\sigma, c) = 0.15, 0.4
$$

$$
(2|\sigma, c) = 0.25, 1.1
$$

$$
(3|\sigma, c) = 0.35, 2
$$

Before executing the inference, one could use the Fuzzy rules connecting two Fuzzy inputs and Fuzzy output as stated in Table 1. The way to read such rules is, for example $IF E \ is \ -3 \ AND \ R \ is \ 3 \ THEN \ H \ is \ 0$, and so on and so forth.

**Table 1 – Rule Base of Fuzzy adaptation**

<table>
<thead>
<tr>
<th>E (1st input)</th>
<th>H (output)</th>
<th>R (2nd input)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>-3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>-2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>-1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

In the inference engine, which is the standard Mamdani inference method, the methods of implication and aggregation implemented are $\min$ (intersection) and $\max$ (union) operations, as defined in Equation 9 and Equation 8, respectively. After executing the inference engine and obtaining the aggregated Fuzzy output, to produce the crisp value $h$, the author applies the centroid method for defuzzification, as formulated in Equation 15 (upper equation).

- Parameterisation Design

The second component of the proposed Fuzzy gain scheduling is parameter design. Here, the crisp value $h$ from Fuzzy adaptation is employed to produce the $\alpha$ parameter for directly controlling the PD parameters. Equation 44 describes the $\alpha(s + 1)$ parameter which has two definitions, i.e. at $\alpha(s) > 0.5$ and $\alpha(s) \leq 0.5$, where $\alpha(s)$ denotes the $\alpha$ parameter at specified distance $s$, $h(s)$ is the crisp value $h$ from the Fuzzy stage at specified distance $s$ and
γ is a positive constant within the interval [0.2, 0.6] implemented to adjust the convergence rate of the α formula. At distance \( s = 0 \), \( \alpha(0) \) is set to 0.5. By employing Equation 44, it is assured that the α parameter is constrained between 0 and 1 and generates smooth adjustment for the PD control.

**Equation 44 – Definition of alpha**

\[
\alpha(s + 1) = \begin{cases} 
\alpha(s) + \gamma h(s) \cdot (1 - \alpha(s)) ; & \alpha(s) > 0.5 \\
\alpha(s) + \gamma h(s) \alpha(s) ; & \alpha(s) \leq 0.5 \end{cases}
\]

For each \( \alpha(s) \), one could regulate \( K_p \), \( T_i \) and \( T_d \) as shown in Equation 45. Although the main controller used is PD control, \( T_i \) is still needed since, to obtain \( T_d \), one has to find \( T_i \) in advance. Such equations are initially derived from the Ziegler-Nichols rules, as shown in Equation 3, when \( \alpha(0) \) set to 0.5.

**Equation 45 – Relation among PID parameters, alpha and ultimate gain and period**

\[
K_p = 1.2 \alpha K_u \\
T_i = 0.75 P_u \cdot \frac{1}{1 + \alpha} \\
T_d = 0.25 T_i
\]

### 4.3 Noise Insertion and Improving the Controller

In this subchapter, Gaussian white noise, approximating the actual device measurement errors, is introduced into the system. Furthermore, due to its nature, which is to reduce the accuracy of the results, the controller has to be enhanced to counter the resulting defective speed profile, as explained in 3.4.3. Kalman filter design is presented for assisting the controller, as based on 3.4.4.

#### 4.3.1 Introduction to Measurement Errors

In order to generate a 5% Gaussian white noise, based on Equation 16, Equation 17 and Equation 18, a normal distribution having a mean of 0 and a standard deviation of 0.015 is applied, and the random variable of such the distribution is multiplied by the actual speed to produce a noisy speed. As denoted in Figure 34, the centre of the PDF (when the noise is zero) is assumed as 100%; a negative value of noise represents the percentage of less than 100%, and vice versa. For example, the noise of \(-0.02\) denotes \((100 - 0.02)\%\), and that of 0.03 indicates \((100 + 0.03)\%\). This means that the closer to the mean the noise is, the higher the PDF is and the smaller the noise is, and vice versa.
As shown in Figure 35, measurement errors are attached to the actual speed \( v_{actual} \) resulting in a noisy speed \( v_{noise} \) which is fed into \( v_r \) and generates errors. Unlike the system without measurement errors, as shown in Figure 28 which has \( v_{actual} \) as the output of the block diagram, Figure 35 shows that the output is obtained from \( v_{noise} \). This certainly creates undoubtedly noisy and unstable error values able to produce catastrophic errors in the entire system. Since it is not feasible to gain the actual speed from \( v_{noise} \) directly, an improvement for the controller is required.

![Probability density function of measurement noise](image)

*Figure 34 - Probability density function of measurement noise with mean 0 and standard deviation 0.015 (Author, 2018)*
4.3.2 Implementing the Kalman Filter

To attenuate the applied measurement noise, the author implements a Kalman filter. Its theory is described in 3.4.4. In the proposed ATO control and train system, for the inputs, the Kalman filter is connected to the error $e$ between $v_r$ and $v_{output}$ and to the output of the addition of the measurement errors, i.e. $v_{noise}$, whereas its output, after being multiplied by $-1$, is fed into the sum, as denoted in Figure 36. Both inputs form the input for $G_t u_t$, considering the controllers and the train model as an entire system, and that for measurements $z_t$, respectively, as defined in Equation 20 and Equation 21.

Another type of train model, equivalent to Equation 26, is defined in Equation 46 below by considering the model in the distance-independent form, as characterised in 4.1.

**Equation 46 – Train speed modelling**

\[
\begin{align*}
\dot{x}_s &= \dot{x}_{s-1} + \ddot{x}_s \cdot \Delta t_s + v_{s,1} \\
\ddot{x}_s &= \ddot{x}_{s-1} + v_{s,2}
\end{align*}
\]

where $\dot{x}_s$ and $\dot{x}_{s-1}$ are the actual speed at specified distances $s$ and $s - 1$, respectively; $\ddot{x}_s$ and $\ddot{x}_{s-1}$ are acceleration at specified distances $s$ and $s - 1$; $\Delta t_s$ is time at specified distance $s$; $v_{s,1}$ and $v_{s,2}$ are Gaussian process noise with zero mean and covariance matrix $Q_s$. 
Afterwards, by considering that $e$ is $G_t u_t$, Equation 46 can be defined in the form of matrix notation as follows:

**Equation 47 – Train speed modelling in matrix notation**

$$\begin{bmatrix} \dot{x}_s \\ \dot{x}_s \end{bmatrix} = \begin{bmatrix} 1 & \Delta t_s \\ 0 & 0 \end{bmatrix} \cdot \begin{bmatrix} \dot{x}_{s-1} \\ \dot{x}_{s-1} \end{bmatrix} + \begin{bmatrix} 1 \\ 0 \end{bmatrix} \cdot [e] + \begin{bmatrix} v_{s,1} \\ v_{s,2} \end{bmatrix}$$

where $x_t = [\dot{x}_s \dot{x}_s]$, i.e. $n = 2$; $F_t = \begin{bmatrix} 1 & \Delta t_s \\ 0 & 0 \end{bmatrix}$ although $F_t$ should be $\begin{bmatrix} 1 & \Delta t_s \\ 0 & 1 \end{bmatrix}$, but considering that it is only speed (excluding acceleration) that is measured and controlled, $\dot{x}_s$ is employed merely for assisting the Kalman filter calculations since one has to accomplish an $n \times n$ $F$-matrix, so that one can neglect the acceleration estimate; and $G_t = \begin{bmatrix} 1 \\ 0 \end{bmatrix}$ since it is only one input, i.e. vector $u_t = e$ ($m = 1$), so that it is more convenient to define $G_s$ as a 2-by-1 matrix ($n \times m$).

Subsequently, for the measurement model, based on Equation 21, one could define:

**Equation 48 – Measurement model of train speed**

$$y_s = \dot{x}_s + w_{s,1}$$

where $y_s$ is the measured speed disrupted by Gaussian measurement errors $w_s$ with zero mean and covariance matrix $R_s$. 

**Figure 36 – Block diagram of the entire system with measurement errors and Kalman filter**

(Author, 2017)
Then, for Equation 48, in the form of matrix notation, one could write:

**Equation 49 – Measurement model in matrix notation**

\[
\begin{bmatrix} y_s \end{bmatrix} = \begin{bmatrix} 1 & 0 \end{bmatrix} \cdot \begin{bmatrix} \dot{x}_s \\ \ddot{x}_s \end{bmatrix} + [w_s]
\]

where vector \( z_t = [y_s] \ p = 1 \); \( H_s = \begin{bmatrix} 1 & 0 \end{bmatrix} \ (p \times n) \), considering that, as explained earlier, it is only speed (excluding acceleration) that is measured and controlled. Therefore, in operating the Kalman filter, especially in Equation 21, one could use \( v_{\text{noise}} \) directly as \( z_t \).

Before executing Equation 22 and Equation 23 and running the epoch, initial conditions, i.e. \( \hat{x}_{t=1|t-1} \) and \( P_{t=1|t-1} \) at \( t = 0 \), and both covariance matrices, i.e. \( Q_s \) and \( R_s \), are determined as follows:

**Equation 50 – Initial conditions**

\[
\hat{x}_{0|0} = \begin{bmatrix} \dot{x}_0 \\ \ddot{x}_0 \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]

\[
P_{0|0} = I = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
\]

**Equation 51 – Covariance matrices of process and measurement noise**

\[
Q = \begin{pmatrix} 10^{-6} & 0 \\ 0 & 10^{-6} \end{pmatrix}
\]

\[
R = \text{var}(\text{noise})
\]

### 4.4 Analysis and Discussion

The methodology of this study has been previously elucidated comprehensively. In this subchapter, the methods are assessed and analysed by utilising a constant speed reference and artificial train trajectory run on the model system. The total distance applied here is 5000 metres (5 km). Subsequently, the results are discussed and compared.

#### 4.4.1 Performance Indices

To analyse and compare the proposed controllers based on control objectives, as interpreted in subchapter 1.2, the author determines the performance indices used to evaluate the controllers. Those are the following:

- **Error** \(< 3\%\)

The controllers must be able to track the given trajectories to satisfy a speed tracking error of less than 3%. In the test of constant speed reference in 4.4.2, instead of using 3% tracking
error, it uses a settling time of 3% steady state error. Lower values of settling time indicate better performance.

- $-30 \, s \leq \text{total time deviation} \leq +30 \, s$

The time difference between the running time of the given trajectory and that of the actual speed profile produced by the controllers must comply a punctuality of no more than 30 seconds early and no greater than 30 seconds late.

- IAE and ISE

The controllers must outperform the conventional controller, i.e. the PID-only controller, in both IAE and ISE performance. Moreover, IAE and ISE are calculated using Equation 52 below where $S$ is the maximum distance. Lower values of both IAE and ISE indicate better performance.

**Equation 52 – Equations of IAE and ISE**

\[
IAE = \int_{0}^{\infty} |e(t)| \, dt \sim \sum_{s=0}^{S} (|e_{s}| \cdot \Delta t_{s}) \\
ISE = \int (e(t))^{2} \, dt \sim \sum_{s=0}^{S} (e_{s}^{2} \cdot \Delta t_{s})
\]

### 4.4.2 Constant Speed Reference

The first type of test performed is by utilising a constant speed reference. This approach functions to assess the system performance with several controllers when running on a step input. As this type of test employs no train trajectory to be followed by the system, the author only considers a 3% steady state error, in which the settling time is used, and IAE and ISE as the controller criteria to be analysed. Such criteria are substantive as they specify the system as consistently following and rapidly reacting to the given train trajectory in strict shapes and constraints, which is the case discussed further in subchapter 4.4.3. Then, to run the system on a step input without any information regarding the track, the resistance applied to train model is merely the running resistance, as illustrated in Figure 37.

1. Testing the System with a Simple Controller

Before implementing more complex controllers in the system, a closed-loop system is designed, as shown in Figure 37, in order to analyse the system behaviour. It is adjusted to be as stable as possible, e.g. eliminating all resistance forces, except running resistance, and any noise, so that one is able to approximate its behaviour as precisely as possible.
Here, the value of the error employed immediately, after being saturated, as the input for the system. Furthermore, as stated in subchapter 4.1.2, the constraint on traction and braking is between 1 and −1 when the value of the error is higher than 1 or lower than −1. In addition, since the system has two components, i.e. traction and braking, this test is divided into two sections.

a. Traction Force Test

By using a step input of 10, the system runs and approaches the reference. Figure 38 shows the output of the system (solid blue line) which increases towards the reference (black dashed line). One can see that it looks as though it is behaving normally.

Figure 37 – The system with simple controller (Author, 2017)

Figure 38 – Actual speed of the system with simple controller (traction part) (Author, 2017)
On the other hand, Figure 39 shows the system output with respect to time so that the settling time value can be measured easily, in this case it is 9.4736 seconds, which represents a 3% steady state error, i.e. 9.7 m/s. Moreover, the IAE and ISE values are 49.7694 and 282.1087, respectively.

![Diagram of Actual speed of simple controller with settling time](image)

**Figure 39 – Actual speed of the system with simple controller with settling time (traction part) (Author, 2018)**

b. Braking Force Test

In order to assess the braking performance of the system, first, one could run it in the traction mode, then when it reaches a certain speed, a braking force can be applied to reduce the speed to specific value. Moreover, the approach of applying the braking force to make the train come to a standstill cannot be used to analyse the performance since when the system stops, the settling time cannot be measured anymore. In this braking force test, initially the traction force to achieve a speed of 20 m/s, then braking is carried out at a distance of 350 metres from the origin to decrease the speed to 5 m/s.

This speed reference (black dashed line) can be seen in Figure 40 along with the actual speed (solid blue line). As shown in Figure 41, the first point where there is a 3% steady state error, i.e. 5.15 m/s, for the system with the braking force, takes place at a settling time 46.5549 seconds. Moreover, the IAE and ISE values are 316.8766 and 3649.0045, respectively.
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Figure 40 – Actual speed of the system with simple controller (braking part) (Author, 2017)

Figure 41 – Actual speed of the system with simple controller with settling times (braking part) (Author, 2017)
2. Assessing Auto-tuning Parameters for PID Controller

The step inputs used in this test are the same as those used for testing the system with a simple controller. As explained in 3.4.1 and 4.2.1, before implementing the PID or PD controller, the author next employs relay-based auto-tuning. Therefore, to analyse the system using the PID, relay feedback control is operated, and Figure 42 shows the result in terms of the control and output signals.

![Time versus control & output signals](image)

*Figure 42 – Plot chart of control and output signals with respect to time (Author, 2018)*

Based on Equation 5, Equation 6 and Equation 3, the important parameters can be obtained from above figure, i.e. \( K_u = 2.126 \), \( T_u = 2.039 \), \( K_p = 1.28 \), \( T_i = 1.02 \) and \( T_d = 0.25 \), and may then be implemented in the PID controller.

a. Traction Force Test

Figure 43 shows the output of the system (solid blue line) obtained by implementing the PID. It appears to be difficult for the PID to follow the reference (black dashed line). Even when the process output is seen with respect to time (see Figure 44), the system can maintain oscillations after 179.8768 seconds, which is its settling time. Moreover, its IAE and ISE values are extremely poor, i.e. 407.9013 and 1509.3524, respectively.
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Figure 43 – Actual speed of PID (traction part) (Author, 2018)

Figure 44 – Actual speed of PID with settling time (traction part) (Author, 2018)
b. Braking Force Test

As with the test of the traction force, the PID test for the braking force also shows poor results, as denoted in Figure 45. It’s settling time also indicates deficient performance at 791.0235 seconds, as shown in Figure 46. Lastly, its IAE and ISE values are 3376.9993 and 17236.4372, respectively.

3. Assessing Auto-tuning Parameters for PD Controller

Due to the windup integrator, as explained in 3.4.1, the PID gives poor results. Therefore, the author considers removing the “I” element in PID so that it becomes PD control to eliminate the PID drawbacks, as discussed previously. In this test, the PD control utilises the same parameters as the PID control except for $T_i$.

a. Traction Force Test

Figure 47 shows the actual speed of the system using PD control. One can see that it yields comparable results to the system with a simple controller. However, when the PD is viewed with respect to time, as shown in Figure 48, it indeed produces superior results than for the simple control system, i.e. a 9.366 second settling time, 48.6 IAE value and 282.0277 ISE value.

![Actual speed of PID](image)

*Figure 45 – Actual speed of PID (braking part) (Author, 2018)*
Figure 46 – Actual speed of PID with settling time (braking part) (Author, 2018)

Figure 47 – Actual speed of PD (traction part) (Author, 2018)
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Figure 48 – Actual speed of PD with settling time (traction part) (Author, 2018)

Figure 49 – Actual speed of PD (braking part) (Author, 2018)
b. Braking Force Test

For the braking force test, the PD control also yields excellent results, as shown in Figure 49. It’s settling time (45.9659 seconds) outperforms the simple control system and even the PID control, as denoted in Figure 50. Finally, its IAE and ISE values are 314.7612 and 3649.3826, respectively.

4. Examining Fuzzy Gain Scheduling Based PD Controller

As described in 4.2.2, at distance \( s = 0 \), Fuzzy gain scheduling uses the same parameters as the PD at the beginning of the tests, i.e. \( K_u, T_u, K_p \) and \( T_d \). Moreover, since the hybrid controller uses \( T_i \) to find \( T_d \), after running, \( T_i \) is also employed. Then, for \( \gamma \) the author defines a value of 0.6.

a. Traction Force Test

The results are shown in Figure 51. One can see that this type of controller gives satisfactory results. Even its settling time indicates superior results, i.e. 9.0538 seconds, as shown in Figure 52. Further, it’s IAE and ISE values are 46.5358 and 281.9444, respectively.
Figure 51 – Actual speed of Fuzzy-PD (traction part) (Author, 2018)

Figure 52 – Actual speed of Fuzzy-PD with settling time (traction part) (Author, 2018)
b. Braking Force Test

For the braking force test, Fuzzy gain scheduling of the PD control also indicates satisfactory performance, especially in regard to its settling time: 44.3842 seconds. Figure 53 and Figure 54 show its performance with respect to distance and time, respectively. Its IAE and ISE values are 311.0428 and 3650.1829, respectively.

5. Comparisons

In this section, all four controllers that have been discussed previously are compared with each other by means of three performance indices: $T_s$ (settling time), IAE and ISE. In the first comparison, as denoted in Figure 55, the traction force tests of the four controllers are displayed in one chart. PID (blue dashed line) demonstrates the worst process output compared to the other three, whose results are relatively similar.

Likewise, in the second comparison, shown in Figure 56, for the braking force tests, the PID gives the worst performance. Eventually, in the third comparison, as shown in Table 2, one can see the performance of the controllers more clearly. For the settling time and IAE, Fuzzy-PD, i.e. Fuzzy gain scheduling of PD control, demonstrates the best results both in terms of traction and braking tests. Meantime, although Fuzzy-PD outperforms PD for the traction test, on the other hand, for the ISE index in the braking test, Fuzzy-PD is slightly inferior to PD and the simple control system. Ultimately, based on the results shown in the table, only the best two controllers, i.e. PD control and Fuzzy-PD control, are employed in the analysis and discussion in the next section.

*Table 2 – Comparison indices of constant speed reference test*

<table>
<thead>
<tr>
<th>Indices</th>
<th>Traction Test</th>
<th>Braking Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Simple</td>
<td>PID</td>
</tr>
<tr>
<td>$T_s$</td>
<td>9.4736</td>
<td>179.8768</td>
</tr>
<tr>
<td>IAE</td>
<td>49.7694</td>
<td>407.9013</td>
</tr>
<tr>
<td>ISE</td>
<td>282.1087</td>
<td>1509.3524</td>
</tr>
<tr>
<td></td>
<td>Simple</td>
<td>PID</td>
</tr>
<tr>
<td>$T_s$</td>
<td>46.5549</td>
<td>791.0235</td>
</tr>
<tr>
<td>IAE</td>
<td>316.8766</td>
<td>3376.9993</td>
</tr>
<tr>
<td>ISE</td>
<td>3649.0045</td>
<td>17236.4372</td>
</tr>
</tbody>
</table>
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Figure 53 – Actual speed of Fuzzy-PD (braking part) (Author, 2018)

Figure 54 – Actual speed of Fuzzy-PD with settling time (braking part) (Author, 2018)
**Figure 55** – Comparison of simple control, PID, PD and Fuzzy-PD (traction part) (Author, 2018)

**Figure 56** – Comparison of simple control, PID, PD and Fuzzy-PD (braking part) (Author, 2018)
4.4.3 Running on Artificial Train Trajectory

After running the system on a constant reference, here, an artificial train trajectory is used to assess the system performance. One could utilise this approach to test the system and even the controller in following variable speed references. Due to its linkage to a more realistic track than a constant speed reference test, the resistances, particularly, gradient resistance, affect this type of test.

1. Characteristics of the Trajectory

In this trajectory, the author applies the traction mode three times and the braking mode twice. The speed limit used along the running pattern can be seen in Figure 57. At a distance of between 0 and 200 metres, the speed limit is 12 m/s; at between 201 and 1000 metres, it is 17 m/s; between 1001 and 4500 metres, it is 22.2 m/s; at between 4501 and 4999 metres, it is 12 m/s; and finally, at a distance of 5000 metres, it is 0 m/s. Hence, the track length is 5 km.

![Speed Limit Graph](image)

*Figure 57 – Speed limit for artificial train trajectory (Author, 2017)*

Subsequently, to create the gradient resistance, the author considers the altitude, as shown in Figure 58. Mostly uphill slopes influence the resistance, even though there is a steep downhill starting from 2500 metres. Based on this figure, one could calculate the height change over every, for example, 100 metres, and then compute the gradient resistance.
In order to generate the train trajectory to be used by the controller, one could implement, for example, a coasting strategy, an approach which has been applied widely (Dong, Ning, et al., 2010) in order to produce a lower carbon footprint and more comfortable train journeys. Moreover, since energy consumption and passenger comfort are not considered as the controller objectives of this study, the approach of maximum performance to generate the train trajectory is also employed to evaluate the system and the controller.

a. Full Power Trajectory

The full performance of the train trajectory generates a running pattern based on a given speed limit at maximum capacity, i.e. traction and braking, of the system. Therefore, it exhibits a trajectory which consistently attempts to approach the speed limit. For the full performance, the following stages are carried out (Hwang, 1998):

1. By using the given characteristics of the train model as stated in subchapter 4.1, divide the train trajectory into two phases, i.e. forward and backward trajectories.
2. First, by performing maximum tractive effort, the forward trajectory is generated along the speed limit from A to E, as shown in Figure 59.
3. By applying the maximum braking force as the motion force, instead of the tractive effort, on the other hand, the backward trajectory is carried out during the braking parts of the path, i.e. between E and D and between C and B. This technique is
calculated by utilising negative deceleration, as the interim acceleration, and the backward distances from E to D and from C to B.

4. When the calculation of the forward trajectory and backward trajectory intersect each other at points B and D, a combination of them produces complete train trajectory.

5. In order to clarify both ways, synchronise the calculations of distance, speed and acceleration or deceleration between them.

![Full Performance Trajectory](image)

*Figure 59 – Full-performance train trajectory (Author, 2017)*

As shown in Figure 60, in producing the train trajectory of Figure 59, there are three types of acceleration, i.e. true acceleration from the tractive effort (blue dashed line), negative deceleration (red dashed line) and their composite (acceleration and deceleration) as exhibited by the solid black line. The negative deceleration, as described in step 3 above, is necessary to produce the backward trajectory. Afterwards, as explained in step 5, such a negative deceleration has to be inverted to create the true deceleration which is negative in value.
Implementing Coasting Strategy

In this study, there are no complex algorithms implemented to generate the train trajectory with coasting strategy. It is assumed that the following simple technique to create a running pattern with coasting components is an optimised train trajectory. The procedure to produce such a trajectory is fundamentally based on the technique used to create the maximum performance train trajectory. Nevertheless, for braking modes, one should employ the coasting mode when the speed of the trajectory $v_{ref}$ reaches coasting speed $v_{coa}$.

The steps to perform this are as follows:

1. Follow step 1 and 2 of Full Power Trajectory, as shown in Figure 59.
2. Define the coasting speed $v_{coa}$ value at which the speed of the train trajectory $v_{ref}$ starts to coast. In this analysis, the author defines its value as 60 km/h or 16.7 m/s.
3. For the braking parts, as explained in step 3 of Full Power Trajectory, impose the condition as defined in Equation 53 where $-dec$ is the negative instantaneous deceleration of the system and $B(v)$ is the braking force. Albeit $-dec$ is zero when $v_{ref}$ is greater than or equal to $v_{coa}$, despite being much less than the value of $-dec$, the deceleration still exists thanks to the resistance forces.
4. Execute steps 4 and 5 of Full Power Trajectory.
Equation 53 – Coasting strategy

\[-\text{dec} = \begin{cases} 
0; & v_{\text{ref}} \geq v_{\text{coast}} \\
B(v); & v_{\text{ref}} < v_{\text{coast}} 
\end{cases}\]

After these steps have been executed, one could produce the train trajectory with a coasting strategy, as illustrated in Figure 61. At the point of braking between B and C, coasting is involved. This case occurs since the points B and C apply the braking mode with a coasting strategy and their $v_{\text{ref}}$ is greater than $v_{\text{coast}}$.

![Train Trajectory with Coasting Strategy](Figure 61 – Train trajectory with coasting strategy (Author, 2017))

As in Figure 60, in Figure 62 one can see the combination of acceleration and deceleration. The blue dashed line displays the true acceleration from the traction force; the red dashed line shows the negative deceleration; both acceleration and negative deceleration are integrated (solid black line) in terms such that the negative deceleration is transformed inversely.
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Figure 62 – Acceleration/Deceleration of train trajectory with coasting strategy (Author, 2017)

Figure 63 – Plot chart of control and output signals with respect to time (with gradient resistance) (Author, 2018)
2. Testing PD Controller

In this test, the PD controller is used to follow two types of trajectory. Overall, the steps undertaken for PD are the same as in 4.4.2. Nevertheless, due to the presence of a gradient resistance affecting the system behaviour, one has to perform relay-based auto-tuning again, as shown in Figure 63, and in calculating the parameters $K_u$ and $T_u$, one could use the mean operation (see Equation 17) to create the average of the slightly disturbed process output. Subsequently, based on Equation 5, Equation 6 and Equation 3, the values of the parameters are as follows: $K_u = 1.344$, $T_u = 2.266$, $K_p = 0.81$, $T_d = 0.28$ and $T_i = 1.13$; $T_i$ used later for the Fuzzy-PD.

Unlike the application in the constant reference test, when running on a full-power trajectory, as shown in Figure 64, the PD control is unable to cope with the given trajectory such that it creates a somewhat large error, exceeding the $\pm 3\%$ error limit. A similar case also occurs for the PD when running on a trajectory with a coasting strategy, as denoted in Figure 65. Again, the PD yields unsatisfactory results.

Furthermore, in terms of running time in the full-power trajectory, as shown in Figure 66, the PD control spends a maximum time of 280.565 seconds, or 4.6761 minutes, whereas the maximum time of the speed reference is 282.2025 seconds, or 4.7034 minutes. Therefore, the time difference between them is that the actual speed of the PD control is 1.6375 seconds earlier than the reference speed, meaning that the time constraint is satisfied.

Meanwhile, for running time in the trajectory with a coasting strategy, as shown in Figure 67, the PD control produces the maximum time of actual speed at 286.0793 seconds, or 4.768 minutes, or 0.95353 seconds earlier than the reference speed. Therefore, the time constraint is satisfied.

Then, the IAE and ISE performances of the PD control for the full-power trajectory are 80.2453 and 80.6098, respectively, whereas those in the trajectory with coasting are 49.7983 and 40.8824, respectively.
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Figure 64 – Error deviation of PD control in full-power trajectory (Author, 2018)

Figure 65 – Error deviation of PD control in trajectory with coasting (Author, 2018)
Figure 66 – Running time of PD control in full-power trajectory (Author, 2018)

Figure 67 – Running time of PD control in trajectory with coasting (Author, 2018)
3. Assessing Fuzzy Gain Scheduling Based PD Controller

In this test of the Fuzzy gain scheduling of the PD, all parameters used for the PD test in the previous section are also employed here. The procedure before the test is the same as in 4.4.2 for Fuzzy gain scheduling of the PD control. Here, the $\gamma$ value used is also the same, i.e. 0.6.

The error deviations of the Fuzzy-PD for both the full-power trajectory and the trajectory with a coasting strategy are denoted in Figure 68 and Figure 69, respectively. One can see that the Fuzzy-PD shows satisfactory results without any error deviation of significantly more than the $\pm$3% error limit.

Afterwards, for the running time, for the full power trajectory, as denoted in Figure 70, the Fuzzy-PD spends a maximum time of 280.6447 seconds, or 4.6774 minutes, which is 0.13825 seconds later than the reference speed. Therefore, the time constraint is satisfied. In trajectory with coasting, as shown in Figure 71, the maximum time of actual speed is 287.1798 seconds, or 4.7863 minutes, or 0.14696 seconds later than the reference speed. Therefore, this time constraint is also satisfied.

![Figure 68 – Error deviation of Fuzzy-PD in full-power trajectory (Author, 2018)](image-url)
Figure 69 – Error deviation of Fuzzy-PD in trajectory with coasting (Author, 2018)

Figure 70 – Running time of Fuzzy-PD in full-power trajectory (Author, 2018)
Finally, in regard to its IAE and ISE performance, these are 11.8668 and 3.3069, respectively, on the full-power trajectory, and 10.5027 and 3.1779, respectively, on the trajectory with a coasting strategy.

4. Implementing Measurement Errors

As described in 4.3.1, measurement noise is introduced to the system output in this test, and after implementing the noise, the error deviation is illustrated to demonstrate that, indeed, the measurement error ruins the system output, and even the controllers are unable to cope with this issue. Here, the controller used is Fuzzy gain scheduling of the PD control.

Figure 72 and Figure 73 show the error deviations for the process output on the full-power trajectory and the trajectory with a coasting strategy when corrupted by measurement noise. Even the Fuzzy-PD, which can follow the given trajectories satisfactorily, is unable to deal with such a noisy environment.

Next, the running time of the noisy system on both the full-power trajectory and the trajectory with coasting are shown in Figure 74 and Figure 75, where the maximum times of both are 286.9139 seconds, or 4.7819 minutes, or 6.4074 seconds later than reference speed so that time constraint is satisfied, and 289.6539 seconds, or 4.8276 minutes, 2.6211 seconds later than the reference speed so that the time constraint is satisfied, respectively.
The performance of the IAE and ISE for the noisy system are not calculated since it is obvious that they will produce exceptionally high errors.

**Figure 72** – Error deviation of noisy Fuzzy-PD in full-power trajectory (Author, 2018)

**Figure 73** – Error deviation of noisy Fuzzy-PD in trajectory with coasting (Author, 2018)
Figure 74 – Running time of noisy Fuzzy-PD in full-power trajectory (Author, 2018)

Figure 75 – Running time of noisy Fuzzy-PD in trajectory with coasting (Author, 2018)
5. Applying Kalman Filter

As proven in the previous test, the measurement noise devastates the system, it is therefore necessary to improve the controllers, as mentioned in 4.3.2, so that a Kalman filter is utilised. To implement the filter, one has to arrange its parameters as defined in 4.3.2.

In Figure 76 and Figure 77, one can see that the Kalman filter is capable of improving the results with the noisy environment, as seen in Figure 72 and Figure 73, so that the process output has an error lower than the error limit. Figure 76 shows the error deviation for the full-power trajectory, whereas Figure 77 shows the trajectory with coasting.

Figure 78 shows the journey time for the full-power trajectory, whereas Figure 79 shows that for the trajectory with coasting. Their maximum times respectively are 280.5297 seconds, or 4.6755 minutes, or 0.023255 seconds later than reference speed, so the time constraint is satisfied, and 287.0311 seconds, or 4.7839 minutes, or 0.0016816 seconds earlier than the reference speed, so the time constraint is again satisfied.

Finally, the performance of the IAE and ISE for both the full-power trajectory and the trajectory with a coasting strategy are, respectively, 9.1911 and 2.853, and 9.0569 and 2.8062.

![Error deviation between Vref and Vact](image)

*Figure 76 – Error deviation of noisy Fuzzy-PD with KF in full-power trajectory (Author, 2018)*
6. Comparisons

The summary and comparisons of all tests in 4.4.3 are presented in Table 3 where $e_{3\%}$ and $e_{\text{Time}}$ are the indices of the 3% error limit and the time deviation. First, only the Fuzzy-PD and Fuzzy-PD with the Kalman filter satisfy the ±3% error limit. However, remember that not only does the Fuzzy-PD with the Kalman filter comply with the index of the 3% error limit, but it also improves the results in a noisy environment. Secondly, all tests meet the time deviation index. ‘+’ notation means later, while ‘-’ notation means earlier. Thirdly, for the IAE and ISE, the PD yields an enormous number, especially for the full-power trajectory, whereas the Fuzzy-PD and Fuzzy-PD with the Kalman filter are almost the same, although the latter indicates superior results. Eventually, based on these results, only the Fuzzy-PD controller and the one with the Kalman filter are employed for the next chapter in the Case Study.

*Table 3 – Comparison indices of artificial trajectory test*

<table>
<thead>
<tr>
<th>Indices</th>
<th>Full-power Trajectory</th>
<th>Trajectory with Coasting</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PD</td>
<td>Fuzzy-PD</td>
</tr>
<tr>
<td>$e_{3%}$</td>
<td>Unsatisfied</td>
<td>Satisfied</td>
</tr>
<tr>
<td>$e_{\text{Time}}$</td>
<td>-1.6375</td>
<td>+0.13825</td>
</tr>
<tr>
<td>IAE</td>
<td>80.2453</td>
<td>11.8668</td>
</tr>
<tr>
<td>ISE</td>
<td>80.6098</td>
<td>3.3069</td>
</tr>
<tr>
<td>Indices</td>
<td>PD</td>
<td>Fuzzy-PD</td>
</tr>
<tr>
<td>$e_{3%}$</td>
<td>Unsatisfied</td>
<td>Satisfied</td>
</tr>
<tr>
<td>$e_{\text{Time}}$</td>
<td>-0.95353</td>
<td>+0.14696</td>
</tr>
<tr>
<td>IAE</td>
<td>49.7983</td>
<td>10.5027</td>
</tr>
<tr>
<td>ISE</td>
<td>40.8824</td>
<td>3.1779</td>
</tr>
</tbody>
</table>
Figure 77 – Error deviation of noisy Fuzzy-PD with KF in trajectory with coasting (Author, 2018)

Figure 78 – Running time of noisy Fuzzy-PD with KF in full-power trajectory (Author, 2018)
Figure 79 – Running time of noisy Fuzzy-PD with KF in trajectory with coasting (Author, 2018)
5 Case Study

In addition to examining the methods for an artificial train trajectory, a real case study is performed as well. Based on the actual data of the DLR directly from Transport for London (TfL), in this chapter, a DLR rolling stock and route are adopted to investigate the controller since the DLR operates at GoA3 (Keevill, 2016) which indeed consists of the ATP and ATO systems. The DLR rolling stock and its route are described. Based on the approach demonstrated in Chapter 4, the control design is executed to cope with the case study. Moreover, the results are shown and discussed based on the control objectives, as illustrated in subchapter 1.2.

5.1 Docklands Light Railway

Besides the DLR service, on the rail transport systems in Greater London provided by TfL, the Central Line, Jubilee Line, Northern Line and Victoria Line of London Underground also apply ATP and ATO systems, but these lines still require the driver to open and close the train doors and to initiate the motion of the train (Connor, 2015). In other words, these lines operate at GoA2 (Keevill, 2016). On the other hand, DLR implements a more sophisticated signalling system, resulting in it being the only line of TfL which has applied driverless train technology (GoA3 which requires a staff member to be on board, as shown in Figure 80) since it was first introduced to the public in 1987 (Pearce, Hardy, & Stannard, 2006).

Figure 80 – An on-board staff on DLR train (Author, 2017)

The DLR line is employed to evaluate the proposed control design. Figure 81 shows a DLR train preparing to depart from Stratford station. In the following subchapters, the information regarding DLR is described.
5.1.1 Rolling Stock Parameters

As the latest version of DLR rolling stock, B2007 Stock is selected for the case study. Figure 82 shows this type of stock physically in duty. The rolling stock parameters needed for the simulation are presented in Table 4.

Table 4 – B2007 Stock Information

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total length of a car</td>
<td>28.8 metres coupler face to coupler face</td>
<td>Maximum traction force</td>
<td>65 kN</td>
</tr>
<tr>
<td>Total tare mass per car</td>
<td>38.2 tonnes</td>
<td>Maximum/permitted acceleration</td>
<td>1.4 m/s²</td>
</tr>
<tr>
<td>Overload train mass per car</td>
<td>57.3 tonnes</td>
<td>Maximum braking force</td>
<td>206.3 kN (Emergency Brake)</td>
</tr>
<tr>
<td>Maximum speed</td>
<td>80 km/h (22.2 m/s)</td>
<td>Service braking rate</td>
<td>−0.8 m/s²</td>
</tr>
<tr>
<td>Maximum power per car</td>
<td>4×130 kW</td>
<td>Emergency braking rate</td>
<td>−1.4 m/s²</td>
</tr>
</tbody>
</table>
Exclusively for the maximum traction force parameter, the tractive effort and running resistance curve, approximate values are obtained from Kemp (1987). Figure 83 shows the tractive effort/speed curve of the DLR rolling stock. This shows two curves of traction connected to each other in the middle, caused by the fact that the DLR vehicle operates with two motors.

![Speed versus Traction & Running Resistance](image)

**Figure 83 – Traction curve and running resistance of DLR rolling stock (Kemp, 1987)**

### 5.1.2 Route Characteristics

As of December 2017, the DLR network serves five different two-way routes surrounding the Docklands area. Moreover, its primary depot is situated in Beckton, close to the Beckton DLR station. These routes are the following (TfL, 2015b)\(^{26}\):

- Bank – Lewisham,
- Bank – Woolwich Arsenal,
- Stratford – Lewisham,
- Stratford International – Woolwich Arsenal,
- Tower Gateway – Beckton.

\(^{26}\) The total number of stations located in each route can be seen in Figure 106 in Appendix B – DLR Route Map.
The route from Stratford International to Woolwich Arsenal\textsuperscript{27} is utilised in this study. Figure 84 shows the platform at Stratford International station, whereas the platform at Woolwich Arsenal station is shown in Figure 85. Figure 86 shows the Google Map of the route. The route is located in east London and crosses the River Thames. Figure 87 illustrates the position of each station from Stratford International.

\textit{Figure 84} – Platform at Stratford International station (Author, 2017)

\textit{Figure 85} – Platform at Woolwich Arsenal station (Author, 2017)

\textsuperscript{27} Its total length is 11.671 km with 12 stations counted from Stratford International to Woolwich Arsenal. The distance of each station from the station of Stratford International is the following: Stratford (1330 metres), Stratford High Street (1770 metres), Abbey Road (2408 metres), West Ham (3000 metres), Star Lane (3788 metres), Canning Town (4577 metres), West Silvertown (6274 metres), Pontonn Dock (7052 metres), London City Airport (8151 metres), King George V (9199 metres) and Woolwich Arsenal (11,671 metres).
Figure 86 – Map of the route from Stratford Int’l to Woolwich Arsenal (Google Inc., n.d.)

Figure 87 – Position of stations in the route from Stratford Int’l to Woolwich Arsenal (Author, 2017)
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Figure 88 – Altitude of the route from Stratford International to Woolwich Arsenal (Author, 2017)

Figure 89 – Speed limit of the route from Stratford International to Woolwich Arsenal (Author, 2017)
In addition, the altitude of the route is shown in Figure 88. This shows that the DLR route has significant slopes, especially the major slope at a distance of around 10 km due to the tunnel under the River Thames. Using this figure, one could determine the gradient\(^{28}\) of the route for every 1 metre and then calculate the gradient resistances.

The speed limit\(^{29}\) applied by TfL to DLR on the route from Stratford International to Woolwich Arsenal is denoted by the black dashed line in Figure 89. Based on this line, one could generate the optimised train trajectory.

5.2 Controller Design

In this subchapter, the author defines the controller design used to comply with the route from Stratford International to Woolwich Arsenal. As analysed and discussed in 4.4, Fuzzy-PD gain scheduling is proven to be superior to the other controllers, in this case study therefore, only the Fuzzy-PD and that with the Kalman filter are employed to examine whether they are able to yield good resulting using real data.

5.2.1 Modification of Fuzzy Gain Scheduling of PD Controller

In general, for this case study, the way to design the controller is the same as in 4.2 and 4.3, except for some parameters, i.e. \(K_u, T_u, K_p, T_i\) and \(T_d\). However, due to the complexity of the case study route, the author modifies the Fuzzy-PD gain scheduling to deal with the trajectories. Compared with the previous block diagram in Figure 28, the modified controllers, as shown in Figure 90, consider the train model as an integrated subsystem, i.e. traction, braking and train dynamics, although the model itself is not changed at all. This is merely for ease of the modified controllers.

---

\(^{28}\) The figure regarding the gradient of the route in more detail can be seen in Figure 107 in Appendix C – Gradient and Speed Limit.

\(^{29}\) The figure regarding the speed limit of the route in more detail can be seen in Figure 108 in Appendix C – Gradient and Speed Limit.
A new block, called the trajectory-based switch, is added. This component has two crucial functions, namely, first to switch the appropriate control signal from PD control to either traction or braking based on the behaviour of the trajectory used at that moment. For example, at the time when the trajectory is generated before being used by the ATO control system, besides the speed profiles, the trajectory also produces the combination of the forward and backward accelerations, as explained in 4.4.3. Then, the acceleration profiles can be utilised to decide when the PD control has to release either a positive or negative signal, as defined in Equation 54, where $a_f$ and $a_b$ are the forward and backward accelerations, respectively. This technique is more advantageous than leaving the PD to decide the signals itself, as it is usually poorly managed, because the acceleration profiles contain valuable data that can be used as a guide. Second, the switch continuously updates the weight blocks, i.e. $w_T$ (traction weight) and $w_B$ (braking weight) as defined in Equation 55, according to the acceleration profiles of the optimised trajectory. Therefore, the trigger for activating either $w_T$ or $w_B$ also takes place at the same time as the switch’s first function, as formulated in Equation 56 which uses Equation 45.

**Equation 54 – Trajectory-based switch (first function)**

$$u(s) = \begin{cases} + & a_f(s) \geq 0 \\ - & a_b(s) > 0 \end{cases}$$
Remember that $K_p$ in Equation 56 is applied only at $s \neq 0$ since at zero distance $s = 0$, $\alpha(0) = 0.5$ so that the equation uses its initial form as described in Equation 3. Moreover, when both $a_f$ and $a_b$ are zero, $w_B$ is inactive, and then $w_T$ is active with a value of 2.

*Equation 55 – Definitions of traction and braking weights*

$$w_T(s) = 2 + a_f(s)$$
$$w_B(s) = 1 + a_b(s)$$

*Equation 56 - $K_p$ in Equation 45 with traction and braking weights (second function)*

$$K_p(s + 1) = \begin{cases} 1.2 \cdot \alpha(s + 1) \cdot K_u \cdot w_T(s); & a_f(s) \geq 0 \\ 1.2 \cdot \alpha(s + 1) \cdot K_u \cdot w_B(s); & a_b(s) > 0 \end{cases}$$

### 5.2.2 Initial Parameters

Subsequently, before using the modified controllers, as usual, relay-based auto-tuning is employed. The step input, this time, is adjusted to 3, not 1, since in this case study, different parameters also lead to different system behaviours from that in 4.1.4. Then, based on Figure 91, parameters $K_u$, $T_u$, $K_p$, $T_i$ and $T_d$ are found to be 2.3, 0.95, 1.38, 0.477 and 0.12, respectively.

*Figure 91 – Plot chart of control and output signals with respect to time – case study*

(Author, 2018)
5.3 Results and Discussion

This subchapter presents two types of trajectory, i.e. a full-performance trajectory and the trajectory with a coasting strategy, the same as in 4.4.3. Next, the results and discussion are presented and evaluated based on the performance indices, as determined in 4.4.1.

5.3.1 Generating Trajectories

The approaches employed to determine the trajectories are the same as in 4.4.3, i.e. a full performance trajectory and a trajectory with coasting strategy. Figure 92 and Figure 93 respectively show each of these trajectories.

![Full Performance Trajectory - Case Study](image)

*Figure 92 – Full-performance train trajectory – case study (Author, 2018)*
5.3.2 Results and Discussion

- Assessing Fuzzy Gain Scheduling Based PD Controller

The parameters used have been determined in 5.2. Figure 94 and Figure 95 denote the results for the full-power trajectory and the trajectory with coasting. In both figures, the modified controllers can cope with the error limit, even in a complex environment.

Figure 96 and Figure 97, show the running times for the full-power trajectory and the trajectory with coasting. Their maximum time of actual speed respectively are 879.6034 seconds, or 14.6601 minutes, or 2.0009 seconds later than the reference speed, so that time constraint is satisfied, and 884.6196 seconds, or 14.7437 minutes, or 1.232 seconds later than reference speed, so that the time constraint is satisfied.

Subsequently, the IAE and ISE performance for the full-power trajectory are 48.0497 and 7.3507, and they are 33.0713 and 5.4352, for the trajectory with coasting.
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Figure 94 – Error deviation of Fuzzy-PD in full-power trajectory – case study (Author, 2018)

Figure 95 – Error deviation of Fuzzy-PD in trajectory with coasting – case study (Author, 2018)
Figure 96 – Running time of Fuzzy-PD in full-power trajectory – case study (Author, 2018)

Figure 97 - Running time of Fuzzy-PD in trajectory with coasting – case study (Author, 2018)
• Implementing Measurement Errors and Kalman Filter

In this part, both adding measurement errors and implementing of the Kalman filter are presented in order to analyse their differences immediately. Moreover, as described previously, measurement noise and the Kalman filter are applied based on the same conditions as in 3.4.3, 3.4.4 and 4.3.

For error deviation both for the full-power trajectory and the trajectory with coasting, one can see, in Figure 98 and Figure 99, that naturally measurement noise devastates the actual data of the process output from which the controller is supplied to data with huge deviations. This condition, consequently, causes misinformation continuously and in loops. Fortunately, thanks to the Kalman filter, the noise can be significantly improved as shown in Figure 100 and Figure 101. The filtered output can facilitate the feedback of the controllers so that inaccurate information can be minimised. The noisy and filtered outputs are not presented in one figure since, when mixed, due to noise attenuation visually interrupting the display of the figure, the line of the filtered output is unable to be clearly seen, so that it is more convenient to see them separately.

Then, for the running time both for the full-power trajectory and the trajectory with coasting, the punctuality of the noisy system deviates far from that of the reference speed, namely 25.6829 seconds later (maximum time 903.2853 seconds or 15.0548 minutes) and 14.3324 seconds later (maximum time 897.7199 seconds or 14.962 minutes), respectively. This condition is one of the effects of the misinformation, as discussed earlier. However, as the time constraint is no later and no earlier than 30 seconds, the noisy system can still be classified as satisfying the time index. Subsequently, again, by implementing the Kalman filter, the system can be saved from the noisy environment so that not only is the time performance index satisfied, but also the running time can be reduced to a more acceptable time deviation value. The maximum times of actual speed both for the full-power trajectory and the trajectory with coasting are 877.6723 seconds, or 14.6279 minutes, or 0.069856 seconds later than the reference speed and 883.4535 seconds, or 14.7242 minutes, or 0.065964 seconds later than the reference speed, respectively.

Lastly, for the IAE and ISE performance of the noisy system, for both trajectories, these are not calculated because, again, their values are doubtless very large. The IAE and ISE performance of the filtered system for both trajectories are, respectively, 23.5872 and 4.0589, and 23.0153 and 4.0453.
Figure 98 – Error deviation of noisy Fuzzy-PD in full-power trajectory – case study (Author, 2018)

Figure 99 – Error deviation of noisy Fuzzy-PD in trajectory with coasting – case study (Author, 2018)
Figure 100 – Error deviation of noisy Fuzzy-PD with KF in full-power trajectory – case study (Author, 2018)

Figure 101 - Error deviation of noisy Fuzzy-PD with KF in trajectory with coasting – case study (Author, 2018)
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Figure 102 – Running time of noisy Fuzzy-PD in full-power trajectory – case study (Author, 2018)

Figure 103 – Running time of noisy Fuzzy-PD with KF in full-power trajectory – case study (Author, 2018)
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Figure 104 – Running time of noisy Fuzzy-PD in trajectory with coasting – case study (Author, 2018)

Figure 105 – Running time of noisy Fuzzy-PD with KF in trajectory with coasting – case study (Author, 2018)
Comparisons

All four performance indices are used to evaluate the performance of each method. As with the results from 4.4.3, doubtless the noisy system indicates poor results, and in this case study, one can see that, due to the noise, it shows the worst results in regard to all indices and trajectories. Meanwhile, the Fuzzy-PD can cope with all indices with satisfactory performance. However, the Fuzzy-PD with the Kalman filter, on the other hand, is slightly superior to the Fuzzy-PD, especially in the indices of time deviation and IAE.

Table 5 – Comparison indices of case study

<table>
<thead>
<tr>
<th>Indices</th>
<th>Full-power Trajectory</th>
<th>Trajectory with Coasting</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_3%$</td>
<td>Satisfied</td>
<td>Unsatisfied</td>
</tr>
<tr>
<td>$e_{Time}$</td>
<td>+2.0009</td>
<td>+25.6829</td>
</tr>
<tr>
<td>IAE</td>
<td>48.0497</td>
<td>Poor</td>
</tr>
<tr>
<td>ISE</td>
<td>7.3507</td>
<td>Poor</td>
</tr>
</tbody>
</table>
6 Conclusion

To summarise this thesis, the conclusions are divided into two parts: findings and recommendations. Findings include the summary of research contributions in order to respond to the aim and objectives and to answer the research questions. Subsequently, in recommendations, all improvements that can be undertaken to enhance the quality of this thesis and for future works are listed.

6.1 Findings

- Measurement error is scarcely considered in ATO control systems in previous works;
- The mathematical model of the train has been modelled and implemented.
- The Fuzzy-PD gain scheduling assisted by the Kalman filter can meet: (1) following the predefined trajectory, (2) satisfying a speed tracking error of less than 3%, (3) complying a punctuality of no less more 30 seconds early and no more than 30 seconds late from the trajectory running time, and (4) showing superior IAE and ISE performances compared to conventional controllers.
- The Gaussian white noise of 5% measurement errors has been added to the system output to resemble noisy environments of an instrumentation device.
- The Kalman filter has been introduced to improve the controllers to cope with noisy speed profile.
- The DLR route from Stratford International to Woolwich Arsenal and B2007 Stock have been implemented as a real case study.
- After assisted by the Fuzzy gain scheduling, PD control can cope with all tests in normal conditions, but not in noisy situations.
- By implementing the Kalman filter, an algorithmic estimator, Fuzzy-PD can be improved to overcome all tests in normal and noisy conditions. The design method of the Kalman filter in order to assist Fuzzy-PD has also been presented in 3.4.4 and 4.3.2.
- The DLR is selected to represent real train environments in order to assess the control design since it is considered to have a GoA3 system which implements the ATO system.

6.2 Recommendations

- An anti-windup controller should be designed to overcome actuator saturation.
- The error constraint should be restricted tighter.
Conclusions

- The controller should consider other factors, such as the TASC system and other inputs, e.g. running resistance, gradient, tunnel resistance, curvature resistance and so on.
- The implemented fuzzy controller should be improved, for example, by applying type-2 Fuzzy sets and ANFIS.
- The implemented Kalman filter should be improved, possibly by applying the unscented Kalman filter approach or by improving the controller to deal with such noise directly without any filter.
- The future research may be combined with the research of ATO speed profile optimisation, particularly moving block or CBTC system, to achieve more criteria, e.g. energy efficiency and passenger comfort.
- The future research should consider multi-point mass or cascade mass point of the train for train modelling and the cases in which each carriage has a variable load mass.
- Position tracking should also be considered.
- In order to examine the proposed idea, the future research should be applied not only to a simulation-based case study but also to a real application.
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# Appendix A – Table of Difference among GoAs

*Table 6 – Grades of Automation in more detail (Keevill, 2016). ‘Ops’ stands for operator.*

<table>
<thead>
<tr>
<th>Increasing GoA</th>
<th>Basic functions of train operation</th>
<th>Non-automated GoA (GoA0)</th>
<th>Semi-automated GoA (GoA1)</th>
<th>Driverless GoA (GoA2)</th>
<th>Unattended GoA (GoA3)</th>
<th>GoA4</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-sight</td>
<td>Ensure safe route</td>
<td>Ops Staff (route by systems)</td>
<td>Systems</td>
<td>Systems</td>
<td>Systems</td>
<td>Systems</td>
</tr>
<tr>
<td></td>
<td>Ensure safe separation of trains</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
</tr>
<tr>
<td></td>
<td>Ensure safe speed</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
</tr>
<tr>
<td></td>
<td>Control train</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
</tr>
<tr>
<td></td>
<td>Control passenger transfer</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
</tr>
<tr>
<td></td>
<td>Supervise guideway</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
</tr>
<tr>
<td></td>
<td>Ensure safe movement of trains</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
</tr>
<tr>
<td></td>
<td>Put in or take out of operation</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
</tr>
<tr>
<td></td>
<td>Supervise guideway</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
</tr>
<tr>
<td></td>
<td>Ensure safe movement of trains</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
</tr>
<tr>
<td></td>
<td>Operate a train</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
</tr>
<tr>
<td></td>
<td>Ensure safe movement of trains</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
</tr>
<tr>
<td></td>
<td>Operate a train</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
</tr>
<tr>
<td></td>
<td>Ensure safe movement of trains</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
<td>Ops Staff</td>
</tr>
</tbody>
</table>

*NB: 'GoAs' stands for Grades of Automation*
Appendix B – DLR Route Map

Figure 106 – Map of DLR routes (Tfl, 2015a)
10 Appendix C – Gradient and Speed Limit

Gradient (per 1 m) - Stratford Int'l to Woolwich Arsenal

Figure 107 - Gradient of the route from Stratford International to Woolwich Arsenal (Author, 2017)
Figure 108 – Speed limit of the route from Stratford International to Woolwich Arsenal
(Author, 2017)