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Abstract

Software project scheduling (SPS) in an uncertain and dynamic environment is critical for within budget and on time completion of real-world projects. This is an important issue in the software engineering practices, as budget and effort must be managed well enough for successful project completion. This deals with suitable allocation of employees to tasks in a software project with an aim to minimize project cost and schedule. Most of the existing research address this problem by considering only static and deterministic scenarios with no dynamic disruptions. However, the SPS has emerged as a dynamic scheduling problem which is challenged by inherent agility for medium to large scale projects. It requires not only the capability to handle dynamic events but also multiple objectives to ensure successful project completion. The increasing trend of cloud based software as a service (SAAS) solutions (large-scale complex projects) also requires projects on schedule and within budget.

In this thesis, we address this challenge (handling of dynamic events potentially capable to disrupt project quality, schedule, and cost) by formulating the software project scheduling problem as an optimization problem that regenerates a feasible software project schedule. We present three multi-objective (project duration, cost, robustness, and stability) models, subjected to variety of practical constraints, to deal with dynamic events. First, we present a model to deal with ‘Employee Turnover’ dynamic event that handles both employee rescheduling and recruitment scenarios, along with a multi-objective evolutionary algorithm. Second, we tackle another dynamic event ‘new employee addition’ by proposing a multi-objective evolutionary algorithm as novel heuristic approach. Third, we propose a new model for the SPS problem by considering an important human factor i.e. ‘employee experience’.

The work in this thesis presents our first attempts to address some of the most challenging problems in software project scheduling under dynamic environment. The proposed evolutionary algorithmic approaches and models have been evaluated against existing state-of-the-art algorithms.

Keywords: dynamic software project scheduling, multi-objective optimization, mathematical model, metaheuristics.
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Acronyms

CPM       critical path method
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EMO       evolutionary multi-objective optimisation
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HVR       hypervolume ratio
MOEA      multi-objective evolutionary algorithm
MOP       multi-objective optimisation problem
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PM        person-month
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SBSE      search based software engineering
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SDLC      software development life cycle
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SPS       software project scheduling
SPSP      software project scheduling problem
SSPS      static software project scheduling
TPG       task precedence graph
**Algorithms**

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCE</td>
<td>bi-criterion evolution algorithm</td>
</tr>
<tr>
<td>EA</td>
<td>evolutionary algorithm</td>
</tr>
<tr>
<td>$\epsilon$-MOEA</td>
<td>$\epsilon$-dominance based MOEA</td>
</tr>
<tr>
<td>h_NEA</td>
<td>heuristic for new employee addition</td>
</tr>
<tr>
<td>NSGA-II</td>
<td>non-dominated sorting genetic algorithm II</td>
</tr>
<tr>
<td>NSGA-III</td>
<td>non-dominated sorting genetic algorithm III</td>
</tr>
<tr>
<td>OMOPSO</td>
<td>improved PSO using crowding, mutation and $\epsilon$-dominance concepts</td>
</tr>
<tr>
<td>SMPSO</td>
<td>speed-constrained multi-objective PSO</td>
</tr>
<tr>
<td>Two_Arch2</td>
<td>improved two-archive algorithm</td>
</tr>
</tbody>
</table>
Symbols

$A$       archive set
$e_i$     the $i$th employee
$E$       set of employees
$f_i$     the $i$th objective value
$m$       number of objectives
$N$       size of population
$n$       decision variables number
$P$       size of evolutionary population
$p_c$     crossover probability
$p_m$     mutation probability
$SK$      employee skills set
$T$       set of tasks
$t_j$     the $j$th task
$t_0$     the starting time
$t'$      the scheduling point time
$x_{ij}$  the degree of dedication of $i$th employee to $j$th task
$X$       dedication matrix
$\varepsilon$  employee’s experience
$\prec$   to Pareto dominate
Chapter 1

Introduction

This thesis addresses the software project scheduling problem by applying Search Based Software Engineering (SBSE) approaches in a dynamic environment. This chapter presents the motivation that led to undertaking this challenge followed by research methodology, research questions and a brief summary of contributions. This chapter concludes with the overall structure of the thesis and research publications.

1.1 Search-based Software Engineering

Search-based software engineering (SBSE) has emerged as a new field of software engineering research and practice [78]. In general, SBSE is known as sub-field of software engineering that seeks to reformulate software engineering complex issues as search problems and applies metaheuristic techniques to solve them. Software engineers typically faced with multiple objectives that must be delivered under various constraints. Balancing all these is a critical task. SBSE has become an increasingly popular paradigm for solving such highly complex and dynamic software engineering problems which otherwise are infeasible to solve. This nature of problem often makes the definition of analytical algorithms problematic. However, the SBSE approaches tend to generate a pool of candidate solutions automatically and gradually evolve them to be increasingly more desirable. As a result, these algorithms find optimal, near-optimal or those solutions which fall within a specified acceptable tolerance of a perceived ideal. Such factors
make robust search-based optimization techniques, e.g., evolutionary algorithms (EAs) [86], simulated annealing [93], and tabu search, [69] readily applicable.

An evolutionary algorithm dealing with problems considering multiple objectives is known as multi-objective evolutionary algorithm (MOEA), and such problems are known as multi-objective problems (MOPs). In MOPs, objectives are typically of conflicting nature and, therefore, we obtain a set of optimal solutions rather a single solution. These solutions are known as Pareto optimal solutions [50]. It indicates that the search space has no other solutions that are superior for all the objectives considered. A simplified flow chart of EAs working is presented in Figure 1.1. The EA starts with the population initialization. The generated solutions are evaluated based on some fitness criteria. New generations are produced by applying selection, crossover and mutation operators. The algorithm stops when stop criterion (iterations) is met.

![Figure 1.1: Basic Flow Chart of an Evolutionary Algorithm](image)

By reviewing the literature, evolutionary algorithms have been identified to be used widely by researchers to tackle complex software engineering problems as shown in Figure 1.2. A brief explanation of these problems is given below. This research focuses on software project scheduling problem which has been described in detail in the next Section 1.1.1.
A. Software Effort Estimation

The software effort estimation is a major and key part of the software development life cycle. It can be defined as a process of predicting an accurate and realistic amount of effort required to develop or maintain a software project. These estimates for the effort (expressed in terms of person-hours or money) may be used as input to budgets, project plans, iteration plans, investment analyses, pricing processes, and bidding rounds. There is overwhelming evidence towards cost and effort overruns in software projects due to incorrect effort estimates. Therefore, many studies [112, 87, 68] addressed this problem using SBSE approaches in a promising way.

B. Software Defect Prediction

A reliable and accurate prediction of defect-prone software modules has always been a challenge for both the software industry and academia. In software development process, the cost to find and correct software defects have been the most expensive activity. An accurate defect prediction can affect and reduce the software cost and testing effort. The software testing process can also be improved by focusing on fault-prone modules. Many studies [158, 159, 23] have applied SBSE techniques to solve this problem and results show that they significantly improve the prediction performance.

C. Software Testing

The software testing is a primary way used to build and maintain the customer’s confidence in the software. This utilizes approximately 50%-60% of total software development cost, 40%-50% of total resources, and 30% of total effort [98]. Unfortunately,
software testing is always a time-consuming and costly task [15]. In this regard, studies [162, 101, 148, 102, 174, 176] that have applied SBSE techniques to support the automation of software testing, have resulted in significant cost savings.

D. Software Product Lines Configuration

The software product lines (SPLs) [36] is an important software development paradigm. It refers to the collection of similar software products that are configured systematically using common means of production, and reusable modular software components. Software engineers use SPLs to enhance software reusability, minimize software cost, and support software maintenance [81, 94]. During the last decade, there has been significant interest in SPLs. Many researchers found it an interesting problem and sought to solve it using evolutionary approaches [84, 166].

E. Software Service Composition

The service oriented computing has a main trend in software engineering. It composes a software application by aggregating different, seamlessly connected services deployed over the Internet according to a given work flow [14]. The service composition is a type of service oriented computing that enables the rapid realization and different functionalities integration as required by the stakeholders. The SBSE approaches [31, 32] have become a promising approach to deal with software service composition while simultaneously optimizing multiple conflicting Quality-of-Service (QoS) objectives, e.g., latency, throughput and cost.

1.1.1 Software Project Scheduling

The software project scheduling is a special case of classical project scheduling where the project success (cost, duration) depends on the individuals’ intellectual capabilities (skills sets) in the software development team. The uncertainties in the SPS are not primarily due to the involvement of different suppliers’ tiers but highly depends on the dynamic events (e.g. employee resignation, employee addition, employee experience). Moreover, the classical project scheduling is static whereas SPS requires frequent project reschedules to make sure that project is on track (cost, schedule). This requires
additional objectives to be considered as robustness and stability.

The software project scheduling (SPS) deals with suitable allocation of employees to tasks in a software project. According to the best practices of software engineering, the total budget and human efforts are key parameters for successful project completion, and must be managed well enough. Therefore, software project scheduling is an important software engineering problem. It is one of those NP-hard combinatorial optimization problems for which evolutionary algorithms (EAs) have been widely applied [137] and proven to help the project managers for near-optimal software project plans. Thus, in SBSE, the SPS is formulated as a search problem with the goal to find the most appropriate solution conforming to some adequacy criteria (e.g., minimizing project cost and duration). Rather than constructing project schedules, SBSE simply searches for them. Since, the project cost and duration are in conflict with each other; as when one is reduced, usually the other increases. Therefore, the goal of optimization process is to find a set of solutions that represent a trade-off between both objectives.

Most of the existing studies address this problem by considering only static and deterministic scenarios, where no disruption occurs [5, 27, 28, 30, 111]. However, real-world software projects are subject to environmental changes, e.g., employee resignation, new employee addition, task effort uncertainty and consideration of important human factors, e.g., employee experience and skills. Major challenges are to deal with the SPS problem under dynamic and uncertain environment to avoid any infeasible schedules. In this thesis, novel approaches based on evolutionary algorithm are presented to address these challenges, with the aim to generate an effective software project plan in a dynamic environment.

1.2 Motivation

In recent years, the rapid growth in software industry has resulted in the emergence of highly competitive market where success heavily depends on the faster but within budget completion of software projects [118]. Therefore, it has been argued that a successful project should fulfil the following criteria [92]: i) completed within the planned
1.2. Motivation

This refers to a software project scheduling (SPS) problem which deals with suitable allocation of employees to software tasks during the whole software project development life cycle [5]. The SPS seeks to assign employees to tasks by taking into account employees' skills and preferences, organizational and legal rules, and other applicable requirements. It is a common problem for most of the organizations. The SPS problem complexity involves assigning the right employee to the right task at the right time. According to [151], a good scheduling system meets essential characteristics as: i) efficient to meet due-dates and production costs and robust enough to handle exceptions, ii) uses constraints knowledge, preferences, and current information about the environment during schedule generation, iii) provides enough flexibility to react to disruptions in an efficient and timely manner, and iv) to increase the efficiency of the system in real time, scheduling decisions are based on actual conditions. In this regard, the main SPS challenges are [121]: evaluating schedule effectiveness, dealing with uncertain dynamic scenarios, accommodating unpredictability, and reducing employees' workload.

Although, the software project scheduling problem has been intensively explored in the literature, but most of the studies focus on static and deterministic scenarios (no disruption occurs during the whole software development life cycle). These may result in performance deterioration and infeasibility when explored to unpredictable scenarios. Hence, the current state-of-the-art research demonstrates a lack of flexibility to effectively cope with dynamic and uncertain events which usually occur during the development of software projects such as, employee resignation, new employee addition, task effort uncertainty, and volatile requirements etc.

Therefore, researchers have to deal with a number of challenges for the SPS problem. Most notably, researchers deal with the static version of SPS problem considering that no uncertain event can trigger. In these studies, real-world dynamic scenarios are ignored. Moreover, they lack the usage of real-world data set and use case studies or some benchmarked problems while evaluating their techniques. Furthermore, several studies have used the same problem formulation as defined by Alba and Chicano [5].
Another challenge is that they mainly deal with two objectives to be optimized usually time and cost where tasks’ efforts are known in advance. The scalability of these approaches also needs more validation.

All these real-world challenges shape up the SPS problem as multi-objective dynamic software project scheduling problem under uncertain environments. Consequently, three real-world challenges are modelled as multi-objective (project duration, cost, robustness, and stability) models, subjected to variety of practical constraints, to deal with dynamic events as ‘employee turnover’, ‘new employee addition’, and ‘employee experience’ along with multi-objective evolutionary algorithms as novel heuristic approaches in the light of analysis on existing state-of-the-art algorithms performance.

1.3 Research Methodology

This thesis adopts a classical research methodology of Peffers et al. [122] to guide the research. The following five steps describe the adopted process:

- **Problem Identification and Motivation**: The first step is to gain insights into software project scheduling problem under dynamic environment. For this purpose, a survey is conducted that advanced the understanding of the area which identified the room for improvements and challenges. Based on the findings, interests are narrowed towards developing approaches to handle dynamic events that may occur during software project life cycle. Also, it is considered to build a new model for the SPS problem incorporating important human factor that could affect the software project duration and cost significantly.

- **Objectives Definition for a Solution**: The main objective of this thesis is to devise approaches that could deal with different dynamic events that may trigger during software project life cycle. Further, it is aimed at constructing the SPS model that incorporates an important human factor and identify which state-of-the-art algorithm better handles this factor. These objectives are formulated in the form of Research Questions 1-5 in Section 1.4.
1.4. Research Questions

- **Design and Development**: A survey is carried out for the SPS problem. The results of survey reveal the existing approaches inadequacies. In this context, metaheuristic techniques are adapted that have shown to be effective for the SPS problem. In particular, the models and approaches are developed to deal with dynamic events with the aim of optimizing project objectives.

- **Demonstration**: To motivate the designed and developed approaches, this thesis uses 18 benchmark problem instances and six real-world data instances.

- **Evaluation**: To compare the performance of proposed approaches against existing methods, an experimental quantitative evaluation is used. Specially, the performance of the approaches is compared in terms of project objectives (duration, cost, robustness, and stability) using one of best known quality indicator - hypervolume (HV), and project schedules drawn by Gantt chart.

1.4 Research Questions

This thesis addresses the following research questions (RQ):

- **RQ1**: Can existing methods deal efficiently with the dynamic events ‘employee turnover’ and ‘new employee addition’? (Chapter 3 and Chapter 4 respectively)

- **RQ2**: Does rescheduling of existing employees delay the project upon employee turnover? What should be the acceptable skill set of new employee being hired in case if project cost and duration is extended? (Chapter 3)

- **RQ3**: Does the improvement on objectives (duration and cost) made by the proposed heuristic to deal with ‘new employee addition’, compromise other objectives, e.g., project robustness and stability? (Chapter 4)

- **RQ4**: Do the strategies designed into our algorithm handle dynamic events more effectively than state-of-the-art rescheduling methods? (Chapter 4)

- **RQ5**: How can we characterize the notion of ‘employee experience’ for the SPS problem? How do state-of-the-art algorithms perform on the proposed model?
1.5 Contributions

The research described in this thesis contributes to the general software project scheduling problem under a dynamic environment. In particular, the thesis contributes to novel approaches to deal with dynamic events and consideration of important human factors for the SPS problem. Specifically, the main contributions of the thesis are listed below:

1. **Conceptual Model and MOEA-based Approach Towards ‘Employee Turnover’ Dynamic Event**: A model is introduced based on real-world situation to handle the ‘employee turnover’ dynamic event. This model supports both employee rescheduling and new employee recruitment scenarios. We are the first to check if rescheduling the remaining team a bit can meet the manager’s requirements based on the given project budget; if not, then we attempt to provide the manager with a set of options about what kind of person he/she could recruit within the budget. A new realistic way is also devised for the calculation of an employee’s proficiency for a task. Moreover, novel multi-objective evolutionary approaches are proposed for: i) employees rescheduling and ii) to help software project managers in finding new employees to fulfil the required missing skills when someone resigns in the middle of software development project. It is also demonstrated how rescheduling affects the project schedule. Furthermore, we also show that how our proposed approach helps the software project manager in recruiting a new employee to avoid any hiring delay.

2. **A Heuristic-based Approach for ‘New Employee Addition’ Dynamic Event**: A novel algorithm, h_NEA, is proposed to deal with ‘new employee addition’ dynamic event. h_NEA is based on a heuristic approach to deal with the SPS problem. Specifically, with an aim to minimize project cost and duration, we design heuristic strategies for each project objective i.e. duration and cost. The duration heuristic will optimize the project duration by allocating a new
employee on critical tasks while the cost heuristic tries to minimize the cost by
employee replacement based on specific constraints. The employee replacement
will only occur if there is significant difference in cost. Furthermore, it is also
investigated how our proposed heuristic affects other project objectives.

3. SPS Model based on Human Aspects: A new SPS model is proposed includ-
ing an important human factor i.e. employee experience. This added parameter
makes the SPS model more realistic. Based on this model, two project objectives
are optimized as duration and cost. Moreover, the cost objective is defined ac-
cording to real-world scenario. It is also demonstrated how the proposed model
significantly reduces project cost and duration as compared to the state-of-the-
art model. Furthermore, systematic experiments are carried out to compare the
performance of six state-of-the-art algorithms on the proposed model, using 18
benchmark and six real-world data instances. The results reveal that one algo-

The above three contributions represent a significant advancement in the SPS prob-
lem under a dynamic environment which should provide help in both industry and
academia for algorithm development and problem solving.

1.6 Thesis Structure

This section presents structure of remainder of the thesis as outlined below:

Chapter 2 presents the necessary background material for the thesis. This chapter
begins with the basic idea of Software Project Management and then, defines the soft-
ware project scheduling problem in detail. Besides basic concepts about multi-objective
optimisation, this chapter introduces evolutionary multi-objective optimisation tech-

Chapter 3 starts with the background and motivation of the work. Then, a con-
ceptual model along with multi-objective evolutionary approach is presented to deal
with the ‘employee turnover’ dynamic event. We also describe the employee’s proficiency calculation in a more realistic way followed by project objectives and constraints. Finally, we investigate the proposed approaches as well as their implementation.

Chapter 4 begins with the motivation of our work. Then, a heuristic-based approach (h_NEA) to handle the ‘new employee addition’ dynamic event is presented. Next, we formulate the SPS problem using a mathematical model which defines project objectives and constraints. Finally, further investigation is provided to empirically verify the performance of h_NEA using a comparative study based on project schedules and a quality indicator namely, hypervolume (HV).

Chapter 5 proposes a model including the ‘employee experience’ factor for the SPS problem. This chapter starts with the motivation of this work and then details the model based on the SPS problem main attributes, objective functions and constraints. Next, experimental results are shown of the proposed model in comparison with state-of-the-art model using a baseline algorithm, and finally a further investigation of the performance of six state-of-the-art algorithms on proposed model is done.

Chapter 6 concludes the thesis and looks at how it has contributed to the area of software project scheduling in a dynamic context. Furthermore, several directions of future research are presented.

1.7 Publications

The research presented in this thesis is based on following papers.


- Natasha Nigar, Miqing Li and Xin Yao, “Multi-objective Software Project Scheduling: Turn around the Employee Turnover”, 2020, in preparation for submission.
Chapter 2

Literature Review

The aim of this chapter is to summarize the literature on: i) software project scheduling (SPS) problem under both static and dynamic contexts and ii) search-based software engineering (SBSE) approaches to solve this problem. The SBSE is a vast topic; hence, in this chapter focus is primarily on the topics relevant to our work.

The remainder of this chapter is structured as follows. In Section 2.1, we give background information covering the SPS problem structure, evolutionary multi-objective optimisation basic concepts and techniques with particular focus on the algorithms used in this thesis for comparison. Section 2.2 reviews the related work regarding the SPS problem under both static and dynamic contexts. Finally, Section 2.3 summarises the chapter.

2.1 Background

2.1.1 Defining the Problem

Software project management (SPM) is a sub-discipline of project management. It involves scheduling, planning, monitoring, and controlling of software projects to achieve specific objectives, while satisfying a variety of constraints. This thesis mainly deals with the software project scheduling (SPS) problem under SPM. The main focus of solving this problem is to create a schedule for a project with minimal duration and cost by appropriate allocation of employees to tasks. Generally, we can define a project
as the planned set of interrelated tasks that are executed within specified time and cost to achieve one or more specific objectives [88]. A software project is a complete procedure of software development within a specified period of time to achieve the desired software. A project can be characterized as: i) well-defined tasks, ii) it has a unique and distinct goal, iii) it does not involve any routine activity or day-to-day operations, iv) every project is associated with a start time and end time, v) when the project goal is achieved, it ends; hence, it is considered as a temporary phase in organization’s lifetime, and vi) adequate resources are needed for a project in terms of time, manpower, finance, and material.

Based on above definitions, employees and tasks may be distinguished as two major elements of the SPS problem as shown in Figure 2.1.1.

To elaborate this, let us suppose a software project comprising of five tasks \( T = \{t_1, t_2, t_3, t_4, t_5\} \) and seven employees \( E = \{e_1, e_2, e_3, ..., e_7\} \) with employee’s skills set \( SK = \{s_1, s_2, s_3, s_4, s_5\} \). The skill of an employee is denoted as \( e^{skill} \subseteq SK \), the monthly salary as \( e^{salary} \) and maximum dedication to the project with \( e^{maxded} \). Each skill is associated with a proficiency value in the interval \((0, 5]\) [139]. The proficiency value of ‘0’ implies that employee is not proficient for that skill, and a value of ‘5’
indicates that employee is fully master in a skill. Salary is expressed in fictitious currency units, while the maximum dedication is defined as the ratio of amount of hours dedicated to the project divided by full length of the employee’s working day. Here, salary and maximum dedication are real numbers. A simplified scenario example is given in Figure 2.2. Employee $e_1$ who earns £2,000 each month, is a programming ($s_1$) and UML ($s_2$) expert. His/her colleague employee besides UML ($s_2$) expertise, is also a software tester ($s_3$) and data modeller ($s_4$). These employees ($e_1, e_2$) and employee $e_5$ can spend all their day on the project as they possess maximum dedication equal to one; however, this does not necessarily mean that they spend all of their time. On the other hand, employee $e_3$ is a programmer ($s_1$) and can only dedicate half of his/her working day developing the software application. This may be due to the several reasons, perhaps the employee contract is part-time; or he/she has to look after some administrative tasks as part of their dedication. Employee $e_4$ can work overtime ($e^{\text{maxHours}}$) with his/her maximum dedication greater than one ($e^{\text{maxded}} = 1.2$). This implies that he/she can work on the project up to 20% more than in a normal working day ($e^{\text{nhours}}$).

Moreover, each employee has an experience attribute ($e^{\text{exp}}$) in the SPS problem which evolves with time. Employee experience has become an important trend in both human resource and businesses, therefore, we also consider this new attribute into the
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SPS problem. An illustration of evolving employee experience is given in Figure 2.3.

Now the modelling of software tasks is explained. Each task is associated with some skills denoted as $t^{\text{skills}}$ and an effort $t^{\text{effort}}$ expressed in person-month (PM). The tasks are executed based on a Task Precedence Graph (TPG). This indicates which tasks must be completed before a new task begins. TPG is an acyclic directed graph $G(T,A)$ to represent the dependency between tasks. In TPG, the set of nodes represents the set of tasks $T$. The precedence relation among the tasks is denoted by set of arcs $A$. $t^{\text{completed}}$ is a binary variable indicating that whether a task has been finished at time $t$. $t^{\text{completed}} = 1$ shows that task is still in execution whereas $t^{\text{completed}} = 0$ represents that task has been completed. Another binary variable $t^{\text{status}}$ represents task’s availability that whether a task is active at time $t$ or it has been cancelled/suspended, e.g., due to some missing skill. If $t^{\text{status}} = 1$, it shows that task is available whereas $t^{\text{status}} = 0$ represents that task has been cancelled/suspended. $t^{\text{prio}}$ represents task’s priority level i.e. very high, high, or medium. Another variable is $e^{\text{prof}}_{ij}$, it indicates employee $e_i$ proficiency level for performing a task $t_j$. The employee proficiency level for a given task is computed and explained in Chapter 3.

The Figure 2.4 shows all software project tasks considered in the example. Task $t_1$ requires UML expertise (skill $s_2$) to prepare the design model document in order to be used later by the employees in completing the subsequent tasks, and it needs 3 person-months to be completed. In the same figure, we show the dependency between tasks. The last task $t_7$ (User manual creation) cannot be instantiated until all previous tasks are completed.

The aim is to minimize the project duration, cost, robustness, and stability objectives for a software project. For the SPS problem, there are also number of practical
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Figure 2.4: Example of Task Precedence Graph

constraints, below the first three are hard constraints and the last is a soft one.

i. Each task must be performed by at least one available employee.

ii. Each task skills must be fulfilled by all the employees allocated on that task.

iii. No employee should overwork. This may produce the final product with lower quality and, possibly, lead to the correction of or re-development of the erroneous parts, resulting in an increase of project duration.

iv. Task headcount is a soft constraint for the SPS problem. It defines that each task should have a maximum number of employees allocated to it. More employees assigned on a task may increase communication overhead which may result in low productivity.

Solution to the SPS problem. After presenting the employees and tasks as two major elements of SPS problem. The solution to the SPS problem can be represented
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Task 1
Task 2
Task 3
Task 4
Task 5

<table>
<thead>
<tr>
<th></th>
<th>t₁</th>
<th>t₂</th>
<th>t₃</th>
<th>t₄</th>
<th>t₅</th>
<th>t₆</th>
<th>t₇</th>
</tr>
</thead>
<tbody>
<tr>
<td>e₁</td>
<td>1.00</td>
<td>0.50</td>
<td>0.50</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.87</td>
</tr>
<tr>
<td>e₂</td>
<td>0.50</td>
<td>1.00</td>
<td>1.00</td>
<td>0.33</td>
<td>0.50</td>
<td>0.50</td>
<td>0.00</td>
</tr>
<tr>
<td>e₃</td>
<td>0.00</td>
<td>0.70</td>
<td>0.00</td>
<td>0.34</td>
<td>0.00</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>e₄</td>
<td>0.67</td>
<td>0.00</td>
<td>0.87</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>e₅</td>
<td>0.00</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>0.90</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

\[ \sum_{i=1}^{n} x_{ij} = 0.67 \]

\[ t_{effort}^{4} = t_{duration}^{4} \]

**Figure 2.5: Tentative Solution to the SPS problem**

by a dedication matrix \( X = (x_{ij}) \) of size \(|E| \times |T|\) where \( x_{ij} \geq 0 \). The element \(|E|\) represents number of employees, \(|T|\) denotes number of tasks, and \( x_{ij} \) represents the degree of dedication of an employee \( e_i \) to task \( t_j \). For example, an employee \( e_i \) is allocated on a task \( t_j \) with dedication degree of ‘1’ means that he/she spends his/her all normal working hours of a day to that task. \( x_{ij} = 0 \) means that employee will not perform that task. This information is used to calculate the duration and starting and finishing time of each task. According to the TPG and dedication matrix, we can also draw Gantt chart of the project as shown in Figure 2.5. A task’s duration is calculated according to the formulation in [5]. Once the duration of a project is calculated we can calculate project cost using the dedication matrix and employees’ salary. An example of a tentative Gantt chart is also given.

**Scheduling Approaches.** The focus of this thesis is to solve the SPS problem in a dynamic and uncertain environment. For this purpose, there could be two possible approaches to deal with this problem: i) Offline Approach and ii) Online Approach, which are presented below:

i. **Offline Approach.** This approach is close to real-world situations. An ini-
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(a) Offline Approach

Figure 2.6: An Offline Scheduling Approach

tional/baseline schedule is generated and implemented. If a dynamic event occurs, then based on the updated information (e.g., available employees, tasks, updated task precedence graph (TPG), and remaining tasks’ efforts) a new schedule is regenerated (Figure 2.6). There is also a special scenario that if two dynamic events trigger simultaneously, then, this approach is also able to handle such a situation. As dynamic events are unpredictable during the development of a software project, therefore, it is also possible that an event may never trigger. Hence, based on these facts we have adopted this approach to deal with the SPS problem.
ii. Online Approach. Another possible strategy could be an online approach (Figure 2.7) by employing an evolutionary algorithm where dynamic events trigger after a certain number of generations. It is more relevant to a dynamic optimization method. However, in the real world, a schedule is implemented first and then it deals with any triggered dynamic event.

General Framework for SPS problem. At initial time $t_0$, when a project starts, a robust schedule for all the tasks and employees is generated considering project objectives (duration, cost, and robustness). Let’s say at time $t' (t' > t_0)$, also called scheduling point, an unpredictable event occurs. At this time, a new schedule is regenerated considering all the updated and current project information, which contains the set of available employees, the set of available tasks with their remaining estimated task efforts, and updated task precedence graph (TPG). This framework is based on the offline approach as mentioned above. At scheduling point $t'$, the stability objective is also considered. Figure 2.8 also depicts this procedure.

2.1.2 Evolutionary Multi-objective Optimization

In this section, we introduce the key parts in evolutionary multi-objective Optimization (EMO), including introduction to multi-objective Optimization and mainstream EMO methods (used in this thesis) in the following sub-subsections.
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2.1.2.1 Multi-objective Optimization

Since the majority of real-world optimization problems involve multiple conflicting objectives along with constraints, multi-objective optimization is an integral part of optimization activities and has a tremendous practical importance. It involves more than one objective function to be optimized simultaneously. For example, in buying a car, minimizing cost while maximizing comfort, and maximizing performance whilst minimizing fuel consumption and pollutant emissions of a vehicle are examples of multi-objective optimization problems involving two and three objectives, respectively. In general, we define a multi-objective optimisation problem (MOP) as an optimization problem that involves \( m \) objective functions, \( n \) decision variables, and \( K \) constraints. A MOP involving more than one conflicting objective to be optimized simultaneously, is formulated in the following form:

\[
\begin{align*}
\text{Minimize} & \quad f_i(x), \ i = 1, 2, \ldots, m \\
\text{Subject to} & \quad g_k(x) = 0, \ k = 1, 2, \ldots, K \\
& \quad LB_j \leq x_j \leq UB_j, \ j = 1, 2, \ldots, n
\end{align*}
\]

(2.1)
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where \( f \) represents \( m \) objectives to be minimized and \( x \) is a vector of \( n \) decision variables: \( x = (x_1, x_2, \ldots, x_n) \), \( x \in \mathbb{R}^n \). Further, the variable bounds restrict a decision variable \( x_j \) within the range of \([LB_j, UB_j]\). Since there exists a conflict between the optimization objectives \( f_1(x), f_2(x), \ldots, f_m(x) \) in an MOP as formulated above, it is impossible to find one single solution that optimizes all objectives simultaneously. We are particularly interested in the performance of members of the set of feasible solutions. A solution is called feasible (denoted as \( x \in \mathbb{R}^n_f \)) if it satisfies all constraints. In the following, some underlying concepts in multi-objective optimisation are introduced.

**Definition 2.1.1** (Pareto dominance). Let \( x \) and \( y \) are two decision variables, \( x \) is said to Pareto dominate \( y \), denoted as \( x \prec y \), such that:

\[
\forall i \in (1, 2, \ldots, m) : f_i(x) \leq f_i(y) \land \\
\exists j \in (1, 2, \ldots, m) : f_j(x) < f_j(y)
\]  

(2.2)

In MOP, a solution is known as *Pareto optimal* if that is not dominated by any other existing solution. Such solutions are attributed with the fact that improvement to one objective comes at the expense of another objective. In the decision space, the union of Pareto optimal solutions is called the *Pareto set (PS)*, and the corresponding objective vectors set is known as the *Pareto front (PF)*. The definitions for these concepts are given below.

**Definition 2.1.2** (Pareto optimality). A solution \( x \in \mathbb{R}^n_f \) is said to be Pareto optimal if and only if \( \not\exists y \in \mathbb{R}^n_j, y \prec x \).

**Definition 2.1.3** (Pareto set). The set of all Pareto optimal solutions is defined as the Pareto set (PS), namely, \( PS = \{ x \in \mathbb{R}^n_f | \not\exists y \in \mathbb{R}^n_j, y \prec x \} \).

**Definition 2.1.4** (Pareto front). The set of all objective vectors corresponding to the solutions in PS is defined as the Pareto front (PF), namely, \( PF = \{ (f_1(x), \ldots, f_m(x)) : x \in PS \} \).

Since the Pareto optimal solutions size might not be finite, therefore, it is usually not feasible to obtain the whole Pareto front. In real examples, an approximation of the
Pareto front is desired that is ‘close to’ the actual Pareto front and satisfies some further desirable criteria (see below). For the decision maker (DM), either this information can be used to set the preferences for searching and finding a satisfied solution; or the DM can select one solution from the approximation set as the final solution.

**A. Convergence and Diversity**

Convergence means that non-dominated solutions maintained by the optimization technique should be as close as possible to the exact Pareto front [50, 52]. Diversity means that solutions are uniformly spread. It indicates good exploration of search space and no regions are left unexplored [50, 52].

**B. Exploration and Exploitation**

Exploration and exploitation are two key components of nature-inspired optimization algorithms. These algorithms can also be analysed from the ways they explore the search space. Exploitation (also known as intensification) [16] uses any information obtained from the problem of interest and helps in generating new solutions that are better than existing solutions. However, this process and information are typically local; hence, it is ideally suited for local search. For example, hill climbing is a local search method in which derivative information is used to guide the search procedure. Exploitation leads to very high convergence rates. Its disadvantage is that it can get stuck in a local optimum because the final solution point largely depends on the starting point.

In contrast, exploration explores the search space more efficiently on a global scale. As a result, solutions with enough diversity are generated and are far from the current solutions. The exploration is less likely to get stuck in a local optimum, and the global optimality can be more accessible. However, it has some disadvantages as well, e.g., i) slow convergence and ii) the waste of some computational efforts because many new solutions can be far from the global optimality.
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2.1.2.2 Evolutionary Computation

The use of evolutionary computation (EC) was inspired by the Darwinian model of evolution and biological theory [47] to solve the engineering and science problems. EC uses Darwin concepts and principles of evolution and natural selection to solve complex problems.

A. Evolutionary Algorithms

Evolutionary algorithms (EAs) are a subset of evolutionary computation. The computations in EAs are implemented based on mechanisms inspired by biological evolutions. Over the past two decades, EAs have been used widely to solve MOPs, in many diverse fields e.g. engineering, economics, chemistry, physics, biology, marketing, operations research, and social sciences [49, 38, 37, 177, 123]. This can be attributed to two distinct features of EAs: i) EAs are stochastic and are not tied to specific problems. They have capability to handle large and highly complex search spaces and ii) EAs are population-based, i.e., they process many candidate solutions simultaneously. They can achieve an approximation of the Pareto front for the problem. In this way, each obtained solution represents a particular trade-off amongst the objectives. In general, with respect to its solution set, an EMO algorithm has the following goals:

i. minimize the distance to the Pareto front, also known as convergence.

ii. maximize the distribution over the Pareto front, also called diversity.

For a given problem, possible solutions are known as ‘individuals’. Each individual has a fitness function. Individuals who have higher fitness values prove themselves as better quality solutions for the given problem. Genetic operators (i.e. crossover and mutation) are applied on each individual and it is encoded with chromosomes (which is an abstract representation). Individuals with higher fitness values are selected during the selection process and then offspring are produced by applying crossover and mutation operators, these are called ‘candidate solutions’. The new population comprises of the candidate solutions is called a new generation. Over generations, better solutions are evolved gradually under the force of evolutionary pressure. To summarize,
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a general scheme for an evolutionary process is given in Figure 2.9 as a diagram and in a pseudo-code fashion. Notably, this scheme falls in the category of generate-and-test algorithms. The search process is driven by variation and selection processes and the evaluation function represents a heuristic estimation of solution quality. Next, different EAs are presented which are used in this thesis.

i. Non-dominated Sorting GA-II (NSGA-II)

The NSGA-II was introduced by Deb et al. [54] which is an improved version (better sorting) of a popular non-domination based genetic algorithm (NSGA) [147] for multi-objective optimization. It is composed of two principal parts: a fast non-dominated sorting solution and the preservation of the solution’s diversity. It incorporates an elitism approach to create a diverse Pareto-optimal front and no sharing parameter.
needs to be chosen a priori.

The replacement strategy in NSGA-II is based on Pareto-dominance and crowding distance selection. Since large neighbourhood values allow better diversity in the population, it measures how close a solution is to its neighbours. Let’s say \( P \) represents a population of solutions, \( O \) denotes the population of offspring solutions, and \( N \) denotes maximum population size. The surviving solutions are selected from \( P \cup O \) by taking non-dominated solutions to compose \( P' \) while \( |P| < N \), it adds dominated solutions according to the crowding distance values. This crowded comparison operator makes the NSGA-II considerably faster than its predecessor with good results.

Besides its capabilities, NSGA-II also has some disadvantages: i) it has large storage space of size \( O(N^2) \), ii) non-dominated sorting of \( 2N \) size is performed, iii) crowded comparison can restrict the convergence, and iv) NSGA-II shows poor exploration power resulting in small population size.

ii. Non-dominated Sorting GA-III (NSGA-III)

NSGA-III [51] is an improved version of NSGA-II and is more suitable to deal with many objectives (more than three) problems. The basic framework of the NSGA-III is similar to its predecessor (NSGA-II). NSGA-III solves the multi-objective optimization problem (MOP) more efficiently by changing the selection mechanism of NSGA-II. Particularly, the main difference is that NSGA-III emphasis on population members that are non-dominated and crowding distance selection is based on well-distributed and adaptive reference points. The main purpose of these reference points is to maintain the diversity of population members and also enable the NSGA-III to deal with differently scaled objective values in a good manner for MOP.

iii. Bi-Criterion Evolution (BCE) Algorithm

The BCE [104] is an MOEA-based algorithm. Its framework is composed of two parts: pareto criterion (PC) evolution and non-pareto criterion (NPC) evolution to deal with the MOPs. These two parts work collaboratively, attempting to use their strengths to facilitate each other’s evolution. In the framework, the two populations communicate constantly and fully share and compare their information in a generational manner.
NPC evolution drives the PC evolution forward while PC evolution compensates for the possible diversity loss of the NPC evolution. An individual newly produced in one population is tested and applied in the other population. The current status of the NPC evolution is reflected by information comparison of the two populations, thus, making the search more focused on some undeveloped but promising regions.

iv. Improved Two_Arch Algorithm (Two_Arch2)

Two_Arch2 [160] is a many objective algorithm comprising of two archives focusing on convergence and diversity separately. The non-dominated solution set is divided into convergence archive (CA) and diversity archive (DA) (Figure 2.10). CA causes the population to converge to the true Pareto front at a fast speed while the goal of DA is to add more diversity to the population in a high-dimensional objective space. The union of CA and DA can be used as parent population for the reproduction step (crossover and mutation). Two_Arch2 is a hybrid multi-objective evolutionary algorithm (MOEA) because CA and DA are updated independently by different dominance relations.

B. $\epsilon$-MOEA

$\epsilon$-MOEA [53] is a classic $\epsilon$-dominance based algorithm (where $\epsilon$-dominance represents dominance of solutions based on some appropriate $\epsilon$-value). It is a steady-state MOEA with an elitist approach and emphasizes on non-dominated solutions. It uses archiving/selection strategies that guarantee both convergence and diversity. Progress towards the Pareto-optimal set and covering of the whole range of the non-dominated solutions are made at the same time. The use of $\epsilon$-dominance allows the decision-maker to control the resolution of the Pareto set approximation by choosing an appropriate
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The size of the final archive set of $\epsilon$-MOEA could be completely different in several runs. As an example, the archive set could be only one individual for some runs, yet for others, the archive set may span over 1500 individuals. Another major issue for $\epsilon$-dominance based methods is the determination of suitable $\epsilon$ value, when considering the large number of objectives [105]. Moreover, EMO algorithms based on $\epsilon$-dominance, e.g., $\epsilon$-MOEA, show some sensitivity to the shape of the Pareto front and are not suitable to find the boundary individuals of a population. [82, 103, 171].

C. Swarm Intelligence

Swarm intelligence (SI) is the collective behaviour of decentralized and self-organized systems, either natural or artificial. Gerardo Beni and Jing Wang introduced this expression in 1989, in the context of cellular robotic systems [12]. It can be categorized in the following types:

a. Particle Swarm Optimization

Particle swarm optimization (PSO) is an evolutionary search based metaheuristic developed by Kennedy and Eberhart [91] in 1995. It has emerged as a population-based optimization method which simulates social behaviour exhibited by bird flocks while searching for food. Another characteristic is its inherent ability to search large spaces with few hypotheses for potential candidate solutions. Many continuous non-linear multi-objective constrained problems have been solved successfully as it is problem independent and requires minimum knowledge. In PSO, birds are referred as particles and swarms as particle populations. Each particle in the search space is represented by a position and a velocity which is used by particles to redirect their current positions as a function of cognitive and social elements. These refer to particles’ memory on personal best (pBest) and global best (gBest) solutions respectively. Many variations of this standard PSO have been developed for more adaptability to conflicting objectives and fast convergence as multi-objective PSO with pareto solution. It results not only in one best solution but a set of alternative solutions where no one is completely better than others. For the optimization problems where the search space comprises discrete
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Featuring variables, Kennedy and Eberhart (1997) developed a discrete version of PSO. The discrete PSO differs from the continuous PSO in such a way that it is composed of binary variables and its velocity is transformed into probabilities to take either 0 or 1. Unlike evolutionary algorithms, PSO does not use a selection operator; typically, all individuals in a population survive from the beginning of a trial until the end. Individuals’ interactions result in iterative improvement of the quality of solutions over generations. The main advantage of such an approach is that it avoids the problem of local minima. A general flow chat for PSO algorithm is given in Figure 2.11. Two different variants of PSO used in this thesis are explained below:

i. Improved PSO using crowding, mutation and $\epsilon$-dominance concepts (OMOPSO)
OMOPSO \cite{142} is a multi-objective particle swarm optimization (MOPSO) algorithm which includes an external archive to filter out leader solutions, and uses mutation operators to accelerate the convergence of swarm. The external archive of OMOPSO is based on the crowding distance from NSGA-II and binary tournament is used for selecting one leader for each particle. Moreover, it incorporates a PSO formulation depending on inertia weight to update the velocities at each generation. It also has an archive while applying the concept of $\epsilon$-dominance to store the best solutions found during the search process.

ii. Speed-constrained multi-objective PSO (SMPSO)

SMPSO \cite{117} is also a MOPSO which incorporates a velocity constriction mechanism with the aim of enhancing the search capability of the technique. It has also been attributed with the use of polynomial mutation as a turbulence factor. To store the non-dominated solutions found during the search, an external archive is also utilized.

b. Ant Colony Optimization

Ant colony optimization (ACO) was introduced by Dorigo in 1992 \cite{57}. This method in swarm intelligence was inspired by the foraging behaviour of some ant species, and has been applied to many combinatorial optimization problems, e.g., scheduling problems and vehicle routing problems. Its most popular variants are: elitist ant system, max-min ant system (MMAS), ant colony system, and continuous orthogonal ant colony (COAC). These have been applied to solve the dynamic problems in real variables, stochastic problems, multi-targets and parallel implementations. For the the travelling salesman problem, ACO has also been used to produce near-optimal solutions. ACO has advantage over GA and simulated annealing for the same problem in which the graph may change dynamically. In such case, it can be run continuously and adapts to changes in real time. It is also used due to two main advantages, firstly, the use of a step-by-step construction process to build solutions. In this way, it can build feasible solutions efficiently. Secondly, the step-by-step construction process allows us to use some heuristics to guide the search, whereas in traditional GA and PSO it is difficult to use such heuristic information. The ACO is characterized as a distributed, stochastic
search method based on the indirect communications of artificial ants’ colony. When ants travel, they deposit a chemical (called pheromone) on their path to communicate with each other. The pheromone trails serve to construct solutions probabilistically to the problem being solved. The artificial ants reflect their search experience by modifying the pheromone trails during the algorithm’s execution. It has been widely applied for solving the discrete optimization problems. The ACO does not give as good optimization results in continuous domains as it gives in discrete domains. A general flow chat for ACO algorithm is given in Figure 2.12.

2.1.2.3 Performance Measures and Selection Procedure

The issue of performance assessment of rapidly developing EMO algorithms has become increasingly important. These are known as quality indicators and used to access the performance of a multi-objective evolutionary algorithm (MOEA). In this section, the quality indicator used in our study is explained. The reason for selecting this quality indicator is that it is more practical for a real-world problem. Moreover, a decision making procedure is also described. EAs provide a set of non-dominated solutions as a
result to solve any NP-hard problem. A project manager may select from these solutions considering best duration, best cost, or best trade-off among all project objectives. In our study, the involvement of a person for taking decisions is not practical. Therefore, an automatic decision making method [138] is used.

A. Hypervolume

The hypervolume (HV) is one of the most accurate quality indicators [155]. It calculates the volume in objective space (covered by non-dominated solutions set) for problems where all objectives are to be minimized [179]. HV also provides a measure by taking into account the convergence and diversity of the obtained approximation set. One of the distinct features of HV is that it does not need the true Pareto front of the problem. Therefore, it is more suitable in real-world scenarios as compared to other indicators [106].

Let $Q$ represent a set of non-dominated solutions $Q = \{A, B, C, D\}$. For each solution $i \in Q$, a hypercube $v_i$ is constructed with a reference point $W$ and the solution $i$ as the diagonal corners of the hypercube. To calculate the reference point for every problem instance, the maximal values are extracted for all objectives from the Pareto approximations found by all algorithms (used in comparison). These maximal values are used as reference point $W$ for each data instance [155]. Thereafter, a union of all hypercubes is found and hypervolume is calculated as follows:

$$HV = \text{volume}(\bigcup_{i=1}^{\mid Q \mid} v_i)$$ (2.3)

Algorithms with larger values of HV are desirable. In Figure 2.13, the region enclosed into the discontinuous line (grey shaded area) represents the hypervolume.

Hypervolume Ratio (HVR)

Hypervolume ratio is the ratio of hypervolume of a solution set $A$ divided by Hypervolume value of Reference Front $B$ as given in (2.4).

$$HV(S, P) = \frac{HV(A)}{HV(B)}$$ (2.4)
B. Decision Maker

In our study, the decision maker is a small software-based tool which selects a single solution from a set of non-dominated solutions since evolutionary algorithms provide a range of such solutions. In practice, at each scheduling point $t'$, the project manager selects a solution from a set of non-dominated solutions found by the EA; and then the selected schedule is implemented in the project. However, in our study, the involvement of a person for taking decisions is not practical. Thus, an automatic decision making method proposed in [138] is adopted and procedure is briefly explained below:

- **Step i (Pairwise Comparison Matrix):** In this step, a pairwise comparison matrix is constructed. Let’s say if there are $N_o = 4$ objectives to be optimized, then there are $N_o \times (N_o - 1)/2 = 4(4-1)/2 = 6$ comparisons. Then the pairwise comparison matrix $C_1 = (c_{ij})_{N_o \times N_o}$ can be constructed which describes the degree of the preference for one objective versus another.

- **Step ii (Weight Vector Estimation):** A weight vector $w = (w_i)_{N_o \times 1}$ for multiple objectives is estimated. Here, the logarithmic least squares method [132] is applied. We calculate the geometric mean of each row in the matrix $C_1$, which is then normalized by dividing it by the sum of them.
2.1. Background

- Step iii (Objective Values Normalization): Each objective is normalized as:

\[ n_i f_i(x) = f_i^{\text{max}} - f_i(x)/f_i^{\text{max}} - f_i^{\text{min}}, i = 1, 2, ..., N_o. \] (2.5)

where \( f_i^{\text{max}} \) and \( f_i^{\text{min}} \) denotes the maximum and minimum objective values among all the non-dominated solutions obtained at the current scheduling point.

- Step iv (Utility Value Calculation): The utility value for each non-dominated solution is found by using the weighted geometric mean of the multiple objective values as follows:

\[ U(x) = \prod_{i=1}^{N_o} n_i f_i(x)^{w_i}/\sum_{i}^{N_o} w_i \] (2.6)

- Step v (Solution selection): The solution which has the maximum utility value is selected as the final schedule.

Notably, the pairwise comparison matrix and the weight vector determined in Steps i and ii are calculated in advanced and not changed during the dynamic process. Only Steps iii, iv, and v are performed at each scheduling point during the project execution.

The following example explains this procedure in detail. Let’s say that there are four objectives to be optimized namely, project duration, cost, robustness, and stability. The software project manager gives equal importance to duration and cost objectives, and considers that robustness and stability are of the equal importance. Thus, the pairwise comparison matrix for the four objectives is constructed as follows:

\[
C_1 = (c_{ij})_{4\times1} = \begin{bmatrix}
1 & 1 & 2 & 2 \\
1 & 1 & 2 & 2 \\
1/2 & 1/2 & 1 & 1 \\
1/2 & 1/2 & 1 & 1
\end{bmatrix}
\]

The weight vector \( w = (w_i)_{4\times1} = [0.3333, 0.3333, 0.1667, 0.1667]^T \) can be obtained according to the above Step ii. After that each objective is normalized according to Eq.
(2.6), and the utility value for each non-dominated solution can be calculated using Eq. 
(2.6). Then, the non-dominated solution with the highest utility value is chosen as the 
final schedule.

2.2 Related Work

During last decade, search-based approaches have become a promising way for the SPS 
problems. These problems are becoming NP-hard due to increasing number of em-
ployees and tasks. There are two distinct classes to solve them namely, exact methods 
and heuristic methods. Heuristic methods have become popular in solving the SPS 
problems, and include particle swarm optimization (PSO) [39], ant colony optimiza-
tion (ACO) [57], simulated annealing (SA) [93], Tabu search (TS) [69], and Genetic 
Algorithms (GAs) [86]. The SPS problem can be further categorized into static and 
dynamic software project scheduling problems.

2.2.1 Static Software Project Scheduling (SSPS)

SSPS considers that no disruption occurs during the whole project development life 
cycle. For example, no addition or deletion of tasks is permitted. However, a soft-
ware development project is associated with many uncertain events. In SSPS, if some 
dynamic scenario occurs, it fails to handle that event. Researchers have tackled the 
SSPS problem by applying the different metaheuristics techniques which have been 
elaborated below:

2.2.1.1 SSPS by Genetic Algorithm

Genetic algorithms (GAs) are popular methods to solve the software project scheduling 
problems. GAs are categorized into stochastic search methods and were introduced by 
John Holland [86]. Many researchers have used GAs and its variants [43] to study 
scheduling problems. But no single GA is best fit to solve all the software project 
scheduling problems. They are tuned and modified to solve a specific problem. Chang 
et al. [29] made an early effort and applied GAs on a task-based model to provide an
optimal solution. Alba and Chicano [5] used the same task-based model as in [29] and
applied GAs for solving many different software project scenarios. They performed
in-depth analysis with an instance generator and solved 48 different project scenarios.
They also considered few human resource factors but the employees’ skills and
experience is not distinguished in their model. Moreover, employees’ reallocation is
not permitted during the whole project duration. Chang et al. [27] proposed project
scheduling model (named as software project management net (SPMnet)) and applied
GAs to reduce the solution search-space sharply to find near-optimal solutions. As an
improvement of their work [30], they used GAs and introduced a 3D matrix represen-
tation which specifies work load assignment of each employee for each task at every
clock. In their model, task duration is split into small time units. However, a large
system instability would be induced as tasks are scheduled separately in different time
units.

Xiao et al. [170] also used GAs to allocate human resources to multiple projects by
considering various constraints, resource requirements, and value objectives. However,
in their model, one human cannot be assigned on more than one activity and overwork
of human resources (more than 8 hours per day) is not allowed. Hegazy et al. [80]
proposed a model which optimizes cost and dynamic project control. Their model
allocates optional construction methods for each task and incorporates an integrated
formulation for scheduling, estimating, resource management, and cash-flow analysis.
Human factors are not considered much in their work. Their key focus is to give the
best combination of construction methods. Chan et al. [25] used GAs for resource
scheduling problems. Their objective functions were related to constraints, precedence
of task, and resources. They focused more on the algorithmic side in their work,
and lack in describing about the motivational and de-motivational factors of projects
in scheduling. However, GAs application to SPSP does not provide satisfactory and
optimal solution for all project scenarios, and hence, there is a need to deal with these
scenarios by means of dynamic scheduling.
2.2.1.2 SSPS by Ant Colony Optimization

Xiao et al. [167] have used ant colony optimization (ACO) algorithm to assign tasks to humans. They run 30 random instances and show that their experimental results are promising and outperform previous genetic algorithm solutions. Chen and Zhang [33] used ACO algorithm to develop event-based scheduler model. They dealt with both human resource allocation and task scheduling where employees leaving/returning were regarded as events. In their work, it was known in advance when and how such events or variations would occur.

2.2.1.3 SSPS by Other Evolutionary Algorithms

Minku et al. [111] proposed an improved evolutionary algorithm based on runtime analysis for the SPSP. They show that normalization is a key factor to get best results and how design choices in evolutionary algorithms affect project scheduling performance. Tavana et al. [153] dealt with three conflicting objectives simultaneously and introduced a new multi-objective multi-mode model. Xiuli et al. [165] proposed a hyper-heuristic algorithm for the SPSP. Luna et al. [110] and Chicano et al. [34] used a multi-objective evolutionary algorithm (MOEA) based on Pareto domination [40] to solve the SSPS problem by considering cost and duration as conflicting objectives. Valls et al. [154] proposed a hybrid GA for the resource-constrained project scheduling problem (RCPSP). In their work, the algorithm is improved rather than the project factors and scenarios. Hindi et al. [85] proposed an evolutionary algorithm to solve resource-constrained project scheduling problem. Their empirical study consists of 2,370 instances with 68% success (feasible solution obtained) rate, and with an average overall error rate of 0.95%. Penta et al. [55] presented a review of search-based optimization methods’ applications for software project scheduling and staffing problem. Ferrucci et al. [60] multi-objective decision model helps software teams to balance the project risks and duration against overtime. Ren et al. [127] proposed a cooperative co-evolution approach which provides an optimal schedule for both team staffing and work package to achieve early overall completion time. Andrade et al. [48] proposed a hyper-heuristic based on SMPSO [117] configuration sets and grammatical
2.2. Related Work

Table 2.1: Significance of Dynamic Events in Literature

<table>
<thead>
<tr>
<th>Dynamic Events</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Task-related</strong></td>
<td>- Agile 2\textsuperscript{nd} principle \cite{124} is:</td>
</tr>
<tr>
<td></td>
<td>&quot;Welcome changing requirements, even late in development&quot;.</td>
</tr>
<tr>
<td></td>
<td>- Reasons for Late Software Delivery by Pressman \cite{124}.</td>
</tr>
<tr>
<td></td>
<td>&quot;Changing customer requirements that are not reflected in schedule changes.&quot;</td>
</tr>
<tr>
<td></td>
<td>- Requirements uncertainty/velocity \cite{107, 116}</td>
</tr>
<tr>
<td></td>
<td>- Underestimation of the effort amount and/or the required number of resources to do the job, by Pressman \cite{124}.</td>
</tr>
<tr>
<td></td>
<td><strong>Employee-related</strong></td>
</tr>
<tr>
<td></td>
<td>- Staff turnover by Boehm \cite{19}</td>
</tr>
<tr>
<td></td>
<td>- Human difficulties that seem not have been predicted, by Pressman \cite{124}</td>
</tr>
<tr>
<td>1. Task addition</td>
<td></td>
</tr>
<tr>
<td>2. Task deletion</td>
<td></td>
</tr>
<tr>
<td>3. Task effort uncertainty</td>
<td></td>
</tr>
<tr>
<td>4. Employee addition</td>
<td></td>
</tr>
<tr>
<td>5. Employee resigns</td>
<td></td>
</tr>
<tr>
<td>6. Employee leave</td>
<td></td>
</tr>
<tr>
<td>7. Employee return</td>
<td></td>
</tr>
</tbody>
</table>

evolution to solve the SPS problem. In their study, no dynamic scenario was handled and results also lack evaluation on real-world data set. Besides these, some studies \cite{128, 156} provide a survey of research on the SPS problem.

The above mentioned works present scheduling problems and optimal solutions under software project circumstances. However, none of these consider rescheduling problems during disruptions and schedule execution.

### 2.2.2 Dynamic Software Project Scheduling (DSPS)

All large-scale software projects are vulnerable to overruns and have risk and uncertainty factors. Software projects go through various unforeseen disruptions and dynamic events. The DSPS is an emerging area in the field of software engineering and has become a main focus of researchers’ attention.

Table 2.1 explains the significance of dynamic events which may occur in real-world software projects. In this regard, Hepke et al. \cite{77} presented a fuzzy model for the SPS system where activity time parameters were modelled by means of L-R fuzzy numbers due to uncertainty, and the fuzzy problem was transformed into a set of associate deterministic problems. A simulation based method aimed to limit the impact
of uncertainties on the overall project success, was proposed by Lazarova-Molnar and Mizouni [100] that selects the most appropriate remedial action scenario based on the project goal. Gueorguiev et al. [73] proposed a MOEA to provide the software project robustness under uncertainty. Robustness can be defined as the difference between the total time and estimated time when tasks durations are inflated or new tasks are added. The Pareto front found by their proposed MOEA represents the trade-off between project completion time and robustness. Antoniol et al. [6] used a tandem GA to process work packages in best sequence and allocate the staff to project teams in a best manner. Results obtained by GA were analysed by a queuing simulator. It guided the search process to determine that whether a negotiation of further people and successive iteration of the tandem GA process was required. To obtain an optimal solution, the whole process might repeat multiple times but their work does not consider stability and other dynamic events.

Ge [65] proposed a rescheduling method under uncertainty that deals with two objectives (efficiency and stability) and is based on GAs, but both objectives were handled as a single objective function by weighted sums. Xiao et al. [169] work deals with resource management under disruption prone environment such as requirement changes and urgent bug fixing. In their work, they used Little-JIL process definition language [163] to define software project activities in software development life cycle, activities dependencies, and need for resources. But there exist some limitations for their work. Firstly, they did not consider continuous rescheduling. Secondly, their work only incorporates capability constraints, availability constraints, and activity execution order constraints. Other constraints, such as different activities demanding the same resource are not considered. Their work also lacks some important objective functions as part of the scheduling problem.

Chicano et al. [34] work proposed a new multi-objective formulation for project scheduling and considered productivity of the employees at performing different tasks. They also provide robust solutions under analysis of the inaccuracies in task-cost estimations. Chand et al. [26] addressed resource-constrained project scheduling problem (RCPSP) with stochastic activity durations and resource availability under uncertain-
ties as a single-objective problem. Shen et al. [139] proposed a mathematical model with four objectives and three dynamic events (employee leaving/returning and new task addition) using a proactive-scheduling method (which has been explained in detail in next section). As an improvement of their work [137], they proposed a memetic algorithm dealing with five objectives with aforementioned dynamic events. There is still room to add more objectives and dynamic features in their work such as task precedence, task cancellation, and addition of new employee etc. Ge and Xu [67] proposed a GA and HC based optimizer. In their software project staffing model, they considered some dynamic elements of staff productivity. Furthermore, they considered both stability and efficiency as a single objective function by weighted sum. Their model also does not incorporate the interactions between parallel tasks.

The above literature highlights the fact that static approaches lack consideration of unpredictable scenarios while dynamic ones are also restricted to employee leaving and returning as events. In the real-world, many dynamic events could occur which make the scheduling problem highly complex. To resolve these issues, a more practical dynamic version of problem should be considered.

State-of-the-art Approach

Shen et al. [139] proposed a dynamic version of the SPS problem. In their model, they formulate the SPS problem by considering dynamic events and uncertainties that often occur during software project development. In this regard, they construct a mathematical model for the dynamic project scheduling problem with multiple objectives. They reason that the changing environments of software organizations mean that software project scheduling is a dynamic optimization problem. This model considers one uncertainty and three dynamic events. It deals with tasks efforts uncertainty which implies that modifications in task specifications by the customer or inaccurate initial estimates may cause changes in the initially estimated task effort. Moreover, a customer may raise new requirements requests during the software development life cycle. Regarding employees, the model also considers that employees can leave or return (from holiday) during the project execution. In addition to the constraints in the
model proposed by Alba and Chicano \cite{5}, this model considers that there should be a maximum number of employees assigned to a task to avoid communication overhead; however, it can be violated with a corresponding penalty if task skills are not fulfilled by allocated number of employees.

To handle the uncertainty and dynamic events, Shen et al. \cite{139} also proposed a multi-objective approach. This method is based on $\epsilon$-MOEA \cite{53} algorithm (explained in Section 2.1.2.2). A scenario-based approach is used to handle the task efforts uncertainty and very basic heuristic strategies are designed to handle the dynamic events.

### 2.2.3 Classification of Optimization Techniques used

In this section, we classify the above studies based on the optimization techniques. Out of these, 14(32\%) studies \cite{5, 29, 30, 170, 65, 75, 135, 66, 95, 172, 58, 149, 136, 169} used genetic algorithms as optimization technique. Ant colony optimization was used by 7(17\%) studies \cite{33, 167, 152, 74, 175, 46, 45} to solve the SPS problem. Particle swarm optimization technique was used by only 3(7\%) studies \cite{72, 90, 71}. Six (12\%) studies \cite{111, 139, 137, 127, 129, 76} used their proposed algorithm to solve this NP-hard problem. Hybrid algorithms were used by 6(15\%) studies \cite{73, 6, 20, 150, 168, 9}. Among these, 7(17\%) studies \cite{110, 34, 109, 35, 3, 108, 44} did comparison between different metaheuristic algorithms. Hence, we can conclude that genetic algorithm has been used widely to solve the software project scheduling problem. After genetic algorithm, researchers have used ACO to deal with this problem. Following pie chart (Figure 2.14) represents percentage of each algorithm used.

### 2.2.4 Data Sets used

In this section, data sets used by researchers to evaluate their proposed techniques are presented (Figure 2.15). In related work explained above, only 7(15\%) studies have used real-world data \cite{139, 137, 127, 73, 6, 95, 20} and 6(15\%) studies \cite{170, 65, 66, 71, 175, 9} considered case studies to evaluate their approach. Among these, 11(27\%) studies \cite{5, 111, 110, 167, 46, 168, 109, 35, 3, 108, 44} used Alba and Chicano instances \cite{5}. Ten (22\%) studies \cite{29, 75, 149, 72, 58, 136, 74, 45, 76, 169} proved their approach by
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Using examples. One study used combination of real-world and hypothetical data [150]. Two studies [139, 137] used real-world and benchmark data (Alba and Chicano [5]). Combination of real-world and randomly generated instances was used by 1 study [33]. Two studies [30, 170] evaluated their approach by using hypothetical projects. One study [90] used data from PSPLIB, and only one work [129] used data generated from simulation tool. Data generated by ProGen was used by 1 study [172]. Other real instances were considered by 1 study [34]. It can be seen that most researchers (27% studies) used Alba and Chicano instances [5] to evaluate their proposed approach and only few studies used real-world data. It is also concluded that real-world data should be used to evaluate an approach.

In this thesis, we have used benchmarked [139] and industrial datasets. The objective of benchmarked dataset is to validate the proposed model and approaches whereas industrial dataset provides evidence for its applicability in the real world situations.

Review of related work has given insight into certain problems. The SPS problem needs further research both on data level and algorithm level. The following major problems in current studies are identified:

i. Most of the studies deal with two objectives to be optimized usually time and cost.
ii. Lack of real-world data set usage while evaluating their techniques. Most of the studies have used case studies or some benchmark problems.

iii. Most of the studies deal with static SPS considering that no disruption occurs. Real-world and dynamic scenarios inclusion is ignored.

iv. In most of the studies, tasks’ efforts are known in advance.

v. While proposing their technique, most of the studies do not give comparisons with other already existing techniques.

vi. Several studies have used the same problem formulation as defined by Alba and Chicano [5].

Next we describe the selected limitations to be addressed in this thesis:
2.3 Summary

i. **The lack of a conceptual model and approach to deal with a real-world dynamic event - Employee Turnover:** A software development project is associated with multiple uncertain events. One of them most frequently occurred is ‘employee turnover’ in software organizations. It can lead to failure of software projects if not handled well. Within this context, we advocate the development of a conceptual model and evolutionary approach to tackle this event (please see Chapter 3).

ii. **SPS overlooking a potential dynamic event - New Employee Addition:** Another drawback with existing studies is that they do not have capability to handle ‘new employee addition’ dynamic events which is one of the commonly occurred dynamic events in real-world situation. To fulfil this gap in current literature, we propose a new multi-objective evolutionary approach to deal with this dynamic event in an efficient and timely manner (please see Chapter 4).

iii. **Inclusion of important human attribute into SPS Model:** Human resources are the main resources in the SPS model. Current SPS models do not consider any human factor in their formulation, which may have significant impact on project duration and cost. Many studies have used the same model proposed by Alba and Chicano [5]. To overcome this limitation, we propose a model that incorporates an important human attribute ‘employee experience’ and formulates the cost objective according to real-world scenario (please see Chapter 5).

iv. **Real-world Data Set:** In this thesis, we use real-world data with maximum 91 tasks to solve the SPS problem. Previous studies address the SPS problem with 15 tasks for real-world data.

2.3 Summary

This chapter presented main concepts, features and applications of software project scheduling problem and search-based software engineering with an objective to provide background and to situate the problem addressed in this research thesis. First, an
overview of the problem structure was presented. Then, the related literature was reviewed, focusing on both static and dynamic studies. This analysis helped to reveal an existing trend to deal with the SPS problem and justified the opportunity to build a general model and approaches that could be easily adapted to solve this problem under a dynamic environment. These approaches should be flexible to accommodate different kinds of dynamic events.

In short, the above studies mainly use static approaches to deal with the SPS problem. They may face performance deterioration and infeasibility when faced with disruptions. In addition, few studies have led to dealing with some dynamic events (Employee leaving/returning, new task addition) and demonstrated promising results. However, still there is need for great improvements before the approaches proposed in these studies can be considered as an effective tool for the SPS problem under a dynamic environment. This suggests a significant need for new methodologies to deal with other real dynamic events in the area.
Chapter 3

A Systematic Approach to Deal with ‘Employee Turnover’

Dynamic Event

Today, there is extensive evidence that software organizations are experiencing a competitive market where managing cloud-based software solutions (large scale software projects) is tedious and error-prone [139]. Hence, it necessitates the need for computer-aided tools for effective project planning within time and budget considering volatile project parameters. Employee turnover is one of those volatile project parameter which negatively affects the project schedule and budget. Therefore, it has become a significant topic for scholars, academics and project managers.

This chapter is dedicated to the handling of ‘employee turnover’ as a potential dynamic event that may occur during software project development and has not been considered before in the literature. The employee resignation can cause tangible and intangible loss for the software company, and significantly impact the project schedule and cost, if not addressed in time.

This chapter presents a model to deal with ‘employee turnover’ as dynamic event which is critical for projects success. It also presents a multi-objective evolutionary approach to handle this dynamic event. A relevant and common set of features are
considered for the software project scheduling (SPS) problem. The aim of our study is to regenerate an appropriate schedule with minimum project duration and cost objectives when an employee resigns from the company.

The remainder of this chapter is structured as follows. Section 3.1 presents the brief background for ‘employee turnover’. Section 3.2 introduces the motivation behind ‘employee turnover’ as dynamic event. Section 3.3 presents the model and evolutionary multi-objective approach to deal with this dynamic event. In Section 3.4, problem objectives and constraints are defined. Section 3.5 is devoted to experimental studies. Finally, Section 3.6 concludes the chapter.

### 3.1 Background

The software industry has marked a rapid growth in the last two decades. However, in this growth a high ratio of project failure and overruns has been observed. The underlying reasons for these unsuccessful projects are noted as management issues. This has raised interest in the software project management activities responsible for project success and failure.

In real-world, various dynamic factors, such as employee turnover, skills of engineers, new employee addition, and task effort uncertainty could influence the development of software project. In this case, the effective resource allocation is crucial for software project managers when managing medium to large scale projects development, to meet the budget and schedule constraints [139]. This refers to a software project scheduling problem (SPSP) that answers which employee will perform which task during the software development life cycle [5]. In general, software project scheduling can be defined as appropriate allocation of employees to tasks on a time scale. It is important that while doing allocations task dependencies and constraints must be satisfied. Unlike projects in other fields, software projects comprise people-intensive activities where skilled human resources are the main resources [33]. Therefore, a suitable and correct assignment of employees to software tasks is essential for the success of software development organizations.
The SPS problems are composed of tasks, employees, constraints, objectives, and task dependencies; where a schedule’s feasibility depends on the constraints and optimality is defined by project objectives. For a multi-objective problem, constraints must be satisfied whereas objectives should be satisfied. In this regard, a feasible project schedule satisfies all the constraints whereas an optimal project schedule satisfies both constraints and objectives. The optimal schedule is also much appropriate among all feasible schedules with respect to objectives.

In the recent time, there have been concerns on the reasons and consequences of employee turnover within the software industry. The notion of turnover culture has emerged and can enhance our understanding about turnover in software industry. An employee turnover is defined as the workers’ rotation around the labour market; between firms, jobs and occupations; and between the states of employment and unemployment [1]. Price [125] defines the term ‘turnover’ as: the ratio between number of people who have resigned to the average number of organizational members in that organization during the specified period. According to statistics, the employee turnover rate in some organizations has increased from the traditional 6~10% to 25% [114], causing real alarm. The reasons for high turnover rates of IT professionals depend on both internal organizational factors (for example, poor jobs, inadequate career paths) as well as market demand factors (for example, lucrative salaries, strong market demand for software professionals) [2]. Therefore, the average time of developer incumbency is approximately 13 months [114], which shows that employees are less loyal to their employers and more loyal to their career and skills [56]. Besides the fact that resignations present big challenges for project managers, the resignation of a core employee who is deeply integrated into the project can delay the project or even prevent the implementation of new technology or system. Ultimately, the project may be stopped and business opportunity may be lost. According to [4], the following factors may trigger the employee turnover in any organization:

- Managerial factors. Employees are more inclined to stay and work in an organization which is stable and where the working environment is friendly.
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- Working environment. Lack of basic facilities may result in a low-grade working environment, consequently causing employee turnover.

- Pay. Lower salary is considered as one of the critical factors for employee turnover.

- Fringe benefit. Lack of fringe benefits and employees’ perks are also reasons for employee turnover.

- Career promotion. The best motivational factor for employees is career promotion which includes higher salaries etc.

- Job fit. Another major cause of employee’s turnover is his/her dissatisfaction with the job. Organizations productivity is increased if more suitable employees are recruited and necessary measures are applied to increase job satisfaction.

- Clear job expectation. Turnover can be minimized by meeting job expectations for the newly hired employees.

- Perceived alternative employment opportunity. One of the unmanageable issues for an organization is that when employees leave the organization if there is a possibility to get another job.

- Influence of co-workers. A turnover culture in an organization will also trigger more and more employee turnover decisions.

3.2 Motivation

Turnover as a result of resignations of employees raises costs, reduces production, disrupts teams, and results in lost knowledge. Therefore, managing turnover successfully is a must to achieve the project success. In the literature, very few studies [33, 139, 137] address multi-objective software project scheduling under a dynamic context. Especially, no work considers ‘employee turnover’ as dynamic event. Although the literature on this topic is vast but most of the researchers have focused on the causes of employee turnover, and about predicting and measuring the probability of employee turnover.
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This motivates our research in developing a new model and approach to tackle this dynamic event.

With the aim of completing a project within budget, a software project manager may preferably reschedule existing employees to avoid any training cost and hiring delay provided that existing employees have the competency to fulfil project needs. It is also essential that the project manager is happy with reschedule solutions. Otherwise, company recruits a new employee. It is not always easy for the manager to hire an employee with exactly the same skills as resigning employee. As resources with required skill set may not be readily available in the market; hence, a manager may need some flexibility in employee’s skills while considering time and budget constraints. Therefore, it is critically important to handle this dynamic event.

In our study, we present a model when an employee turnover occurs. This model considers both employee rescheduling and recruitment scenarios. We also present a multi-objective evolutionary algorithm (MOEA) to deal with this practical dynamic event for the SPS problem. The proposed approach applies the concept of $\epsilon$-MOEA \cite{53} and uses domain knowledge. It optimizes and reduces project duration and cost objectives. In case of employees’ rescheduling after the evolutionary search process and optimization, we provide a set of solutions to project manager for decision making. It is up to the manager that he/she is satisfied with such solutions. The proposed approach also helps the project manager in hiring a new employee if remaining employees after employee turnover could not fulfil project skills or the manager is not happy with rescheduling results. This part of approach also incorporates manager’s provided information in the search process for the software project scheduling problem. Once the search process is completed candidate solutions are given to the decision maker to select the final schedule indicating the minimum proficiency level for new employee. It could be a real challenge for software project manager to find a quality software professional without any hiring delay. This hiring delay may ultimately affect project duration and cost. The purpose of this research, therefore, is to propose an approach to address these identified issues.
3.3 The Proposed Approach

3.3.1 Employee Turnover Model

According to Boehm [19], employee turnover is an important reason for the failing on software projects. It can undermine the organization’s productivity, success and stability. Therefore, it is more significant to conduct the research on this topic to help business organizations by identifying their problems, analysing the information and recommending possible solutions. Employee resignation can cause tangible and intangible loss for the software company, and significantly impact the project schedule and cost if not handled well. Considering these facts, we present a model (Figure 3.1) based on real-world scenario when an employee decides to resign from the software organization during project execution.

<table>
<thead>
<tr>
<th>Dynamic Event</th>
<th>Triggers</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Employee Turnover)</td>
<td></td>
</tr>
<tr>
<td>Reschedule Existing Employees</td>
<td>Heuristic Approach</td>
</tr>
<tr>
<td>Project time limit and budget is not violated and manager’s requirements are met</td>
<td>Yes</td>
</tr>
<tr>
<td>Implement Schedule</td>
<td>No</td>
</tr>
<tr>
<td>Recruit a New Employee Approach</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.1: Employee Turnover Model

This model has two parts: i) employees rescheduling, ii) new employee recruitment. First, the model tries to reallocate existing employees on effected tasks if they could cover required skills without violating the project’s time limit and budget. If the existing employees are unable to fulfil the project needs and employees end up overworking, then the model provides the manager with a set of options about what kind of person
he/she could recruit within the budget. These are elaborated in detail below.

i. Rescheduling Approach

In the rescheduling approach, the existing employees are rescheduled. For this purpose, a heuristic strategy is designed as close to the real-world scenario. According to the heuristic, if the resignation of an employee affects some tasks, then reallocate an employee who could fulfill the missing skills required by that task given that employee overwork constraint is also satisfied. Furthermore, if two employees could be allocated to an effected task, then two different heuristic solutions will be generated. This heuristic strategy provides a decision support to the software project manager. The pseudo code for reschedule heuristic is given in Algorithm 1.

One possible reason for rescheduling approach is that the resigning employee may be the least proficient for the tasks that does not cause too much delay in the project.

**Algorithm 1:** Reschedule Heuristic

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>for $\forall t_j \in T$ do</td>
</tr>
<tr>
<td>2</td>
<td>$T_{eff}$ set = Effected tasks /* a subroutine findEffectedTasks() is called to find all the tasks which have been affected by employee resign */</td>
</tr>
<tr>
<td>3</td>
<td>end</td>
</tr>
<tr>
<td>4</td>
<td>for $\forall t_j \in T_{eff}$ set do</td>
</tr>
<tr>
<td>5</td>
<td>for $\forall e_i \in E_{rem}$ set do</td>
</tr>
<tr>
<td>6</td>
<td>if $e_{prof} &gt; 0$ then</td>
</tr>
<tr>
<td>7</td>
<td>$X_{ij}$ : assign employee $e_i$ to $t_j$ with maximum dedication.</td>
</tr>
<tr>
<td>8</td>
<td>end</td>
</tr>
<tr>
<td>9</td>
<td>if $Task_{skill_constraint}(X_{ij}) = 0 &amp; Overwork_{constraint}(X_{ij}) = 0$ then</td>
</tr>
<tr>
<td>10</td>
<td>$X_{ij}$ : assign employee $e_i$ to $t_j$ with maximum dedication. /* a heuristic solution is generated */</td>
</tr>
<tr>
<td>11</td>
<td>else</td>
</tr>
<tr>
<td>12</td>
<td>exit; /* Process is terminated and new employee hiring approach is adopted */</td>
</tr>
<tr>
<td>13</td>
<td>end</td>
</tr>
<tr>
<td>14</td>
<td>end</td>
</tr>
<tr>
<td>15</td>
<td>end</td>
</tr>
<tr>
<td>16</td>
<td>return $R_{hs}$</td>
</tr>
</tbody>
</table>
Another reason is that hiring a new employee may cost additionally. According to one estimate, the time for new software employee to become maximally effective is 18 months [99]. A large stream of new people into a project will incur the higher training overhead [2] and communication overhead. It is known fact that communication overhead is directly proportional to $n^2$, where $n$ is the size of the team [134, 140].

Evolutionary algorithms (EAs) provide a non-dominated solutions set as a result to solve any NP-hard problem [35]. Therefore, after rescheduling, we provide a set of feasible solutions to the software project manager. The manager decides whether he/she is happy with such solutions. It will enable him/her to make informed decisions. A software project manager may look at three types of solutions, namely, best duration, best cost, and best trade-off among all objectives.

**ii. New Employee Hiring Approach**

If the resigning employee has some specific skills, which none of the existing employees possess or project manager is not satisfied with rescheduling solutions; then the company recruits a new employee having those skills. Finding quality software professionals without delaying the project can be a real challenge for a project manager.

To address these issues, in this approach (Figure 3.2), we can provide the software project manager with information, what kind of person they can hire. This method will help the manager in recruiting a new employee without any hiring delay. It is assumed that a new employee is hired somewhere in the middle of the project; however, Brook’s law does not apply which states that adding manpower to a late project makes it later [21]. It is also assumed that the employee’s minimum proficiency value related to a skill is ‘0.1’ (see Chapter 2.1.1 for details). The steps for this procedure are given below:

**Step 1:** The software project manager’s provided information (threshold values: project duration and cost values) is taken as input.

**Step 2:** Extract knowledge from the skills of the resigning employee and feed into the system.

**Step 3:** Vary respective skills proficiencies for optimization. This variation is started with the lowest proficiency value that an employee could have. Depending
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Figure 3.2: Working Mechanism to Hire a New Employee

on the number of critical skills which have significant impact on project, first lower one skill’s proficiency value and see the result. If there is success, then, lower the second skill’s proficiency and so on. Based on all previous results, we increase/decrease proficiency value step-wise. As a result, we will have a representative set of all possible solutions. Let \( a \) and \( b \) are two critical skills which have significant impact on project. Then, we first lower skill \( a \) proficiency value and based on the outcome, we lower second skill’s proficiency value as shown in Figure 3.3.

**Step 4:** After the search process and optimization, if the result is within the threshold region, then the solution is accepted. In other case, if the solution is out of threshold limit then it is discarded. Initially, the threshold value is same as previous duration and cost values. If no solution is found with lowest possible proficiency values, then, we increase threshold value and see result. The software project manager may not want to exceed the duration and cost values beyond a certain limit. This threshold value will be set by the project manager himself/herself.
3.3.2 MOEA-based Method for SPS Problem

This section presents an evolutionary multi-objective approach to handle the ‘employee turnover’ dynamic event. The mechanism of proposed approach is based on $\epsilon$-MOEA [53]. The proposed MOEA method handles: i) rescheduling of employees, ii) new employee hiring.

For rescheduling, it uses domain knowledge to generate the initial population. Creation of an initial population in population-based algorithms is an important and major step to make the generation more progressive. It is a crucial task in evolutionary algorithms (EAs) as the convergence speed and the final solution’s quality can be affected. Many EAs do not use domain knowledge to create the initial population, and random solutions is the most commonly used method for this purpose. Domain knowledge avoids searching unnecessary regions, producing more promising results, and boosting EAs convergence speed. Therefore, in our proposed approach (Figure 3.4), at scheduling point $t'$ when dynamic event occurs, the initial population is generated using the following combination of solutions:
Case a. If leaving employee affects some tasks then respective heuristic solutions are generated (see Section 3.3.1 for details).

\[ X\% Heuristic + Y\% Baseline + Z\% Random \] (3.1)

In our case, 50% are heuristic solutions and its variants using mutation operator. 1% is pre-schedule/baseline/history solution (implemented schedule) and 49% are random solutions. The inclusion of baseline solution will guide the search process to be closer to the implemented solution. We are using a trade-off between random initialization...
and heuristic procedure. Random initialization will give diversification on the solutions while heuristics/baseline solution will converge the solutions rapidly.

**Case b.** If no heuristic solution is generated. It means that remaining employees could fulfill skills for each task.

\[ X\%History + Y\%HistoryVariants + Z\%Random \]  

(3.2)

In Eq. (3.2), 1% is pre-schedule/baseline/history solution (implemented schedule), 50% are its variants using mutation operator and 49% are random solutions.

For new employee hiring, the proposed MOEA incorporates manager provided information during the search process. We also set up the information for new employee (variation in employee skill’s proficiency values and this variation is started with lowest value that an employee could have). After the search process and optimization, candidate solutions (who meet the threshold values with shuffling of one to two employees) are provided to decision maker. Decision maker selects the best trade-off among them by providing the minimum proficiency level for new employee. A general flow chart of this procedure is explained in Figure 3.5. For ‘new employee hiring’ approach (Figure 3.6), initial population is formed using the following combination of solutions:

\[ X\%History + Y\%HistoryVariants + Z\%Random \]  

(3.3)

In Eq. (3.3), 1% is history solution with the information set up for new employee, 50% are its variants using mutation operator and 49% are random solutions.

![Figure 3.5: General Mechanism of ‘New Employee Hiring’ MOEA](image-url)
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Figure 3.6: Procedure of ‘New Employee Hiring’ algorithm at scheduling point ‘\( t' \)’
3.4 Optimized Objectives and Constraints

3.4.1 Objective Functions

This section formulates the project objectives namely, duration and cost. The objectives are optimized to see how our proposed approach works for a new dynamic event. The mathematical formulation and detail of each objective is according to [139].

\[
\min F(t) = [f_1, f_2] \quad (3.4)
\]

The project duration and cost objectives are denoted as \( f_1, f_2 \) respectively.

\[
f_1(t) = \text{duration} = \max(T_{j\text{end}}) - \min(T_{j\text{start}}) \quad (3.5)
\]

The duration measure \( f_1(t) \) in Eq. (3.5) is maximum elapsed time required for completion of each available task. \( T_{j\text{end}} \) and \( T_{j\text{start}} \) denotes the start time and end time of each task respectively. Moreover, duration for the whole project is the maximum finishing time of the last task.

\[
f_2(t) = \text{cost} = \sum_{e_i \in E_{\text{ava.set}}} e_{\text{cost}_i} \quad (3.6)
\]

\( f_2(t) \) in Eq. (3.6) represents project cost, which is sum of all expenses paid to the available employees against their dedications for the available tasks. The set of available employees is denoted by \( E_{\text{ava.set}} \). Let \( T_{\text{active.set}} \) denotes the set of active tasks which are being developed at time moment \( t' \), where \( t' \) represents any month during which the project is being developed. A task is called active if it does not have any preceding unfinished task in the TPG at time \( t' \). Hence, the expenses paid to the employee \( e_i \) at \( t' \) month are calculated as follow:

\[
e_{\text{cost}_i} = e_i^{\text{norm.salary}} . t' . \sum_{j \in T_{\text{active.set}}} X_{ij} \quad (3.7)
\]
3.4. Optimized Objectives and Constraints

3.4.2 Constraints

The SPS problem is subject to following constraints [139]. Below (i)-(iii) are hard constraints while (iv) is a soft constraint.

i. All tasks allocation constraint. No task should be left unassigned. Each task should be allocated to at least one available employee.

\[
\forall e_i \in e\text{-available set}(t), \sum_{j \in T_j} D\text{edication} \neq 0 \tag{3.9}
\]

ii. Task skills constraint. All the available employees allocated on a task must collectively cover all the task required skills.

\[
T_j\text{Skills} \subseteq \bigcup e_i \{ \text{Skills } | X_{ij} > 0 \} \tag{3.10}
\]

iii. No overwork constraint. No employee overworks for a project means that employee should not work for the project more than his/her maximum dedication.

\[
\sum_{j \in T} X_{ij} \leq e_i^{max\_ded} \tag{3.11}
\]

iv. Task head count constraint. According to the best practices of software engineering development, the number of employees assigned to a task should not exceed a certain limit. Task headcount is calculated according to [19].
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\[ \forall T_j, T_j^{no-emp} \leq T_j^{max-headcount} \]  
(3.12)

### 3.4.3 Employee’s Proficiency Calculation

The proficiency of an employee \( e_i \) for a task \( t_j \) can be defined as the employee’s capability level to tackle that task. It is denoted as \( e_{ij}^{\text{prof}} \) and ranges between \([0,1]\). According to Chang [30] calculation, if an employee has zero proficiency against a skill related to a task then that employee’s total proficiency for performing that task becomes zero, which should not be a case. In reality, if an employee’s proficiency for one skill is zero while having other skills for a task, then the employee could still perform that task. Therefore, in this work, we define employee to task proficiency as:

\[
e_{ij}^{\text{prof}} = \sum_{k \in \text{req}_j} \frac{\text{prof}_k}{C} \tag{3.13}
\]

In Eq. (3.13), \( \text{req}_j \) denotes task required skills and each skill has a proficiency value against it; \( C \) denotes a constant and we set ‘\( C = 5 \)’ according to [30]. We then calculate average proficiency as follows:

\[
e_{ij}^{\text{prof}} = \frac{e_{ij}^{\text{prof}}}{\text{total_skills_required_by_task}} \tag{3.14}
\]

### 3.5 Experimental Results

This section answers the following research questions by empirically investigating the proposed method:

i. RQ1. Can existing methods deal efficiently with the dynamic events ‘employee turnover’?

ii. RQ2. Does rescheduling of existing employees delay the project upon employee turnover?

iii. RQ3. What kind of employee is hired if duration and cost are extended? If not, then what should be the level of new employee skill proficiency?
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3.5.1 Experimental Setup

**DSPS Instances**

In this study, we use 18 dynamic benchmark and 6 real-world data instances.

**Benchmark.** These 18 dynamic instances are derived from Alba and Chicano’s benchmark [5] which are gathered from different software projects. The reason for choosing this benchmark data set is that these instances include variants of three important factors (number of employees, number of tasks and number of employee skills) for the SPS problem as in real-world scenarios. These dynamic data instances differentiate themselves from the static ones in [5] with the following keys aspects: task maximum headcount, task effort uncertainties, part-time jobs, and overworking of employees. In the project, it is assumed that part-time employees are 20 percent of the total employees whose maximum dedications are in the interval [0.5, 1); another 20 percent of employees do overtime work, whose maximum dedications are generated uniformly from (1, 1.5] at random; and remaining employees are full time, their maximum dedication is set to 1.0. Each employee has an associated proficiency score for a skill; these scores are sampled uniformly from (0, 5]. Following the practice in [5], each employee’s normal monthly salary is sampled from a normal distribution with the mean of 10,000 and standard deviation of 1,000. When the project starts, a task precedence graph (TPG) is generated using the method in [5].

**Real-world.** Six real-world instances are also used in our experiments. Three of these instances are derived from business software construction projects for a departmental store [70]. We also use 3 real instances obtained from a software company. These data instances comprise of 10,8,5 employees and 42,43, and 91 tasks respectively.

The data instances are denoted as ‘T10_E5_SK4-5’, where ‘T10’ means total number of tasks in the project, notation ‘E5’ represents total number of employees and ‘SK4-5’ means number of skills of an employee. The six real instances are named as ‘Real_n_Tx_Ey’ where \( n \in \{1,2,\ldots,6\} \) and \( x, y \) represents number of tasks and number of employees respectively. To give an illustration of real-world data instances, we present employees and tasks properties in Table 3.1 and Table 3.2 respectively.
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### Table 3.1: Employees Properties for Real, data instance

<table>
<thead>
<tr>
<th>ID</th>
<th>Contract</th>
<th>Is</th>
<th>Basic Salary</th>
<th>Overwork Salary</th>
<th>perHour Salary</th>
<th>nHours</th>
<th>Exp</th>
<th>Ded</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>N</td>
<td>3400</td>
<td>105</td>
<td>35</td>
<td>100</td>
<td>0.82</td>
<td>1.25</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>N</td>
<td>2400</td>
<td>102</td>
<td>34</td>
<td>100</td>
<td>0.69</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Y</td>
<td>0</td>
<td>228</td>
<td>114</td>
<td>100</td>
<td>0.59</td>
<td>1.75</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>N</td>
<td>3200</td>
<td>129</td>
<td>43</td>
<td>100</td>
<td>0.8</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>N</td>
<td>2500</td>
<td>0</td>
<td>27</td>
<td>100</td>
<td>0.48</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Y</td>
<td>0</td>
<td>50</td>
<td>100</td>
<td>0.63</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>N</td>
<td>4100</td>
<td>0</td>
<td>43</td>
<td>100</td>
<td>0.94</td>
<td>0.5</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Y</td>
<td>0</td>
<td>79</td>
<td>100</td>
<td>0.32</td>
<td>0.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Y</td>
<td>0</td>
<td>109</td>
<td>100</td>
<td>0.91</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>N</td>
<td>3500</td>
<td>0</td>
<td>38</td>
<td>100</td>
<td>0.9</td>
<td>0.25</td>
<td></td>
</tr>
</tbody>
</table>

### Table 3.2: Tasks Properties of Real, data instance

<table>
<thead>
<tr>
<th>Task ID</th>
<th>Status</th>
<th>Effort</th>
<th>HeadCount</th>
<th>Skills</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>1,3,5</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>4,5</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>1,4,5</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>3,5</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>4,5</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>1,2</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>1,4</td>
</tr>
<tr>
<td>11</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2,5</td>
</tr>
<tr>
<td>12</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

**Parameter Settings**

For a rational comparison among algorithms, a set of parameter values are presented in Table 3.3.

In this chapter, for each algorithm on each problem instance (18 benchmark and 6 real-world), 30 independent runs were executed to obtain all the results.

### 3.5.2 Performance Analysis of Existing Algorithms

This section explores whether existing approaches can deal with ‘employee turnover’ dynamic events efficiently. We investigate both state-of-the-art (SOA) [139] (see Chapter 2.2.2 for details) and a baseline algorithm for new dynamic events. The baseline algorithm is a MOEA-based complete rescheduling method [119] and has been attributed
to regenerate a new schedule from scratch. It indicates that, at each scheduling point, the initial population is randomly generated. We evaluate for a diverse set of data instances. The results are depicted by a clustered stacked graph in Figure 3.7. One column in the graph represents one objective for one data instance. The first objective is cost and second column represents duration. We normalize objective values to be on the same scale. It is obvious from results that there is no clear pattern for both algorithms to deal with new dynamic events. For some instances, the baseline outperforms the state-of-the-art algorithm and vice versa. All these key factors necessitate the need for a new approach to deal with ‘employee turnover’ dynamic event.

---

Table 3.3: Parametrization (L = Individual Length)

<table>
<thead>
<tr>
<th>State-of-the-art algorithm [139]</th>
<th>Baseline Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>Population size</td>
</tr>
<tr>
<td>100 individuals</td>
<td>100 individuals</td>
</tr>
<tr>
<td>Crossover</td>
<td>Crossover</td>
</tr>
<tr>
<td>SBX, pc = 0.9</td>
<td>SBX, pc = 0.9</td>
</tr>
<tr>
<td>Mutation</td>
<td>Mutation</td>
</tr>
<tr>
<td>polynomial, pm = 1.0 / L</td>
<td>polynomial, pm = 1.0 / L</td>
</tr>
<tr>
<td>No of evaluations</td>
<td>No of evaluations</td>
</tr>
<tr>
<td>10,000</td>
<td>10,000</td>
</tr>
</tbody>
</table>

---

Figure 3.7: State-of-the-art and Baseline algorithm performance for ‘Employee Turnover’ dynamic event
Table 3.4: Duration and Cost Values Comparison for Real Data Instances. The selected solution against each instance is according to Decision Maker result [138].

<table>
<thead>
<tr>
<th></th>
<th>Real_1</th>
<th>Real_2</th>
<th>Real_3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration</td>
<td>8.12E+00</td>
<td>6.20E+00</td>
<td>5.22E+00</td>
</tr>
<tr>
<td>Cost</td>
<td>1.52E+05</td>
<td>1.65E+05</td>
<td>3.81E+04</td>
</tr>
</tbody>
</table>

We also present objective values for real data instances against each algorithm for ‘employee turnover’ dynamic event in Table 3.4. Results indicate that baseline outperforms state-of-the-art algorithm for the ‘duration’ objective for all the real instances. For the ‘cost’ objective, the state-of-the-art overcomes the baseline algorithm while giving minimum cost.

Evolutionary algorithms (EAs) provide a non-dominated solutions set as a result to solve any NP-hard problem [35]. Therefore, we only present a single solution from the solution set according to the decision maker (DM) choice [138] (see Chapter 2.1.2.3 for details). In practice, a non-dominated solutions set found by EAs is provided to software project manager subject to manager’s choice. The project manager may select a solution considering best duration, best cost or best trade-off among all project objectives. However, the involvement of a person for taking decisions is not practical in our experiments. Therefore, an automated decision making method [138] is adopted.

3.5.3 Project Delay by Rescheduling Existing Employees

This section investigates whether rescheduling of existing employees using our proposed approach (after employee resignation) significantly delays the project, provided existing employees have the capability to fulfil the required project skills. At the scheduling point $t'$, heuristic solutions are generated for a task if the leaving employee affects it. These solutions are variants of existing employees’ allocations who can perform that task by fulfilling the task’s required skills. For example, if two employees could be allocated to an affected task, then two different solutions will be generated. In other case, if an employee resigns and all other allocated employees could fulfil task skills then no heuristic solution is generated. In this case, history solutions and its variants are used.
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We present results (Table 3.5) for benchmark and real data instances for duration and cost objectives after rescheduling. The results indicate that after the ‘employee turnover’ dynamic event (DE) occurrence, for all the instances, duration is increased. Often, the duration of a project goes hand in hand with the cost. Real_1 and Real_3 have a significant increase in duration; therefore, cost is also increased. For Real_2, project delay is small and cost is reduced. For benchmark data instances, both duration and cost has been increased except instance ‘T30_E15_SK6-7’. Although, for this instance the duration objective shows a significant increase but cost is reduced. The reason is that the leaving employee had a really high salary as compared to others; same applies for Real_2. These results are also visually represented for some instances in Figure 3.8. It is the manager choice that either he/she is happy with such delay in project.

### 3.5.4 Skill level for New Hired Employee

When an employee resigns, then, an employee with exactly the same skills (as resigning employee) may not be readily available in the market. We investigate using our proposed approach that what could be the lowest proficiency value of the new hiring employee if the software project manager extends both project duration and cost values. On the other hand, if manager decides to keep the threshold same as previous, then, what kind of employee could we hire? To explore this, we use three real instances namely, Real_4, Real_5, Real_6. If an employee gives resignation, Real_4 has one missing skill (SK: 9) which none of the existing employees possess; Real_5 and Real_6 has...
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Figure 3.8: Rescheduling of Existing Employees for Data Instances.
two (SK: 8, 9) and one (SK: 9) missing skill respectively. In this part of experiments, we allow shuffling of one to two employees to avoid shuffling people between teams and keep the teams stable [42].

We present results for all the three instances in Table 3.6. We start with same duration and cost values and increase step-wise. Our objective is to find the minimum proficiency value for each missing skill that new employee could have. The reason is that an employee with exactly the same skills’ capability level, as resigning employee, may not be readily available in the market. For Real_4, our algorithm could not find any solution within the same duration and budget. However, a solution is found with a small increase of cost while keeping the duration the same. Another solution represents both an increase in duration and cost values. Real_5 has similar results to Real_4, i.e., no solution is found within the same duration and budget. Further, there is significant increase in the cost value to find an employee with minimum skill’s proficiency level. Real_6 results reveal the fact that cost is increased significantly, if we keep the duration same and the missing skill’s proficiency level to minimum. It also shows a trade-off between competing objectives that if we increase the duration then cost is reduced. This instance requires an employee with higher proficiency values to meet the threshold. It could be due to the reason that this instance has 5 employees to work on 91 tasks.

### Table 3.6: Skill’s Proficiency Values for New Hiring Employee

<table>
<thead>
<tr>
<th>Skill’s Proficiency</th>
<th>Dur = same, Cost = same</th>
<th>Dur = same, Cost = 10%</th>
<th>Dur = 5 days, Cost = same</th>
<th>Dur = 5 days, Cost = 5%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real_4 (SK: 1, 2, 9)</td>
<td>No solution found</td>
<td>solution found</td>
<td>No solution found</td>
<td>solution found</td>
</tr>
<tr>
<td>Skill’s Proficiency</td>
<td>Dur = same, Cost = same</td>
<td>Dur = same, Cost = 10%</td>
<td>Dur = 6 days, Cost = same</td>
<td>Dur = 6 days, Cost = 13%</td>
</tr>
<tr>
<td>Real_5 (SK: 8, 9)</td>
<td>No solution found</td>
<td>solution found</td>
<td>No solution found</td>
<td>solution found</td>
</tr>
<tr>
<td>Skill’s Proficiency</td>
<td>Dur = same, Cost = same</td>
<td>Dur = same, Cost = 25%</td>
<td>Dur = 6 days, Cost = same</td>
<td>Dur = 6 days, Cost = 8%</td>
</tr>
<tr>
<td>Real_6 (SK: 1, 2, 4, 9)</td>
<td>No solution found</td>
<td>solution found</td>
<td>No solution found</td>
<td>solution found</td>
</tr>
</tbody>
</table>

3.6 Summary

Software project scheduling under a dynamic environment is an important software engineering challenge. During the software development life cycle many unforeseen events may occur. In this context, ‘employee turnover’ is one of those volatile parameters which greatly influences the project execution. In this chapter, a model along
with an evolutionary approach which uses domain knowledge to generate the initial population, is introduced to deal with ‘employee turnover’ as a new dynamic event. Employee resignations may present big challenges for software companies and significantly impact the project schedule and cost if not handled well. When an employee has left, we first evaluate if rescheduling the remaining team can meet the manager’s requirements based on the given project budget; if not, then we attempt to provide the manager with a set of options about what kind of person he/she should recruit to remain within the project budget.

The systematic experiments were carried out on benchmark problem instances and real data. The state-of-the-art and baseline algorithms were tested with these instances to see if they could handle this dynamic event. From the results, it has been observed that they are not capable of tackling ‘employee turnover’ dynamic events (part of RQ1 (section 1.4) in Chapter 1). A further study using our proposed approach reveals that rescheduling of existing employees increases project duration. Moreover, the experimental results have also shown the minimum skill level of new hired employee needed to remain within the budget (RQ2 (section 1.4) in Chapter 1).
Chapter 4

Onboarding a New Employee
Under Dynamic Software Project Scheduling

In today’s competitive and fastest growing market, software project managers are under increasing pressure to deliver quality software on time and within budget. Moreover, the development of a software project is associated with many unforeseen dynamic events which may impact development process, resulting in project failure if not handled well. For a successful project, an effective software project schedule needs to be adopted [116, 145]. The software project scheduling (SPS) problem deals with appropriate allocation of employees to tasks in a software project. Several studies show researchers’ efforts to apply metaheuristic techniques to solve this problem.

This chapter aims at modelling the software project scheduling problem in a dynamic and uncertain environment with the consideration of multiple objectives namely, duration, cost, robustness, and stability along with variety of practical constraints. In SPS, adding a new employee into a running project is not unusual since software companies may need to replace a leaving team member or to augment the team’s capacity, to speed up the project. In this regard, this chapter proposes a new heuristic approach to deal with ‘new employee addition’ dynamic events which has not been considered
4.1 Motivation

In general, project planning involves defining project scope, tasks, setting objectives, identifying deliverables, cost estimation, budget, and establishing a sequence of activities to further develop a schedule. Scheduling is categorized as one of the key problems in software project planning, and can be defined as the appropriate resource allocation and scheduling activities on time, along with optimizing the project objectives (e.g., duration and cost). A software project usually evolves under a dynamic environment where many uncertain events may occur, e.g., new employee addition, employee resignation, and task effort uncertainty. Such a situation makes the SPS problem NP-hard and challenging for software project managers. Traditional software project scheduling approaches consider a completely deterministic environment with very little place for uncertainty or dynamic events. A crucial deficiency with traditional planning methods is that they give more emphasis to deterministic environments with no occurrence of uncertain events that may result in late software deliveries, high development and maintenance costs, and unsatisfied sponsors. For instance, they assume that task effort and the skills possessed by each employee are known in advance. Further, it is

before in the literature. Heuristics are usually designed for particular problem or even particular type of problem instances. They are problem-dependent and search for near-optimal solutions which signifies that the potential solution will be of good quality. The proposed heuristic method is based on the concept of $\epsilon$-MOEA [53] (see Chapter 2.1.2.2 for details) and uses domain knowledge to initialize the evolutionary algorithm’s population, that generates a robust schedule. The reason for employing domain knowledge is that population initialization is a crucial task in evolutionary algorithms because the quality of the final solution and convergence speed can be affected [126].

The remainder of this chapter is structured as follows. Section 4.1 presents the motivation of this work. The proposed approach is described in Section 4.2. In Section 4.3, we define the problem objectives and constraints. Section 4.4 is devoted to experimental results. Finally, Section 4.5 presents conclusions.

4.1 Motivation
assumed that employees’ skills do not change over time. However, in reality, a software project may face many kinds of hard-to-predict dynamic events that can disturb a software project plan, effecting project duration and budget. Like similar projects (e.g., civil engineering problems), the SPS problem can be solved using the critical path method (CPM) [70] and program evaluation and review technique (PERT) [161] but these methods may fail due to distinctive characteristics of software projects (such as nature of the team, application being built and customer). For example, they cannot effectively handle situations in which two or more projects share available resources, and require a lot of information to generate an effective project plan [70]. These aspects are handled by dynamic software project scheduling (DSPS) and make it more challenging.

Several studies have shown increasing interest in generating software project schedules with computer algorithms [9], but only a few researchers have addressed the disruptions during software development. Especially, no work considers ‘new employee addition’ dynamic event. Software organizations may hire a new employee to replace a leaving team member or to augment the team’s capacity [22]. This new team member may also overcome the shortage of existing employees’ skills demanded by current projects. Taking on an extra pair of hands can also increase the productivity. Moreover, in a real-world project, an automatic generation of improved software project schedule is helpful for project managers.

To address these, we propose a heuristic-based approach to deal with ‘new employee addition’ dynamic event. The proposed approach improves the efficiency of schedules along with robustness and stability objectives. The experimental results show that the proposed multi-objective evolutionary algorithm (MOEA) is capable of achieving promising solutions.

4.2 The Proposed Approach

This section describes a new heuristic method (h,NEA) to deal with a new dynamic event i.e. ‘new employee addition’, in order to address the shortcomings in an existing
state-of-the-art algorithm [139] (see Chapter 2.2.2 for details) that they are unable to handle other real-events. We make an assumption here that new employee is hired somewhere in the middle of project; however, Brook’s law does not apply which states that adding manpower to a late project makes it later [21].

4.2.1 Heuristic Methods

The objective of the heuristic method is to produce near-optimal solutions in a reasonable time frame that solves the SPS problem for ‘new employee addition’ dynamic event. The SPS is an NP-hard combinatorial optimization problem [5]. Results about NP-hard problems make heuristics the only viable option for complex optimization problems that need to be solved in real-world applications [173]. These are designed for solving a problem where classic methods are too slow or may fail when finding an approximate solution.

The proposed heuristic (h_NEA) is divided into duration and cost heuristics. The purpose of the duration heuristic is appropriate allocation of a new employee to available critical tasks to reduce project duration whereas the cost heuristic allocates a new employee with an objective to minimize the project cost.

4.2.1.1 Duration Heuristic

For new employee joining the software company, the purpose of duration heuristic is to reduce project duration. Detailed steps are given below:

**Step1:** Identify the critical path in the task precedence graph (TPG). The TPG indicates that a task should finish before starting a new preceding task. The complexity of each task is associated with it. The critical path (Figure 4.1) consists of all the tasks, in which any kind of task delay ultimately delays the whole project. This determines the shortest time possible to complete the project. Tasks in the critical path are dependent on each other with zero float [161].

**Step2:** The new employee is allocated to a critical task with the maximum dedication as long as his/her proficiency to that task is not zero. An employee’s proficiency for a task is explained (see Chapter 3.4 for details) and calculated in Eq. (3.14).
Let us consider an example in Figure 4.1, where there are eleven tasks with corresponding task precedence graph and durations. Tasks \{1, 2, 3, 6, 9, 11\} are critical tasks with zero float. The red color path shows the critical path. Hence, if the new employee is allocated to these tasks in the critical path with maximum dedication, it will reduce the project duration. For each critical task, a new heuristic solution is generated depending on new employee proficiency for that task. For duration heuristic, the ‘task head count’ constraint is checked at an algorithmic level. The pseudo code for the duration heuristic is given in Algorithm 2.

**Algorithm 2: Duration Heuristic**

**Input:** \( e_n \): new employee, \( T \): set of available tasks, \( X \): dedication matrix, \( G(T, A) \): Task precedence graph

**Output:** \( D_{hs} \): Heuristic solutions with minimized project duration

1. for \( \forall T_j \in T \) do
2. \( CT = \) critical tasks /* a subroutine findCriticalTasks() is called which finds all critical tasks using task precedence graph */
3. end
4. for \( \forall c_j \in CT \) do
5. if \( e_{nj}^{\text{prof}} > 0 \) then
6. \( X_{ij} \): assign employee \( e_i \) to \( c_j \) with maximum dedication /* a heuristic solution is generated */
7. end
8. end
9. return \( D_{hs} \)
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4.2.1.2 Cost Heuristic

This heuristic method (Algorithm 3) is designed in such a way to appropriately allocate a new employee to available tasks and reduce the project cost. According to [145], a software engineer’s salary (a.k.a effort cost) is the main attribute that will impact on project cost. Besides, if the employee’s proficiency is higher for a task, then the employee will finish that task in a shorter time. Therefore, we have considered three different cases to generate cost heuristic solutions as shown in Figure 4.2. For each available task, a new heuristic solution is generated depending on the cases stated below:

Algorithm 3: Cost Heuristic

**Input**: \( E \): set of available employee, \( e_n \): new employee, \( T \): set of available tasks, \( X \): dedication matrix  
**Output**: \( C_{hs} \): Heuristic solutions with minimized project cost

1. for \( \forall T_j \in T \) do
2. for \( \forall e_i \in E \) do  
3. if \( e_n^{prof} > e_i^{prof} \) & \( e_n^{salary} > e_i^{salary} \) then
4. \( X_{ij} \leftarrow 0 \)
5. if Task\_skill\_constraint\( (X_{ij}) = 0 \) then
6. \( X_{nj} \leftarrow \sum X_{ij} \)
7. end
8. if Employee\_overwork\_constraint\( (X_{nj}) > 0 \) then
9. \( X_{nj} \leftarrow e_n^{maxded} \)
10. end
11. end
12. if \( e_n^{prof} < e_i^{prof} \) & \( e_n^{salary} < e_i^{salary} \) then
13. \( X_{nj} \leftarrow X_{ij} \)
14. lowerTaskcost\( (e_n, e_i) \) /* a subroutine is called */
15. return \( e_{lower\_cost} \)
16. end
17. if \( e_n^{prof} > e_i^{prof} \) & \( e_n^{salary} > e_i^{salary} \) then
18. \( X_{nj} \leftarrow X_{ij} \)
19. lowerTaskcost\( (e_n, e_i) \) /* a subroutine is called */
20. return \( e_{lower\_cost} \)
21. end
22. end
23. end
24. return \( C_{hs} \)
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### DSPS: Onboarding New Employee

#### Case a
- If the new employee’s proficiency level is higher and salary is lower than all the existing employees, then replace all the employees who can be replaced (without violating task skills constraint) with new employee. The new employee’s dedication is the sum of dedications of replaced employees. If new employee’s dedication exceeds the employee’s maximum dedication, then ‘no employee overwork’ constraint is considered here as well.

#### Case b
- If the new employee’s proficiency level and salary is lower, then select between the existing and new employee who has lowest cost for performing a task. In this case, dedication for new employee and old employee are the same.

#### Case c
- If the new employee’s proficiency level is higher and salary is also higher, then select between the existing and the new employee who has lowest cost for performing a task. In this case, the dedication for the new employee and the old employee is also the same.

For the cost heuristic, the new employee is replaced with the existing one if this replacement causes a significant difference in the project cost. It is benchmarked that this difference is 5% (experts subjective judgement) of the total cost. If difference is too small, there will be no benefit for replacement as new employee may not be proficient for that task as the old one.
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4.2.2 MOEA-based Method for DSPS Problem

A set of Pareto-optimal solutions in a well-converged and well-distributed form, is an important issue in multi-objective evolutionary optimization. Many evolutionary algorithms do not use domain knowledge to generate the initial population. It is known fact that good initial estimates may generate better solutions with faster convergence depending on the prior knowledge existence, or if it can be generated at a low computational cost [126]. Therefore, in our approach, we design a heuristic method (h_NEA) using domain knowledge for population initialization. It is based on the concept of \( \epsilon \)-dominance [53] to deal with ‘new employee addition’ as new dynamic event. The procedure of the algorithm at scheduling point \( t' \) is given in Figure 4.3. The initial population is formed using the following combination of solutions in step 1 of the algorithm.

\[
X\%Heuristic + Y\%Baseline + Z\%Random
\] (4.1)

In Eq. (4.1), 50% are duration heuristic and cost heuristic solutions produced by Algorithm 2 and Algorithm 3 respectively; and its variants using mutation operator. 1% is pre-schedule/baseline/history solutions and 49% are random solutions. We are using trade-off between random initialization and the heuristic procedure. Random initialization will give diversification on the generated solutions while heuristics/baseline solution will converge the solutions rapidly. At initial time \( t_0 \), when the project starts, the initial population is generated using 100% random solutions in the initial step of algorithm and only duration, cost, and robustness as project objectives are solved.

4.3 Optimized Objectives and Constraints

4.3.1 Objective Functions

In this DSPS optimization problem, two objectives are considered as duration and cost to see how our proposed approach (h_NEA) works for new dynamic events as compared to current state-of-the-art algorithm [139] (see Chapter 2.2.2 for details). The mathematical formulation and detail of each objective is according to [139].
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Start

Construct initial population $P$ by duration/cost heuristic strategy

Sample task effort scenarios $Q_q$ at random from $q = 1, 2, ..., N$

Perform multi-objective evaluations and form the archive population $A$ from Pareto non-dominated solutions

Select individual solution $s$ from initial population $P$ using pop_selection procedure

Select solution $e$ from non-dominated population $A$ using archive_selection procedure

Two offsprings: $c_1$ and $c_2$ are generated from $s$ and $e$ by variation operators

Sample a set of task effort scenarios $Q_q$ at random from $q = 1, 2, ..., N$. Evaluate offsprings $c_1$ and $c_2$

Include offspring $c_1$, $c_2$ in population $P$ using a pop_acceptance procedure

Include offspring $c_1$, $c_2$ in population $A$ using an archive_acceptance procedure

Stop Criteria?
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Determine all pareto non-dominated solutions from $A$

Output $A$ and select one solution from $A$ as implemented schedule
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Figure 4.3: Procedure of algorithm at scheduling point \( t' \)
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\[ \min F(t) = [f_1, f_2, f_3, f_4] \quad (4.2) \]

where \( f_1, f_2, f_3, f_4 \) denotes duration, cost, robustness, and stability as project objectives respectively.

Duration. Project duration is time required to complete the project and is taken as the maximum finishing time of the last task.

\[ f_1(t) = \text{duration}_I = \max(T^\text{end}_j) - \min(T^\text{start}_j) \quad (4.3) \]

\( T^\text{end}_j \) and \( T^\text{start}_j \) denotes the starting and ending time of each task. The end times for tasks without precedence are computed by adding the start time to respective duration of each task. The start time of a task with precedence is the end time of longest corresponding preceding task. The dependency between tasks is represented using task precedence graph (TPG). Moreover, duration for the whole project is the maximum finishing time of last task as calculated in Eq. (4.3).

Cost. Project cost is the total expenses required for the project completion.

\[ f_2(t) = \text{cost}_I = \sum_{e_i \in E_{\text{ava.set}}} e_{\text{cost}_i} \quad (4.4) \]

In Eq. (4.4), \( E_{\text{ava.set}} \) is the set of available employees. Suppose an employee \( e_i \) is assigned to a task \( t_j \) with \( X_{ij} \) dedication. The employee’s normal monthly salary is \( e_i^{\text{norm.salary}} \). If an employee’s dedication \( X_{ij} \) is greater than 1, it indicates that he/she overworks for the project and overtime salary \( e_i^{\text{overwork.salary}} \) is also added to total salary. The expenses paid to an employee \( e_i \) at \( t' \) month are calculated as follows:

\[
\text{if } \sum_{j \in T_{\text{active.set}}} X_{ij} \leq 1.0
\]

\[ e_{\text{cost}_i} = e_i^{\text{norm.salary}} \cdot t' \cdot \sum_{j \in T_{\text{active.set}}} X_{ij} \quad (4.5) \]

\[
\text{if } \sum_{j \in T_{\text{active.set}}} X_{ij} \geq 1.0
\]

\[ e_{\text{cost}_i} = e_i^{\text{norm.salary}} \cdot t' \cdot 1 + e_i^{\text{overwork.salary}} \cdot t' \left( \sum_{j \in T_{\text{active.set}}} X_{ij} - 1 \right) \quad (4.6) \]
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In Eqs. (4.5) and (4.6), $T_{\text{active set}}$ represents the set of active tasks which are being developed at time moment $t'$, where $t'$ denotes the current project development month. At time $t'$, a task that does not have any preceding unfinished task is known as active task.

Further, in Eqs. (4.3) and (4.4), subscript $I$ represents initial scenario without any uncertainty in tasks efforts. It means that initially estimated tasks efforts are correct and no task effort variance occurs.

To analyse the effect of our approach to other objective values, we then consider four objectives including robustness and stability. Improvement of duration and cost objectives by our approach may improve/deteriorate other objectives.

Robustness. It is the schedule’s ability to cope with the task effort uncertainties for software project.

$$f_3(t) = \sqrt{\frac{1}{N} \sum_{q=1}^{N} \left( \max \left( 0, \frac{\text{duration}_q(t') - \text{duration}_I(t')}{\text{duration}_I(t')} \right) \right)^2}$$

$$+ \sqrt{\frac{1}{N} \sum_{q=1}^{N} \left( \max \left( 0, \frac{\text{cost}_q(t') - \text{cost}_I(t')}{\text{cost}_I(t')} \right) \right)^2}$$

(4.7)

In Eq. (4.7), $\text{duration}_I$ and $\text{cost}_I$ are initial duration and cost calculated in Eqs. (4.3) and (4.4) respectively which assumes that no task effort variance occurs. To cope with task effort uncertainties, a scenario-based approach is used. We sample a set of task efforts scenarios $\{ Q_q | q = 1, 2, 3, ..N \}$, where $N$ is sample size. In our case, $N = 30$. $\text{duration}_q$ and $\text{cost}_q$ are efficiency objectives under value $Q_q$. A ‘max’ function is used to truncate the variances of duration and cost decreases from initial value. The sampled effort for task $T_{j_{\text{effort}}}^q$ is calculated using the normal distribution [137].

$$T_{j_{\text{effort}}}^q = T_{j_{\text{effort mean}}} + T_{j_{\text{effort variance}}} * z$$

(4.8)

In Eq. (4.8), ‘$z$’ is a random scalar drawn from the normal distribution. At scheduling point $t'$, $T_{j_{\text{effort}}}^q$ is calculated multiple times until the condition $T_{j_{\text{effort}}}^q > T_{j_{\text{finished effort}}}$ is satisfied and then set $Q_q = \{ T_{j_{\text{rem effort}}}^q | T_{j_{\text{rem effort}}}^q = T_{j_{\text{effort}}}^q -$
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\(T_j^{\text{rem.effort}_q}\) where \(T_j^{\text{rem.effort}_q}\) means the \(q\)th sampled remaining effort of \(T_j\) at scheduling point \(t'\).

Stability. The purpose of this objective is to measure the deviation between new and pre-schedule. \(t'\) represents the time when a dynamic event occurs and \(t\) indicates pre-schedule time. It ensures that at each scheduling point, there is not too much variation in employees’ assignment as compared to pre-schedule.

\[
f_4(t) = \text{stability} = \sum_{i=1}^{E} \sum_{j=1}^{T} |X_{ij}(t') - X_{ij}(t)| * \text{Penalty}_{ij}
\]  

(4.9)

Where the values of \(\text{Penalty}_{ij}\) are set as follows:

\[
\begin{align*}
2, & \quad \text{if } X_{ij}(t') > 0 \text{ and } X_{ij}(t) = 0, \\
1.5, & \quad \text{if } X_{ij}(t') = 0 \text{ and } X_{ij}(t) > 0, \\
1, & \quad \text{else.}
\end{align*}
\]  

(4.10)

These penalty values are according to [139]. In first case, a large penalty value of ‘2’ is given if employee \(e_i\) performs a new task \(t_j\) at scheduling point \(t'\). He/she may need additional time to know about task specifications. In such a scenario, the employee’s efficiency level to do work may be decreased. In the second case, a medium penalty of ‘1.5’ is given if employee is not allocated to the same task for which he was working in pre-schedule. The employee might have received training and such training would be fruitless if the employee is not performing that task anymore. A small penalty of ‘1’ is given if a task is performed with a different dedication level.

4.3.2 Constraints

The DSPS problem is subject to following constraints [139]. Below (i)-(iii) are hard constraints while (iv) is a soft constraint.

i. All tasks allocation constraint. Each task should be allocated to at least one
ii. Task skills constraint. All the available employees allocated on a task must collectively cover all the skills required by that task.

\[
T_j \text{Skills} \subseteq \bigcup e_i \{ \text{Skills} - X_{ij} > 0 \} \quad (4.12)
\]

iii. No overwork constraint. No employee overworks for a project means that employee should not work for the project more than his/her maximum dedication.

\[
\sum_{j \in T} X_{ij} \leq e_i^{\text{max_ded}} \quad (4.13)
\]

iv. Task head count constraint. According to the best practices of software engineering development, the number of employees assigned on a task should not exceed a limit. Each task has a maximum number of employees for our DSPS problem. \(T_j^{\text{max_headcount}}\) is calculated using the formula in [19].

\[
\forall T_j, T_j^{\text{no_of_emp}} \leq T_j^{\text{max_headcount}} \quad (4.14)
\]

### 4.4 Experimental Results

This section answers the following research question by empirically investigating the proposed method:

- **RQ1.** Can existing methods deal efficiently with the ‘new employee addition’ dynamic events?

- **RQ2.** Does the proposed approach generate effective project plans in terms of duration and cost when dealing with ‘new employee addition’ dynamic events in contrast to existing approaches?
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RQ3. Does the improvement on objectives (duration and cost) made by the proposed heuristics compromise other objectives, e.g., project robustness and stability?

4.4.1 Experimental Setup

DSPS Instances

In this study, we use 18 dynamic benchmark and 3 real-world data instances.

Benchmark. These 18 dynamic instances are derived from Alba and Chicano’s benchmark [5] which are gathered from different software projects. The reason for choosing this benchmark data set is that these instances include variants of three important factors (number of employees, number of tasks and number of employee skills) for the DSPS problem as in real-world scenarios. To induce more reality, the dynamic data instances differentiate themselves from the static ones in [5] with the following keys aspects: task maximum headcount, task effort uncertainties, part-time jobs, and overworking of employees. In the project, it is assumed that part-time employees are 20 percent of the total employees whose maximum dedications are in the interval [0.5, 1); employees doing overtime work are 20 percent, whose maximum dedications are generated uniformly from (1, 1.5] at random; and remaining employees are full time, their maximum dedication is set to 1.0. If an employee possesses a skill, then relevant proficiency score for that skill is sampled uniformly from (0, 5]. If employee does not have any specific skill, then proficiency score is set to 0 for that skill. Following the practice in [5], an employee’s normal monthly salary is sampled from a normal distribution with the mean of 10,000 and standard deviation of 1,000.

Further, task efforts variances are assumed to follow a normal distribution. These task efforts are calculated depending on different values of mean and standard deviation; and vary uniformly in interval [8,12] and [4,6] respectively. On average, the mean of a task effort is 10 and the standard deviation is 5 [139].

Real-world. Three real-world instances derived from business software construction projects for a departmental store [70] are also used in our experiments.
The data instances are denoted as ‘T30_E5_SK6-7’, whereas the notations ‘T30’ and ‘E5’ represent total number of tasks and number of employees respectively. ‘SK6-7’ means number of skills possessed by an employee in the project. The 3 real-world instances are named as Real_1, Real_2 and Real_3.

Parameter Settings

A set of parameter values for a rational comparison among algorithms are presented in Table 4.1.

<table>
<thead>
<tr>
<th>State-of-the-art algorithm [139]</th>
<th>Proposed approach (h_NEA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size: 100 individuals</td>
<td>Population size: 100 individuals</td>
</tr>
<tr>
<td>Crossover: SBX, pc = 0.9</td>
<td>Crossover: SBX, pc = 0.9</td>
</tr>
<tr>
<td>Mutation: polynomial, pm = 1.0 / L</td>
<td>Mutation: polynomial, pm = 1.0 / L</td>
</tr>
<tr>
<td>No of evaluations: 10,000</td>
<td>No of evaluations: 10,000</td>
</tr>
</tbody>
</table>

In this chapter, for each algorithm on each problem instance (18 benchmark and 3 real-world), 30 independent runs were executed to obtain all the results with the termination criterion of 10,000 evaluations.

Evaluation of Solution Quality

In this study, the hypervolume (HV) indicator (see Chapter 2.1.2.3 for details) is used to compare algorithms’ performance. HV is used for the problems whose Pareto fronts are unknown. Algorithms with higher HV values are desired. Here, we use a normalised HV value (also called hypervolume ratio (HVR)). With this normalisation, the range of all the obtained results is [0, 1], where value 1 represents the optimal value. In the calculation of HV, the reference point determination is a crucial issue. To calculate the reference point, we extract the maximal values for all objectives from the Pareto approximations found by all algorithms (used in comparison).
4.4.2 Performance Analysis of Existing Algorithms

This section analyses whether existing algorithms can handle ‘new employee addition’ dynamic events efficiently. Both state-of-the-art (SOA)[139] (see Chapter 2.2.2 for details) and baseline algorithm for new dynamic events are investigated. As stated before, the baseline algorithm is a MOEA-based complete rescheduling method [119] and generates initial population randomly at each scheduling point. It implies that new schedule is generated from scratch. The results are depicted by a clustered stacked graph in Figure 4.4. One column in the graph represents one objective for one data instance. The first objective is cost and 2nd column represents duration. The objective values are normalized to be on the same scale. It is obvious that there is no clear pattern of results for both algorithms to deal with new dynamic events. For some instances, the baseline outperforms the state-of-the-art algorithm and vice versa. Furthermore, the objective values against data instances returned from both algorithms for ‘new employee addition’ dynamic event are presented in Table 4.2. It is not clear from results that which algorithm performs better for both duration and cost objectives. All these key factors necessitate the need for a new approach to deal with this event.

Figure 4.4: State-of-the-art and Baseline algorithm performance for ‘New Employee Addition’ dynamic event
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Table 4.2: Duration and Cost Values Comparison for Data Instances. The selected solution against each instance is according to the Decision Maker result [138].

<table>
<thead>
<tr>
<th></th>
<th>Real_1</th>
<th>Real_2</th>
<th>Real_3</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SOA</strong></td>
<td><strong>Baseline</strong></td>
<td><strong>SOA</strong></td>
<td><strong>Baseline</strong></td>
</tr>
<tr>
<td><strong>Duration</strong></td>
<td><strong>4.57E+00</strong></td>
<td><strong>3.31E+00</strong></td>
<td><strong>3.56E+00</strong></td>
</tr>
<tr>
<td><strong>Cost</strong></td>
<td><strong>1.15E+05</strong></td>
<td><strong>3.45E+04</strong></td>
<td><strong>1.02E+05</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>T10_E5_SK4-5</th>
<th>T20_E10_SK4-5</th>
<th>T30_E10_SK4-5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Duration</strong></td>
<td><strong>2.72E+01</strong></td>
<td><strong>7.38E+01</strong></td>
</tr>
<tr>
<td><strong>Cost</strong></td>
<td><strong>1.51E+05</strong></td>
<td><strong>2.16E+06</strong></td>
</tr>
</tbody>
</table>

Evolutionary algorithms (EAs) provide a set of non-dominated solutions to solve any NP-hard problem [35]. Therefore, only single solution among feasible solutions is presented, according to the decision maker (DM) choice [138] (see Chapter 2.1.2.3 for details). In practice, a non-dominated solutions set found by EAs is provided to the software project manager subject to manager’s choice. The project manager may select a solution considering best duration, best cost or best trade-off among all objectives. However, the involvement of a person for taking decisions is not practical in our experiments; hence, an automated decision making method [138] is adopted.

4.4.3 Comparison of Proposed Heuristic

The purpose of this comparison is to investigate that how significantly our proposed heuristic (h_NEA) deals with ‘new employee addition’ dynamic event. To show the effectiveness of our proposed approach, we present heuristic solutions produced by h_NEA for Real_1 and Real_2 data instances. We compare it with a state-of-the-art algorithm [139] using two objectives duration and cost. For a fair comparison, the baseline/history solution (implemented schedule) for both algorithms is the same. For h_NEA, at scheduling point $t'$, the population is composed of 1% history/baseline solution (implemented schedule), 50% heuristic solutions and 49% random solutions. For state-of-the-art algorithm, the distribution is 1% history/baseline solution, 50% history variants and 49% random solutions.

The duration heuristic optimizes and reduces the duration. The purpose of the cost heuristic is to minimize project cost by appropriate allocation of employees to tasks.
4.4. Experimental Results

4. DSPS: Onboarding New Employee

Table 4.3: Real_1 data instance: h_NEA vs Existing Algorithm Solutions

<table>
<thead>
<tr>
<th>h_NEA</th>
<th>Duration</th>
<th>Cost</th>
<th>Existing Algorithm [139]</th>
<th>Duration</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>History Solution</td>
<td></td>
<td></td>
<td>History Solution</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.20E+00</td>
<td>1.69E+05</td>
<td></td>
<td>4.20E+00</td>
<td>1.69E+05</td>
</tr>
<tr>
<td>Duration Heuristic Solutions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.18E+00</td>
<td>1.70E+05</td>
<td></td>
<td>4.31E+00</td>
<td>1.68E+05</td>
</tr>
<tr>
<td></td>
<td>4.19E+00</td>
<td>1.66E+05</td>
<td></td>
<td>4.20E+00</td>
<td>1.69E+05</td>
</tr>
<tr>
<td></td>
<td>4.16E+00</td>
<td>1.67E+05</td>
<td></td>
<td>4.20E+00</td>
<td>1.69E+05</td>
</tr>
<tr>
<td>Cost Heuristic Solution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.32E+00</td>
<td>1.68E+05</td>
<td></td>
<td>4.19E+00</td>
<td>1.69E+05</td>
</tr>
<tr>
<td></td>
<td>4.20E+00</td>
<td>1.66E+05</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4: Real_2 data instance: h_NEA vs Existing Algorithm Solutions

<table>
<thead>
<tr>
<th>h_NEA</th>
<th>Duration</th>
<th>Cost</th>
<th>Existing Algorithm [139]</th>
<th>Duration</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>History Solution</td>
<td></td>
<td></td>
<td>History Solution</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.44E+00</td>
<td>6.05E+04</td>
<td></td>
<td>2.44E+00</td>
<td>6.05E+04</td>
</tr>
<tr>
<td>Duration Heuristic Solutions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.42E+00</td>
<td>6.00E+04</td>
<td></td>
<td>2.29E+00</td>
<td>5.82E+04</td>
</tr>
<tr>
<td></td>
<td>2.39E+00</td>
<td>5.88E+04</td>
<td></td>
<td>2.58E+00</td>
<td>6.29E+04</td>
</tr>
<tr>
<td>Cost Heuristic Solution</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.16E+00</td>
<td>5.88E+04</td>
<td></td>
<td>2.45E+00</td>
<td>6.06E+04</td>
</tr>
<tr>
<td></td>
<td>2.20E+00</td>
<td>5.74E+04</td>
<td></td>
<td>2.64E+00</td>
<td>6.38E+04</td>
</tr>
<tr>
<td></td>
<td>2.20E+00</td>
<td>5.65E+04</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results indicate (Table 4.3 and Table 4.4) that our approach significantly reduces both duration and cost objectives as compared to the existing one.

For the sake of simplicity, a Gantt chart is also drawn from the results of both algorithms in Figure 4.5 for the Real_3 data instance. The results indicate that the proposed method returns shorter project durations as compared to the state-of-the-art algorithm. Based on HVR values in Table 4.5, it is also obvious that h_NEA returns higher HVR value for 80% data instances and results are better.

Wilcoxon’s rank sum tests [178] are also performed. It gives statically sound conclusion that results are significantly different from each other. “†” indicates that both algorithms are significantly different from each other at the 0.05 significance level.
4.4. Experimental Results

Figure 4.5: Gantt Chart for Real_3: h_NEA vs Existing Algorithm. The selected solution is returned by Decision Maker result [138].

Table 4.5: Mean Value of HVR Indicator - 2 Objectives, best mean is in **boldface**.

<table>
<thead>
<tr>
<th>Instance</th>
<th>h-NEA</th>
<th>Existing Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>T10_E5_SK4-5</td>
<td>3.99E-01†</td>
<td>3.81E-01</td>
</tr>
<tr>
<td>T10_E10_SK4-5</td>
<td>2.33E-01†</td>
<td>2.09E-01</td>
</tr>
<tr>
<td>T10_E15_SK4-5</td>
<td>5.22E-01†</td>
<td>3.76E-01</td>
</tr>
<tr>
<td>T10_E5_SK6-7</td>
<td>5.77E-01†</td>
<td><strong>5.92E-01</strong></td>
</tr>
<tr>
<td>T10_E10_SK6-7</td>
<td>5.77E-01†</td>
<td>5.38E-01</td>
</tr>
<tr>
<td>T10_E15_SK6-7</td>
<td>5.60E-01†</td>
<td>5.20E-01</td>
</tr>
<tr>
<td>T20_E5_SK4-5</td>
<td>6.23E-01†</td>
<td>6.01E-01</td>
</tr>
<tr>
<td>T20_E10_SK4-5</td>
<td>6.00E-01†</td>
<td>5.62E-01</td>
</tr>
<tr>
<td>T20_E15_SK4-5</td>
<td>2.67E-01†</td>
<td>2.52E-01</td>
</tr>
<tr>
<td>T20_E5_SK6-7</td>
<td>3.81E-01†</td>
<td>3.69E-01</td>
</tr>
<tr>
<td>T20_E10_SK6-7</td>
<td>4.07E-01†</td>
<td><strong>4.10E-01</strong></td>
</tr>
<tr>
<td>T20_E15_SK6-7</td>
<td>1.77E-01†</td>
<td>1.70E-01</td>
</tr>
<tr>
<td>T30_E5_SK4-5</td>
<td>5.31E-01†</td>
<td>4.92E-01</td>
</tr>
<tr>
<td>T30_E10_SK4-5</td>
<td>5.06E-01†</td>
<td><strong>5.22E-01</strong></td>
</tr>
<tr>
<td>T30_E15_SK4-5</td>
<td>4.94E-01†</td>
<td><strong>5.07E-01</strong></td>
</tr>
<tr>
<td>T30_E5_SK6-7</td>
<td>4.98E-01†</td>
<td>4.07E-01</td>
</tr>
<tr>
<td>T30_E10_SK6-7</td>
<td>5.55E-01†</td>
<td>5.51E-01</td>
</tr>
<tr>
<td>T30_E15_SK6-7</td>
<td>5.18E-01†</td>
<td>4.96E-01</td>
</tr>
<tr>
<td>Real_1</td>
<td>6.85E-01†</td>
<td>6.65E-01</td>
</tr>
<tr>
<td>Real_2</td>
<td>4.23E-01†</td>
<td>3.80E-01</td>
</tr>
<tr>
<td>Real_3</td>
<td>4.13E-01†</td>
<td>3.19E-01</td>
</tr>
</tbody>
</table>

“†” indicates that both algorithms are significantly different at significance level of 0.05 by Wilcoxon’s rank sum test.
4.4.4 Effect on Other Objectives

This section explores whether proposed approach (h_NEA) affects the consideration of other two objectives (robustness and stability). It means that while improving duration and cost objective, other objectives are not deteriorated. To answer this, h_NEA is analysed using four project objectives as duration, cost, robustness, and stability. The Table 4.6 gives objective vector for data instances chosen randomly. It is clear from the result that robustness and stability objectives have also been improved along with duration and cost. This is due to the reason that robustness objective also has some dependency on duration and cost objectives and stability assures that there is not too much variation in employees’ assignment. The proposed algorithm optimizes all objectives and selects a best trade-off among solutions. This analysis may be helpful for a manager with deeper insights about various trade-offs among multiple objectives.

To evaluate the effectiveness of our approach with four objectives, HVR quality indicator is also applied. In Table 4.7, proposed approach outperforms existing algorithm for 67% data instances including three real instances by returning higher HVR values.

Table 4.6: Objective Values Comparison for data instances. The selected solution is according to Decision Maker result [138].

<table>
<thead>
<tr>
<th></th>
<th>Duration</th>
<th>Cost</th>
<th>Robustness</th>
<th>Stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>T10_E5_SK4-5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>h_NEA</td>
<td>2.49E+01</td>
<td>5.03E+05</td>
<td>4.68E-01</td>
<td>6.17E-02</td>
</tr>
<tr>
<td>SOA [139]</td>
<td>2.50E+01</td>
<td>5.18E+05</td>
<td>5.43E-01</td>
<td>1.49E-01</td>
</tr>
<tr>
<td>T20_E15_SK4-5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>h_NEA</td>
<td>2.94E+01</td>
<td>8.57E+05</td>
<td>4.20E+00</td>
<td>3.70E+00</td>
</tr>
<tr>
<td>SOA [139]</td>
<td>3.60E+01</td>
<td>8.60E+05</td>
<td>4.92E-01</td>
<td>5.86E+00</td>
</tr>
<tr>
<td>T30_E5_SK6-7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>h_NEA</td>
<td>4.02E+01</td>
<td>1.40E+06</td>
<td>4.61E-01</td>
<td>6.38E-01</td>
</tr>
<tr>
<td>SOA [139]</td>
<td>7.33E+01</td>
<td>1.41E+06</td>
<td>6.70E-01</td>
<td>7.41E+00</td>
</tr>
<tr>
<td>Real_3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>h_NEA</td>
<td>3.95E+00</td>
<td>9.20E+04</td>
<td>8.18E-02</td>
<td>2.19E+00</td>
</tr>
<tr>
<td>SOA [139]</td>
<td>7.65E+00</td>
<td>9.54E+04</td>
<td>9.88E-02</td>
<td>2.45E+00</td>
</tr>
</tbody>
</table>
4.5 Summary

The need for efficiently allocating resources turn out to be increasingly important due to the development of complex software projects. This development is associated with a dynamic and ever-evolving environment with volatile project parameters. This is a critical issue in software engineering practices, as the total budget and human efforts must be managed well enough for successful project completion. This refers to a software project scheduling (SPS) problem under a dynamic environment which deals with employees to tasks allocations during the whole project development life cycle.

In this chapter, the SPS problem under a dynamic environment is dealt when a new employee joins the software organization. In SPS, adding a new employee into a running project is not unusual since software companies may need to replace a leaving employee.
4.5. Summary

A heuristic-based approach is proposed which optimizes duration and cost objectives. It is based on the concept of $\epsilon$-MOEA [53] and uses domain knowledge to generate a robust schedule. The proposed algorithm, h_NEA, can mainly be characterised as:

- duration heuristic: finding the critical tasks using critical path method and allocating new employee to those tasks with the aim of reducing duration;

- cost heuristic: to minimize the cost, replace the old employee with new employee depending on employee’s salary and proficiency level.

Systematic experiments were carried out on benchmark problem instances and real data. The state-of-the-art and baseline algorithms were tested with these instances to see if they could handle ‘new employee addition’ dynamic events. The results reveal that they could not efficiently handle this dynamic event (part of RQ1 (section 1.4) in Chapter 1). Moreover, h_NEA was compared against the peer algorithm [139]. The results show that our proposed approach is very competitive and achieves a good trade-off among convergence and diversity (RQ4 (section 1.4) in Chapter 1). It means that obtained solution set is well-converged and well-distributed in multi-objective optimisation problem. Further, we also demonstrate that other objectives (robustness and stability) have also been improved along with duration and cost objectives (RQ3 (section 1.4) in Chapter 1).
Chapter 5

Modelling Human Aspects for the Software Project Scheduling Problem

In this chapter, a new model for the software project scheduling (SPS) problem is presented, which takes into account an important human factor, i.e., employee experience. This model deals with two conflicting objectives as duration and cost. Moreover, the formulation of cost objective is based on real-world scenario. For the SPS problem, it is generally believed that i) human resources are the main resources [30] and ii) the human factors such as employee skills and experience, play a vital role in the success of software projects [175]. Inspired by these two facts, we present a new model for the SPS problem while incorporating important human factor ‘employee experience’. The proposed model differs from existing models in such a way that it incorporates evolution of employees’ experiences with their learning ability over time. Furthermore, we investigate how six state-of-the-art algorithms perform on this new model.

The remainder of this chapter is organised as follows. In Section 5.1, a brief introduction of state-of-the-model is given. Section 5.2, the motivation behind modelling human aspects for the SPS problem is presented. Section 5.3 is devoted to the presentation of proposed model which is followed by an overview of state-of-the-art algorithms.
in Section 5.4. In Section 5.5, empirical results of proposed model in comparison with state-of-the-art model and further investigation of state-of-the-art algorithms performance on proposed model is carried out. Finally, Section 5.6 concludes this chapter.

5.1 Background

This section introduces the state-of-the-art model [139] for the SPS problem. The reason for selecting this model is that it is a dynamic version of the model presented in [28], and the dedication of each employee to each task is determined dynamically. The employee’s and task’s attributes for this model are defined in the next section with cited references. The mathematical model for two objectives is explained below:

$$\min F(t) = [f_1, f_2]$$  \hspace{1cm} (5.1)

where $f_1, f_2$ represents duration and cost objectives receptively.

$$f_1(t) = \text{duration} = \max(T_{\text{end}}^j) - \min(T_{\text{start}}^j)$$  \hspace{1cm} (5.2)

The duration measure $f_1(t)$ in Eq. (5.2) is maximum elapsed time required for completion of each available task. $T_{\text{end}}^j$ and $T_{\text{start}}^j$ denotes the starting and ending time of each task. Moreover, duration for the whole project is the maximum finishing time of the last task.

$$f_2(t) = \text{cost} = \sum_{e_i \in E_{ava\set}} e_i \cdot \text{cost}_i$$  \hspace{1cm} (5.3)

$f_2(t)$ in Eq. (5.3) represents project cost, which can be defined as the sum of all expenses payable to available employees against their dedications to project tasks. The set of available employees is denoted by $E_{ava\set}$. Let $T_{active\set}$ denotes the set of active tasks which are being developed at time moment $t'$, where $t'$ represents any month during which the project is being developed. A task is called active if it does not have any preceding unfinished task according to the TPG at time moment $t'$. Therefore, the expenses paid to the employee $e_i$ at $t'$ month are calculated as follows:
5.2 Motivation

In the modern world, employee experience has been an increasingly important factor in human resource (HR) and business. A survey reports that 79% of business and HR leaders believe employee experience is very important trend and has become imperative for project success [13]. Moreover, an analysis of 250 global organizations reveals the fact that companies who have the highest score for employee experience generated two times highest average revenues, four times highest average profits and 40% lowest turnover [115]. Employee experience involves knowledge, skills, practice and situation familiarity. It promotes agility, service and rapid response to any software development activity, which are the most important drivers for success.

In the last two decades, the fast advancement in the software industry has confronted software houses with a competitive market. The success in such a highly competitive environment requires efficient and effective project plan to reduce the time and cost of quality software development that meet or exceeds customer’s expectation [116]. This raises concern for the decisions who does what during the whole software project development life cycle, also known as software project scheduling (SPS) problem [5]. The SPS problem consists of allocating employees to tasks for a given project time-line. The classical methods like critical path method (CPM) [70], program evaluation and review technique (PERT) [161], and the resource-constrained project scheduling problem (RCPSP) model [83] have been intensively applied for solving the SPS problem.

\[
\text{if } \sum_{j \in T_{\text{active set}}} X_{ij} \leq 1.0 \quad \
\varepsilon_{\text{cost}_i} = \varepsilon_{i}^{\text{norm \_salary}} \cdot t' \cdot \sum_{j \in T_{\text{active set}}} X_{ij} \quad (5.4)
\]

\[
\text{if } \sum_{j \in T_{\text{active set}}} X_{ij} \geq 1.0 \quad \
\varepsilon_{\text{cost}_i} = \varepsilon_{i}^{\text{norm \_salary}} \cdot t' \cdot \left( \sum_{j \in T_{\text{active set}}} X_{ij} - 1 \right) + \varepsilon_{i}^{\text{overwork \_salary}} \cdot t' \left( \sum_{j \in T_{\text{active set}}} X_{ij} - 1 \right) \quad (5.5)
\]

where \( \varepsilon_{i}^{\text{norm \_salary}} \) is employee’s normal salary, \( \varepsilon_{i}^{\text{overwork \_salary}} \) represents overwork salary, \( X_{ij} \) is dedication of an employee \( e_i \) to task \( t_j \). \( X_{ij} \) greater than 1 indicates that employee overworks for the project and overtime salary is also added to total salary.
5.3. The Proposed Model

but they are becoming obsolete due to increasingly unique characteristics of software projects which are technology dependent. The failure of London Ambulance Service mega project was also the result of poor software project management [61]. Hence, it has escalated researchers’ interest in developing new techniques where employees can be appropriately assigned to the tasks for project efficiency.

As software companies strive to get their jobs done faster with cost-cutting approaches in order to succeed [111], therefore, it has become important to consider about important factors into the model of SPS problem [137]. In this regard, prior research has found the existence of learning curves in manufacturing and service industries and provide evidence for positive impact on project scheduling [164]. However, none of existing studies considers and investigates the evolution of employees’ experiences factor for the SPS problem. The software project development is a people intensive activity [33] that requires varying degree of skills and experience with newly emerging technologies. Therefore, we incorporate this important human attribute into the SPS model. This study provides insights into how significantly our proposed model reduces project duration and cost as compared to an existing state-of-the-art model [139]. In addition, the employee’s experience significantly improves organization’s productivity and is imperative for project success [115]. Bearing this in mind, a new model for the SPS problem with two objectives (project duration and cost) is presented.

5.3 The Proposed Model

This section presents a more practical version of mathematical model for the SPS problem, which considers human factors as increasing employee experience together with project duration and cost. Different from previous work [118], firstly, it incorporates employees’ experiences with employees’ learning ability over time. Secondly, the cost objective formulation is according to a real-world [146] situation. The employees and tasks are two major elements of the SPS problem instance as shown in Fig.2.1.1, their details are given below.
5.3.1 Employee’s Attributes

Software development is a people-intensive activity. In real-world, a software house keeps record of each employee like employee’s wages, skills and working constraints etc. Suppose ‘n’ employees are working for a software project as E \{e_1, e_2, e_3, e_n\}. For employee e_i, the attributes in Table 5.1 are considered.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>e^{id}</td>
<td>Employee’s specific id.</td>
</tr>
<tr>
<td>e^{skills}</td>
<td>The set of employee’s skills in which he/she is proficient.</td>
</tr>
<tr>
<td>e^{exp}</td>
<td>Employee’s experience falls between [0,1], ‘1’ refers to experienced employee, whereas ‘0’ refers to the fresh employee.</td>
</tr>
<tr>
<td>e^{basic_salary}</td>
<td>Employee’s basic salary per month.</td>
</tr>
<tr>
<td>e^{perhour_salary}</td>
<td>Employee’s per hour salary.</td>
</tr>
<tr>
<td>e^{overwork_salary}</td>
<td>Employee’s overtime work salary.</td>
</tr>
<tr>
<td>e^{hours}</td>
<td>Employee’s normal working hours per month.</td>
</tr>
<tr>
<td>e^{availability}</td>
<td>Employee’s availability during project.</td>
</tr>
<tr>
<td>e^{max_ded}</td>
<td>The maximum dedication of employee e_i for a software project represents the percentage of full-time job that he/she is able to dedicate. ‘e^{max_ded} = 1’ indicates that he/she spends all normal working hours on the project, whereas e^{max_ded} = 1.2’ means that he/she can work 20% more than normal working hours.</td>
</tr>
</tbody>
</table>

5.3.2 Task’s Attributes

A software project comprises of multiple tasks ‘m’ as T \{t_1, t_2, ..., t_m\}. For example, tasks could be interface design, business requirements, integrate system modules, candidate release, and production plan sign off etc. These tasks are executed according to a task precedence graph (TPG), which specifies which tasks should finish before starting a new preceding task. For task t_j, the following attributes are considered in Table 5.2.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>T^{id}</td>
<td>Task’s specific id.</td>
</tr>
<tr>
<td>T^{tasks}</td>
<td>The set of skills required to accomplish a task.</td>
</tr>
<tr>
<td>T^{status}</td>
<td>Task status, ‘1’ refers to active task whereas ‘0’ refers to cancelled/suspended task.</td>
</tr>
<tr>
<td>T^{priority}</td>
<td>Task’s priority for execution as mentioned in task list {Very High, High, Medium}.</td>
</tr>
<tr>
<td>T^{effort}</td>
<td>Effort (unit: person-months) required to complete the task.</td>
</tr>
<tr>
<td>T^{completed}</td>
<td>A binary variable indicating whether a task has been completed or not. ‘1’ means task is unfinished and ‘T^{completed} = 0’ shows task has been completed.</td>
</tr>
<tr>
<td>TPG</td>
<td>TPG is an acyclic directed graph G(T,A) to represent the dependency between tasks. In TPG, the set of nodes represents the set of tasks T. The precedence relations among the tasks is denoted by set of arcs A.</td>
</tr>
</tbody>
</table>
5.3.3 Objective Functions

To solve the SPS problem and provide software manager near-optimal project schedule, two project objectives namely, duration and cost are optimized.

\[
\min F(t) = [f_1, f_2]
\]  

(5.6)

where \( f_1, f_2 \) represents duration and cost objectives receptively.

**Duration** - It is the total time required to complete the project and is taken as the maximum finishing time of the last task.

\[
f_1(t) = \text{duration} = \max(T_{\text{end}}^j) - \min(T_{\text{start}}^j)
\]  

(5.7)

The task duration is calculated in following way:

\[
T_{\text{dur}}^j = \frac{T_{\text{effort}}^j}{\sum_{i \in E'} X_{ij} \ast (1 + k \varepsilon_t)}
\]  

(5.8)

\( \varepsilon_t \) is assumed to be increased with the time \( t \) as follows:

\[
\varepsilon_t = \tanh(\varepsilon_o + a \Delta t)
\]  

(5.9)

In Eq. (5.7), \( T_{\text{end}}^j \) and \( T_{\text{start}}^j \) denotes the starting and ending time of each task. In Eq. (5.8), \( T_{\text{effort}}^j \) is the total estimated effort for a task, \( X_{ij} \) is employee to task dedication matrix, ‘\( E' \)’ is number of employees, \( \varepsilon_t \) is employee experience at time ‘\( t \)’ and ‘\( k \)’ is parameter for experience dependency of tasks i.e. how much time of task depends on experience. ‘\( k \)’ range is between [0,1]. To represent employee’s increasing experience over time, a sigmoid (hyperbolic tangent) function is used in Eq. (5.9) according to [137], where \( \varepsilon_o \) is employee initial experience, ‘\( a \)’ is growth rate of experience and we define \( a = \frac{\mu}{\phi} \) where \( \mu \) is employee learning factor between range [0.5,1.5]. \( \phi \) is time unit parameter, it is defined as the number of time units in a month. Thus, if the time unit is a day, then \( \phi = 30 \). \( \Delta t \) is time difference \( t - t_o \) where ‘\( t \)’ is highest value among task’s predecessor durations and \( t_o \) is initial time.
The employee’s experience factor distinguishes this mathematical model from existing models. It is important to note that the employee’s experience evolution is not based on the assumption that tasks are consistent that will improve employee’s skills. In this model, we consider employee’s diverse experience. It is independent regardless that he/she works on same tasks. Since software engineer’s experience is difficult to measure [113], researchers often rely on two proxies for this abstract concept [141] i.e. length of experience and self-assessed expertise [8].

**Cost** - Project cost is the sum of all the expenses paid to all employees in the software development process until project completion.

\[
 f_2(t) = \sum_{i=1}^{E'} \text{cost}_i
\]  

(5.10)

In the real-world, there are two types of employees in a software house, permanent and temporary ones. An employee salary is divided into three parts: basic, per-hour normal working, and overwork salary [33]. Permanent employees have stable basic salaries every month without taking into account their dedication to the project. This basic salary is added to the per-hour salary which is based on the employee’s normal working hours and his/her dedication to the project. The basic salaries are paid only to permanent employees while temporary employees have higher per-hour working salaries.

Suppose an employee \( e_i \) dedicates \( nhours \) to the project at \( t' \) month with \( X_{ij} \) dedication. The employee’s basic salary \( e_i^{basic\_salary} \) is added to the per-hour salary \( e_i^{perhour\_salary} \) which is paid according to \( nhours \) and \( X_{ij} \) dedication. If employee’s dedication (\( X_{ij} \)) is greater than 1, it indicates that employee overworks for the project and overtime salary \( e_i^{overwork\_salary} \) is also added to the employee’s total salary. The expenses paid to employee \( e_i \) at \( t' \) month are calculated as follows:

\[
 \text{if } \sum_{j \in T} X_{ij} \leq 1.0
\]

\[
 \text{cost}_i = \left( \sum_{j \in T} X_{ij} \ast nhours \ast e_i^{perhour\_salary} \right) \ast t' + e_i^{basic\_salary} \ast t'
\]  

(5.11)
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if $\sum_{j \in T} X_{ij} \geq 1.0$

$$\text{cost}_i = \left( \sum_{j \in T} X_{ij} \times n\text{hours} \times e_i^{\text{perhour\_salary}} \right) \cdot t' + e_i^{\text{basic\_salary}} \cdot t'$$

$$+ \left( \left( \sum_{j \in T} X_{ij} \times n\text{hours} \right) - n\text{hours} \times e_i^{\text{overwork\_salary}} \right) \cdot t'$$

(5.12)

In contrast to other objective functions in the SPS literature, the duration objective is based on an important human factor ‘employee experience’ whereas the cost objective is designed by considering normal working hours, basic salary, per-hour salary, and overwork salary as in real-world situation [146].

### 5.3.4 Constraints

In this work, we consider following two hard constraints.

i. All Tasks Allocated Constraint. All tasks should be allocated to the available employees.

$$\forall e_i \in e\_\text{available\_set}(t), \sum T_j \cdot \text{Dedication} \neq 0$$

(5.13)

ii. Task Skills Constraint. All the allocated employees to the task must fulfil the skills required by that task.

$$T_j \cdot \text{Skills} \subseteq \bigcup e_i \{\text{Skills} | X_{ij} > 0\}$$

(5.14)

Regarding constraint handling, a solution is penalized by multiplying objective values with a high number if any constraint is violated. In our case, we are multiplying with 1,000.

In contrast to models introduced in Chapter 3 and Chapter 4, this model considers about important human factors i.e. employee experience and project cost calculation is done according to real-world situation.
5.4 Multi-objective Algorithms

Search Based Software Engineering (SBSE) [79], a sub-area of software engineering, applies search-based techniques to solve real-world large scale problems; for example, software effort estimation [112, 87, 68], software defect prediction [158, 159, 23], and software testing [148, 102, 174, 176]. The SPS is one of those problems for which evolutionary algorithms (EAs) have been widely applied [33]. These EAs are robust and solve real-world large scale problems efficiently by providing a set of non-dominated solutions known as Pareto optimal set [50]. The representation of the Pareto optimal set in the objective space is known as the Pareto front [50].

In recent years, the optimization problems involving two or more conflicting objectives have received researchers’ increasing attention. These are referred as multi-objective optimization problems (MOPs) whereas search-based optimization algorithms for solving MOPs are known as multi-objective algorithms [41]. The main goal of MOPs is obtaining the Pareto front. There can be a large (possibly infinite) number of non-dominated solutions in Pareto front. In practice, a Pareto front is an approximation of a finite number of non-dominated solutions. In this context, this set of solutions must fulfil two features: convergence and diversity [50]. **Convergence** means that solutions should be as close as possible to the exact Pareto front. It ensures that we are dealing with good-enough solutions [50]. **Diversity** is good exploration of the search space that solutions are uniformly spread and no regions are left unexplored [50]. For example, for the SPS problem (where the software project manager desires a project schedule with both low project cost and smaller duration), there does not exist one single schedule that achieves both objectives.

The studies in [35, 44, 108, 110] analyse the performance of classical algorithms on the same model as in [5]. Therefore, we investigate six state-of-the-art multi-objective algorithms (NSGA-II [54], NSGA-III [51], Two_Arch2 [160], BCE [104], OMOSPO [142], SMPSO [117]) for our proposed model which includes an important human factor. These six multi-objective algorithms are capable of finding a set of trade-off solutions in one single run and solve MOPs in an optimal way. Therefore, they are also known
as evolutionary multi-objective (EMO) algorithms. The purpose of comparing these algorithms for the SPS problem is to provide the project manager the best algorithm which gives near-optimal project schedule. The reason for selecting these specific six algorithms is that they are simple to implement for the SPS problem and they are shown to be effective on other problems as mentioned earlier, for example, software effort estimation [112, 87, 68], software defect prediction [158, 159, 23], and software testing [148, 102, 174, 176]. Some of them (NSGA-II, NSGA-III, OMOSPO, SMPSO) also have existing implementation in the jMetal framework [59]. jMetal is an object-oriented Java-based framework aimed at the development, experimentation, and study of metaheuristics for solving MOPs.

The NSGA-II was introduced by Deb et al. [54]. A fast non-dominated sorting solution and the preservation of the solution’s diversity are its two principal parts. NSGA-III [51] is an improved version of NSGA-II and is more suitable to deal with many objectives (more than three) problems. Two_Arch2 [160] is a many objective algorithm comprising of two archives focusing on convergence and diversity separately. The BCE [104] framework is composed of two parts: pareto criterion (PC) evolution and non-pareto criterion (NPC) evolution to deal with the MOPs. These two parts work collaboratively to facilitate each other’s evolution. OMOPSO [142] is a multi-objective particle swarm optimization (MOPSO) [39] variant which includes an external archive and mutation operators to expedite the convergence of swarm. SMPSO [117] is also a MOPSO which uses a velocity constriction mechanism with the aim of enhancing the search capability. More details about these algorithms can be found in Chapter 2.1.2.2.

5.5 Experimental Results

This section answers the following research questions by empirically investigating the proposed method:

- RQ1: What benefit can the proposed model bring to the SPS problem?
- RQ2: How do state-of-the-art algorithms perform on proposed model? Do they perform similarly, or are specific algorithms particularly suitable for this model?
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5.5.1 Experimental Setup

SPS Instances

In this section, the experiments are conducted on broad range of benchmark and real-world data instances.

Real-world. The six real-world data instances are used in our experiments. The 3 data instances among these real instances have been derived from business software construction projects for a departmental store [70]. These 3 small real instances have 10 employees with 15 tasks maximum, and do not address inclusion of employee experience factor. For these instances, we have randomly generated values between [0,1] for employee experience attribute. To measure the scalability of our model, we also use 3 real instances obtained from a software company. These data instances comprise of 10,8,5 employees and 42,43, and 91 tasks respectively. For these data instances, employee’s experience is measured by a software project manager based on two proxies as mentioned in [8] i.e. length of experience and self-assessed expertise.

Benchmark. Benchmark instances are derived from Alba and Chicano’s benchmark [5]. These specific 18 data instances include variants of three important parameters (number of employees, number of tasks and number of employee skills) for the SPS problem as in real-world scenario. To induce more reality, these instances differ from static instances [5] in the following keys aspects: task maximum headcount, task effort uncertainties, part-time jobs, overworking of employees, and employees experience. The data of 18 instances, derived from [5], are gathered from different software projects.

Each instance has different number of employees and tasks which can be (5, 10, or 15), and (10, 20, or 30) respectively. Each employee can possess different skills which ranges from 4 to 5, or from 6 to 7. The total number of different skills $SK$ is 10, and a task is associated with five skills randomly selected from them. In the project, it is assumed that part-time employees are 20 percent of the total employees whose maximum dedications are in the interval [0.5, 1); another 20 percent of employees do overtime work, whose maximum dedications are generated uniformly from (1, 1.5] at
random; and remaining employees are full time, their maximum dedication is set to 1.0. Each skill is associated with a proficiency score. The proficiency score for a skill is sampled uniformly from (0, 5] at random. If an employee does not have any specific skill, then proficiency score for that skill is set to 0. Further, an employee’s normal monthly salary is sampled from a normal distribution with the mean of 10,000 and standard deviation of 1,000 following the practice in [5]. The employee overtime salary is the normal monthly salary multiplied by 3. For benchmark instances, employee’s experience is generated randomly between [0,1].

The data instances are denoted as ‘T20_E10_SK4-5’, whereas ‘T20’ means total number of tasks, ‘E10’ represents total number of employees, and ‘SK4-5’ means number of skills for an employee. As an another example, T10_E5_SK6-7 represents that the project has 10 tasks with 5 employees, each employee with 6 or 7 skills. The 6 real instances are named as ‘Real_n_Tx_Ey’ where n ∈ {1,2,...,6} and x, y represents number of tasks and number of employees respectively.

Parameter Settings

A set of parameter values for a rational comparison among algorithms are presented in Table 5.3.

<table>
<thead>
<tr>
<th>NSGA-II, NSGA-III, Two_Arch2, BCE</th>
<th>OMOPSO</th>
<th>SMPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>100 individuals</td>
<td>100 particles</td>
</tr>
<tr>
<td>Selection of Parents</td>
<td>binary tournament + binary tournament</td>
<td>uniform + non-uniform, ( p_m = 1.0 / L )</td>
</tr>
<tr>
<td>Recombination</td>
<td>simulated binary, ( p_c = 0.9 )</td>
<td></td>
</tr>
<tr>
<td>Mutation</td>
<td>polynomial, ( p_m = 1.0 / L )</td>
<td></td>
</tr>
<tr>
<td>Leader size</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>
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**Evaluation of Solution Quality**

The hypervolume (HV) metric [179] is used to compare i) the performance of proposed model against state-of-the-art model [139] and ii) the state-of-the-art algorithms performance for the new model. Here, we use a normalised HV value (also called hypervolume ratio (HVR)). With this normalisation, the range of obtained results reside in [0, 1], where 1 represents the optimal value. Usually, there are two crucial issues in the calculation of HV i.e. search space scaling [62] and the reference point choice [7, 63].

Since the objectives in the SPS problem reside in different ranges of values, therefore, the objective values of the final solution set is standardized with respect to the range of the obtained Pareto front. We set the reference point 1.1 times the upper bound of the Pareto front to balance between convergence and diversity of the obtained solution set, according to [89].

In this chapter, for each algorithm on each problem instance (18 benchmark and 3 real-world), 30 independent runs were executed to obtain all the results with the termination criterion of 10,000 evaluations. Furthermore, we set population size to 100 according to practice in [64, 157].

### 5.5.2 Comparison of Proposed SPS Model with State-of-the-art Model

In this section, the performance of proposed model against state-of-the-art model [139] using a baseline algorithm (NSGA-II [54]) is presented. The main purpose of this comparison is to validate that our proposed model impacts and reduces project duration and cost. To address this, we compare results of proposed model by those achieved by existing approach in Table 5.4. The results show that our proposed model significantly reduces project duration and cost for 6 real-world data instances. Since evolutionary algorithms provide a set of non-dominated solutions to solve any NP-hard problem, therefore, a non-dominated solution set is obtained for each problem instance. It also implies that the software project manager can choose from a set of solutions with a good balance between project cost and duration. We choose and present one solution using an automatic decision making method [139] (see Chapter 2.1.2.3 for more details).
Table 5.4: Performance Comparison of Proposed vs Existing Model. The selected solution against each instance is returned by Decision Maker result [138].

<table>
<thead>
<tr>
<th>Instance</th>
<th>Proposed Model</th>
<th>Existing Model</th>
<th>Duration</th>
<th>Cost</th>
<th>Duration</th>
<th>Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real_1_T15_E10</td>
<td>3.63E+00</td>
<td>8.09E+04</td>
<td>4.48E+00</td>
<td>1.58E+05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real_2_T15_E10</td>
<td>2.66E+00</td>
<td>2.52E+04</td>
<td>8.28E+00</td>
<td>4.66E+04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real_3_T12_E10</td>
<td>1.91E+01</td>
<td>1.97E+04</td>
<td>2.90E+01</td>
<td>8.35E+04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real_4_T42_E10</td>
<td>1.42E+01</td>
<td>2.84E+06</td>
<td>2.52E+01</td>
<td>7.50E+06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real_5_T43_E8</td>
<td>4.26E+01</td>
<td>2.49E+06</td>
<td>5.27E+01</td>
<td>6.00E+06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Real_6_T91_E5</td>
<td>1.71E+01</td>
<td>4.84E+06</td>
<td>2.28E+01</td>
<td>1.22E+07</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To compare the performance using quality indicator, Table 5.5 shows the HVR values for both models for benchmark and real-world data instances. These values are average of 30 independent runs. Algorithms returning higher HVR values perform better [155]. For most of the benchmark data instances, our model returns higher HVR values. Moreover, existing model returns zero HVR value for five out of six real data instances, it means that no solutions are found which dominate the reference point. That’s why it is clear from results that our novel formulation is more effective as compared to the existing one.

To further elaborate the effectiveness of our proposed model, we draw a Gantt chart for real-world instances obtained by the proposed and existing models in Figure 5.1. An experienced employee is able to finish a task earlier. It is obvious from the results that inclusion of an important human factor into SPS model returns a shorter project duration as desired.

### 5.5.3 Comparison of State-of-the-art Algorithms for Proposed Model

In this section, we analyse which state-of-the-art algorithm is best fit for our proposed model while considering employee’s experience factor. As mentioned earlier, studies in [35, 44, 108, 110] analyse the performance of classical metaheuristic on the same model as proposed in [5]. The comparison of six targeted state-of-the-art algorithms based on HVR values is to identify which algorithm provides the software project managers near-optimal project schedules.
Table 5.5: HVR values obtained by NSGA-II on the Proposed and Existing Model, best mean is highlighted in **boldface**.

<table>
<thead>
<tr>
<th></th>
<th>Proposed Model</th>
<th>Existing Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>T10_E5_SK4-5</td>
<td>1.90E+00</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>T10_E10_SK4-5</td>
<td>6.74E-01</td>
<td>9.73E-01</td>
</tr>
<tr>
<td>T10_E15_SK4-5</td>
<td>7.23E-01</td>
<td>9.04E-01</td>
</tr>
<tr>
<td>T10_E5_SK6-7</td>
<td>8.48E-01</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>T10_E10_SK6-7</td>
<td>7.90E-01</td>
<td>9.59E-01</td>
</tr>
<tr>
<td>T10_E15_SK6-7</td>
<td>7.68E-01</td>
<td>9.48E-01</td>
</tr>
<tr>
<td>T20_E5_SK4-5</td>
<td>5.03E-01</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>T20_E10_SK4-5</td>
<td>6.30E-01</td>
<td>5.19E-01</td>
</tr>
<tr>
<td>T20_E15_SK4-5</td>
<td>6.12E-01</td>
<td>6.48E-01</td>
</tr>
<tr>
<td>T20_E5_SK6-7</td>
<td>9.73E-01</td>
<td>1.12E-01</td>
</tr>
<tr>
<td>T20_E10_SK6-7</td>
<td>5.24E-01</td>
<td>5.92E-01</td>
</tr>
<tr>
<td>T20_E15_SK6-7</td>
<td>7.93E-01</td>
<td>3.23E-01</td>
</tr>
<tr>
<td>T30_E5_SK4-5</td>
<td>1.21E-01</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>T30_E10_SK4-5</td>
<td>5.53E-01</td>
<td>4.75E-01</td>
</tr>
<tr>
<td>T30_E15_SK4-5</td>
<td>5.90E-01</td>
<td>4.83E-01</td>
</tr>
<tr>
<td>T30_E5_SK6-7</td>
<td>2.15E-01</td>
<td>7.00E-01</td>
</tr>
<tr>
<td>T30_E10_SK6-7</td>
<td>5.29E-01</td>
<td>4.27E-01</td>
</tr>
<tr>
<td>T30_E15_SK6-7</td>
<td>7.01E-01</td>
<td>3.21E-01</td>
</tr>
<tr>
<td>Real_1_T15_E10</td>
<td>9.48E-01</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>Real_2_T15_E10</td>
<td>9.59E-01</td>
<td>5.75E-03</td>
</tr>
<tr>
<td>Real_3_T12_E10</td>
<td>8.21E-01</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>Real_4_T42_E10</td>
<td>9.31E-01</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>Real_5_T43_E8</td>
<td>8.55E-01</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>Real_6_T91_E5</td>
<td>5.70E-01</td>
<td>0.00E+00</td>
</tr>
</tbody>
</table>

HVR results in Table 5.6 are the mean and standard deviation (SD) values. For each problem instance, the best mean values among the algorithms are shown with **bold** font. Moreover, concerning the statistically sound conclusions, the Wilcoxon’s rank sum test is applied [178] (using the significance level of 0.05) to determine that if the results obtained by the state-of-the-art algorithms are significantly different from each other.

It can be observed from Table 5.6 that for most of data instances, BCE is giving better results based on HVR values. After BCE, NSGA-II, OMOPSO and Two_Arch2 are performing better for rest of the instances. The results also show that the state-of-the-art algorithms are significantly different from each other for most of the test data.
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Figure 5.1: Gantt Chart for Real instances: Proposed vs Existing Model. The selected solution is returned by Decision Maker result [138].

The final solutions of a single run of all state-of-the-art algorithms are plotted in Figure 5.2 regarding two-dimensional objective space $f_1$ and $f_2$, for benchmark data instances 'T10_E15.SK4-5', 'T10_E15.SK6-7', and 'T30_E15.SK4-5' as chosen randomly. As shown, BCE returns a well-converged and well-distributed set of solutions whereas
Table 5.6: Mean and Standard Deviation Values of HVR indicator, best mean is highlighted in boldface.

<table>
<thead>
<tr>
<th>BCE</th>
<th>NSGA-II</th>
<th>NSGA-III</th>
<th>Two_Arch2</th>
<th>OMOPSO</th>
<th>SMPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>0.00E+00(0.00E+00)</td>
<td>8.87E-01(4.78E-01)†</td>
<td>2.69E-04(1.45E-03)†</td>
<td>0.00E+00(0.00E+00)</td>
<td>0.00E+00(0.00E+00)</td>
</tr>
<tr>
<td>12</td>
<td>8.81E-01(1.32E-02)†</td>
<td>8.24E-01(2.12E-02)†</td>
<td>7.30E-01(2.57E-02)†</td>
<td>5.51E-01(7.20E-03)†</td>
<td>8.37E-01(3.61E-02)†</td>
</tr>
<tr>
<td>13</td>
<td>9.16E-01(4.19E-02)†</td>
<td>8.03E-01(2.32E-02)†</td>
<td>7.05E-01(3.48E-02)†</td>
<td>2.21E-01(7.32E-03)†</td>
<td>7.91E-01(4.83E-02)†</td>
</tr>
<tr>
<td>14</td>
<td>0.00E+00(0.00E+00)</td>
<td>2.91E-01(4.57E-01)†</td>
<td>2.30E-01(3.94E-01)†</td>
<td>0.00E+00(0.00E+00)</td>
<td>0.00E+00(0.00E+00)</td>
</tr>
<tr>
<td>15</td>
<td>8.91E-01(2.06E-02)†</td>
<td>8.39E-01(3.50E-02)†</td>
<td>7.36E-01(3.58E-02)†</td>
<td>5.13E-01(9.72E-03)†</td>
<td>8.27E-01(3.86E-02)†</td>
</tr>
<tr>
<td>16</td>
<td>9.48E-01(2.32E-02)†</td>
<td>8.73E-01(3.30E-02)†</td>
<td>7.41E-01(3.00E-02)†</td>
<td>9.90E-01(8.11E-03)†</td>
<td>8.96E-01(3.65E-02)†</td>
</tr>
<tr>
<td>17</td>
<td>0.00E+00(0.00E+00)</td>
<td>1.15E-01(7.90E-01)†</td>
<td>2.98E-01(5.34E-02)†</td>
<td>2.41E-01(2.22E-02)†</td>
<td>8.14E-01(4.46E-02)†</td>
</tr>
<tr>
<td>18</td>
<td>8.40E-01(4.63E-02)†</td>
<td>4.59E-01(3.48E-02)†</td>
<td>2.98E-01(5.34E-02)†</td>
<td>2.41E-01(2.22E-02)†</td>
<td>8.14E-01(4.46E-02)†</td>
</tr>
<tr>
<td>19</td>
<td>6.44E-01(8.84E-02)†</td>
<td>5.55E-01(4.20E-02)†</td>
<td>3.68E-01(6.24E-02)†</td>
<td>1.01E-01(1.78E-02)†</td>
<td>6.87E-01(6.99E-02)†</td>
</tr>
<tr>
<td>20</td>
<td>8.14E-01(4.78E-02)†</td>
<td>1.47E-01(2.94E-02)†</td>
<td>6.22E-02(4.50E-02)†</td>
<td>6.02E-02(2.15E-02)†</td>
<td>7.05E-01(6.35E-02)†</td>
</tr>
<tr>
<td>21</td>
<td>7.96E-01(7.49E-02)†</td>
<td>4.69E-01(4.31E-02)†</td>
<td>2.41E-01(8.77E-02)†</td>
<td>2.26E-01(2.01E-02)†</td>
<td>7.84E-01(5.20E-02)†</td>
</tr>
<tr>
<td>22</td>
<td>7.35E-01(5.09E-02)†</td>
<td>7.56E-01(2.63E-02)†</td>
<td>5.99E-01(5.09E-02)†</td>
<td>4.46E-01(1.96E-02)†</td>
<td>7.75E-01(3.41E-02)†</td>
</tr>
<tr>
<td>23</td>
<td>9.86E-02(5.34E-02)†</td>
<td>9.94E-02(5.26E-01)†</td>
<td>9.77E-05(5.26E-01)†</td>
<td>5.37E-01(4.62E-02)†</td>
<td>3.78E-02(3.95E-02)†</td>
</tr>
<tr>
<td>24</td>
<td>2.47E-01(5.40E-02)†</td>
<td>1.27E-01(1.56E-02)†</td>
<td>7.42E-02(2.50E-02)†</td>
<td>8.98E-01(2.54E-02)†</td>
<td>2.73E-01(3.29E-02)†</td>
</tr>
<tr>
<td>25</td>
<td>8.60E-01(4.72E-02)†</td>
<td>4.75E-01(2.40E-02)†</td>
<td>3.67E-01(4.15E-02)†</td>
<td>2.69E-01(2.09E-02)†</td>
<td>8.16E-01(3.77E-02)†</td>
</tr>
<tr>
<td>26</td>
<td>5.05E-01(2.83E-01)†</td>
<td>1.50E-01(5.24E-01)†</td>
<td>1.56E-01(2.44E-02)†</td>
<td>8.16E-01(3.22E-02)†</td>
<td>2.31E-01(2.27E-02)†</td>
</tr>
</tbody>
</table>

“†” indicates that each algorithm result is significantly different from each other at 0.05 significance level by the Wilcoxon’s rank sum test.
5.5. Experimental Results

5. SPSP: Modelling Human Aspects

Figure 5.2: Results comparison between state-of-the-art algorithms. The final solutions of state-of-the-art algorithms are shown in the objective space $f_1$ and $f_2$.

the five peer algorithms show a poor performance in comparison to it. After BCE, OMOPSO is performing better by providing the minimized values of project duration and cost to the software project manager. SMPSO and Two_Arch2 are performing least well and do not provide good schedules. For the proposed model, BCE also shows, with statistical significance better performance against the other five state-of-the-art algorithms.

In Figure 5.3, schedules have been drawn from the results generated by each algorithm. We have selected the first run’s results for data instance ‘T10_E5_SK4-5’. The
software project schedule generated from the BCE algorithm result while considering evolving employee’s experience, has the shortest project duration as desired. Another interesting observation is that after BCE, NSGA-II performs better than all other algo-
rithms when drawing schedule. Two_Arch2 algorithm’s results dominates NSGA-III in terms of project schedule. NSGA-III performs better than OMOPSO but worse than others. SMOPSO is performing least and returns the highest project duration.

To sum up, the distinct superiority of BCE is due to overcoming the following limitations of its peers: i) NSGA-III has been designed for more than three objectives and may not give very good results for two objective problems [51] as in our case, ii) OMOPSO loses the extrema of the Pareto front due to the use of $\varepsilon$-dominance [143] which results in losing optimal solutions, iii) SMPSO is among the slowest techniques in yielding a HVR greater than zero, that represents the bad exploration of search space resulting in limited solutions [117], iv) Two_Arch2 does not keep extreme points of the Pareto fronts which indicates loss of potential solutions [160], and v) NSGA-II lacks the uniform diversity among obtained non-dominated solutions while neglecting some potential areas in the search space [54]. We also observed that for data instances comprised of 42, 43, and 91 tasks respectively, BCE performs better while other algorithms give trivial solutions.

5.6 Summary

In this chapter, a new model for the SPS problem is presented. Human resources are the main resources for the SPS problem. The software industries can save lots of money and time by appropriately assigning employees to tasks. The employee experience has emerged as a new factor significantly influencing the success of the software project. Hence, in this chapter, a new model for SPS problem is presented that takes into account employee experience. It’s worth noting that employee experience along with learning ability over time (learning curve) has direct impact on reducing project duration and cost. The formulation of cost objective is also based on real-world scenarios.

To validate the proposed model, systematic experiments are carried out in two groups using benchmark and real-world problem instances. The first group of experiments provides extensive comparative studies between new and proposed models using a baseline algorithm (NSGA-II). The results reveal that the proposed model with the
inclusion of the employee experience factor reduces project duration and cost significantly. The second group of experiments analyses the performance of six existing state-of-the-art algorithms on the new model. The results show that BCE can achieve well converged and well distributed solutions sets with a good balance. Among six state-of-the-art EMO algorithms (BCE, NSGA-II, NSGA-III, Two_Arch2, OMOPSO, SMPSO), in general, BCE has distinct superiority among all by generating quality project schedules and reducing project cost and duration. These results respond to RQ5 (section 1.4) in Chapter 1.
Chapter 6

Conclusion

This thesis has introduced realistic models and search-based approaches to address the software project scheduling problem under a dynamic environment. This research gained inspiration from industrial practice and organizations’ common issues that the project managers are more supported by providing insightful knowledge than exact solutions. In this direction, novel approaches are developed for multiple dynamic events which are very common during software project development. We also consider important human factors for the SPS problem. Hence, this research will help in extending algorithm contributions and problem solving for both industry and academia as mentioned in Table 6.1.

In this chapter, we present the contributions of this thesis. Section 6.1 summarized the research carried out. In doing so, the software project scheduling challenges stated at the beginning of this thesis are presented followed by future research directions in Section 6.2.

Table 6.1: Difficulties to which the proposed methods in this thesis provide solutions.

<table>
<thead>
<tr>
<th>Difficulties</th>
<th>Chapter 3</th>
<th>Chapter 4</th>
<th>Chapter 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inefficiency of dealing with multiple project objectives (more than 2)</td>
<td>√</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Inefficiency of handling tasks’ efforts uncertainties</td>
<td></td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>Lack of real-world data set</td>
<td>√</td>
<td>√</td>
<td>√</td>
</tr>
<tr>
<td>Difficulty of dealing with dynamic events</td>
<td>√</td>
<td>√</td>
<td></td>
</tr>
<tr>
<td>Inefficiency of dealing with important human aspects</td>
<td></td>
<td></td>
<td>√</td>
</tr>
</tbody>
</table>
6.1 Summary of Contributions

The major contributions of this thesis are summarised as under:

i. Conceptual Model and MOEA-based Approach Towards ‘Employee Turnover’ Dynamic Event. A model is presented based on real-world situation to handle the ‘employee turnover’ as a dynamic event which has not been considered before in the literature. This model supports both employee rescheduling and new employee recruitment scenarios. Based on this model, when turnover occurs, if rescheduling the remaining team can meet the manager’s requirements then it is preferred first; else, we attempt to provide the manager with a set of options about what kind of person he/she could recruit within the budget. A new realistic way is also devised for the calculation of employee’s proficiency for a task. Moreover, a multi-objective evolutionary approach is proposed to reschedule tasks to other employees when this dynamic event occurs. The newly proposed approach will also help software project managers in finding new employees to fulfil the missing skills when someone resigns in the middle of a software project. Additionally, this approach shows that how rescheduling of existing employees affects the project schedule. Furthermore, we also demonstrate that how our proposed approach helps the software project manager in recruiting a new employee to avoid any hiring delay. (Chapter 3)

ii. A Heuristic-based Approach for ‘New Employee Addition’ Dynamic Event. A novel multi-objective evolutionary algorithm, h_NEA, is proposed to deal with ‘new employee addition’ dynamic events. This has not been considered before in the literature. The h_NEA is based on a heuristic approach to deal with the SPS problem. Specifically, with an aim to minimize project cost and duration, heuristic strategies are designed for each project objective i.e. duration and cost. The duration heuristic will optimize the project duration by allocating a new employee to critical tasks identified by the critical path method, while the cost heuristic tries to minimize the project cost by employee replacement based on specific constraints. The employee replacement will only occur if there
is significant difference in cost. Further, it is also investigated that how the proposed heuristic affects other project objectives. (Chapter 4)

iii. **SPS Model based on Human Aspects.** A new SPS model based on an important human factor i.e. ‘employee experience’ is presented. This added parameter makes the SPS model more realistic. Based on this model, two project objectives are optimized, namely, project duration and cost. Moreover, the cost objective is formulated as in a real-world scenario. It is also demonstrated that how the proposed model significantly reduces project cost and duration as compared to state-of-the-art model. Furthermore, the six state-of-the-art algorithms (NSGA-II, NSGA-III, BCE, Two_Arch2, OMOPSO, SMPSO) performance is also evaluated on the proposed model, using 18 benchmark and six real-world data instances. The simulation results show that the BCE algorithm is particularly suitable for this new model as compared to peer algorithms - it can generate quality project plans which strike a good balance between project cost and duration. (Chapter 5)

### 6.2 Future work

This thesis introduces a number of new SBSE approaches and models for the software project scheduling problem to evaluate the advancements. To thoroughly explore their advantages, further investigation and more empirical studies are promised as indicated below.

**More factors and dynamic events inclusion.** We presented handling of employee related dynamic events (‘employee turnover’ and ‘new employee addition’) in Chapter 3 and Chapter 4 respectively, and inclusion of important human factor (‘employee experience’) into SPS model in Chapter 5. In the real-world, many other dynamic events can occur, e.g., software requirements cancellation and task precedence change. Consideration of other factors, e.g., task’s slack time and group learning behaviour are also important which can be explored further. Group learning behaviour implies that if more than one employee is working on a task, they can learn from each other’s
expertise which will also impact and reduce project duration.

Another aspect is consideration of software quality. The software quality can be treated at varying levels in the software project scheduling e.g. task, processes, phases, objective etc. Moreover, the quality can be measured with different models e.g. CO-COMO [17]. In this thesis, cost, duration, robustness and stability objectives are considered with proposition of novel model and approaches so that these can be validated with the existing research based solutions. The software quality is the next step to be used in our validated model and approaches for knowledge contribution in the field of the SPS.

**Consideration of multiple critical paths.** In Chapter 4, we have presented a heuristic-based approach and optimized two objectives (i.e. duration and cost). Another area for future research is to explore the heuristic for other objectives as well. Also, h_NEA considers only one critical path, real-world software projects could have multiple critical paths. Other strategies could also be used to handle such situation. All of these enable us to have a deeper understanding of the near-optimal schedules in a dynamic environment.

**Scenario-based approach.** In our approach, we allocate employees to tasks based on optimized objectives. Applying the proposed multi-objective approaches in a variety of real-world scenarios would be highly desirable, both for further verifying the approaches and for solving complex real-life problems. For example, if two employees are not comfortable in working together then it would be best not to assign them the same tasks. Another example is that if a new urgent requirement is raised by the customer at the last minute, how to deal with that situation. Furthermore, we will possibly extend our approaches to recruit speculatively (i.e. recruit a staff member with skills that are most likely to be needed in future, even if there is no vacant staff role on any project).

**Multi-mode feature.** In Chapter 3 and Chapter 4, when a dynamic event occurs, a reschedule strategy is used and a new schedule is regenerated while considering stability objective. A further direction could be the introduction of multi-mode feature. This feature is based on dynamic events weights. If weight is very low, then match-up
strategies can be used which means partial adjustment in original schedule.

**Global Software Development.** In the recent software development industry, Global Software Development (GSD) is becoming a normal practice increasingly. This has been attributed to many factors, e.g., improved network infrastructure, learning and transfer of best practices, introduction of component-based architecture and increased time-to-market pressure [24]. Thus, more approaches could be designed to schedule software projects when development teams are based in different geographic locations.

**Incorporation of decision-maker preferences.** In our work, we select and implement one single solution (project schedule) from a set of solutions based on decision maker choice. The weight of each objective function in decision maker may be subjective. In future, we will consider the preferences supplied by the decision maker.

**Real-world application.** All the presented evolutionary multi-objective approaches, in this thesis were investigated mainly on benchmark and real-world data instances. These data sets have simulated data for the dynamic events. Once we get the real-world data with known dynamic events, further analyses should be performed. Additionally, we will test the developed approaches on larger project instances. Furthermore, multiple projects will also be considered. Another issue is that the schedules generated using these data sets cannot always match precisely with the project manager’s preferences. This is called the resiliency of SPS solutions. It means to check if the solution generated by our approach is identical to software project manager choice. In the future, we will consult with the project manager to validate the software project schedules generated by our proposed approaches.
Appendix A

Survey of Software Engineering Process Models

This section performs critical evaluation of existing software engineering models as: waterfall, spiral, V-model, rational unified process (RUP) and agile models as a background information in Chapter 2.

**Waterfall Model.** This software process method is the most widely used and oldest model. It was introduced by Royce in 1970 [131]. The software development phases are modelled sequentially and it suggests that before starting the new phase, current phase must be completed and checked for any uncompleted tasks. Project managers expect that each task must be completed once it is started while using this model. But in reality, the case is different and for most of the software projects, project information and developer’s knowledge becomes clearer with the passage of time. Software projects using waterfall requires the process to be restarted if some information is being missed at the start of the project. So, the waterfall model is suitable for the projects which have clear information available at the start of the project, project’s objectives are defined in a clear manner, and probability of requirements change is very low.

**Spiral Model.** The Spiral model was introduced by Boehm in 1988 [18]. It is a risk-driven process model for medium to high risks projects. It is a combination of iterative
development model and linear sequential model. It overcomes major flaws of waterfall model and emphasis on risk analysis. There are four phases in spiral model: Planning, Risk Analysis, Engineering, and Evaluation. A software project repeatedly passes through these phases in an iterative manner. The project starts with the small set of requirements to be developed in initial iteration and guides the developers through the whole process. Experience is evolved in each iteration. Then, based on this experience, new additional requirements are added to the product in each of the following iterations. Software product develops in an incremental style. This iterative approach provides an adaptable environment which can deal with changing requirements. It also reduces risks as objectives are refined at the end of each iteration and risks are monitored. Spiral model is suitable to use when requirements are complex, significant changes are expected, cost and risk evaluation is important, and project is large and mission critical. It also provides strong documentation control. Unlike waterfall model, new requirements can be added at later stages of development without restarting the whole process. Another advantage is that software is produced in early iterations. On the other side, spiral model can be costly to use and it is not suitable for smaller projects. Project success is highly dependent on risk analysis phase and this phase requires highly specific expertise.

V-Model. The V-model means verification and validation model. It was first introduced for IT projects used for a federal department in Germany [144], and may be considered an extension of waterfall model. In V-model, each phase must be completed before the start of next phase. V-Shaped life cycle is a sequential path of execution of processes. By making association between analysis and development phases with the corresponding testing processes, it focuses on improving the communication between team members and customer. In this way both team members and client contribute to the project cooperatively. It is simple and easy to use and works well for small projects when requirements are clearly defined and unchangeable. It is proactive defect tracking model i.e. defects are found at early stages. It includes high risk in meeting customer expectations and very rigid and least flexible model. It should be chosen when many technical resources are available with needed technical expertise.
Rational Unified Process. Rational unified process (RUP) [97] is an object-oriented and web-enabled program development process developed by Rational software corporation, a division of IBM. It is an iterative software development methodology. In RUP, the software development process phases are named as inception, elaboration, construction, and transition. Each phase involves business modelling, analysis and design, implementation, testing, and deployment. Inception phase should be less than a week. Requirements are gathered and defined further in elaboration phase whereas some software development is also instantiated in this phase. Major software development starts in construction phase and testing is done in transition phase. Each phase may have one or more iterations and usually contains five work flows: requirements, analysis, design, implementation, and testing. Moreover, number of iterations in each phase depends on the project size.

RUP is a complete methodology with more emphasis on accurate documentation [96]. It has adaptive capability to deal with changing requirements. The time for integration of modules is very low as the integration process goes on throughout the software development life cycle. In RUP, components are also reusable so low development time is required.

Agile Methods. Agile is an umbrella term for a set of methods and practices based on values and principles expressed in Agile Manifesto 2001 [11]. Agile approaches are capable to respond to changes in order to succeed in an uncertain and turbulent environment. Agile methodology has replaced waterfall in most of the companies as a matter of choice. Agile is a time-boxed and iterative approach which builds the software in increments rather than delivering it all at once. Agile Manifesto is described following:

i. Individuals and interactions over processes and tools

ii. Working software over comprehensive documentation

iii. Customer collaboration over contract negotiation

iv. Responding to change over following a plan
Manifesto, instead of processes and tools, emphasis on people and the communication between them. It also includes that working software has priority over comprehensive documentation. In agile, all big tasks are broken into small tasks, and daily meetings ensure that work is on track and changes can be done even at the very end of the process. Several methodologies are being used in agile environment, e.g., scrum [133], extreme programming (XP) [10], feature driven development (FDD) [120], and more. Scrum and XP are most widely used agile methodologies. According to one survey, 66.7% of industries in Pakistan use scrum software process model.
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