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Abstract

This thesis examines the effects of disorder upon a bundle of coupled one dimensional (1D) systems. Each 1D system is described as a Luttinger liquid, and the coupling between channels is weak enough such that this description remains valid. The coupling can be of either a density-density or current-current type. We consider continuous disorder in each channel, and derive renormalisation group (RG) equations governing the strength of the disorder. We analyse the effects of disorder in two specific examples: a lattice of identical channels, and two distinct channels. In both cases, close to the simultaneous metal-insulator transition, we arrive at coupled Berezinskii–Kosterlitz–Thouless (BKT) equations. Away from the simultaneous transition we analyse the RG equations numerically. Inter-channel interactions are found to shift the metal-insulator boundary, and destroy the mixed insulator-conductor phase close to the simultaneous transition.
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Chapter 1

Introduction

1.1 The Reality of One Dimensional Systems

The title of this thesis is “Disorder in Multi-Channel Luttinger Liquids”; Luttinger liquid theory provides a description unique to one dimensional (1D) physics. One might wonder why it is we are interested in the physics of one spatial dimension when the world is patently (at least) three dimensional. Is one dimension simply a theoretical refuge in the face the overwhelming complexity of many-body systems? In a word – partly.

The mathematical simplifications endemic to one dimension certainly do help in the consideration of strongly correlated systems, as seen in section 2.3, however one dimensional systems are becoming increasingly accessible experimentally.

Perhaps the most famous example of a one dimensional system is the carbon nanotube, specifically the single walled carbon nanotube (SWNT), which has been shown to be experimentally consistent with the one dimensional Luttinger
liquid (LL) \[10, 32\]. The carbon nanotube is, however, just one type of nano-wire, and by no means the most simple. Carbon nanotubes are comprised of a hexagonal lattice of carbon atoms, just as with a sheet of graphene, which has been wrapped around into a long cylindrical geometry. The hexagonal lattice has two inequivalent sites, and as a consequence behaves like two one dimensional systems\[11\]. This is where the ‘multi-channel’ part of the title comes to bear. We are interested in what happens when 1D systems are brought into contact with each other, the SWNT being a particularly simple realisation of this.

We are by no means limited to nano-wires; we would be highly remiss not to mention cold atomic systems\[9\]. Such systems are comprised of neutral atoms, which can be either fermionic or bosonic in nature, in an optical lattice which is highly tunable\[23\]. Interactions between atoms are controlled via the Feshbach resonance \[13, 31\]. The highly tunable nature of cold atomic systems enables one to experimentally test even the most esoteric theoretical models, including one dimensional ones.

Another experimental avenue is in the field of organic conductors. Bechgaard salts\[35, 33, 34\] are a class of organic conductor which have been shown to exhibit 1D behaviour consistent with that of a Luttinger liquid\[59\]. Such systems are chemically synthesised and are comprised of chains. The electronic hopping between chains is highly anisotropic: \(t \sim 3000K\) along the easy axis of the chain, but between chains the coupling is much lower \(t \sim 300K\)\[21\]. Thus provided the temperature is high enough the system will only take advantage of the one dimensional hopping yielding Luttinger liquid behaviour.

One can also touch upon the subject of topological insulators. When two
insulators with topologically distinct Hamiltonians come into contact, a robust conducting edge state necessarily exists on the interface\cite{30}. If these materials are two dimensional, then the edge states must necessarily be one dimensional. These states may manifest themselves as quantum hall states, whereby a magnetic field creates a quantised current around the edge of a material; quantum spin hall states where electrons with different spins have currents going in opposite directions\cite{41}; or something more exotic. An example of an experimentally verified two dimensional topological insulator is found in mercury telluride quantum wells\cite{8}.

One dimensional systems are therefore experimentally testable in a wide variety of contexts. The relative simplicity of 1D models, combined with some of the more bizarre phenomena unique to 1D systems gives rise to a wealth of interesting physics. This thesis aims to investigate the situation where many 1D systems are coupled weakly to one another, in the context of disorder.

Disorder is an interesting avenue to explore multi-channel Luttinger liquids (MLL). For a single channel of interacting electrons continuous disorder will lead to localisation of the electronic states resulting in a metal-insulator phase transition. If more channels are introduced the interactions between the channels may stop this localisation from occurring.

1.2 Outline

The thesis will start proper in chapter\cite{2} which will go over some of the peculiarities of 1D fermions, in particular the breakdown of Landau’s Fermi liquid theory in section\cite{2.1} and the introduction of the Luttinger liquid in section\cite{2.3}. 

We will then go over some of the general properties of the Luttinger liquid in section 2.3.2.

The subject of this thesis is the role of disorder in Luttinger liquids. We will cover the effect of a single impurity in section 2.4.1 before moving to continuous disorder proper in section 2.4.2. Chapter 2 is the main background chapter, introducing all the concepts and key results necessary for the main results in chapter 3, where we cover multi-channel Luttinger liquids.

The many possible physical realisations of a multi-channel Luttinger liquid (MLL) are discussed in section 3.1 before constructing the mathematical framework in section 3.2. We put special emphasis on two-channel Luttinger liquids in section 3.3 due to their relative simplicity. Disorder in the context of MLLs is then discussed in section 3.4 where explicit renormalisation group (RG) equations are constructed for a generic MLL. These equations are then analysed in two realisations: a lattice of identical channels; and two distinct channels. These results make up the original contributions to the thesis, and can be found in [36].

Everything is concluded in chapter 4 and future directions of research are discussed. There are two appendices, appendix A contains the calculation of the Jacobian necessary to arrive at the standard Luttinger liquid description, and appendix B contains a list of some of the building block correlation functions of a Luttinger liquid.
Chapter 2

Interacting Fermions in One Dimension

The purpose of this second chapter is twofold; the first task is to set our one dimensional scene by contrasting it to the more conventional three dimensional case described in section 2.1. The second order of business is to introduce the ideas and formalisms pertinent to one dimensional condensed matter physics, specifically the Luttinger liquid and its key properties in section 2.3 with special emphasis on the role of impurities in section 2.4. The role of this chapter is thus to provide all the background necessary for subsequent chapters.

This chapter assumes a working knowledge of quantum field theory, specifically the coherent state path integral. Background regarding quantum field theory can be found in refs. 3, 38, 53, 1.
2.1 Fermi Liquids

The paradigm for studying interacting electrons in two and three dimensions is the well known Fermi liquid theory developed by Landau in the 1950s [46, 47, 48]. If one were to look at the characteristic Coulomb energy versus the typical kinetic energy in a condensed matter system one would see that they were comparable. This implies that any sort of perturbation theory in the interaction would be futile and that the interactions themselves play a key role in determining the properties of electrons in solids. This may, however, be contrasted with the empirical success of non-interacting theories such as the Drude model, which characterises the linear dependence of current on electric field. We are hence in a situation where the back of the envelope calculation is contradicted by the experimental evidence. The beauty of Landau’s Fermi liquid theory is its ability to reconcile this apparent contradiction.

In a Fermi liquid the bulk properties are, by and large, described by non-interacting particles, it just so happens these particles are not conventional electrons. Landau introduced the crucial idea of a quasi-particle: rather than being a ‘true’ particle a quasi-particle is the result of collective behaviour involving many particles. By choosing to describe a system in terms of quasi-particles we can arrive at a much more convenient description of the low energy physics. The Fermi liquid is a quasi-particle description of the Coulomb gas, whereby the quasi-particles are electrons dressed by particle-hole excitations arising from the Coulomb interaction.

The effective low energy excitations of the Coulomb gas are still fermions, hence we can expect typical fermionic features such as the ubiquitous Fermi surface. There is a crucial difference here, as shown in fig. 2.1 whereby the
Figure 2.1: Left: Fermi-Dirac distribution at zero temperature showing occupancy against momentum. There is a discontinuity of size $Z = 1$ at the Fermi momentum. Right: Occupancy of a Fermi-Liquid at zero temperature, the discontinuity remains but with a reduced size $Z < 1$. Even in the presence of interaction we still have the concept of a Fermi surface.

zero temperature discontinuity in the single-particle occupation at the Fermi momentum is no longer unity, but of height $Z < 1$. It is also important to remember that the quasi-particles are not eigenstates of the system and hence there is a spectral width to these excitations due to their finite lifetime. As one gets closer and closer to the Fermi surface this lifetime gets longer and longer which causes the excitation to become more sharply defined against the interaction-induced background. Indeed the reduced discontinuity $Z$ at the Fermi surface can be thought of as representing how much of the electron goes into the quasi-particle state versus this incoherent background.

As we are restricted to being close to the Fermi surface one can and should linearise the dispersion of the quasi-particles about the Fermi momentum, as seen in eq. (2.1).

$$E(k) \approx E(k_f) + \frac{k_f}{m^*}(k - k_f)$$ (2.1)
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Here we use units such that $\hbar = 1$. Note the introduction of the effective mass $m^*$, for a non-interacting system this would simply be the bare mass of the electron. We can therefore see that the behaviour of the Fermi liquid is not so different from a non-interacting Fermi gas: we still have a Fermi surface, and the dispersion of the quasi-particles is of exactly the same form as that of a non-interacting Fermi gas but with a new effective mass.

At no point does this argument rely on weak interactions, only that we are dealing with physics close to the Fermi level. Hence it is no wonder that non-interacting models can be accurate, the behaviour of their interacting counterparts are practically identical. The take away message here is that although the system is created out of interacting electrons, the most convenient description for the low energy behaviour is through electron like quasi-particles which are essentially non-interacting, and crucially still fermionic. Further details may be found in various standard textbooks \[1, 53\], although the above precis is sufficient for our purposes.

2.2 The Failure of Fermi Liquid Theory in 1D

As may be garnered from the title of this chapter, one dimensional systems behave in a fashion distinct from that of higher dimensional systems. As such the validity of the Fermi liquid description does not persist into one dimensional physics \[28\], and a new paradigm is required.

It is not hard to see why the Fermi liquid fails to capture one dimensional behaviour. If one were to imagine a single electron moving in a 3D (or equally 2D) cloud of electrons as in fig. \[2.2\] one can see that the other electrons are
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able to move out of the way, indeed the repulsive Coulomb interaction will push them out of the way. This is the picture of the Fermi liquid; through the interaction between electrons the free fermion behaviour gets ‘dressed’ by collective excitations. The fundamental picture is largely independent of the interaction, we still have fermions running around they simply have slightly different parameters to the bare electrons. Now if one considers the analogous 1D situation, the picture is rather different. Any fermion moving on the 1D line necessarily pushes up against its neighbour, which pushes up against its neighbour and so on. No particle is able to get out of the way of any other particle and any motion would have a striking resemblance to longitudinal density waves, as one would observe oscillating a metal spring backwards and forwards. All motion in 1D is wholly collective, the fermions are so thoroughly dressed by the interaction that they cease to be recognizable as fermions at all. In the Fermi liquid language the step $Z \to 0$, and the quasi-particles are no longer fermionic.

The inadequacy of Fermi liquid theory in one dimension is rooted in more than just the above ‘hand wavy’ arguments. One dimensional Fermi surfaces are unusual in that they always have the nesting property. Fermi surface nesting occurs when there exists a wave vector $\vec{Q}$ which connects two large pieces of Fermi surface. One of the consequences of nesting is a divergence in the static particle-hole susceptibility, $\chi(\vec{q}, \omega)$. The particle-hole susceptibility is defined as the linear response to an external field, $H_{\text{ext}} = \int d\vec{r} V(\vec{r}, t) \bar{\psi}(\vec{r}, t) \psi(\vec{r}, t)$, where $V$ is the external potential. In this case it is given by the retarded Green’s function of the density operator.
Here eq. (2.2) gives the particle-hole susceptibility as a function of the momentum difference between the particle and hole, $\vec{q}$, at zero frequency $\omega = 0$, the $i\delta$ is simply there to ensure convergence and is treated as infinitesimal. The nesting condition is $\epsilon_{\vec{k}+\vec{q}} = -\epsilon_{\vec{k}}$ for a portion of reciprocal space, this will lead to a logarithmic divergence of the static susceptibility at the nesting wave vector. This can be readily seen by considering an infinite volume system, and only looking at the part of the sum where the nesting condition is satisfied.

$$\chi_{ph}(\vec{q}, \omega = 0) = \frac{1}{V} \sum_{\vec{k}} \frac{f_F(\epsilon_{\vec{k}}) - f_F(\epsilon_{\vec{k}+\vec{q}})}{\epsilon_{\vec{k}} - \epsilon_{\vec{k}+\vec{q}} + i\delta}$$  \hspace{1cm} (2.2)$$

Here eq. (2.2) gives the particle-hole susceptibility as a function of the momentum difference between the particle and hole, $\vec{q}$, at zero frequency $\omega = 0$, the $i\delta$ is simply there to ensure convergence and is treated as infinitesimal. The nesting condition is $\epsilon_{\vec{k}+\vec{q}} = -\epsilon_{\vec{k}}$ for a portion of reciprocal space, this will lead to a logarithmic divergence of the static susceptibility at the nesting wave vector. This can be readily seen by considering an infinite volume system, and only looking at the part of the sum where the nesting condition is satisfied.

$$\text{Re}(\chi(\vec{Q}, \omega = 0)) = -\int d\epsilon N(\epsilon) \frac{\tanh\left(\frac{\epsilon}{2T}\right)}{2\epsilon}$$  \hspace{1cm} (2.3)$$

Where $T$ is the temperature and $N(\epsilon)$ is the density of states. Close to the
Fermi energy, $\epsilon = 0$, the density of states is constant, leading to logarithmic behaviour\cite{20}.

$$\chi(\vec{Q}, \omega = 0) \sim N(\epsilon = 0) \log\left(\frac{E}{T}\right)$$ (2.4)

Where $E$ is an ultraviolet cut-off determined by the energy range over which the nesting property is satisfied. A divergence in the linear response means the original description of the system without the external field no longer holds true, and as such implies some sort of ordering at that wave vector. Indeed Fermi surface nesting does explain phenomena such as spin density wave and charge density wave order. One can see that the nesting condition will always be true in one dimension, as can be seen in fig. 2.3.

$$\epsilon(k) \approx \begin{cases} v_f(k - k_f), & k \sim k_f \\ -v_f(k + k_f), & k \sim -k_f \end{cases}$$ (2.5)

$$\epsilon(k + 2k_f) = -\epsilon(k)$$ (2.6)

One might therefore expect 1D systems to have some sort of charge-density wave order, with $Q = 2k_f$, however it is known that we cannot have long range order in one spatial dimension\cite{49}. In one dimension entropy always trumps energy; it is always favourable to have domain walls as there are more possible configurations and hence more entropy. This is due to the energetic cost of a domain being independent of its size in 1D (see fig. 2.4). The picture to have in mind is a system perpetually on the verge of ordering but never quite managing to make it, and hence 1D systems will behave very much like higher
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Figure 2.3: Left: Graph of a 1D band structure, the Fermi surface is reduced to just two points and hence the nesting property is always satisfied close to the Fermi surface irrespective of the dispersion. Right: A sketch of the Fermi surface of the 2D square lattice at half filling. Nesting in higher dimensions requires parallel sections of Fermi surface, in this case if the filling were less than half there would be no nesting vector.

In a Fermi liquid the quasi-particles are fermions dressed by particle-hole excitations arising from the interactions, which ultimately behave in a fermionic fashion. In one dimension the quasi-particles lose their fermionic characteristics, and all that is left is the particle-hole ‘dressing’. In order to flesh out this description it is instructive to consider the distinction between the particle-hole spectra in 1D and higher dimensions, as sketched in fig. 2.5.

A particle-hole excitation is created by destroying a particle below the Fermi surface with momentum $\vec{k}$, leaving a hole, and creating a particle above the Fermi surface with momentum $\vec{k} + \vec{q}$. In general the energy of the pair would be dependent on both $\vec{k}$ and $\vec{q}$, and indeed by fiddling with the angle between the two momenta it is possible to achieve the same energy for a wide
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Figure 2.4: Above we have a 1D periodic system of length $L$ with two domains. In 1D the energy cost of having a domain wall is independent of the size of the domain, denoted here as $E_D$. The configurational entropy gained from having two domains is $S = k_B \log(N(N - 1))$ when $N$ is the number of sites. At a finite temperature a system seeks to minimise its free energy $F = E - TS$, and so for a large system we have the finite energy penalty competing with the logarithmically diverging entropy gained by having a domain wall. Hence the entropy will always win at finite temperature and there can be no long range order in 1D. In higher dimensions the energetic cost of a domain will depend upon the size of the domain.
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Figure 2.5: Left: Particle-hole spectrum in higher dimensions, even at low energies particle-hole pairs do not have a well defined momentum. Right: Particle-hole spectrum in 1D, particle-hole excitations close to the Fermi surface can only have two possible momenta and hence are well defined quasi-particles.

range of possible momenta. In one dimension there are no angles, and hence the degeneracy of possible momentum differences is greatly reduced.

Provided we are close to the Fermi level, i.e. $q \ll k_f$, the single particle energy spectrum may be safely expanded as a power series.

$$\epsilon(k) = v_f(k - k_f) + \frac{\lambda}{2}(k - k_f)^2 \quad (2.7)$$

$$E_{p-h}(q, k) = \epsilon(k + q) - \epsilon(k) \quad (2.8)$$

$$\frac{1}{q} \int_{k_f-q}^{k_f} dk E_{p-h}(q, k) = v_f q \quad (2.9)$$

Here eq. (2.7) gives the power series expansion, eq. (2.8) the particle-hole energy and eq. (2.9) the average energy of a particle-hole excitation. The remarkable thing about eq. (2.9) is that it only depends upon the momentum difference between the particle and the hole, which would not be true in higher
dimensions. In fact the width of possible energies shrinks faster than the average energy of such an excitation, leading to the situation where a particle-hole excitation behaves like a well defined quasi-particle. Such a quasi-particle would be bosonic as it is made up of two fermions, hence the well defined quasi particles of a Fermi system are in fact bosons.

In summary one dimensional behaviour is markedly different from that of the higher dimensional Fermi liquid theory. The guaranteed presence of nesting combined with the inability of 1D systems to support long range order on entropic grounds means 1D fermionic systems behave as if always on the verge of a phase transition. The notion of a fermionic quasi-particle is also thrown out of the window due to the necessity of collective motion. There is however a glimmer of light, particle-hole excitations which merely modify the original fermions in a Fermi liquid are themselves well defined quasi-particles. Note this point did not rely upon the presence of an interaction between particles, in 1D the low energy behaviour of fermions can, in general, be perfectly well described purely in terms of bosonic particle-hole excitations. This detail will be laboured more heavily in section 2.3 where the replacement of Fermi liquid theory for one dimension will manifest itself.

2.3 The Luttinger Liquid

There exists an exactly soluble model of interacting fermions in one dimension, this model is the ‘Tomonaga-Luttinger model’ or simply the ‘Luttinger model’. The history of this model is somewhat involved: Tomonaga first showed how to map interacting 1D fermions onto 1D bosons\cite{61} in 1950, this was then
rediscovered in 1963 by Luttinger [52], with certain technical points corrected
by Mattis and Lieb [54].

If we consider the standard description of one dimensional free fermions we
arrive at the Lagrangian density as in eq. (2.10). Here $\psi$ are anti-commuting
Grassmann fields which denote the fermions. As we are interested in the low
energy physics only, one seeks to linearise around the Fermi surface, or rather
the Fermi points as we are in 1D. As such we introduce two new slowly varying
fermionic fields as in eq. (2.11).

$$L_0 = \bar{\psi} \left( i \partial_t + \frac{\partial^2}{2m} + \varepsilon_f \right) \psi$$

$$\psi(\xi) = \psi_R(\xi)e^{ik_f x} + \psi_L(\xi)e^{-ik_f x}$$

Here we are using the shorthand $\xi = (x, t)$. We now have separate fields for the
fermions moving to the left, with $k \sim -k_f$, and those moving to the right, with
$k \sim k_f$, which will be henceforth referred to as left and right movers. Inserting
this transformation into eq. (2.10) and removing all the fast oscillating terms
leads to the Tomonaga-Luttinger model, whose Lagrangian density is given
in eq. (2.15). It describes two species of fermion each with a strictly linear
dispersion, whose fields are denoted by $\psi_R, \psi_L$.

$$L_0 = \bar{\psi}_R (i \partial_t + iv_f \partial_x) \psi_R + \bar{\psi}_L (i \partial_t - iv_f \partial_x) \psi_L$$

$$= \sum_\eta \bar{\psi}_\eta i \partial_\eta \psi_\eta$$

Here we used the shorthand $\eta = \{R, L\} = \{+1, -1\}$, $\partial_\eta = \partial_t + \eta v_f \partial_x$
and denote the chiral densities as $\rho_\eta = \bar{\psi}_\eta \psi_\eta$. In order to keep things simple
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\[ k, \sigma \rightarrow k + q, \sigma \]
\[ k', \sigma' \rightarrow k' - q, \sigma' \]
\[ V(\sim 2k_f) \]

\[ g_1 \]

\[ k, \sigma \rightarrow k + q, \sigma \]
\[ k', \sigma' \rightarrow k' - q, \sigma' \]
\[ V(\sim 0) \]

\[ g_2 \]

\[ k, \sigma \rightarrow k + q, \sigma \]
\[ k', \sigma' \rightarrow k' - q, \sigma' \]
\[ V(\sim 0) \]

\[ g_4 \]

Figure 2.6: Diagrammatic representation of the \( g_1, g_2 \) and \( g_4 \) processes from left to right. The solid lines represent fermions of one specific chirality, e.g. left or right movers, the dashed lines represent fermions of the opposite chirality, and the wavy line is the interaction. Both the \( g_2 \) and \( g_4 \) processes involve interactions which carry next to no momentum, whereas the \( g_1 \) process carries a momentum close to \( 2k_f \) as it is a backscattering process.

we will consider the interactions in the so called ‘g-ology’ formalism where we break the interaction down into four different types of contact interaction. The different interactions are back scattering, two types of forward scattering and Umklapp scattering, as seen in fig. 2.6.

\[ \mathcal{L}_{int} = \frac{1}{2} (\rho_R^2 + \rho_L^2) g_4 + \rho_R \rho_L g_2 \] (2.14)

\[ \mathcal{L}_{LM} = \mathcal{L}_0 + \mathcal{L}_{int} \] (2.15)

Here we will ignore backscattering processes, \( g_1 = 0 \), as they lead to complications, however their effect is completely superseded by the introduction of impurities considered later in sections 2.4 and 2.4.2. Umklapp processes correspond to scattering events whereby a particle is scattered into a different Brillouin zone, and hence only appear in systems where there is a lattice. On a lattice the momentum conservation law is now \( k_1 + k_2 - k_3 - k_4 = Q \) where \( Q \) is a reciprocal lattice vector and in 1D an integer multiple of \( 2\pi \) (after scaling out the lattice constant). In 1D the Fermi surface is just two points and scat-
tering events close to the Fermi surface with a finite $Q$ would have to satisfy $4k_f = 2n\pi$, where $n$ is an integer. Umklapp processes are therefore discarded as they are only relevant for specific lattice fillings, $k_f = \frac{\pi}{2}$ corresponding to half filling. Forward scattering processes are fair game, and we will happily deal with their consequences.

Although this model is somewhat specific, one can draw conclusions which reach far beyond the model’s limits. The term Luttinger liquid (also Tomonaga-Luttinger liquid) was first coined by Haldane to be evocative of the Fermi liquid. By utilising the methodology of the solution of the Tomonaga-Luttinger model one can arrive at a generic description of the low energy behaviour of one dimensional systems in general. Hence just as Fermi liquid theory describes a broad class of three dimensional systems, the Luttinger liquid is the paradigm in one dimension.

The nub of why the Luttinger liquid is such a pervasive concept is bosonisation. A one dimensional Fock space, that is to say the space of states spanned by the operators $c_k$, has the special property that it can be decomposed into the direct sum of Hilbert spaces with different fixed particle number. These Hilbert spaces are described entirely in terms of particle-hole excitations, which are necessarily bosonic. It is important to stress that this is an extremely general property, and utterly independent of Hamiltonian, or even whether the original Fock space is fermionic or bosonic. Interactions between particles are typically of a particle-hole nature, and hence the bosonised description is a natural one allowing analytic progress to be forthcoming.
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2.3.1 Functional Bosonisation

This section gets into the detail of how one bosonises in the formalism pertinent to the main calculations in this thesis: functional bosonisation. The end product of this will be the standard Lagrangian for the Luttinger liquid. One stresses that this is not the only route available, rather than proceed in the language of path integrals one can develop a series of rigorous operator identities. Operator bosonisation has many advantages over its functional counter-part, although brevity is not among them, however all subsequent calculations are done in the functional language so as to avoid methodological discontinuities. The following derivations are modified from refs. [66, 51, 24, 18, 17], a similar derivation is also available which utilizes the Keldysh technique[42, 38] for non-equilibrium field theory in ref.[26].

If we consider the expectation value of a generic observable $O$ with respect to the Luttinger model, as defined in eq. (2.15) we must consider the following functional integral.

$$
\langle O \rangle = \frac{1}{Z} \int \mathcal{D} [\bar{\psi}, \psi] O e^{i \int dx dt L_{LM}}
$$

$$
Z = \int \mathcal{D} [\bar{\psi}, \psi] e^{i \int dx dt L_{LM}}
$$

(2.16)

As the model contains quartic terms we cannot evaluate the integrals non-perturbatively as things stand. The idea then, is to introduce auxiliary bosonic fields in which the model becomes quadratic and thus integrable. The first step is to introduce a bosonic gauge field $\theta_\eta$ for each fermionic species.

$$
\psi_\eta(\xi) \rightarrow F_\eta(\xi) e^{i \theta_\eta(\xi)}
$$

(2.18)
This transformation ostensibly leaves the interaction term alone, as beforehand it was quartic in the grassman fields $\psi$ and afterwards it is still quartic in the grassman fields $F$. It does however modify the quadratic part and as with any change of variables there is an associated Jacobian.

\[
\langle O \rangle = \frac{1}{Z} \int D[F, F] J[\theta] O e^{i \int dx dt \sum_\eta \bar{F}_\eta (i \partial_\eta - \partial_\eta \theta_\eta) F_\eta + S_{int}} \quad (2.19)
\]
\[
= \frac{1}{\tilde{Z}} \int D[F, F, \theta] J[\theta] e^{i S[F, F, \theta]} \quad (2.20)
\]

In the second line we utilised that the observable cannot depend upon a choice of gauge allowing us to integrate over the bosonic fields.\[43\]. The details of calculating the Jacobian are left to appendix A.

\[
\log(J_0) = - \frac{i}{2} \sum_\eta \int d\xi \partial_\xi \theta_\eta \frac{\eta}{2\pi} \partial_x \theta_\eta \quad (2.21)
\]
\[
\bar{\psi}_\eta \psi_\eta \to \bar{F}_\eta F_\eta + \frac{\eta}{2\pi} \partial_x \theta_\eta \quad (2.22)
\]

Where $J_0$ is the part of the Jacobian coming from the quadratic part, and eq. (2.22) shows how the chiral densities, and thus the interaction term, transform. Now that we are equipped with how the action behaves under eq. (2.18), we are free to choose a particularly convenient representation, where the remaining fermionic fields $F_\eta(\xi)$ are utterly featureless and all the interesting phenomena are in the bosonic gauge fields.

\[
F_\eta(\xi) \to F \quad (2.23)
\]

This has the effect of completely removing any reference to the fermionic fields.
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in the action, and hence we arrive at a purely bosonic description. To relate this to the operator bosonisation formalism, we can identify our vestigial fermionic field $F$ as a Klein factor. Earlier we mentioned that a one dimensional Fock space could be decomposed into the sum of fixed particle number subspaces which are described in terms of particle-hole excitations, the role of a Klein factor is to jump between such fixed number subspaces. We thus arrive at a fully bosonic description of our fermionic system, and what is more is the bosonic representation is fully quadratic.

\[
S = -\frac{1}{2} \int d\xi \sum_\eta \frac{g\eta}{2\pi} \partial_\eta \theta_\eta \\
- \frac{1}{2} \int d\xi \left( \frac{g_4^2 + g_2}{2\pi^2} \right) (\partial_x \theta_R + \partial_x \theta_L)^2 + \left( \frac{g_4^2 - g_2}{2\pi^2} \right) (\partial_x \theta_R - \partial_x \theta_L)^2 \tag{2.24}
\]

\[
= \int d\xi \frac{1}{2\pi} \left( \theta, \phi \right) \left\{ \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \partial_t + \begin{pmatrix} v_f + \frac{g_4^2 + g_2}{\pi} & 0 \\ 0 & v_f + \frac{g_4^2 - g_2}{\pi} \end{pmatrix} \partial_x \right\} \partial_x \left( \begin{pmatrix} \theta \\ \phi \end{pmatrix} \right) \tag{2.25}
\]

\[
= \int d\xi \frac{1}{2\pi} \left( \theta, \phi \right) \left\{ \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \partial_t + \begin{pmatrix} v_K & 0 \\ 0 & vK \end{pmatrix} \partial_x \right\} \partial_x \left( \begin{pmatrix} \theta \\ \phi \end{pmatrix} \right) \tag{2.26}
\]

\[
\theta = \frac{1}{2} (\theta_R - \theta_L) \quad \phi = \frac{1}{2} (\theta_R + \theta_L) \tag{2.27}
\]

Here we introduced the fields $\theta, \phi$ related to the original chiral fields via eq. (2.27). These fields have a particularly convenient physical interpretation. The gradient of the $\theta$ field gives the density fluctuations in the liquid,
and the gradient of the $\phi$ field the current in the liquid. This can be seen by considering how the chiral densities transform in eq. (2.22), for instance $\rho_R - \rho_L \to \frac{1}{2\pi} (\partial_x \theta_R + \partial_x \theta_L) = \frac{1}{\pi} \partial_x \phi$ which is clearly related to the current.

We also introduced two new parameters, the new excitation velocity $v$ and the Luttinger parameter $K$. The Luttinger parameter is what effectively controls the role of the interactions.

$$v = v_f \sqrt{\left(1 + \frac{g_4 + g_2}{\pi v f}\right) \left(1 + \frac{g_4 - g_2}{\pi v f}\right)}$$  \hspace{1cm} (2.28)$$

$$K = \sqrt{\frac{1 + \frac{g_4 - g_2}{\pi v f}}{1 + \frac{g_4 + g_2}{\pi v f}}}$$  \hspace{1cm} (2.29)$$

We can see from eq. (2.29) that for repulsive interactions, $g_4 > 0, g_2 > 0$, then $K < 1$. Whereas attractive interactions, $g_4 < 0, g_2 < 0$, lead to $K > 1$, with $K = 1$ as the non-interacting value.

Typically we only deal with observables which are exclusively in terms of the density field or the current field, as such it is prudent to integrate out the redundant degree of freedom. As the action is quadratic in both fields, this process is simply completing the square and shifting the fields to separate the two degrees of freedom. This will give us an action in terms of a single bosonic field, which is purely quadratic.

$$S[\theta] = \int d\xi \frac{1}{2\pi v K} \left[ (\partial_t \theta)^2 - v^2 (\partial_x \theta)^2 \right]$$  \hspace{1cm} (2.30)$$

$$S[\phi] = \int d\xi \frac{K}{2\pi v} \left[ (\partial_t \phi)^2 - v^2 (\partial_x \phi)^2 \right]$$  \hspace{1cm} (2.31)$$

Note that there is a duality between the density and current representations, if we have worked out one correlation, for instance the density-density corre-
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lations, then the corresponding correlation in the other field would be given for free, in this case the current-current correlation. We simply have to take \( K \to \frac{1}{K} \) as we switch the fields.

There is one last trick to perform which although not strictly necessary makes subsequent calculations much easier, particularly those involving finite temperature. By transforming from real time to imaginary time via the Wick rotation, \( t \to -i\tau \), where the imaginary time is now on a finite domain \( \tau \in [0, \beta] \) where \( \beta = \frac{1}{k_B T} \) is the inverse temperature.

\[
S[\theta] = \int dxd\tau \frac{1}{2\pi vK} \left[ (\partial_\tau \theta)^2 + v^2 (\partial_x \theta)^2 \right] \quad (2.32)
\]

\[
S[\phi] = \int dxd\tau \frac{K}{2\pi v} \left[ (\partial_\tau \phi)^2 + v^2 (\partial_x \phi)^2 \right] \quad (2.33)
\]

We have now arrived at the standard form of the fully bosonised Luttinger liquid, as seen in eqs. (2.32) and (2.33). One can see straight away that the Green’s function is that of the wave equation, and hence the earlier phenomenological picture of low-energy excitations of one dimensional systems behaving like phonons is an accurate one. Indeed it is possible to think of 1D electron-phonon systems as being a coupled system of two Luttinger liquids, more will be said about this point in chapter 3.

This form of the action will be the foundation of all subsequent calculations, we have reduced a system of interacting fermions to a fully quadratic theory of non-interacting bosons whose properties can be derived rather straightforwardly, this will be the subject of section 2.3.2. Another point to mention is that although everything has thus far been couched in the language of inter-
acting fermions, one can bosonise bosons in a rather similar fashion. Hence the Luttinger liquid action as in eq. (2.32) can describe a wide range of systems, including both fermions and boson as well as phonons.

### 2.3.2 Correlations and Physical Properties

Now that we are armed with the Luttinger liquid action, eq. (2.26) we are perfectly able to investigate the properties of the Luttinger liquid state, and examine the role of interactions. This will involve the calculation of various correlation functions, the basic building blocks of which are given in appendix B.

The first interesting quantity to look at would be the occupation factor of a Luttinger liquid. We already know that there should be no discontinuity in the single-particle occupation at the Fermi level, as seen by the failure of Fermi liquid theory described in section 2.2, so this makes a good sanity-check calculation. The single-particle occupation is simply given by the Fourier transform (at the Fermi momentum) of the expectation value of finding a particle at a given position.

\[
n_\eta(k) = \int dx e^{-i(k_f-k)x} G_\eta(x, \tau = 0^-) \tag{2.34}
\]

Where \( G_\eta \) is the single particle Green’s function for the \( \eta \) fermion species. This
2.3. THE LUTTINGER LIQUID

Green's function can be readily found in terms of the bosonic fields.

\[ G_\eta(x, \tau) = -\langle \psi_\eta(x, \tau) \bar{\psi}_\eta(0, 0) \rangle \]
\[ = \langle \bar{F} F \rangle \langle e^{i(\theta(x, \tau) + \phi(x, \tau) - \theta(0, 0) - \phi(0, 0))} \rangle \]
\[ = \rho_0 e^{-\frac{1}{2} \langle (\theta(x, \tau) - \theta(0, 0))^2 \rangle} e^{-\frac{1}{2} \langle (\phi(x, \tau) - \phi(0, 0))^2 \rangle} e^{2 \langle \theta(x, \tau) \phi(0, 0) \rangle} \]
\[ = \rho_0 \frac{\alpha}{\alpha \text{sgn}(\tau) + v_\tau + ix} \left( \frac{\alpha}{\sqrt{x^2 + (\alpha \text{sgn}(\tau) + v_\tau)^2}} \right)^{\frac{K+K^{-1}}{2}-1} \]

The expressions for the bosonic averages can be found in appendix B. Here we used that the average of the Klein factors just gives the homogeneous part of the fermion density, \( \rho_0 \). Setting the imaginary time to zero from below we can calculate the occupancy factor.

\[ n_R(k) = \int dx e^{-i(k-k_f)x} \rho_0 \left( \frac{\alpha}{\sqrt{x^2 + \alpha^2}} \right)^{\frac{K+K^{-1}}{2}} e^{-i\text{arg}(\alpha-ix)} \]
\[ \sim |k-k_f|^{\frac{K+K^{-1}}{2}-1} \]

At the Fermi momenta the occupancy is perfectly continuous, and hence the Fermi liquid \( Z = 0 \) as expected. Here \( \alpha \) is an ultraviolet cut off, this arises due to our use of point-like interactions, if we were to model the interaction as decaying quickly over some length-scale then the role of \( \alpha \) would be taken by that length.

Another interesting quantity to consider is the correlations between the density at two points. The density in terms of the original fermions is given
in eq. (2.42), note that it contains terms with \( k \sim 0 \) as well as \( k \sim 2k_f \).

\[
\rho(x, \tau) = \bar{\psi} \psi \\
= \bar{\psi} R \psi R + \bar{\psi} L \psi L + e^{2ik_f x} \bar{\psi} L \psi R + e^{-2ik_f x} \bar{\psi} R \psi L \\
= + \rho_0 + \frac{1}{\pi} \partial_x \theta + 2\rho_0 \cos(2\theta + 2k_f x)
\]  

(2.43)

Using the bosonisation procedure outlined above we arrive at eq. (2.43). The correlation between the density fluctuations can then be readily worked out.

\[
\langle \delta \rho(x, \tau) \delta \rho(0, 0) \rangle = \frac{1}{\pi^2} \langle \partial_x \theta(x, \tau) \partial_x \theta(0, 0) \rangle \\
+ 2\rho_0^2 \cos(2k_f x) e^{-2\left(\theta(x, \tau) - \theta(0, 0)\right)^2} \\
\xrightarrow{\tau \to 0} K \left(\frac{(v\tau + \alpha \text{sgn}(\tau))^2 - x^2}{2\pi^2 \left((v\tau + \alpha \text{sgn}(\tau))^2 + x^2\right)^2}\right)^{2K} \\
+ 2\rho_0^2 \cos(2k_f x) \left(\frac{\alpha}{\sqrt{(v\tau + \alpha \text{sgn}(\tau))^2 + x^2}}\right)^{2K}
\]

(2.44)

What is interesting here is that the \( k \sim 0 \) part of the correlation is relatively boring, it decays as \( \sim \frac{1}{r^2} \) just as a Fermi liquid would where the only role of the interaction is to renormalise the amplitude. The \( k \sim 2k_f \) part is more unusual, the correlations decay as \( \sim \frac{1}{r^{2K}} \) which for repulsive fermionic systems (\( K < 1 \)) decays slower than the \( k \sim 0 \) part. These correlations tell us that for a repulsive interaction the system is being pushed towards some sort of charge density wave (CDW) ordering. This is an example of the non-universal behaviour exhibited by the Luttinger liquid state, where the exponents are fiercely dependent on the microscopic detail of the theory, in this case the interaction strength. It is worth stating that the inclusion of backscattering \((g_1 \neq 0)\) would only enhance these correlations, as backscattering events are
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at the nesting wave vector of $2k_f$.

After having looked at the density-density correlations, which are essentially correlations between particle-hole pairs it makes sense to contrast with correlations between pairs of particles. Highly correlated particle pairs would imply something akin to a superconducting state. It can be shown that the dominant contribution to pairing correlations is given by average of creation of both a left and a right mover [20].

\[
\bar{\psi}_R \bar{\psi}_L \sim e^{-2i\phi} 
\]

\[
\langle \bar{\psi}_R(x, \tau) \bar{\psi}_L(x, \tau) \bar{\psi}_R(0) \bar{\psi}_L(0) \rangle = \rho_0^2 \langle e^{-2i\phi(x, \tau) - 2i\phi(0,0)} \rangle = \rho_0^2 e^{-2\langle (\phi(x, \tau) - \phi(0,0))^2 \rangle} 
\]

\[
T \to 0 \rho_0^2 \left( \frac{\alpha}{\sqrt{(u \tau + \alpha \text{sgn}(\tau))^2 + x^2}} \right)^2 
\]

Here we have very similar behaviour to the density-density correlation, with a non-universal power law decay, the difference is that the role of the interaction is inverted so for repulsive fermions the superconducting correlations are suppressed more quickly whereas an attractive interaction promotes pairing correlations. This fits well with our earlier qualitative picture of one dimensional Fermi systems, which due to the necessary fulfilment of the nesting condition are on the verge of ordering. The particle-hole susceptibility is in competition with the pairing susceptibility, the role of the interaction is to enhance one set of correlations at the expense of the other. This allows one to draw a ‘phase’ diagram of the Luttinger liquid, as seen in fig. 2.7.

Thus far we have only considered spinless fermions, however adding spin into the formalism is largely problem free. Rather than simply having right
Figure 2.7: The ‘phase’ diagram for a Luttinger liquid derived from a single fermionic species. For attractive interaction ($K > 1$) charge density wave (CDW) wave order is suppressed in favour of slowly decaying superconducting (SC) correlations. For repulsive interactions ($K < 1$) the converse is true and SC correlations are suppressed in favour of CDW correlations. One stresses that these are not long-range order phases as such ordering is prohibited in 1D, the diagram simply shows the power-law correlations which decay slowest for a given interaction.
and left movers we have an additional spin index, hence the bosonic fields will also have an additional index.

\[ \psi_{\eta,s} = F_{\eta,s} e^{i \Theta_{\eta,s}} \] (2.50)

When switching to the non-chiral representation as in eq. (2.27) the spin index is preserved. As we have fields which are associated with the current and density of a particular spin species, \( \theta_s, \phi_s \), we are free to create new fields associated with the charge and spin degrees of freedom.

\[ \theta_s = \theta_\uparrow - \theta_\downarrow \] (2.51)
\[ \theta_\rho = \theta_\uparrow + \theta_\downarrow \] (2.52)

Here \( \sigma \) denotes the spin sector and \( \rho \) the charge sector. Naturally the \( \phi \) fields can be transformed in the same way. The utility of such a choice of fields is that the action splits cleanly into a charge part and a spin part.

\[ S[\theta, \phi] = S[\theta_\sigma, \phi_\sigma] + S[\theta_\rho, \phi_\rho] \] (2.53)

Where the actions of the spin and charge fields are of the standard Luttinger liquid form (up to a complication which we will come to later), each with their own Luttinger parameters, \( K_\sigma, K_\rho \) and velocities \( v_\sigma, v_\rho \) which are not in general equal. This is somewhat remarkable, the spin and charge degrees of freedom have completely separated, allowing for excitations which carry purely spin or charge which do not even have to travel at the same speed. This is known as spin-charge separation and is one of the wackier phenomena exhibited by 1D
The wrinkle with spin alluded to previously is that one cannot ignore spin-flip interactions\cite{20}. Although this does not inhibit the bosonisation procedure it does lead to a non-quadratic term.

\[ S_1 = 2g_{1\perp} \int dx d\tau \cos \left(2\sqrt{2}\theta_\sigma \right) \] (2.54)

This non-linear term is the famous ‘sine-Gordon’ term and can be analysed in a couple of ways. Firstly for weak coupling we can employ renormalisation group methods, this we will not deal with here as very similar calculations are done in sections 2.4.1 and 2.4.2 which are more relevant to the main body of this thesis. It is sufficient to know that for weak coupling the spin Luttinger parameter, $K_\sigma$ is renormalised due to the spin-flip term. Provided that the spin sector is attractive, $K_\sigma > 1$, weak spin-flip interactions are irrelevant. However if the spin sector is repulsive the coupling grows and we need to consider the opposite limit of large coupling.

For $g_{1\perp} \gg 1$ we can employ classical thinking and assume the cosine would have to be locked into one of its minima, as any large deviation from such a minima would lead to large energetic penalties. One may then expand about one such minima and the resulting action would be much the same as that of a standard Luttinger liquid with the exception that the spin sector has acquired a mass term.

A massive spin sector means spin excitations are gapped, one can see from this that the dominant low energy correlations cannot carry spin. Hence the massive phase diagram would look very similar to the spinless one in fig. 2.7.
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except where the pairing is of the singlet type, whereas before it was pairing between two identical particles. In the massless phase, $K_\sigma \geq 1$, we would expect dominant spin density wave correlations for a repulsive charge sector and triplet pairing for $K_\rho \geq 1$.

This section has covered some of the physical properties of the Luttinger liquid state, especially when looking at it as arising from interacting fermions. The message to take away here is that attractive interactions lead to a Luttinger liquid that is like a superconducting state, and repulsive interactions lead to something like a charge/spin density wave.

2.4 Impurities in One Dimension

Thus far we have assumed perfectly clean systems when constructing our Luttinger liquid state, however such cleanliness is experimentally unrealistic. In order to fully assess the stability and physicality of the Luttinger liquid an understanding of the effects of impurities is required. The single impurity problem, first solved by Kane and Fisher\cite{39}, is discussed in section 2.4.1, and the problem of many impurities, as dealt with by Giamarchi and Schulz\cite{22}, is the subject of section 2.4.2.

In the absence of interactions between particles disorder induced localization is known as Anderson localization\cite{60, 55}. The physical interpretation of this phenomenon is that repeated scattering events between impurities leads to a single particle undergoing self-interference. This is therefore a single particle problem. The work of Giamarchi and Schulz deals with how interactions change this picture for 1D systems.
For a spinless Luttinger liquid there are two types of terms generated by impurities, those which instigate forward scattering and those which bring about backward scattering. The contributions to the Lagrangian are given in eq. (2.56).

\[ L_{imp} = -\eta(x) \left[ \bar{\psi}_R \psi_R + \bar{\psi}_L \psi_L \right] - \zeta(x) \bar{\psi}_L \psi_R - \bar{\zeta}(x) \bar{\psi}_R \psi_L \]

\[ = -\eta(x) \frac{1}{\pi} \partial_x \theta - \zeta(x) \rho_0 e^{2i\theta(x,\tau)} - \bar{\zeta}(x) \rho_0 e^{-2i\theta(x,\tau)} \]  

Here \( \eta(x) \) is the forward scattering potential, and \( \zeta(x) \) is the complex backward scattering potential. As forward scattering just adds a linear term in the \( \theta \) field we can simply shift our bosonic field to compensate for it.

\[ \theta \rightarrow \theta + \frac{K}{v} \int_{x_0}^{x} dy \eta(y) \]  

Here \( x_0 \) is an arbitrary point. Although eq. (2.57) does remove the linear term in \( \eta \) it does have an effect upon the backscattering potential.

\[ \zeta(x)e^{2i\theta(x,\tau)} \rightarrow \zeta(x)e^{\frac{2K}{v} \int_{x_0}^{x} dy \eta(y)} e^{2i\theta(x,\tau)} \]  

This simply modifies the phase of the backscattering potential and hence just provides a redefinition of \( \zeta \). Clearly backscattering introduces highly nonlinear terms to the Luttinger liquid action, much in the same way as spin-flip interactions did in section 2.3.2, how to analyse these complications will constitute the remainder of this chapter.
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2.4.1 Single Impurity Problem

Here we will give a brief overview of what happens with a single impurity following Kane and Fisher\cite{39}. Although the details of this calculation are not strictly relevant to the main body of the thesis, they do provide a very clean example of how renormalisation group calculations are performed, which will be of use when the mathematics becomes more involved.

We consider a Luttinger liquid within which a solitary impurity is embedded, which for simplicity we take to be at \(x = 0\). Let us first have the impurity to be of the backscattering type, forward scattering can be ignored due to the above considerations (eq. (2.57)). As the non-linearity is concentrated on a single point, \(\zeta(x) = \zeta\delta(x)\), we are entitled to integrate out the fields at \(x \neq 0\).

\[
S_0 = \frac{1}{2\beta} \sum_{\omega_n} \frac{2|\omega_n|}{\pi K} \theta(-i\omega_n)\theta(i\omega_n)
\]

\[
S_{imp} = -\int d\tau \zeta e^{2i\theta(\tau)} + h.c.
\]

The action in eq. (2.59) can be readily derived by calculating the Green’s function at the origin. Remember that we are only really interested in the low energy physics of the system, the renormalisation group method will enable us to assess the importance of a given term at a given energy scale. In order to proceed we split the \(\theta\) field into fast and slow modes.

\[
\theta(\tau) = \frac{1}{\beta} \sum_{0 \leq |\omega_n| < \Lambda'} e^{i\omega_n \tau} \theta(i\omega) + \frac{1}{\beta} \sum_{\Lambda' \leq |\omega_n| < \Lambda} e^{i\omega_n \tau} \theta(i\omega_n)
\]

\[
= \theta^<(\tau) + \theta^>(\tau) + h.c.
\]
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Where \( \Lambda \) is the original ultra-violet cut off of the theory, and \( \Lambda' \) is the new reduced cut off. The idea is that we can integrate out the high energy fast modes, and then rescale our variables so as to compare the new lower energy theory to the original one containing both fast and slow modes. If we see that the impurity term becomes smaller as the energy scale is reduced we know it to be irrelevant to the low energy physics, conversely if the impurity term grows it will clearly have a drastic effect. Note that we still have a non-quadratic action, therefore in order to integrate out the fast modes we will need to treat the impurity perturbatively.

\[
\begin{align*}
Z &= \int \mathcal{D} \theta^< \mathcal{D} \theta^> e^{-S^<_0} e^{-S^>_0} e^{-S_{\text{imp}}} \\
&= \int \mathcal{D} \theta^< e^{-S^<_0} Z^> \langle e^{-S_{\text{imp}}} \rangle \\
&\approx Z^> \int \mathcal{D} \theta^< e^{-S^<_0} e^{-\langle S_{\text{imp}} \rangle} \\
&= \hat{D} \theta^< \mathcal{D} \theta^> e^{-S^<_0} e^{-S^>_0} e^{-S_{\text{imp}}} \\
&= \hat{D} \theta^< \mathcal{D} \theta^> e^{-\langle S_{\text{imp}} \rangle} \\
&= \hat{D} \theta^< \mathcal{D} \theta^> e^{-2\langle \theta^< \rangle} e^{-2\langle \theta^> \rangle} + h.c.
\end{align*}
\]

The last step is valid only to linear order in the impurity strength, and the factor of \( Z^> \) is an irrelevant constant. Averaging the disorder term over the fast fields is done straightforwardly with the help of eq. (B.4).

\[
\langle S_{\text{imp}} \rangle = \int d\tau \zeta \left( e^{2\theta^<(\tau)} + 2\theta^>(\tau) \right) + h.c. \\
= \int d\tau \zeta e^{2\theta^<(\tau)} e^{-2\langle \theta^> \rangle} + h.c.
\]

\[
\langle \theta^>(\tau) \theta^>(\tau) \rangle = \int_\Lambda d\omega_\perp \frac{\pi K}{2\pi |\omega_\perp|} \\
= K \frac{2}{\zeta} \log \left( \frac{\Lambda}{\Lambda'} \right) \\
= \langle S_{\text{imp}} \rangle = \zeta \left( \frac{\Lambda}{\Lambda'} \right)^{-K} \int d\tau e^{2\theta^<(\tau)}
\]
We took the zero temperature limit in the third line to convert $\omega$ into a continuous variable. Integrating over the fast modes returns a term of exactly the same form as in eq. (2.60) but with a different impurity strength. In order to properly compare the impurity strength before and after integrating out the high energy scale we need to rescale our variables so that the fields are defined over the same space. In this instance we simply rescale time $\tau \to (\frac{\Lambda}{\Lambda'}) \tau$. Here the RG procedure does not produce any new terms, and simply renormalises the impurity strength, we are free to keep repeating this procedure as much as we want. It is therefore useful to consider an infinitesimal change of scale in order to construct a differential equation governing how the parameters flow under successive renormalisations.

\[
\Lambda' = \Lambda (1 - \delta l)
\]

\[
\zeta(l + \delta l) = \zeta(l) (1 + (1 - K)\delta l)
\]

\[
\frac{\zeta(l + \delta l) - \zeta(l)}{\delta l} \xrightarrow{\delta l \to 0} \frac{d\zeta}{dl} = (1 - K)\zeta
\]

\[
\zeta(l) = \zeta(0)e^{(1 - K)l}
\]

Whether or not the impurity strength grows or shrinks depends highly upon the interactions. For repulsive fermions $\zeta$ grows exponentially as one decreases the energy scale, whereas the converse is true for attractive fermions and impurity scattering is exponentially suppressed. Remember that eq. (2.74) is only valid for small $\zeta$ and as such says nothing definitive about the fate of repulsively interacting fermions except that single impurities are not irrelevant. In order to make a more concrete statement one would need access to the strong coupling limit, fortunately such a scenario is readily at hand for this problem.
Figure 2.8: The renormalisation group flow for a weak backscattering impurity, with strength $\zeta$ and a weak tunnelling impurity with strength $t$. For repulsive fermions $K < 1$ the scattering strength is enhanced at lower energy scales, and weak tunnelling is suppressed. Whereas for attractive fermions $K > 1$ the opposite is true, scattering is diminished and tunnelling is enhanced. The dashed lines mark out regions where the RG ceases to be valid, however as we have access to both the weak and strong coupling limits in this instance one can safely assume the RG flow continues unabated. As both limits give the same picture we can see that at zero temperature a single impurity completely impedes the conductance of a Luttinger liquid arising from repulsive fermions, whereas attractive fermions do not care about the impurity.
Rather than consider the effect of a weak scatterer, one could start out with two half Luttinger liquids, one defined for negative $x$ and the other for positive $x$, and weakly couple the two at the boundary, with a tunneling amplitude $t$.

$$S_{\text{tun}} = \int d\tau t e^{2\text{i} \phi(\tau)}$$

(2.75)

Notice that the weak tunnelling action, eq. (2.75), is identical to the weakly backscattering impurity eq. (2.60) except in the current field rather than the density field. We can exploit the duality between the two fields to immediately write down the RG flow for the tunnelling $t$ by taking $K \to \frac{1}{K}$.

$$t(l) = t(0) e^{(1 - \frac{1}{K})l}$$

(2.76)

For attractive interactions the tunnelling term grows with decreasing energy scale, and shrinks for repulsive interactions. This complements the weak scattering flows perfectly and we can infer that single impurities of any strength are irrelevant for attractive fermions, and that they completely kill the conductance of repulsive fermions. This ties in nicely with the physical picture of the Luttinger liquid presented in section 2.3.2, whereby $K > 1$ leads to a superconducting like state, for which one would expect perfect conductance, and $K < 1$ a charge density wave like order where one would expect the wave to pin on the impurity. The complete RG flow of this system can be seen in fig. 2.8.
2.4.2 Many Impurity Problem

Having dealt with the single impurity problem in section 2.4.1 it is only natural to wonder what happens when we have many impurities. In many experimental systems such disorder would arise naturally and would not be under control. We thus have to perform our calculations for a specific configuration of impurities, and then average the result over all possible configurations. This presupposes self-averaging, whereby a large sample is equivalent to the ensemble of configurations, this is justified as there can be no long range order in 1D.

We still have a backscattering potential as described by eq. (2.56), the only difference being that the scattering potentials are now random variables which we will average over. Here we take the disorder potentials to have a Gaussian distribution, this corresponds to the case of extremely weak, but also extremely dense impurities, which is the opposite limit from the single impurity problem discussed above.

\[
\langle O \rangle = \frac{\int D\zeta D\zeta e^{-\frac{1}{2} \int dx \zeta(x) \zeta(x)} \langle O \rangle}{\int D\zeta D\zeta e^{-\frac{1}{2} \int dx \zeta(x) \zeta(x)}} \tag{2.77}
\]

\[
\langle O \rangle = \frac{\int D\theta e^{-S[\theta, \zeta]} \langle O \rangle}{\int D\theta e^{-S[\theta, \zeta]}} \tag{2.78}
\]

\[
S[\theta, \zeta] = S_0[\theta] - \int dx \left[ \zeta(x) \rho_0 e^{2i\theta(x,\tau)} + \bar{\zeta}(x) \rho_0 e^{-2i\theta(x,\tau)} \right] \tag{2.79}
\]

We denote the averaging over the disorder configurations with a line to differentiate it from standard averaging over the fields as in eq. (2.77). Ideally one would like to take advantage of the fact that the combined action of the
disorder and the Luttinger liquid is quadratic in the backscattering potential and integrate it out, however this is complicated by the presence of $\frac{1}{Z}$ in eq. (2.78). This factor is dealt with using the replica trick\cite{20}.

\begin{equation}
\frac{1}{Z} = Z^{n-1}
\end{equation}

\begin{equation}
= \left[ \int \mathcal{D} \theta e^{-S[\theta, \zeta]} \right] \cdots \left[ \int \mathcal{D} \theta e^{-S[\theta_n, \zeta]} \right]
\end{equation}

Here we have replace the factor of $\frac{1}{Z}$ with $n - 1$ copies of the system. Clearly this is only valid when $n = 0$ but all subsequent analysis will assume $n \geq 1$ and only at the end will we attempt to take the limit $n \to 0$. We are now in a position to average over the disorder, resulting in an effective action in $n$ fields.

As the disorder couples linearly to the bosonic fields, performing the averaging amounts to completing the square. This replica trick therefore amounts to replacing the disorder averaging with interactions between replicas.

\begin{equation}
\langle O \rangle = \left( \prod_{j=1}^{n} \mathcal{D} \theta \right) O(\theta_1) e^{-S_{eff}}
\end{equation}

\begin{equation}
S_{eff} = \sum_{j=1}^{n} S_0[\theta_j] - D \rho_0^2 \sum_{i,j=1}^{n} \int dx \int d\tau d\tau' \cos(2\theta_i(x, \tau) - 2\theta_j(x, \tau'))
\end{equation}

Armed with eq. (2.83) we can now perform RG analysis similar to that in section 2.4.1. One main difference here is that we have fields dependent on two variables, so rather than instituting a straightforward frequency cut off as with a single impurity, we cut off a frequency-momentum shell as shown in fig. 2.9.
Figure 2.9: The energy-momentum shell renormalisation group scheme. The original ultraviolet cut off is defined as $\omega^2 + v^2 q^2 = \Lambda$ which defines a circular region in energy-momentum space. The new reduced cut off, $\Lambda'$, defines a smaller circular region. The RG procedure involves integrating out modes lying in the orange region between the new cut off and the old. Here $\Omega$ and $\varphi$ are the new polar variables in which the scheme can readily be applied.
\begin{align*}
\theta_j^{<}(x, \tau) &= \int_{0 \leq \sqrt{\omega^2 + q^2} \leq \Lambda} dx d\tau e^{i\omega \tau + iqx} \theta_j(q, i\omega) \\
\theta_j^{\geq}(x, \tau) &= \int_{N \leq \sqrt{\omega^2 + q^2} \leq \Lambda} dx d\tau e^{i\omega \tau + iqx} \theta_j(q, i\omega)
\end{align*}

(2.84)

(2.85)

Just as before we treat the difficult term perturbatively to linear order. We then have to average the disorder term, denoted $S_{\text{dis}}$, over the fast modes and rescale.

\[
\langle S_{\text{dis}} \rangle = -D\rho_0^2 \sum_{ij} \int dx d\tau d\tau' \cos \left(2\theta_j^{<}(x, \tau) - 2\theta_j^{<}(x, \tau')\right) e^{-2\langle \left(\theta_i^{\geq}(x, \tau) - \theta_j^{\geq}(x, \tau')\right) \rangle}
\]

(2.86)

\[
= -D\rho_0^2 \sum_{ij} \int dx d\tau d\tau' \cos \left(2\theta_j^{<}(x, \tau) - 2\theta_j^{<}(x, \tau')\right) (A + B)
\]

(2.87)

\[
A = e^{-2\langle \theta_i^{\geq}(x, \tau) \rangle} e^{-2\langle \theta_j^{\geq}(x, \tau') \rangle}
\]

(2.88)

\[
B = e^{-2\langle \theta_i^{\geq}(x, \tau) \rangle} e^{-2\langle \theta_j^{\geq}(x, \tau') \rangle} \left(e^{2\langle \theta_i^{\geq}(x, \tau) \theta_j^{\geq}(x, \tau') \rangle} - 1\right)
\]

(2.89)

The logic behind splitting the integral into two parts stems from the replicas. Note that eq. (2.88) gives the same contribution to every combination of replica indices, and hence is a natural candidate to renormalise the disorder strength which is flat in replica space. Equation (2.89), on the other hand, vanishes for the non-diagonal parts of the replica sum and must therefore either introduce a new term or renormalise the quadratic part of the action which is also diagonal in the replicas. The renormalisation of the disorder term can be
calculated rather straightforwardly.

\[ A = \left( \frac{\Lambda}{\Lambda'} \right)^{-2K} \]  \hspace{1cm} (2.90)

\[ D(\Lambda') = D(\Lambda) \left( \frac{\Lambda}{\Lambda'} \right)^{3-2K} \]  \hspace{1cm} (2.91)

Here the three in the exponent comes from the three integrals (two time and one space). The contribution from \( B \) is more difficult and will require extra simplification. Having the RG generate new terms would be inconvenient, so ideally we would like \( B \) to renormalise the quadratic action. If we constrain the two times to be close to one another this would enable us to expand the cosine giving us a term \( \sim (\partial_\tau \theta)^2 \). However one must take great care in performing this expansion, as the \( \theta \) field has diverging fluctuations, \( \langle \theta^2(x,\tau) \rangle \to \infty \). In order to safely expand the cosine one must average over the equilibrium fluctuations, this is equivalent to normal ordering in the operator language.

\[ \langle \cos(\phi_0 + \phi) \rangle_0 = \langle \cos(\phi_0) \rangle_0 \cos(\phi) - \langle \sin(\phi_0) \rangle_0 \sin(\phi) \]  \hspace{1cm} (2.92)

\[ = e^{-\frac{1}{2} \langle \phi^2 \rangle_0} \left( 1 - \frac{1}{2} \phi^2 + O(\phi^4) \right) \]  \hspace{1cm} (2.93)

\[ \cos(2\theta_j^<(x,\tau)) - 2\theta_j^<(x,\tau') \to \left( 1 - 2(\partial_\tau \theta^<)^2 \delta \tau^2 \right) e^{-2(\theta_j^<(x,\tau') - \theta_j^<(x,\tau))^2} \]  \hspace{1cm} (2.94)

The factor stemming from the regularisation pairs neatly with \( B \), we will denote
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this combination $\tilde{B}$.

$$\tilde{B} = B e^{-2\left(\theta_j^\tau(x,\tau) - \theta_j^\tau(x,\tau')^2\right)}$$

$$= e^{-2K J_0^\Lambda \frac{d(\Omega)}{d\Omega}'(1 - J_0(\Omega,\delta\tau))} \left(1 - e^{-2K J_0^\Lambda \frac{d(\Omega)}{d\Omega}' J_0(\Omega,\delta\tau)}\right)$$

$$\approx \left(1 - \left(\frac{\Lambda}{\Lambda'}\right)^{-2K}\right) + O(\delta\tau^2)$$

We have taken $|\delta\tau| < \frac{1}{\Lambda}$ to massively simplify the integrals. The correction to the action stemming from $\tilde{B}$ is then readily calculated.

$$\delta S_B = \frac{\tilde{D}}{2\pi} \int dx d\tau \left(\partial_\tau \theta\right)^2 \left(1 - \left(\frac{\Lambda}{\Lambda'}\right)^{-2K}\right)$$

The disorder parameter has been redefined here to absorb various irksome constants, $\tilde{D} = \frac{4\pi D_0^\Lambda}{3 \Lambda^3}$. By treating the new reduced cut off as being infinitesimally close to the original cut off, $\Lambda' = \Lambda(1 - \delta l)$ we can construct our RG equations governing how the parameters flow under a reduction of energy scale.

$$\frac{d\tilde{D}}{dl} = (3 - 2K)\tilde{D}$$

$$\frac{d}{dl} \left(\frac{1}{vK}\right) = 2K \tilde{D}$$

$$\frac{d}{dl} \left(\frac{v}{K}\right) = 0$$

We see that disorder not only renormalises itself, but also the defining bulk properties of the Luttinger liquid, the Luttinger parameter $K$ and the characteristic velocity $v$. A single impurity could not aspire to renormalise the bulk properties of the Luttinger liquid as it is only a local potential. Disorder however can and does renormalise the defining Luttinger liquid parameters,
$K$ and $v$, as seen in eqs. (2.99) to (2.101) or more explicitly in eqs. (2.102) and (2.103).

$$\frac{dK}{dl} = -vK^3\tilde{D}$$  \hspace{1cm} (2.102)

$$\frac{dv}{dl} = -v^2K^2\tilde{D}$$  \hspace{1cm} (2.103)

Due to the simplicity of eq. (2.101) one can easily eliminate the velocity from proceedings as $v(l) = \frac{\nu}{K_0}K(l)$ where $\nu_0$ & $K_0$ are the bare parameters. Clearly something special is going on at $K = \frac{3}{2}$, as can be seen from eq. (2.99). If $K < \frac{3}{2}$ then the disorder strength grows, and if $K > \frac{3}{2}$ the disorder strength reduces, however one must remember $K$ is also being renormalised and even if its bare value is above $\frac{3}{2}$ it may pass below this critical threshold before the disorder is eliminated.

The parametric dependence of $D$ on $K$ can be easily figured out by combining eqs. (2.99) and (2.102) to eliminate $l$, however we will take the not strictly necessary step of zooming in close to the transition point $K = \frac{3}{2}$. We do this in order to draw connections with section 3.4 where such a step helps greatly with the analysis.

$$y' = xy \quad y(0) = \left(\frac{3}{2}\right)^2 \sqrt{\frac{\nu_0}{K_0}}D_0$$

$$x' = y^2 \quad x(0) = -\delta$$  \hspace{1cm} (2.104)

Where $x = \frac{3}{2} - K$ and $y = \left(\frac{3}{2}\right)^2 \sqrt{\frac{\nu_0}{K_0}}D$. This particular representation enables one to draw comparisons with the now famous Kosterlitz-Thouless transition in two dimensional statistical mechanics which has exactly the same renormalisation group equations.
Another possible choice of variables allows us to write down a classical Lagrangian and by extension a Hamiltonian. The Lagrangian contains no explicit references to our ‘time’ $l$ and hence the Hamiltonian is conserved. The variables are $y = e^q$ and therefore $\dot{q} = x$, which is the conjugate momentum to $q$.

\[
L = \frac{1}{2} \dot{q}^2 + \frac{1}{2} e^{2q} \quad (2.105)
\]
\[
H = \frac{1}{2} (x^2 - y^2) = E \quad (2.106)
\]

The RG equations thus describe a particle with position $q$ sitting in an exponential potential, $U = -\frac{1}{2} e^{2q}$. Clearly if the particle starts off with no momentum it will just ‘roll down’ the potential hill to $q \to \infty$ which corresponds to diverging disorder and implies localisation. The particle therefore needs enough momentum, $x$, to overcome the potential and carry on unbounded to $q \to -\infty$. In order for the disorder to become irrelevant we need the energy, $E$ to be positive and the initial momentum $\delta > y_0$. The flow diagram for eq. (2.104) is shown in fig. 2.10, for systems where the disorder is irrelevant the Luttinger parameter is still renormalised to a new value $K^* < K_0$ in the effective low energy quadratic theory.

We can use the ‘energy’ of the analogous classical problem to solve for the disorder explicitly. For positive energy the solution, assuming $\delta > 0$ is given by eqs. (2.107) and (2.108) which clearly flows to zero as $l \to \infty$.

\[
D_e = e^{2q} = \frac{k^2}{\sinh^2(kl + \chi)} \quad (2.107)
\]
\[ k^2 = \delta^2 - D_0 = 2E, \quad \tanh(\chi) = \frac{k}{\delta} \] (2.108)

For negative energy, the solution requires a little bit of tweaking, \( E \to -|E| \) and \( k \to i|k| = i\sqrt{2|E|} \). This solution is given by eqs. (2.109) and (2.110). For this solution the disorder is initially decreasing before diverging at a finite ‘time’ \( l_K \), which is sometimes referred to as the ‘Kondo’ temperature as this problem also maps onto the case of a ferromagnetic Kondo impurity[50].

\[ D_i = e^{2q} = \frac{|k|^2}{\sin^2(|k|l + \chi)} \] (2.109)

\[ -|k|^2 = \delta_i^2 - D_0, \quad \tan(\chi) = \frac{|k|}{\delta} \] (2.110)

We see that disorder poses far more of a challenge to overcome than a single impurity. For a single impurity all that was required were attractive interactions (in terms of fermions), and then the dominant superconducting correlations were enough to overcome the impurity, for disordered systems the interactions need to be strongly attractive. The strong coupling picture is of a system resembling a charge density wave order, where the wave distorts in order to pin on the impurities.

### 2.5 Concluding Remarks

This concludes the second chapter, we have seen that interacting fermions in one spatial dimension can be described by a simple quadratic bosonic model.
Figure 2.10: Flow diagram of the Berezinskii–Kosterlitz–Thouless renormalisation group equations, eq. (2.104). Green denotes a region where the disorder, $D \propto \sqrt{y}$, becomes irrelevant at low energies, here the energy $E$ is positive. The red regions contain trajectories where disorder grows, and one assumes the disorder precipitates localisation, here the energy could be positive or negative. The variable $x$ characterises how far away from the critical value of $K = \frac{3}{2}$ we are, negative $x$ means $K > \frac{3}{2}$. Taken from ref. 36.
This bosonic representation is known as the Luttinger liquid, and has only two parameters: the Luttinger parameter $K$ which captures the effects of the original interactions and $v$ the effective velocity of the quasi-particles. Such a simple description is possible due to the necessity of collective motion in 1D, particles cannot move out of each other’s way.

We have also reviewed some of the strange physical properties of the Luttinger liquid state. Interacting fermions display quasi-long range order, whereby correlations only decay as slow power laws. This is a consequence of the nesting condition always being satisfied, pushing the system towards ordering along a $2k_f$ wave vector but 1D systems cannot order at finite temperature as domain walls are always favoured entropically. This results in a system behaving as if at a phase transition where quantities have power law correlations at zero temperature, except where the exponents are non-universal. For attractive fermions the dominant correlations are of the superconducting type, whereas repulsive interactions promote charge density waves.

If spin is included in one’s analysis we see that the spin and charge degrees of freedom completely separate, yielding two types of quasi-particle excitation: those that carry spin and those that carry charge. However, depending upon the spin interaction, spin-flip processes can lead to behaviour where the spin excitations are gapped.

The most relevant piece of physics contained within this chapter is the effects of impurities. We reviewed the Kane & Fischer\textsuperscript{39} result that a single impurity either kills conductance for repulsive interactions, or is utterly irrelevant for attractive interactions. We also went over the Giamarchi-Schulz\textsuperscript{22} analysis of a disordered Luttinger liquid showing how one arrives at the Kosterlitz-
Thouless RG equations, and under what conditions the system localises.

We are now in a position to tackle what happens when we do not just have a single Luttinger liquid, but more than one which are weakly coupled to one another. This is the focus of chapter 3 which contains the original work of this thesis.
CHAPTER 2. INTERACTING FERMIONS IN ONE DIMENSION
Chapter 3

Multi-Channel Luttinger Liquids

Whereas chapter 2 sought to deal with isolated one dimensional systems, this chapter considers what happens when we have multiple one dimensional channels which are coupled weakly. The weakness of the coupling preserves the validity of the Luttinger liquid description, and hence we refer to such a system as a multi-channel Luttinger liquid (MLL).

This chapter will introduce the types of physical system we aspire to model in section 3.1 before going on to introduce the mathematical framework which describes the MLL with emphasis on the role of the Luttinger matrix, as introduced by ref.[37], in section 3.2 and section 3.3. This sets the scene for the original work of this thesis, in section 3.4, which considers the effect of disorder in the context of MLLs, this work forms the basis of ref. [36].
3.1 What is a Multi-Channel Luttinger Liquid System?

Owing to the generality of the Luttinger liquid description, which accurately describes both fermions and bosons in terms of phonon-like excitations, the MLL can describe a wide range of systems. We have already touched on one of the simpler possibilities in section 2.3.2 when we considered spin. A spin-$\frac{1}{2}$ 1D Fermi system has two channels, one for the spin and another for the charge degree of freedom. As such it makes up the simplest possible MLL where the two channels are completely decoupled.

It’s also possible to construct a MLL where the origin of the different channels are extremely distinct. For instance a Bose-Fermi mixture, which is something readily made using cold atoms [25, 58]. This would allow us to have systems with extremely distinct Luttinger parameters as the physical origin of bosonic and fermionic Luttinger parameters are quite different. For fermions the interaction is typically the Coulomb interaction, whereas bosons naturally condense at low temperatures and hence have a ‘natural attraction’. For bosons $K = 1$ corresponds to hard core bosons, $K \ll 1$ the Wigner crystal limit and $K \gg 1$ corresponds to the superfluid limit.

One possibility is in modelling highly anisotropic 2D or 3D materials, such as the Bechgaard salts discussed earlier, where there exists a special axis along which the system behaves like an lattice of 1D wires, each of which could be modelled as a Luttinger liquid. Such a system would exhibit translational symmetry, and hence in many ways would be much easier to treat than a finite number of wires.
3.2. THE LUTTINGER MATRIX

Remembering that the whole idea of the Luttinger liquid paradigm is to view one dimensional interacting particles in terms of collective wave-like excitations, one may in turn consider other wave-like excitations as a Luttinger liquid. As hinted at in chapter 2 phonons may be thought of in this way, allowing one to consider electron-phonon interactions present in most solids. Typically phonons will couple to electrons via a deformation potential\[1, 53\], whereby the density fluctuations of the lattice create a net positive charge which attracts electrons.

\[ H_{\text{def}} = g_{\text{def}} \int dx \rho(x) \nabla \cdot u(x) \]  

(3.1)

This is described mathematically in eq. (3.1), where \( \rho \) is the electronic density and \( u(x) \) is the local lattice displacement and \( g_{\text{def}} \) is the coupling strength. Past work on such a system is covered in ref. [17, 19, 18], with regards to the effect of single impurity scattering in the presence of electron-phonon coupling.

To restate, one can use the multi-channel Luttinger liquid formalism to model a large number of systems. These can be lattices of wires in anisotropic solids, mixtures of bosons and fermions such as in ultra-cold atoms experiments, or even just a humble electron-phonon interaction. The next section will cover how to describe the MLL mathematically in a generic way, which would apply to all these scenarios.

3.2 The Luttinger Matrix

A single Luttinger liquid is written in terms of two scalar bosonic fields, \( \theta \) and \( \phi \), whose gradients are associated with the density and current in the liquid
respectively. A multi-channel Luttinger liquid defined by two vector bosonic fields \( \vec{\theta} \) and \( \vec{\phi} \) whose \( i^{th} \) components give the density and current in the \( i^{th} \) channel.

\[
S[\vec{\theta}, \vec{\phi}] = -\frac{1}{2\pi} \int dx d\tau \begin{pmatrix} \vec{\theta}^T \quad \vec{\phi}^T \end{pmatrix} \left\{ \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} i\partial_\tau + \begin{pmatrix} V_+ & 0 \\ 0 & V_- \end{pmatrix} \partial_x \right\} \begin{pmatrix} \vec{\theta} \\ \vec{\phi} \end{pmatrix}
\]

(3.2a)

\[
S[\vec{\theta}] = \frac{1}{2\pi} \int dx d\tau \begin{pmatrix} \vec{\theta}^T \end{pmatrix} \left[ \partial_\tau \vec{\theta}^T \cdot V_{\theta}^{-1} \cdot \partial_\tau \vec{\theta} + \partial_x \vec{\theta} \cdot V_{\perp} \cdot \partial_x \vec{\theta} \right]
\]

(3.2b)

\[
S[\vec{\phi}] = \frac{1}{2\pi} \int dx d\tau \begin{pmatrix} \vec{\phi}^T \end{pmatrix} \left[ \partial_\tau \vec{\phi}^T \cdot V_{\phi}^{-1} \cdot \partial_\tau \vec{\phi} + \partial_x \vec{\phi} \cdot V_{\perp} \cdot \partial_x \vec{\phi} \right]
\]

(3.2c)

The full form of the action is given by eq. (3.2a), where the interaction matrices, \( V_\pm \), encode both the intra- and inter-channel interactions. We omit the possibility of coupling currents to densities as this would break both the inversion and time reversal symmetries of the system. Time reversal symmetry means the system is invariant under \( \tau \to -\tau \) and \( \phi \to -\phi \), remembering the current field \( \phi \) is in some sense a 1D vector. A system coupling densities to currents would therefore change sign under time-reversal, and as practically all systems have such a symmetry we can justify dropping such a term. We may parametrise the interaction matrices using a generalised g-ology notation, as in eq. (3.3).

\[
V_{ij}^{\pm} = v_j^i \delta_{ij} + \frac{g_{ij}^{\pm} + g_{ij}^\mp}{\pi}
\]

(3.3)

Here \( v_j^i \) plays the role of the free Fermi velocity, and the \( g_4 \) and \( g_2 \) matrices define the interactions between left and right movers. The diagonal elements
clearly deal with intra-channel interactions just as with a single liquid, whereas
the off diagonal elements characterise the inter-channel coupling. Note that
we are free to parametrise any channel in this way, even if it does not have a
fermionic origin, as we may reverse the bosonisation procedure and describe
the collectivised excitations in terms of interacting fermions. We may use
the diagonal elements of the interaction matrices to define the intra-channel
Luttinger parameters and velocities.

\[
(V_+)^{ii} = \frac{v_i}{K_i} \quad (3.4)
\]

\[
(V_-)^{ii} = v_i K_i \quad (3.5)
\]

When calculating MLL correlations, it is prudent to introduce fields which
diagonalise the interaction matrices. To this end we introduce the matrix \( M \).

\[
M^T V_+ M = M^{-1} V_- (M^T)^{-1} = u \quad (3.6)
\]

Where the matrix \( u = \text{diag}\{ u_i \} \) gives the effective velocities in the diagonal
fields, which are defined by the transformation in eq. (3.7). Note that we
require the interaction matrices to be positive definite, or else we would have
negative velocities.

\[
\vec{\theta} = M \vec{\bar{\theta}} \quad \vec{\phi} = (M^T)^{-1} \vec{\bar{\phi}} \quad (3.7)
\]

In this representation the action is now diagonal in channel-space, as seen in
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eqs. (3.8) and (3.9).

\[ S = -\frac{1}{2\pi} \int dx d\tau \left( \vec{\varphi}^T \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \vec{\varphi}^T \right) \left\{ \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} i \partial_\tau + \begin{pmatrix} 0 & 0 \\ u & 0 \end{pmatrix} \partial_x \right\} \partial_x \left( \vec{\varphi} \right) \] (3.8)

\[ = -\frac{1}{2\pi} \int dx d\tau \sum_j \left[ \hat{\beta}_j \partial_\tau \partial_x \tilde{\phi}_j + \hat{\tilde{\phi}}_j \partial_\tau \partial_x \beta_j + u_j \beta_j \dot{\beta}_j \tilde{\phi}_j^2 + u_j \dot{\tilde{\phi}}_j \tilde{\phi}_j^2 \right] \] (3.9)

Just as before one is free to integrate out either of the fields, in this case we find the two vector bosons have exactly the same action.

\[ S[\vec{\varphi}] = \int dx d\tau \sum_j \frac{1}{2\pi u_j} \left[ \left( \partial_\tau \beta_j \right)^2 + u_j^2 \left( \partial_x \beta_j \right)^2 \right] \] (3.10)

\[ S[\vec{\varphi}] = \int dx d\tau \sum_j \frac{1}{2\pi u_j} \left[ \left( \partial_\tau \tilde{\beta}_j \right)^2 + u_j^2 \left( \partial_x \tilde{\beta}_j \right)^2 \right] \] (3.11)

This is because \( M \) is not just a rotation, it also scales out the Luttinger parameter. The analogous step for a single channel Luttinger liquid is to take \( \beta = \frac{\theta}{\sqrt{K}} \) and \( \tilde{\phi} = \sqrt{K} \phi \). For this reason we introduce the Luttinger matrix, as in ref. [37].

\[ K = MM^T \] (3.12)

As can be seen from eq. (3.12) the Luttinger matrix is a symmetric object, and can be defined purely in terms of the interaction matrices with the help of eq. (3.7).

\[ KV_+K = V_- \] (3.13)

As both \( V_\pm \) are positive definite so too must the Luttinger matrix. Clearly
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if there is no inter-channel interaction we have $K_{ij} \rightarrow K_i \delta_{ij}$, which justifies the nomenclature. Although one cannot write down a Lagrangian explicitly containing the Luttinger matrix, it does stand in for the Luttinger parameter in RG equations. To expand upon this point we will very briefly touch on the single impurity problem, as in section 2.4.1 in the context of MLLs. This is covered more exhaustively in ref.[37] using a slightly different methodology.

$$S_{\text{imp}} = -\int d\tau \sum_j \left[ \zeta_j e^{i\theta_j(x=0,\tau)} + \text{h.c.} \right] \quad (3.14)$$

Here we have a single backscattering impurity located at $x = 0$, which has the backscattering potential $\zeta_j$ in the $j^{th}$ channel. The quadratic part of the action is just that of a MLL as given in eq. (3.2a) where the fields not at the origin have been integrated out as in eq. (2.59). We may perform the RG calculation following exactly the same steps as before, with the only difference being that our free action is the MLL one.

$$\langle (\theta_i^>(x=0,\tau))^2 \rangle = \sum_{mn} M_{im} M_{in} \langle \tilde{\theta}_m^\tau \tilde{\theta}_n^\tau \rangle \quad (3.15)$$

$$= \sum_m M_{im} M^T_{mi} \int_{\mathcal{N}} d|\Omega| \frac{\pi}{|\Omega|} \quad (3.16)$$

$$= K_{ii} \frac{1}{2} \log \left( \frac{\Lambda}{\mathcal{N}} \right) \quad (3.17)$$

The only difference between eqs. (2.69) and (3.17) is that $K \rightarrow K_{ii}$. One can then following this through and write down a set of RG equations for the
impurity strength in each channel.

\[ \frac{d\zeta_i}{dl} = (1 - K_{ii}) \zeta_i \quad (3.18) \]

As we can see, the role of the intra-channel Luttinger parameter has been usurped by the appropriate diagonal element of the Luttinger matrix. The condition for the irrelevance of a single weak scattering impurity is no longer whether \( K_i > 1 \) but whether \( K_{ii} > 1 \) for the \( i^{th} \) channel. Depending on the inter-channel interactions the value of \( K_{ii} \) can be quite different from \( K_i \). For instance if we take the case of fermions, inter-channel interactions can stabilise the repulsive fermions against the impurity.

In summary we have introduce the concept of a multi-channel Luttinger liquid, which covers a very broad range of physical systems. Whereas single channel LLs are characterised purely by the Luttinger parameter and their velocity, MLLs also have the inter-channel coupling as an import parameter. Each channel now has an ‘effective’ Luttinger parameter given by the appropriate diagonal element of the Luttinger matrix, as defined in eq. (3.12), which governs the properties of the liquid. Although one cannot write down an action in terms of \( K \), it appears straightforwardly in RG equations. This section has been somewhat generic, however in section 3.3 we will focus on the case of two-channel liquids with specific examples.

### 3.3 Two-Channel Luttinger Liquids

In this section we restrict ourselves to considering just two coupled Luttinger liquids. The reason for this is twofold: firstly this is an accessible experimen-
3.3. TWO-CHANNEL LUTTINGER LIQUIDS

tal set-up, especially when the two channels are very distinct, whether it be
electron-phonon interactions in a single 1D wire, a Bose-Fermi mixture of cold
atoms or even edge states in a topological insulator\textsuperscript{[40, 7, 56];} the second, and
perhaps more honest reason, is that the Luttinger matrix takes a particularly
simple form for just two channels, as seen in eq. \eqref{eq:3.19}.

\[
K = \sqrt{\frac{\kappa}{ac - b^2}} \begin{pmatrix} a & b \\ b & c \end{pmatrix}, \quad \begin{cases} a & = V_{11}^{11} + \kappa V_{22}^{22} \\ b & = V_{12}^{12} - \kappa V_{22}^{12} \\ c & = V_{22}^{22} + \kappa V_{11}^{11} \end{cases}
\] (3.19)

\[
\kappa = \det(K) = \sqrt{\frac{\det(V_+)}{\det(V_-)}}
\] (3.20)

The interaction matrices can also be rather conveniently parametrised in this
instance, where the positive definite property is ensured by having the coupling
strengths $|\alpha_\pm| \leq 1$.

\[
V_+ = \begin{pmatrix} \frac{v_1}{K_1} & \sqrt{\frac{v_1 v_2}{K_1 K_2}} \alpha_+ \\ \sqrt{\frac{v_1 v_2}{K_1 K_2}} \alpha_+ & \frac{v_2}{K_2} \end{pmatrix}
\] (3.21)

\[
V_- = \begin{pmatrix} v_1 K_1 & \sqrt{v_1 K_1 v_2 K_2} \alpha_- \\ \sqrt{v_1 K_1 v_2 K_2} \alpha_- & v_2 K_2 \end{pmatrix}
\] (3.22)

If we were in the situation where either of the couplings $|\alpha_\pm| > 1$ one of the
velocities will go negative. This signifies an instability in the system which the
MLL model cannot accurately capture, for the case of electrons and phonons
this is the Wentzel-Bardeen instability\textsuperscript{[63].} The velocities in the new system
can be obtained through eqs. (3.12) and (3.13).

\[
\det(u^2) = \det\left((M^T V_+ M)^2\right) \tag{3.23a}
\]

\[
u_1^2 + u_2^2 = \det(V_+ K V_+ K) \tag{3.23b}
\]

\[
u_1^2 + u_2^2 = \det((V_+ V_-)) \tag{3.23c}
\]

\[
\text{tr}(u) = u_1 + u_2 = \text{tr}(V_+ K) \tag{3.23d}
\]

One can solve eq. (3.23) for the effective velocities, \(u_{1,2}\).

\[
u_{1,2} = \frac{v_1^2 + v_2^2 + 2v_1 v_2 \alpha_+ \alpha_-}{2} \pm \frac{1}{2} \sqrt{(v_1^2 + v_2^2 + 2v_1 v_2 \alpha_+ \alpha_-)^2 - 4v_1^2 v_2^2 (1 - \alpha_+^2)(1 - \alpha_-^2)} \tag{3.24}
\]

If one writes the Luttinger matrix using this parametrisation, seen in eq. (3.25), one can see something curious happens when \(\alpha_+ = \alpha_- = \alpha\). In this limit the Luttinger matrix becomes diagonal, with the diagonal entries \(K_1\) and \(K_2\) just as if there were no inter-channel interactions at all. One can infer from this that density-density interactions are in competition with current-current ones.

\[
K = \frac{1}{u_1 + u_2} \begin{pmatrix}
K_1 \left(v_1 + v_2 \sqrt{\frac{1 - \alpha_+^2}{1 - \alpha_-^2}}\right) & \sqrt{v_1 K_1 v_2 K_2} \left(\alpha_- - \sqrt{\frac{1 - \alpha_+^2}{1 - \alpha_-^2}} \alpha_+\right) \\
\sqrt{v_1 K_1 v_2 K_2} \left(\alpha_- - \sqrt{\frac{1 - \alpha_+^2}{1 - \alpha_-^2}} \alpha_+\right) & K_2 \left(v_2 + v_1 \sqrt{\frac{1 - \alpha_+^2}{1 - \alpha_-^2}}\right)
\end{pmatrix} \tag{3.25}
\]

We can think of the diagonal element \(K_{ii}\) as an effective Luttinger parameter. The ratios of this effective Luttinger parameter to the original intra-channel \(K_i\) are shown in figs. 3.1 and 3.2 for a variety of coupling strengths.
We see that the role of density-density interactions is to enhance the effective Luttinger parameter such that $K_{ii} > K_i$, whereas current-current interactions diminish it. This opens up interesting possibilities, for instance thinking back to the single impurity problem, especially eq. (3.14), we have the possibility of inter-channel interactions stabilising repulsive fermions against weak back-scattering.

This can be connected with previous work done in ref. [19] which considered electron-phonon coupling. For this scenario we would have only interactions of the $\alpha_\pm$ type, which arise from the deformation potential as in eq. (3.1). The velocities are given by eq. (3.26) where $c$ is the speed of sound and $v$ the effective electronic velocity.

\[
\begin{align*}
    u_{1,2}^2 &= \frac{1}{2} \left( v^2 + c^2 \pm \sqrt{(v^2 - c^2)^2 + 4v^2c^2\alpha^2_\pm} \right) 
\end{align*}
\] (3.26)

As we can see from figs. 3.1 and 3.2 pure density-density interactions can only enhance the Luttinger parameter. Hence coupling to phonons makes the electronic channel more attractive and hence increases the superconducting fluctuations as to be expected from analogy with Bardeen-Cooper-Schrieffer (BCS) theory [12, 5, 4].

We have now introduced the two-channel Luttinger matrix, which helps us to see the effect of inter-channel interactions. The general rule is that density-density interactions push the system to behave more like attractive fermions, whereas current-current interactions favour repulsive fermion-like behaviour. We are now in a position to tackle the meat of this thesis in section 3.4.
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Figure 3.1: Graphs showing how the effective Luttinger parameter of a two channel system, $K_{jj}$, is modified with respect to the uncoupled Luttinger parameter, $K_j$. Here $\beta = \frac{v_2}{v_1}$ and serves only to separate the the two channels. Top-left: Density-density interactions only, here we see $\alpha_+$ on its own only enhances the Luttinger parameter. Top-Right: Current-current interactions only, $\alpha_-$, we see they only decrease the Luttinger parameter. Bottom: Both current-current and density-density couplings. Having both types of coupling introduces asymmetries.
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Figure 3.2: Similar to fig. 3.1, changing the sign of the coupling just serves to flip the asymmetry.
3.4 Multi-Channel Disorder

This section is devoted to the problem of disorder in a Multi-Channel Luttinger liquid. This section is the original contribution to this thesis, whose results are contained within ref. [36]. We will start by deriving the action and subsequent renormalisation group equations for a generic MLL with embedded continuous disorder, before specialising the analysis to two cases. The first case is simply a lattice of identical channels whereas the second will be that of a two channel system, as in 3.3 but with the addition of disorder.

The quadratic part of the action is naturally the same as in eq. (3.2b), we now embed into each channel a static backscattering potential \( \zeta_j(x) \) just as in section 2.4.2. The contribution to the action is given in eq. (3.27), note we still do not allow backscattering between channels, the channels only talk to each other through the quadratic action.

\[
S_{\text{dis}} = -\sum_j \int dx d\tau \left[ \zeta_j(x) \rho_0 e^{2i\theta_j(x,\tau)} + \bar{\zeta}_j(x) \rho_0 e^{-2i\theta_j(x,\tau)} \right]
\]

As before we are not interested in solving the physics of a specific configuration of impurities, but in solving the problem for a random configuration. Hence we have to average over the backscattering potentials, just as in section 2.4.2 using the replica trick. Replicas will be distinguished using Greek indices.

\[
p(\zeta, \bar{\zeta}) = e^{-\int dx \bar{\zeta} D^{-1}_{ij} \zeta_i}
\]

\[
\langle \zeta_i(x) \bar{\zeta}_j(x') \rangle = D_{ij} \delta(x-x')
\]

We take the random backscattering potentials to be point correlated as in
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eq. (3.28), where the disorder strength is given by the matrix $D$. After averaging over the disorder we arrive at eq. (3.29).

$$
S_{\text{dis}} = \int dx d\tau d\tau' \sum_{\alpha \beta} \sum_{ij} \rho_0^2 D_{ij} \cos \left( 2\theta^\alpha_i(x,\tau) - 2\theta^\beta_j(x,\tau') \right) \quad (3.29)
$$

The above has the same form as eq. (2.83) except with the addition of summing over channel indices. This term is highly non-linear and hence we will need the help of RG techniques to analyse its effect as before. We split the fields into fast and slow modes using an energy-momentum shell scheme as in fig. 2.9, where we take each field to have the same ultra-violet cut-off. The disorder is then treated perturbatively to first order, leaving us having to calculate $\langle S_{\text{dis}} \rangle$ as before.

Following the same logic as in the single channel disorder problem, we split the integral into two parts, one that is flat in replica space, $A$ and another which is diagonal in the replicas, $B$, as seen in eq. (3.30).

$$
A + B = \left\langle e^{2\theta^\alpha_i(x,\tau) - 2i\theta^\beta_j(x,\tau')} \right\rangle >
$$

$$
A = e^{-2\langle \theta^\alpha_i(x,\tau)\theta^\alpha_j(x,\tau) \rangle} > e^{-2\langle \theta^\beta_i(x,\tau')\theta^\beta_j(x,\tau') \rangle} >
$$

$$
B = e^{-2\langle \theta^\alpha_i(x,\tau)\theta^\beta_j(x,\tau) \rangle} > e^{-2\langle \theta^\beta_i(x,\tau')\theta^\beta_j(x,\tau') \rangle} > \left( e^{4\langle \theta^\alpha_i(x,\tau)\theta^\beta_j(x,\tau') \rangle} > - 1 \right)
$$

We are therefore required to calculate correlations of the form given in eq. (3.31).
which is done straightforwardly at zero temperature.

\[
\begin{align*}
\langle \theta_i^\alpha(x, \tau) \theta_j^\beta(x, \tau') \rangle &= \int \frac{dq}{2\pi} \frac{d\omega}{2\pi} e^{i\omega(\tau-\tau')} \langle \theta_i^\alpha(-q, -\omega) \theta_j^\alpha(q, \omega) \rangle \delta^{\alpha\beta} \\
&= \frac{1}{2} \delta^{\alpha\beta} K_{ij} \int_{\Lambda}^{\Lambda'} d|\Omega| |\Omega| J_0(|\Omega|(\tau - \tau')) \\
&= \tau \to \tau' \frac{1}{2} \delta^{\alpha\beta} K_{ij} \log \left( \frac{\Lambda}{\Lambda'} \right)
\end{align*}
\]

We thus arrive at \( A \) in eq. (3.32), which has the same form as for the single channel case, except where \( K \to K_{ij} \).

\[
A = \left( \frac{\Lambda}{\Lambda'} \right)^{-2K_{ij}}
\]

Calculating the contribution diagonal in the replicas is somewhat more challenging. For the case where \( i = j \) we can perform the same expansion for \(|\tau - \tau'| \ll \frac{1}{\Lambda} \) that proved successful in the single channel problem. This involved carefully expanding out the ‘normal ordered’ cosine, in order to get a correction to \((\partial_\tau \theta_i^\alpha)^2\), this is given in eq. (3.33) where the disorder has been rescaled as in eq. (2.98).

\[
\delta S^{ii}_B = \sum_\alpha \frac{\tilde{D}_{ii}}{2\pi} \int dx d\tau (\partial_\tau \theta_i^\alpha)^2 \left( 1 - \left( \frac{\Lambda}{\Lambda'} \right)^{-2K_{ii}} \right)
\]

Alas the small time expansion has no utility when dealing with the off diagonal case, \( i \neq j \): the RG simply generates new terms. For this reason we restrict ourselves to the case of ‘uncorrelated disorder’ by which we mean
\[ D_{ij} = D_j \delta_{ij} \]. This is not too unreasonable a simplification, for instance if the system comprises of two coupled nano-wires there is no reason for the impurity potentials in either channel to be correlated.

\[
\frac{d \tilde{D}_i}{dt} = (3 - 2K_{ii}) \tilde{D}_bi
\]
\[
\frac{d (V^{-1})_{ij}}{dt} = 2K_{ii} \tilde{D}_i \delta_{ij}
\]
\[
\frac{dV_+}{dt} = 0
\]

Taking the new reduced cut-off to be infinitesimally small we arrive at the RG equations given in eqs. (3.34) to (3.36). These equations have the same structure as for the single channel case, given in eqs. (2.99) and (2.102), where the diagonal elements of the Luttinger matrix play the role of the Luttinger parameter, as in the case of the single impurity problem. The fact that the density interaction matrix, \( V_+ \), does not renormalise tells us that density-density interactions are unaffected by disorder as well as the combination \( \tilde{a}_i \) in each channel. Care should also be taken with eq. (3.35), where it should be stressed that it is the diagonal elements of the inverse current interaction matrix and not the inverse of the diagonal elements that are renormalised, hence as well as renormalisation of the intra-channel Luttinger parameters and velocities the current-current interactions are also affected.

We have now derived the RG equations for the problem of a multi-channel Luttinger liquid with a random disorder potential in each channel. This has been done for a generic system for which the MLL appropriately describes the physics, provided the disorder is only correlated inside the channel. In order
to solve the RG equations we need to consider more specific systems, the rest of this chapter will be dedicated to solving these equations in two disparate limits: a periodic lattice of identical channels; and just two generic channels.

3.4.1 Lattice of Identical Channels

This section considers an periodic array of channels, this allows us to use the translational symmetry of the problem to greatly simplify the equations. The physical situation this model pertains to would be a highly anisotropic 3D solid, which would be comprised of a 2D lattice of 1D systems, it would work equally well for an artificial bundle of wires. This work is contained within ref. [36].

One might be tempted to wonder whether this weak coupling between channels means the system is no longer 1D. The stability of such a system is analysed in ref. [16]. The conclusions of which are that a lattice of Luttinger liquids is stable provided inter-wire tunnelling, of both the single and two particle type is suppressed.

The first step is to take advantage of the translational symmetry which the lattice model provides. This allows us not to think of matrices but of scalar fields defined on the lattice. We will denote the lattice as $\mathcal{L}$, and the position as $\vec{R} \in \mathcal{L}$. Provided the system forms a Bravais lattice we can take $V_\pm \rightarrow V_\pm(\vec{R} - \vec{R}')$. If we did not have a Bravais lattice, but for example a periodic array with two inequivalent sites, we would instead have another matrix whose size was determined by the number of inequivalent sites inside the unit cell. This representation has drastic effects on eq. (3.13), which becomes
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a scalar equation.

\[
\sum_{\vec{R}_l, \vec{R}_m \in \mathcal{L}} K (\vec{R}_l - \vec{R}_l) V_+ (\vec{R}_l - \vec{R}_m) K (\vec{R}_m - \vec{R}_j) = V_- (\vec{R}_i - \vec{R}_j)
\]  

(3.37)

Note that what was hitherto referred to as a diagonal element of the Luttinger matrix now corresponds to \( K (\vec{r} = 0) \). One can easily solve for this Luttinger ‘matrix’ with the help of a lattice Fourier transform.

\[
F (\vec{R}) = \int_{\text{BZ}} \frac{d^d \vec{q}}{(2\pi)^d} F (\vec{q}) e^{i\vec{q} \cdot \vec{R}}
\]

(3.38a)

\[
F (\vec{q}) = \sum_{\vec{R} \in \mathcal{L}} F (\vec{R}) e^{-i\vec{q} \cdot \vec{R}}
\]

(3.38b)

Here \( d \) denotes dimensionality of the lattice, typically 2D, and \( \text{BZ} \) is the Brillouin zone. The Luttinger matrix is given in eq. (3.39).

\[
K (\vec{r}) = \int_{\text{BZ}} \frac{d^d \vec{q}}{(2\pi)^d} \sqrt{\frac{V_- (\vec{q})}{V_+ (\vec{q})}} e^{i\vec{q} \cdot \vec{r}}
\]

(3.39)

Remembering that the channels are all identical, we take \( D_i (l) \rightarrow D (l) \) in each channel. The RG equations reduce to eqs. (3.40) and (3.41).

\[
\frac{dD (l)}{dl} = (3 - 2K_{r=0}) D, \quad D (0) = D_0
\]

(3.40)

\[
\frac{dV_{-1} (q)}{dl} = 2K_{r=0} D, \quad V_{-1} (0) = V_{0}^{-1}
\]

(3.41)

Just as in the single channel case, the point \( K_{r=0} = \frac{3}{2} \) is clearly special, and governs the metal-insulator transition. We therefore attempt to zoom into the transition, by linearising \( K_{r=0} \) about its critical value. To this end we
re-parametrise \( V_-(q; l) \) as in eq. (3.42).

\[
V_-(q; l) = V_0^{-1}(q) + c(l) \quad c(l = 0) = 0
\]  

There is a critical value of \( c = c^* \) at which the transition takes place, namely \( K(c^*) = \frac{3}{2} \), if we take the system to start close to the transition it follows that \( c^* \ll 1 \) and we may expand \( K_{r=0} \) for small \( c \), as seen in eq. (3.43).

\[
K_{r=0} \approx K_{r=0}^0 - \kappa c
\]  

\[
\kappa = \left. \frac{dK_{r=0}(c)}{dc} \right|_{c=0} = \frac{1}{2} \int \frac{d^d q}{(2\pi)^d} \frac{V_0^{-3/2}(\vec{q})}{V_+^{1/2}(\vec{q})}
\]  

We now introduce the parameter \( \delta = K_{r=0}^0 - \frac{3}{2} \) which is simply the initial detuning from the transition, and it is assumed small. The equations can now be cast into the Berezinskii–Kosterlitz–Thouless form as for the single channel problem in terms of the variables \( x = \kappa c - \delta \) and \( y = \sqrt{3D} \).

\[
x' = \kappa y^2, \quad x(l = 0) = -\delta
\]  

\[
y' = xy, \quad y(l = 0) = \sqrt{3D_0}
\]  

These equations are the same as in section 2.4.2 and yield to the exact same analysis. There is hence an integral of motion corresponding to the energy of a particle in an exponential potential.

\[
E = \frac{1}{2} \left( \frac{x^2}{\kappa} - y^2 \right)
\]  

\[
= \frac{1}{2} \left( \frac{\delta^2}{\kappa} - 3D_0 \right)
\]
Whether the disorder grows under RG depends upon whether the energy is positive or negative just as with a single channel (see fig. 2.10). If the energy is negative the disorder blows up, however if it is positive and if the initial detuning is positive, \( \delta > 0 \), the disorder will become irrelevant leading to a conducting solution. The conditions for the various possibilities are summarised in eq. (3.49).

\[
\begin{align*}
\delta > \sqrt{3\kappa D_0} > 0 & \quad \text{Conducting} \\
\delta < \sqrt{3\kappa D_0} > 0 & \quad \text{Insulating} \\
\delta < 0 & \quad \text{Insulating}
\end{align*}
\]

(3.49a), (3.49b), (3.49c)

What makes this problem different to the single channel disorder problem is contained within the parameters \( \kappa \) and \( \delta \). Inter-channel interactions will increase \( \kappa \) and hence shrink the conducting region in \( x, y \) space, however one should remember \( \delta \) gives the detuning from the Luttinger matrix, \( K_{r=0} = \frac{3}{2} \), and not the intra-channel Luttinger parameter. Inter-channel interactions may allow the Luttinger matrix to be close to the transition even if the original Luttinger parameter is well below it.

This concludes our treatment of disorder in a lattice of identical wires. We have derived the full RG equations, eqs. (3.40) and (3.41), which describe a metal-insulator transition when the lattice analogue of the Luttinger matrix \( K_{r=0} = \frac{3}{2} \). The RG flow can be solved in the vicinity of this transition and is found to be of the Berezinskii-Kosterlitz-Thouless type, where inter-channel interactions shift the boundary between the conducting and insulating phases.
3.4.2 Two Disordered Channels

We will now turn our gaze upon the problem of a two channel MLL in the presence of disorder. Here we generalise the work of Crépin, Zarând and Simon[14, 15] which focused on disordered Bose-Fermi mixtures with density-density interactions only. The Luttinger matrix formalism allows us to easily consider current-current interactions, as well as to greatly simplify the equations in the vicinity of the metal-insulator transition. Again this work is published in ref. [36].

The RG equations are those given earlier in eqs. (3.34) to (3.36) where the form of the interaction matrices and Luttinger matrix are those of the two-channel Luttinger liquid, eqs. (3.19), (3.21) and (3.22). An explicit expression for the inverse current interaction matrix is given in eq. (3.50).

\[
V^{-1} = \frac{1}{1 - \alpha_-^2} \begin{pmatrix}
\frac{1}{v_1 K_1} & -\frac{\alpha_-}{\sqrt{v_1 K_1 v_2 K_2}} \\
-\frac{\alpha_-}{\sqrt{v_1 K_1 v_2 K_2}} & \frac{1}{v_2 K_2}
\end{pmatrix}
\] (3.50)

As we know from the RG equations disorder precipitates the renormalisation of the diagonal elements of \( V_- \) only. This means that as well as the velocities and Luttinger parameters in each channel undergoing renormalisation the current-current interaction, \( \alpha_- \) also renormalises. Note that the density-density interaction, \( \alpha_+ \) does not renormalise. The full RG equations in terms
of these parameters are given in eq. (3.51).

\[
\frac{dD_1}{dl} = (3 - 2K_{11})D_1, \quad \frac{dD_2}{dl} = (3 - 2K_{22})D_2 \tag{3.51a}
\]

\[
\frac{dv_1}{dl} = \frac{v_1}{K_1} \frac{dK_1}{dl}, \quad \frac{dv_2}{dl} = \frac{v_2}{K_2} \frac{dK_2}{dl} \tag{3.51b}
\]

\[
\frac{dK_1}{dl} = -v_1K_1^2K_{11}D_1 - \alpha_2^2 v_2K_1K_2K_{22}D_2 \tag{3.51c}
\]

\[
\frac{dK_2}{dl} = -v_2K_2^2K_{22}D_2 - \alpha_2^2 v_1K_2K_1K_{11}D_1 \tag{3.51d}
\]

\[
\frac{d\alpha_-}{dl} = -\alpha_-(1 - \alpha_2^2)(v_1K_1K_{11}D_1 + v_2K_2K_{22}D_2) \tag{3.51e}
\]

\[
\frac{d\alpha_+}{dl} = 0 \tag{3.51f}
\]

As one can see, these equations are highly non-linear, and as such there are only a few routes available to us. For one, we can try to analyse these equations numerically, or else we can attempt to zoom into the transition as with the single channel case, section 2.4.2, and the identical many-channel case, section 3.4.1. However, let us first attempt to get a qualitative idea of what the equations are telling us.

Clearly \( K_{ii} = \frac{3}{2} \) marks a transition in the \( i^{th} \) channel. If \( K_{ii} > \frac{3}{2} \) then the disorder is decreasing just as with the other realisations of the disorder problem. The velocities can be solved for with ease, and their values are simply slaved to that of the corresponding Luttinger parameter, as in eq. (3.52).

\[
v_i(l) = \frac{v_i(l = 0)}{K_i(l = 0)} K_i(l) \tag{3.52}
\]

We should also remember that \( K_i > 0, D_i > 0 \) and \( \alpha_2 > 0 \), hence the RG
equations for $K_1, K_2$ and $\alpha_-$ can only bring the values of these parameters closer to zero. The disorder therefore makes the two channels behave more like repulsive fermions by reducing the intra-channel Luttinger parameters, as in the single channel case, and it also strives to reduce the current-current interaction strength regardless of its sign whilst leaving the density-density interactions unaffected.

Each solution to eq. (3.51) is defined by seven parameters and whatever scale we choose to stop the renormalisation at. These parameters are initial conditions $K_{10}^0, K_{20}^0, y_1^0, y_2^0, \beta_0, \alpha_-^0$ and $\alpha_+^0$, where we have defined the ratio of velocities $\beta = \frac{v_2}{v_1}$. The thought of dealing with a seven-dimensional space is somewhat unappealing, however we are fortunate in that three of these parameters are relatively boring.

The results of numerically analysing the RG equations can be seen in figs. 3.3 to 3.10. The algorithm works as follows: for a given initial value of the parameters the system is solved up to $l = 80$ or once either of the disorders becomes too large, the gradient of the disorder is then checked just before the endpoint of the solution to see if it is growing or shrinking, depending upon the gradient the solution is assigned a numerical value. We have four possible outcomes: insulating in both channels, (ii)-phase; insulating in one channel and conducting in the other, (ic)- and (ci)-phases; conducting in both channels, (cc)-phase. The figures show the phases as a function of the two bare intra-channel Luttinger parameters, $K_1^0$ and $K_2^0$.

The ratio of velocities simply biases one channel in favour of the other, as can be seen in fig. 3.4. The higher the initial values of disorder, $y_1^0$ and $y_2^0$, the higher the Luttinger parameter has to be in order for the disorder to become
irrelevant. We can therefore think of the initial disorder values as simply setting a scale, see fig. 3.5. We therefore only need to vary four parameters in order to get a good picture of what the physics is.

As expected for no inter-channel interactions we simply have flat boundaries showing the four possible phases, see fig. 3.3. When density-density interaction are switch on, fig. 3.6, the picture becomes more interesting. We know from eq. (3.19) that the higher the density-density interaction the lower the relevant Luttinger parameter can be for \( K_{ii} = \frac{3}{2} \), the effect of this can be seen as a large enhancement of the (cc)-phase. However what is more interesting is the suppression of the mixed phases close to the simultaneous transition in both channels, more will be said about this later. If one looks at a point where one channel is deep inside its insulating phase, for example \( K_0^0 < 1 \), the boundary between the (ii)- and (ci)-phases is at \( K_1^0 = \frac{3}{2} \) as if the density-density interactions were not there. This can be understood from looking at the RG equations, if we are in a situation where the disorder is relevant in one channel, the corresponding Luttinger parameter (and therefore velocity) is being made increasingly small. In this limit the diagonal element of the Luttinger matrix in the other channel reverts to being the Luttinger parameter once again. Hence far away from the simultaneous transition, density-density interactions are irrelevant.

Current-current interactions effect the system in a somewhat different way, see fig. 3.7. For starters \( \alpha_- \) reduces rather than enhances the (cc)-phase, however the mixed phases are still suppressed close to the simultaneous transition here also. The fact that the current-current interaction is renormalised as well means the behaviour far away from the simultaneous transition is a little dif-
different than in the density-density case. Even if one channel is fairly firmly
localised the current-current interactions still effect the value at which the
other channel has its metal-insulator transition.

When both types of interaction are present, figs. 3.8 and 3.10 we see that
they are in competition with one another. This leaves the (cc)-region largely
unaffected, however the boundaries of the mixed phases are severely altered.
Close to the simultaneous transition they are once again suppressed, and far
way from this point the system behaves as if the density-density interactions
are not there.

Regardless of which parameters we pick, provided there are inter-channel
interactions we see a suppression of the mixed (ci)- and (ic)-phases. In order to
understand this we will now simplify the RG equations, eq. (3.51), close to the
simultaneous transition, \( K_{11} = K_{22} = \frac{3}{2} \), in order to make analytic progress.
To do so we will introduce the matrix \( c \) which parametrises the deviation of
the current-current matrix from its starting value.

\[
V^{-1}(l) = V^{-1}(l = 0) + c(l)
\]

(3.53)

Where \( c = \text{diag}(c_1, c_2) \) is diagonal with the initial values \( c_i(l = 0) = 0 \). Introdu-
cing the diagonal disorder matrix \( D = \text{diag}(D_1, D_2) \) and \( \tilde{K} = \text{diag}(K_{11}, K_{22}) \)
to simplify notations we arrive at eqs. (3.54) and (3.55).

\[
\frac{d}{dl} D = (3 - 2 \tilde{K}) D
\]

(3.54)

\[
\frac{d}{dl} c = 2 \tilde{K} D
\]

(3.55)

We can now parametrise the Luttinger matrix in terms of the \( c \) variables, which
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Figure 3.3: Numerical analysis of eq. (3.51). Here we show the fate of disorder as a function of the two initial values of the intra-channel Luttinger parameters, $K_1^0, K_2^0$. The yellow region: disorder is irrelevant in both channels. Dark region: disorder is relevant in both channels. Muddy region: disorder is irrelevant in the first channel only. Orange region: the disorder survives in the second channel only. The relevance of the disorder is determined by looking at the gradient of the disorder after a long time, $y_i(l_f)$. Here the initial ratio of velocities, $\beta_0 = 1$ and the initial inter-channel interactions are $\alpha_0 = 0$ and $\alpha_+ = 0$. This shows the expected uncoupled behaviour.
Figure 3.4: Same as in fig. 3.3 except for here the initial ratio of velocities, $\beta_0 = 2$ and the initial inter-channel interactions are $\alpha_0^- = 0$ and $\alpha_+ = 0$. The boundaries between conducting and insulating behaviour are shifted by changing the ratio of velocities between the channels. The higher $\beta$ is the larger the value of $K_{1/2}^0$ required to have conducting behaviour.
Figure 3.5: Same as in fig. 3.3 except for here the initial ratio of velocities, $\beta_0 = 1$ and the initial inter-channel interactions are $\alpha_0^- = 0$ and $\alpha_+ = 0$. However the initial disorder in the two channels is different, $D_{1}^0 = 0.01v_1^0$ and $D_{2}^0 = 0.001v_1^0$. The effect of this is to shift the boundaries at which the metal-insulator transitions occur.
Figure 3.6: Same as in fig. 3.3 except for here the initial ratio of velocities, $\beta_0 = 1$ and the initial inter-channel interactions are $\alpha_0^- = 0$ and $\alpha_+ = 0.6$. Positive density-density interactions lower the required value of both Luttinger parameters to arrive at a conducting solution. However the mixed phase is affected quite strongly, once one channel becomes insulating, the other channels begin to behave as if the interactions are switched off. Note the suppression of the mixed phase close to the simultaneous transition, this will be picked up on later.
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Figure 3.7: Same as in fig. 3.3 except for here the initial ratio of velocities, $\beta_0 = 1$ and the initial inter-channel interactions are $\alpha_0^- = 0.6$ and $\alpha_0^+ = 0$. Positive current-current interactions have the opposite effect to density-density interactions close to the transition: the conducting region is suppressed. The fact that $\alpha_-$ is renormalised plays a significant effect on the mixed region. When one channel is deep inside its localised phase, the current-current interaction can still suppress the conductivity in the other channel. Hence the mixed-insulating boundary does not occur at $K_i = \frac{3}{2}$ as in the density-density case.
Figure 3.8: Same as in fig. 3.3 except for here the initial ratio of velocities, $\beta_0 = 1$ and the initial inter-channel interactions are $\alpha^0_0 = 0.6$ and $\alpha_+ = 0.6$. This is the special case of equal current-current and density-density interactions. Close to the simultaneous transition the interactions are in competition, and the size of the conducting region is largely unaffected, however the mixed phase is suppressed as before. Away from the transition the density-density interactions behave as if switched off, and the boundaries are defined by the current-current interactions as in fig. 3.7.
Figure 3.9: Same as in fig. 3.3 except for here the initial ratio of velocities, $\beta_0 = 1$ and the initial inter-channel interactions are $\alpha_0^0 = -0.6$ and $\alpha_+ = 0.6$. Current-Current and density-density interactions of opposite sign reinforce one another, in this case expanding the conducting region. Away from the simultaneous transition the density-density interaction plays little role, as in figs. 3.7 and 3.8.
Figure 3.10: Same as in fig. 3.3 except for here the initial ratio of velocities, $\beta_0 = 1$ and the initial inter-channel interactions are $\alpha_-^0 = 0.6$ and $\alpha_+ = -0.4$. Current-Current and density-density interactions of opposite sign reinforce one another, in this case expanding the conducting region. Away from the simultaneous transition the density-density interaction plays little role, as in figs. 3.7 and 3.8.
is advantageous as we know the transition will take place at $K_{ii} = \frac{3}{2}$, and hence it is the Luttinger matrix itself which we wish to linearise in. We thus now have $K_{ii}(c_1, c_2)$, which we are free to expand for small $c$. We justify the expansion by assuming we start close to the transition, $|K_{ii}(c_1 = 0, c_2 = 0) - \frac{3}{2}| \ll 1$ and therefore neither of the $c_i$’s will be able to deviate very far from their original values.

$$K_{ii}(c_1, c_2) = K_{ii}^{(0)} - \sum_j \kappa_{ij} c_j$$  \hspace{1cm} (3.56)

$$\kappa_{ij} = - \left. \frac{\partial K_{ii}}{\partial c_j} \right|_{c_1=c_2=0}$$  \hspace{1cm} (3.57)

All details of the inter-channel interactions are now included within the $\kappa_{ij}$ parameters. The best way to get an expression for these parameters is to go back to eq. (3.13), and linearise in the Luttinger matrix.

$$K = K_0 + \delta K$$  \hspace{1cm} (3.58)

$$K_0 = \frac{3}{2} \begin{pmatrix} 1 & k \\ k & 1 \end{pmatrix}$$  \hspace{1cm} (3.59)

We naturally take the diagonal elements of the Luttinger matrix as being close to $\frac{3}{2}$ however the only restriction on the off-diagonal element is that the Luttinger matrix remains positive-definite, $|k| \leq 1$. We may now combine eqs. (3.13), (3.53) and (3.58) to arrive at a convenient equation for $\delta K$, eq. (3.60).

$$V_0^{-1} \delta KK_0^{-1} + K_0^{-1} \delta KV_0^{-1} = - c$$  \hspace{1cm} (3.60)
The correction to the Luttinger matrix which solves this equation is given in eq. (3.61) where $\tau = i\hat{\sigma}_y$.

$$\delta K = -\frac{1}{2} V_0 [c + \omega \tau] K_0$$  (3.61)

The unknown parameter $\omega$ can be straightforwardly found using the condition that the correction to the Luttinger matrix must be symmetric, $\text{tr}(\tau \delta K) = 0$.

$$\omega = \frac{1}{T} \text{tr}(\tau V_0 c K)$$  (3.62)

$$T = -\text{tr}(\tau V_0 \tau K)$$  (3.63)

$$= \frac{3}{2} (V_{11}^2 + V_{22}^2 - 2kV_{12}^2) > 0$$  (3.64)

We need simply take the derivative of eq. (3.61) with respect to the appropriate $c_j$ to arrive at $\kappa_{ij}$, the results of which are in eqs. (3.65) and (3.67).

$$\kappa_{ii} = \frac{1}{T} \left[(1 - k^2)V_{ii}^2 + \det(V)\right] \geq 0$$  (3.65)

$$\kappa_{12} = \kappa_{21}$$  (3.66)

$$= \frac{1}{T} \left[(1 - k^2)V_{12}^2 + k^2 \det(V)\right] \geq 0$$  (3.67)

These parameters are all positive, and contain all the information about the inter-channel interactions. We are now in a position to rewrite the RG equations in a form similar to the single channel case, eq. (2.104).

$$\frac{dy_i}{dl} = x_i y_i,$$  \hspace{1cm}  $$y_i(l = 0) = \sqrt{\frac{3}{2}} D_i^0$$  (3.68)

$$\frac{dx_i}{dl} = \sum_{j=1,2} \kappa_{ij} y_j^2,$$  \hspace{1cm}  $$x_i(l = 0) = -\delta_i$$  (3.69)
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Where $x_i$ is given in eq. (3.70), $y_i = \sqrt{\frac{3}{2} D_i}$, and $\delta_i$ is the detuning from the transition in the $i^{\text{th}}$ channel, eq. (3.71).

\[
x_i = \sum_j \kappa_{ij} c_j - \delta_i \tag{3.70}
\]

\[
\delta_i = K^{(0)}_{ii} - \frac{3}{2} \tag{3.71}
\]

One should stress that eqs. (3.68) and (3.69) are only valid for a system where both channels are close to the metal-insulator transition, that is to say both $\delta_1, \delta_2 \ll 1$. We have now recast the two-channel disorder problem into a set of coupled BKT equations, as such the analysis on these BKT equations done previously will be of some use. It is worth stating that the correspondence to the BKT transition is largely mathematical and a detailed discussion of the BKT transition is beyond the scope of this thesis.

When inter-channel interactions are switched off we were able to map the RG equations onto a particle in an attractive one dimensional exponential potential. The effect of the interactions is to firstly put the particle into a two dimensional potential, but also to couple the velocities such that we have a ‘tensor mass’, $m$. This can be seen in eqs. (3.72) to (3.74), where the positions are related to the disorder by $y_i = e^{q_i}$. 
CHAPTER 3. MULTI-CHANNEL LUTTINGER LIQUIDS

\[ L = \frac{1}{2} \dot{\vec{q}} \cdot \vec{m} \cdot \dot{\vec{q}} - U(\vec{q}) \]  \hspace{1cm} (3.72)

\[ U(\vec{q}) = -\frac{1}{2} \sum_i e^{2q_i} \]  \hspace{1cm} (3.73)

\[ \vec{m} = \begin{pmatrix} m_1 & -m \\ -m & m_2 \end{pmatrix} = \kappa^{-1} \]  \hspace{1cm} (3.74)

This Lagrangian has an associated Hamiltonian which is conserved. Note that in the uncoupled scenario, the Lagrangian decomposes into one for each channel, \( L = \sum_i L_i \), each with their own conserved energy \( E_i \). The coupling therefore reduces the number of integrals of motion from two to one, vastly complicating things. The conserved total energy, \( E \), is given by eq. (3.75) and the no longer conserved ‘energies’ of the individual channels, \( E_i \), by eq. (3.76).

\[ E = \frac{1}{2} \dot{\vec{q}} \cdot \vec{m} \cdot \dot{\vec{q}} - \frac{1}{2} \sum_i e^{2q_i} \]  \hspace{1cm} (3.75)

\[ E_i = \frac{1}{2} m_i \dot{q}_i^2 - \frac{1}{2} e^{2q_i} \]  \hspace{1cm} (3.76)

As the number of conserved quantities is reduced, we are unable to construct analytic solutions as with the uncoupled system, (eqs. (2.107) and (2.109)), however if we assume weak inter-channel coupling, \( m \ll 1 \), we can get a perturbative picture in which the individual channel energies change adiabatically.
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This adiabatic solution is given by eq. (3.77).

\[ D_i(l) = e^{2\eta_i(l)} = \frac{m_i k_i^2(l)}{\sinh^2(\theta(l))} \tag{3.77} \]

\[ \theta_i(l) = \int_0^l dl' k_i(l') + \chi_i \tag{3.78} \]

\[ E_i = \frac{1}{2} m_i k_i^2(l) \tag{3.79} \]

Where the definition of \( \chi \) follows eqs. (2.108) and (2.110). Clearly the sign of the energy has a massive effect upon the character of the solution, and as the energy is no longer conserved we have to be careful. For instance if we start off with positive energy in a particular channel, the energy change may be significant enough for the channel energy to become negative forcing us to switch to the insulating solution.

We can use the conservation of the total energy to construct equations for how the energy changes in each channel, given in eq. (3.80).

\[ \dot{E}_i = m \dot{q}_i \ddot{q}_{-i} \tag{3.80} \]

Here the notation \(-i\) is to be read as not \(i\). As the change in channel energy is already linear in the inter-channel coupling, \(m\) we may simply use the non-interacting solutions of eqs. (2.107) and (2.109) and still be accurate to linear order in the coupling.

One can see from the Lagrangian that \(\ddot{q}_i = \kappa_{ij} e^{2\eta_j} \geq 0\) for all classes of solution. Therefore the sign of \(\dot{q}_i\) will give us valuable clues as to what is happening in the weak coupling regime. When dealing with the positive energy conducting solution, we have \(\dot{q}_i \leq 0\), whereas the negative energy insulating
solution also starts with $\dot{q}_i \leq 0$ before turning positive as it begins to diverge.

Let us start by first analysing the insulating solutions. In this case both channels will start with negative energy, and $\dot{q}_i \leq 0$ until the minimum is reached. In the particle language the minima correspond to when the particle’s momentum in each direction runs out, leaving the particle nowhere to go but down the potential resulting in localisation. Negative energy solutions therefore acquire a negative energy shift, meaning insulating solutions remain stable in the face of inter-channel coupling. This can be seen in fig. 3.11.

Positive energy solutions also acquire a negative energy shift, this can be seen in fig. 3.12. Even if both channels start with positive energy, which would naively mean a conducting solution, the negative energy shift could be sufficient enough to force one or both channels into the insulating phase. Hence the boundary of the (cc)-phase is shrunk due to the inter-channel coupling.

The mixed (ic)– and (ci)–phases are also of interest. We have thus far ignored the role of $\ddot{q}-i$ in eq. (3.80) thinking of it only as positive, however its effects are significant when considering the mixed phase. Let us take an example where channel two starts in the insulating phase, and channel one in the conducting phase, we know initially both channels acquire a negative energy shift. This on its own may be enough to force both channels into the insulating phase as discussed above, however something interesting happens even if this initial shift is not enough. As $\ddot{q}-i \propto e^{2q-i}$ as channel two begins to diverge the second derivative is enhance exponentially, and as such the negative energy shift in channel one also grows exponentially. This can be seen in figs. 3.12 and 3.13 where as soon as one channel starts to diverge, the other is dragged along into the insulating phase. For this reason the mixed
phases do not survive, which is in good agreement with the numerics as seen in figs. 3.3 to 3.10 where we saw the suppression of the mixed phase close to the simultaneous transition.

This concludes our analysis of disorder in multi-channel Luttinger liquids. We derived the RG equations, eqs. (3.34) to (3.36), using the Luttinger matrix formalism to capture the effects of inter-channel interactions. These equations were analysed in two realisations of the MLL: a bravais lattice of identical channels, and two distinct channels. The identical channel case reduced to a BKT transition just as with a single channel where the inter-channel coupling shifts the boundary between the conducting and insulating phases.

The distinct two-channel model proved more varied. We arrived at the somewhat complicated RG equations in terms of the intra-channel parameters, eq. (3.51), which we analysed numerically. Inter-channel interactions of the density-density type reduce the required values of the intra-channel Luttinger parameters to arrive at the (cc)–phase. This was to be expected from looking at the definition of the Luttinger matrix, eq. (3.19), as it is the diagonal elements of this matrix which appear in the RG equations rather than the intra-channel parameters. The behaviour of the mixed (ci)– and (ic)–phases is more unusual, close to the simultaneous transition the mixed phases are highly suppressed, whereas away from the simultaneous transition the mixed phase boundary behaved as if there were no density-density interactions at all.

Current-current interactions result in rather different behaviour, the boundary of the (cc)–phase takes place when both $K_i > \frac{3}{2}$ and hence the system has to behave more like attractive fermions in order to not localise. Away from the simultaneous transition, unlike with density-density interactions, current-
Figure 3.11: Diagram showing the different phases of a two-channel Luttinger liquid. The colours correspond to the three different possibilities in the uncoupled case. Green (I): (cc)--phase, both channels having positive energy. Amber (II): (ic)--phase, where energy is positive in one channel, but negative in the other. Red (III): (ii)--phase, energy is negative in both channels. The trajectories are numerical solutions to the coupled BKT RG equations. Dashed and dotted lines correspond to channel 1 and 2 respectively. Trajectories starting in the (ii)--phase remain in the (ii)--phase. Adapted from ref. [36].
Figure 3.12: See fig. 3.11 for details. Two pairs of trajectories are shown here: those starting with circles are deep in the conducting phase, and the negative energy shift from the coupling is insufficient to change the system qualitatively; the square trajectories also both start with positive energy, however they are much closer to the boundary and the negative energy shift drags channel 1 into the insulating phase, which in turn forces channel 2 to go insulating as well. Adapted from ref. [36]
Figure 3.13: See fig. 3.11 for details. The trajectories here start in the non-interacting mixed phase, channel 1 has negative energy but channel two positive. As channel 1 begins to diverge, channel 2 is taken into the insulating region as well. This shows how the mixed (ic)–phase is suppressed close to the simultaneous transition. Adapted from ref. [36]
current interactions still take effect, this is due to the fact that they too are renormalised. However, close to the simultaneous transition the mixed phase is suppressed in this instance as well.

We analysed the system close to the simultaneous transition, where the RG equations reduced to a coupled set of BKT equations, eqs. (3.68) and (3.69). The individual channel ‘energy’ is no longer conserved due to the coupling. Both channels were found to acquire a negative energy correction when starting in the conducting phase, as well as initially in the insulating phase. This negative energy correction causes the (cc)–phase to shrink with respect to the uncoupled version, and to destroy the mixed (ic)– and (ci–)phases in agreement with the numerics.
Chapter 4

Conclusions

In this thesis we have given an overview of the one dimensional physics covered by Luttinger liquid theory. The scope of the Luttinger liquid to describe one dimensional systems is vast; whether we are dealing with fermions, bosons or phonons all can be described in terms of a Luttinger liquid. We showed that repulsive fermions, with Luttinger parameters $K < 1$ favour a charge density wave (CDW) quasi-order and these waves tend to pin on impurities, blocking conductivity. When dealing with continuous disorder this threshold interaction strength is pushed into the attractive fermion regime, $K < \frac{3}{2}$.

The prevailing question in this thesis was ‘how do many coupled Luttinger liquids respond to disorder’. Using the standard disorder averaging technique we arrived at a generic set of renormalisation group (RG) equations, eqs. (3.34) to (3.36), which describe a multi-channel Luttinger liquid where the interactions could be of a density-density type or, more novelly, a current-current type. We find that as well as the usual renormalisation of disorder strength, Luttinger parameters, and effective velocities, interactions of the current-current...
type are also renormalised.

The RG equations were analysed with two specific models in mind. The first, covered in section 3.4.1, was the case of a Bravais lattice of identical channels. As the channels were identical, the metal-insulator transition would take place at the same Luttinger parameter in each channel. Zooming into this simultaneous transition the RG equations could be cast into a Berezinskii–Kosterlitz–Thouless (BKT) form, and solved exactly. The interactions between channels do indeed move the position of the metal-insulator transition, with density-density interactions pushing the transition to lower values of the Luttinger parameter, and current-current interactions forcing $K$ to be higher.

The second case was of two distinct channels, which could have any physical origin. We derived explicit RG equations in terms of the original intra-channel parameters, eq. (3.51), which were analysed numerically. The numerics showed how density-density interactions expanded the phase where both channels were metallic, the (cc)–phase, and how current-current interactions shrunk this phase. They also showed how away from the boundary of the (cc)–phase the density-density interactions had minimal effect, and each channel behaves as if independent. Current-current interactions do, however, survive away from this boundary so even if one channel is firmly insulating the metal-insulator transition in the other channel will still have a shifted boundary.

Interestingly close to the simultaneous transition in both channels, the mixed (ic)– and (ci)–phases were heavily suppressed. We again zoomed into this point, this time allowing the problem to be cast as a coupled set of BKT equations. In the absence of coupling each channel has an associated conserved integral of motion, analogous with the energy of a particle in an exponential
well. The coupling destroys this integrability in each channel, leaving only a single global conserved ‘energy’ insufficient to solve the problem. We demonstrated that the coupling between channels generates a negative ‘energy’ shift in each channel, this shift favours the insulating phase. Once one channel goes insulating, the ‘energy’ shift in the other channel is enhanced, resulting in a suppression of the mixed phase. These results are presented in ref. [36].

An obvious extension to this work would be to combine the two cases considered. That is to say, rather than considering a lattice of identical sites, have a periodic array of two inequivalent channels. In this case we would have a two by two Luttinger matrix indexed by a lattice momentum $\vec{q}$. Examples of such a system could be a bundle of nanowires where each wire has two spin species or a situation where each channel has an electronic and a phononic degree of freedom.

Another potentially interesting path would be to consider correlated disorder, the present considerations explicitly exclude correlations between the disorder in differing channels. This is justified when thinking about disorder in, for instance, separate nanowires brought close to one another. However, if the two channels concerned were something akin spin and charge degrees of freedom it is not hard to envisage something which backscatters both charge and spin excitations.

As a final extension, one could consider different types of coupling rather than just density-density, and current-current couplings. This is definitely possible in the context of electron-phonon interactions, for instance magnetic fields couple the transverse phonons of a nano-wire to the current in the wire through the Lorentz force [2, 65]. Rather than coupling the gradient of the lat-
tice displacement to the current such a system couples the lattice displacement directly to current field. In the MLL language such a coupling would be of the form given in eq. \((4.1)\).

\[
S_{\text{ext}} = \int d\xi g_{\text{ext}} \phi_i \partial_x \phi_j
\]  

\(4.1\)

Such a coupling would require some sort of mass term, in the case of magnetic field coupling, this would originate from the back-reaction of the field generated by the induced current, namely the cyclotron frequency. It may be possible to generalise this to include capacitive coupling, which is a highly accessible experimental scenario in the form of carbon nanotube electro-mechanical resonators\[57, 62\]. Coupling the mechanical and electrical degrees of freedom of a nanotube has also proved to be highly tunable\[6\], if this could be combined with considerations of disorder it raises the possibility of applications in the field of nano-electronics.
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Appendix A

Jacobian

This appendix is dedicated to deriving the expression for the Jacobian used in section 2.3 when deriving the bosonised form of the Luttinger liquid action.

The action we start off with is that of the Tomonaga Luttinger model for right and left moving fermions,

\[
S[\bar{\psi}, \psi, \varphi] = \sum_{\eta = R, L} \left[ \bar{\psi}_\eta \circ i \partial_\eta \psi_\eta + \varphi_\eta \circ \bar{\psi}_\eta \psi_\eta \right], \tag{A.1}
\]

\[
\partial_\eta = \partial_t + v_f \partial_x. \tag{A.2}
\]

The notation \(\circ\) is shorthand for integrating over the variables. Here \(\varphi_\eta\) is a bosonic field coupled to the chiral density. This bosonic field can be thought of as a density source field, which is taken to zero at the end of the calculation, or else as a Hubbard-Stratonovich field which removes the interaction term. Either way, the purpose of \(\varphi\) is simply to show how the density operator behaves...
under the bosonisation procedure. We perform the gauge transformation:

\[ \psi_\eta \rightarrow \psi_\eta e^{i\theta_\eta}, \quad (A.3) \]

\[ \bar{\psi}_\eta \rightarrow \bar{\psi}_\eta e^{-i\theta_\eta}. \quad (A.4) \]

Here \( \theta_\eta \) are the gauge fields. The action naively transforms into

\[ S[\bar{\psi}, \psi, \varphi, \theta] = \sum_\eta \left[ \bar{\psi}_\eta \circ (i\partial_\eta - \partial_\eta \theta_\eta) \psi_\eta + \varphi \circ \bar{\psi}_\eta \psi_\eta \right]. \quad (A.5) \]

However the partition functions must be equal after the transformation, we use this equality to solve for the Jacobian, \( J[\theta] \),

\[ \int \mathcal{D} [\bar{\psi}, \psi] e^{iS[\bar{\psi}, \psi, \varphi]} = \int \mathcal{D} [\bar{\psi}, \psi] J[\theta] e^{iS[\bar{\psi}, \psi, \varphi, \theta]}. \quad (A.6) \]

As the integrals on both sides of the equation are perfectly Gaussian they can be readily performed. This leads to,

\[ \prod_\eta \det(i\partial_\eta + \varphi_\eta) = \prod_\eta J_\eta[\theta_\eta] \det(i\partial_\eta - \partial_\eta \theta_\eta + \varphi_\eta), \quad (A.7) \]

where we have decomposed the Jacobian into a product of two Jacobii, one for each chirality. We can use the identity \( \log \det(M) = \text{tr} \log(M) \) to arrive at the expression:

\[ J_\eta(\theta_\eta) = e^{\text{tr} \log(i\partial_\eta + \varphi_\eta) - \text{tr} \log(i\partial_\eta - \partial_\eta \theta_\eta + \varphi_\eta)} \]

\[ = e^{\text{tr} \log(1 + g_\eta \circ \varphi_\eta - \varphi_\eta)} - \text{tr} \log(1 + g_\eta (\varphi_\eta - \partial_\eta)). \quad (A.8, A.9) \]
where we have introduced the Green’s function defined by
\[ i \partial_{\eta} g_{\eta}(\xi - \xi') = \delta(\xi - \xi'). \]
We can expand the logarithms, this is useful as this particular Green’s function has the useful property that,

\[ \text{tr}((g_{\eta}\vartheta)^n) = 0, \quad \text{if } n > 2. \quad (A.10) \]

The \( n = 1 \) contribution is a global one, and as such is cancelled by the ionic background coming from the lattice. We therefore only need to consider the \( n = 2 \) terms leading to:

\[ \log(J_{\eta}) = -i \frac{\eta}{4\pi} \partial_{\eta} \theta_{\eta} \circ \partial_x \theta_{\eta} + i \varphi \circ \frac{\eta}{2\pi} \partial_x \theta_{\eta}. \quad (A.11) \]

This gives the term quadratic in the gauge fields, which is essentially the bosonic form of the Luttinger liquid action, the term linear in \( \varphi \) tells us how the chiral densities transform under the bosonisation procedure.
Appendix B

List of Correlations

The purpose of this appendix is to provide a list of the basic Luttinger liquid correlation functions. The correlators will be given in the Matsubara formalism, however one can analytically continue using $\tau \to it + \delta \text{sgn}(t)$. The correlations of the bosonic fields are given by eqs. (B.1) to (B.3).

\[
\langle \theta(q, i\omega_n) \theta(k, i\epsilon_n) \rangle = \frac{\pi vK}{\omega^2_n + v^2 q^2} 2\pi \beta \delta_{\omega_n, -i\epsilon_n} \delta_{k-q} \tag{B.1}
\]

\[
\langle \phi(q, i\omega_n) \phi(k, i\epsilon_n) \rangle = \frac{\pi K}{\omega^2_n + v^2 q^2} 2\pi \beta \delta_{\omega_n, -i\epsilon_n} \delta_{k-q} \tag{B.2}
\]

\[
\langle \theta(q, i\omega_n) \phi(k, i\epsilon_n) \rangle = -\frac{\pi \omega_n}{\omega^2_n + v^2 q^2} 2\pi \beta \delta_{\omega_n, -i\epsilon_n} \delta_{k-q} \tag{B.3}
\]

As the fermionic fields are related to the bosonic fields via an exponential, $\psi \sim e^{i\theta}$, we often need the average of the exponential of the field. For fields averaged with respect to a Gaussian action there is a tremendously useful identity given by eq. (B.4) which is derived using Wick’s theorem.

\[
\langle e^{i(\theta_i - \theta_j)} \rangle = e^{-\frac{1}{2} \langle (\theta_i - \theta_j)^2 \rangle} \tag{B.4}
\]
APPENDIX B. LIST OF CORRELATIONS

Hence it is useful to have the following to hand.

\[
\langle (\theta(x, \tau) - \theta(0, 0))^2 \rangle = \frac{1}{\beta} \sum_{\omega_n} \int \frac{dq}{2\pi} \left(2 - 2 \cos(xq + \tau \omega_n)\right) \frac{\pi v K}{\omega_n^2 + v^2 q^2} \quad (B.5)
\]

\[
= 2\pi v K \int \frac{dq}{2\pi} \left[\frac{2f_B(vq)(1 - \cos(qx) \cosh(\tau vq))}{2vq} + \frac{1 - \cos(qx)e^{-|\tau|vq}}{2vq}\right]
\]

\[
= K \int_0^\infty dq e^{-aq} \left[\frac{2f_B(vq)(1 - \cos(qx) \cosh(\tau vq))}{q} + \frac{1 - \cos(qx)e^{-|\tau|vq}}{q}\right]
\]

\[
= \frac{K}{2} \log \left(\frac{\beta^2 v^2}{\pi^2 \alpha^2} \left(\sinh^2 \left(\frac{\pi x}{\beta v}\right) + \sin^2 \left(\frac{\pi \tau}{\beta}\right)\right)\right) \quad (B.7)
\]

\[
\tau \to 0 \Rightarrow \frac{K}{2} \log \left(\frac{x^2 + (v|\tau| + \alpha)^2}{\alpha^2}\right) \quad (B.8)
\]

Where we introduced the ultraviolet cut-off \(\alpha \ll \sqrt{x^2 + v^2 \tau^2}\). The corresponding \(\phi\) correlation can be obtained by the usual \(K \to \frac{1}{K}\). The mixed correlator is given by:

\[
\langle \theta(x, \tau) \phi(0, 0) \rangle = -\frac{i}{2} \int_0^\infty dq \frac{e^{-aq}}{q} \left[\sin(qx \text{sgn}(\tau))e^{-vq|\tau|} - 2f_B(vq) \sin(qx \text{sgn}(\tau)) \sinh(vq|\tau|)\right]
\]

\[
= -i \arg \left(\frac{\beta v}{\pi} \left(\tan \left(\frac{\pi (v|\tau| + \alpha)}{\beta v}\right)\right) + i \tanh \left(\frac{\pi x}{\beta v}\right)\right) \quad (B.10)
\]

\[
\tau \to 0 \Rightarrow -\frac{i}{2} \arg(\alpha \text{sgn}(\tau) + v\tau + ix) \quad (B.11)
\]

\[
\tau \to 0 \Rightarrow -\frac{1}{2} \log \left(\frac{(\alpha \text{sgn}(\tau) + v\tau + ix)}{\sqrt{(\alpha + v|\tau|)^2 + x^2}}\right) \quad (B.12)
\]
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