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Abstract

Modern real world optimisation problems are increasingly becoming large scale. However, searching in high dimensional search spaces is notoriously difficult. Many methods break down as dimensionality increases and Estimation of Distribution Algorithm (EDA) is especially prone to the curse of dimensionality. In this thesis, we device new EDA variants that are capable of searching in large dimensional continuous domains. We in particular (i) investigated heavy tails search distributions, (ii) we clarify a controversy in the literature about the capabilities of Gaussian versus Cauchy search distributions, (iii) we constructed a new way of projecting a large dimensional search space to low dimensional subspaces in a way that gives us control of the size of covariance of the search distribution and we develop adaptation techniques to exploit this and (iv) we proposed a random embedding technique in EDA that takes advantage of low intrinsic dimensional structure of problems. All these developments avail us with new techniques to tackle high dimensional optimisation problems.
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Introduction

1.1 Context of the work

The field of optimisation is very important and it has applications in lots of disciplines. In our day to day life, we try to optimise things. For example, if we want to move from one destination to another, we find the shortest path. If we want to invest money, we look for those instruments with minimal risks and high gains. Therefore, the process of optimisation can be thought of as making best use of resources under given constraints. Optimisation can be defined as the procedure or procedures used to make a system or design as effective or as functional as possible. Optimisation helps us to improve quality of decision making. It has applications in Engineering, Business, Economics, Science, Military planning, just to name a few. We may not take it as an exaggeration if one says that in everything we do, we try to optimise.

Evolutionary computation which is a subfield of artificial intelligence refers to a group of algorithms inspired from the Darwinian theory of natural evolution. Methods such as genetic algorithms, evolutionary strategies, particle swarm optimisation, and so on, apply
concepts similar to those controlling biological organisms, such as selection and reproduction to solve computing problems. Considering their triumph at finding the global optimum of intricate objective functions, with a good solution quality, evolutionary techniques are often seen as optimisation tools. Evolutionary algorithms (EAs) change a population of candidate solutions over time to a given optimization problem using two operators: selection and variation. Selection introduces a pressure directed toward very good solutions, whereas variation makes sure there is an exploration of the search space of all likely good solutions. Two variation operators are customary in evolutionary and genetic computation: (1) crossover and (2) mutation. The former creates new candidate solutions by combining bits and pieces of promising solutions, whereas the later introduces slight perturbations to promising solutions for exploration of immediate neighbours.

There are different categories of optimisations such as Mathematical Optimisation and heuristic optimisation. Mathematical optimisation only deals with very specific problem types, while on the other hand search heuristics like evolutionary computation work in a black box manner [73]. The latter do not have the guarantees that the mathematical optimisation has, but are less specialised and often work sufficiently well on a wider range of functions. In this research, we are concerned with a heuristic optimisation approach known as Estimation of Distribution Algorithms (EDAs). EDAs build a probabilistic model of fittest individuals and sample from the built model to generate new individuals with the hope of getting improved solutions (See Chapter 2 for more detailed explanation of EDAs). We focus on continuous valued search spaces. We will study a specially commonly used type of unconstrained optimization problem called the box constraint optimisation because it is important, relevant in practice and far from being solved as evident in the annual competitions, such as the one held at Congress of Evolutionary Computation (CEC).
We shall be looking at only minimization problems since maximization problems can be changed to minimization problems by negating the signs of their objective functions. Formally, the mathematical formulation of an optimisation problem for a box constrained type is of the form:

$$\min_{x \in S} f(x)$$

where $S \subset \mathbb{R}^n$, $S = [a_1, b_1] \times [a_2, b_2] \times \cdots \times [a_n, b_n]$.

$x \in S$, $S$ is called search space, $a_1 < b_1$, $a_2 < b_2 \ldots$ are given constants and are real values. $f$ is the objective function we want to minimise.

Heuristic search techniques are stochastic optimisation strategies that hope to make candidate solutions better at each iteration, using a fitness function as a guide. Most of the current techniques don’t do well when the problems involve interacting variables and at high dimensions. Presently there are techniques that are able to solve some of the problems encountered in large scale continuous optimisation including problems of dimension of up to 1000. Although successes have been registered in some of the recent techniques, there are still room for improvements in some of them as you will see shortly.

1.2 Motivation

The manner in which evolutionary computation methods like Evolutionary Algorithms (EAs) work depends on operators such as, cross over and mutation and various parameters. Here, the operators of crossing and mutating don’t guarantee the preservation of the building blocks. One remedy to the above problems associated with GAs is to replace the traditional genetic operators by building a model of selected good solutions, and generating a new population of candidate solutions using the model with the expectation of
improved solution quality. When the built model is a probability distribution, such type of evolutionary algorithms go by the name of Estimation of Distribution Algorithms (EDAs).

EDA addresses a broad class of optimization problems via the learning of explicit probabilistic models of promising candidate solutions and sampling from the built models to generate new candidate solutions. By taking in two concepts of Genetic and Evolutionary Algorithm, like population based search, and exploration through combining good solutions and one from machine learning such as the Probabilistic model estimation, EDA can explore a lot of regions in the search space and enables the use of extremely thorough and careful statistical modeling and sampling techniques to discover and exploit regularities for better exploration. By these incorporations, EDA can solve many challenging problems and can perform significantly better than standard Genetic, Evolutionary and other optimisation techniques.

We are interested in EDA because it has features that other Evolutionary Algorithms (EAs) don’t have. For example, it builds a probabilistic model of the search space which provides a better understanding of the problem domain. Higher modelling cost may bring benefit of fewer evaluations or better solution quality. EDA achieves a better and more rigorous theoretical analysis of the evolutionary process than the GA [49]. EDA’s parameters can also be analyzed to understand the structure of the problem. There are lesser and easier parameters to be set in EDAs than in the GAs. With a rigorous analysis of these parameters, we can improve the ability of EDA to efficiently guide the search for the optimum. EDA is chosen in this research due to its increasing applications to real life problems. We can apply EDA to reconstruct images in image recognition. We can use it in Gene expression analysis and in high dimensional data analysis. EDA is known to be remarkably successful in low dimensional problems but prone to the curse of
dimensionality in larger problems. There are a number of factors that are responsible for EDAs bad performances in large scale problems, namely the exponential growth of the search space of a problem as the number of decision variables increase, the change in the properties of the search space as the dimensionality of the problem increases (e.g the case of rosenbrock) [76], the high cost of evaluating large scale problems as typical of many real world problems [51],[43], [53] and the interactions between decision variables. Since the main difference between EDA and other Evolutionary and Genetic Algorithms lies in the model estimation of the fittest individuals, the main and most notable challenge for further research in EDA area lies in the model estimation in EDA for high dimensional problems [46],[22]

In this thesis, we tasked ourselves to mitigate the curse of dimensionality associated with EDA in order to scale it up to large scale problems. In particular, we shall be making use of techniques that we will borrow from random matrix theory to scale some EDA up to large scale problems. In so doing, we will make EDA better explore the high dimensional search space with a balance of exploration and exploitation. We shall also utilise the notion of effective dimension of certain class of problems with special structure to remedy EDA susceptibility to the curse of dimensionality.

1.3 Research Questions

In most EDA methods, Gaussian distribution is used as the search operator to provide a probabilistic model of the fittest individuals. However, research has established that Gaussian EDA is prone to premature convergence when its parameters are estimated using the maximum likelihood estimation (MLE) method [49]. One of the promising lines of work in addressing the premature convergence associated to Gaussian was the replacement of Gaussian distribution with a Cauchy distribution in a univariate setting [86]. In this way, the methods will be able to escape the premature convergences due to
the ability of Cauchy to make long jumps, thus achieving a better performance. However, some researchers found Cauchy not doing well in high dimensions in comparison with Gaussian. Therefore, we would like to know the answers to the following questions during the course of this PhD work:

1. (a) Will the finding in the previous work of replacing Gaussian search distribution with Cauchy search distribution in univariate setting hold in the multivariate case?
   (b) Can we resolve the controversy surrounding the use of Cauchy search distribution as an alternative search distribution to Gaussian, particularly in high dimensional problems?

   A recent method scaled up EDA to high dimensions by employing a technique borrowed from random matrix theory called random projection in an ensemble manner. This method is called Guassian random projection ensemble EDA (RP-Ens-EDA). In this method, there is a random projection matrix parameter whose entries are drawn i.i.d from a Gaussian distribution to project the points down to low dimensions. We would like to extend this method to generate the entries of the random projection matrices from a heavy-tailed distribution again instead of the commonly used Gaussian or sub-Gaussian to strike a balance between the exploration and exploitation of the search process by controlling the size of the covariance matrix. Therefore, we would like to know the answer to the following question during the course of this PhD work:

2. Can we improve the performance of Gaussian Random Projection Ensemble EDA (RP-Ens-EDA) by employing heavy tailed random matrices to control the size of the covariance in order to balance exploration and exploitation of the search process?

Large scale optimisation is very challenging and it limits the usefulness of problems in practice. However, there are problems that are high dimensional but can possibly be
represented in low dimension [18]. Also It has been noted from research that in certain classes of functions most decision variables don’t impact significantly on the objective function. Such functions are said to have low intrinsic dimensionality. We want to utilise the structure of functions with intrinsic dimension by employing random embedding technique to scale up Estimation of Distribution Algorithms (EDA) for problems with low intrinsic dimension. Therefore, we would like to know the answer to the following question during the course of this PhD work:

3. Can we devise a method that exploits intrinsic dimension without knowing the influential subspace of the input space, or its dimension, by employing the idea of random embedding to mitigate the curse of dimensionality associated with EDA?

1.4 Contributions

The main contributions of this thesis are summarised as follows:

1. We were able to extend the promise of using Cauchy search distribution in univariate EDA to multivariate setting in chapters 3 and 4.

2. We have also resolved the controversy around the use of Cauchy search distribution and its merits relative to the Gaussian, in high dimensional problems in chapter 4 since employing heavy tailed search distribution, such as a Cauchy is found to make EDA better explore a high dimensional search space while also being found that Cauchy search distributions is less effective than Gaussian search distributions in high dimensional problems.

3. In chapter 5, we extend a recently proposed random projections (RP) ensemble based approach by employing heavy tailed random matrices, which achieved a flexible means of balancing exploration and exploitation of the search process.
4. In chapter 6, we used random embedding technique to remedy the curse of dimensionality associated with the plain EDA specifically when intrinsic dimension of the problem is low.

1.5 Publications

During the course of this PhD work, the following peer-reviewed papers have been published in conference proceedings and workshops. The following technical report was also written:

**Published Refereed Conference Papers**


- M.L. Sanyang and A. Kaban. REMEDA: Random Embedding EDA for optimising
functions with intrinsic dimension. In proceeding of the 14-th International Conference on Parallel Problem Solving from Nature (PPSN XIV), 17-21 September, Edinburgh, Scotland, (2016). **Nominated for Best Paper Award.**

**Published Refereed Workshop Paper**


**Technical Report**


### 1.6 Thesis Outline

This thesis consists of 7 chapters which are organised as follows. Chapter 2 presents the essential background, basic concepts of EDA and existing work in the area of high dimensional continuous EDA methods.

Chapter 3 presents the extension of the use of Cauchy distribution as an alternative search distribution to blend together the advantages of multivariate modelling with the ability of escaping early convergence to efficiently explore the search space.

Chapter 4 focuses on resolving the controversy around the merits of using Cauchy search distribution as opposed to the use of Gaussian search distribution in optimization, particularly in EDA optimization.
Chapter 5 proposes an extension of a recently Random Projection Ensemble EDA method by generating the entries of the Random Projection Matrices I.I.d from a heavy tailed distribution (t-Distribution in this case) instead of generating the entries from the commonly used Gaussian or sub-Gaussian. The use of t-distribution may look surprising from the perspective of random projections; however we show that the resulting high dimensional ensemble covariance is enlarged when the degree of freedom parameter is lowered, which may facilitate exploration and escape early convergence, while still maintaining the focus of the search.

Chapter 6 presents a framework that utilizes the random embedding technique in Estimation of Distribution Algorithm to scale it up by exploiting the intrinsic dimension of problems whereby the search takes place in a much lower dimensional space than that of the original problem. This framework is suited for large scale problems that take a large number of inputs but only depend on a few linear combinations of them.

Chapter 7 summarises the main findings of this thesis and gives conclusions of the proposed work with outlooks for future work.
CHAPTER 2

Basic concepts, background and review of heuristic Optimisation

2.1 Notations and their descriptions

\( D \) The Ambient dimension of problems.
\( N \) Population Size.
\( \theta \) Correlation threshold that divided weak and strongly dependent variables.
\( \tilde{N} \) Number of selected/fittest individuals.
\( \text{runs} \) Number of runs.
\( \text{MaxBudget} \) Maximum number of function evaluations.
\( f \) Fitness function.
\( X \) Represents individuals/Decision vector.

\( S \) Represents the search space.

\( g \) Denotes generation/iteration.

\( P \) Represents the populations of individuals.

\( p^{Sel} \) Set of Selected/fittest individuals.

\( p^{new} \) Newly sampled population.

\( R \) Random projection Matrix

\( A \) An \( N \times D \) Matrix.

\( y \) A point/newly sampled individual.

\( x \) An element of the decision vector, \( X \).

\( \Sigma \) Covariance Matrix.

\( \mu \) Mean.

\( \sigma \) Standard deviation.

\( M \) Represents a probabilistic model.

\( X_{new} \) Newly sampled vector.

\( d_i \) Denotes the intrinsic dimension of problem.

\( d \) Denotes the internal dimension, such that \( D > d > d_i \).

### 2.2 Heuristic Optimization in Continuous Domains

This section gives an introduction to a handful of methods currently applied to Large Scale Global Optimisation (LSGO) problems, which are related to our work. Readers interested in more detailed surveys are referred to [39],[54] and [61].

Heuristic methods, sometimes called "approximate" methods, are techniques coined for providing approximate solutions to hard search or optimisation problems for which there is no specialised algorithm, i.e problems that would not be solvable in other ways...
The goal of a heuristic is to give rise to quick enough a solution that is sufficient for solving the problem at hand. This solution may not be the best or it may simply approximate the exact solution to the problem at hand, but it is still valuable because finding it does not require a prohibitively long time. Just by themselves alone, heuristics may produce results, or they may be used in association with optimization algorithms to improve their efficiency. For example they may be used to generate good seed values. An example of heuristic algorithm that we intend to utilise in this research is Estimation of Distribution Algorithm. EDA is presently prohibitively costly at high dimensions, so we shall be using techniques such as random projection to improve its performance at high dimension.

2.2.1 Evolutionary Algorithms (EA)

Evolutionary algorithms are population based heuristic search techniques, used for several decades to find approximate solutions to optimization problems. The classical EA alternates two phases: (i) information exchange among individuals by evolutionary operators, and (ii) fitness evaluation and selection [33]. Most of the time, EAs employ cross over (also known as recombination) and mutation as evolutionary operators. The main essence of cross over is the exchange of genetic material among individuals, while mutation allows exploration of areas close to an existing candidate solution [54]. The pseudo code of an EA implementation is shown in Algorithm 1.

Generally, EAs are unable to detect inter-dependencies among the search variables. In particular, the cross over operator tends to break up good building blocks, which decreases significantly the performance of EAs on certain problems [54]. This is where Estimation of Distribution Algorithms (EDA) offer advantages.
Algorithm 1 Classical Evolutionary Algorithm

Set $g \leftarrow 0$.
Set $P_g \leftarrow$ initialize random population.
\textbf{While} Stopping Criteria is not met \textbf{do}
  \hspace{1em} $F \leftarrow$ evaluate fitness of $P_g$
  \hspace{1em} $P'_g \leftarrow$ Perform crossover
  \hspace{1em} $P''_g \leftarrow$ Perform mutation on $P'_g$
  \hspace{1em} $P_{g+1} \leftarrow$ merge $P_g$ and $P''_g$
  \hspace{1em} $g \leftarrow g + 1$
\textbf{end}
Output: $P_{g+1}$

2.2.2 Estimation of Distribution Algorithms (EDAs)

EDAs represent a branch of EAs that replace the cross over and mutation operators by building and sampling explicit probability models of selected candidate solutions \[49\]. This allows the algorithm to learn the structure of the search space and to guide the search in further promising directions \[87\]. We can say they are a variation of regular EAs.

2.3 Introduction to Estimation of Distribution Algorithms (EDA)

The major difference between EAs and EDAs is the replacement of the recombination and mutation operators by a probabilistic model. A typical EDA algorithm proceeds by initially generating a population of individuals of size $N$. At each generation $g$, the current population $P_g$ is evaluated using the objective function. Based on the fitness evaluation, the most promising individuals are selected according to their fitness values to build a probabilistic model and sample the next generation of candidate solutions from this model. A popular selection scheme used by many EDA variants is truncation selection. Truncation selection simply defines a percentage of individuals $\tau$ to be selected out of
the entire population of size $N$ and selects the subset $P_{sel}$ of candidates with the best fitness values by choosing the top $\tau \times N$ individuals of the population. The $\tau$ controls the selection pressure. Figure 2.1 illustrates the procedure of a simple EDA implementation and the pseudocode of a simple EDA can be found in Algorithm 2, which is adopted from [73].

Algorithm 2  The Pseudocode of a simple EDA with Population size $N$

1. Set $g \leftarrow 0$.
2. Set $P_g \leftarrow$ Generate $N$ points uniformly randomly to give an initial population.
   Do
   (3) Evaluate fitness for all $N$ points in $P_g$
   (4) Select the $\tau \times N$ individuals $P_{sel}$ from $P_g$
   (5) Calculate the sample statistics of $P_{sel}$
   (6) Use the statistic to sample new population $P_{new}$
   (7) $P \leftarrow P_{new}$
   (8) $g \leftarrow g + 1$
   Until Termination criteria are met
Output: $P$

Figure 2.1: Evolutionary procedure of a simple EDA on one dimensional problem
In figure 2.1, the top left graph depicts the situation after uniformly initializing the population in the search space. The x-axis/horizontal axis is the search space and the y-axis/vertical axis is the fitness of the candidate solutions. After the first generation, the probabilistic model is estimated from the selected population $P_{sel}$. In the top right and bottom left graphs, the probability model is indicated by the bold black bell curve. In the bottom right graph, the population has converged close to the global optimum.

2.3.1 Model estimation in EDAs

The basic skeleton of most EDA approaches is very similar to the one described in Algorithm 2. But the cream of each EDA variant is the process of building its model. The probabilistic model has a fundamental role and influence on the performance of the algorithm, since it is most of the times the only tool used for guiding the search to the global optimum [56]. Thus, the model must model the search space in great detail, meaning, if the search space involves search variables which interact which each other, then the model has to be a multivariate model that takes into account these interactions. However, the required search cost (i.e. number of fitness evaluations used) and computational resources have to be appropriate as well. This becomes a problem when the search space is high dimensional, and therefore simplified models such as univariate models are frequently used instead of full multivariate models. This means that all decision variables, $x$ which is a coordinate of the vector $X$, are treated as if they were independent throughout the model building process, and for each decision variable a separate model is estimated. An early approach is the $UMDA_c$, which is described in [61]. The model building in this univariate approach is done using Equation 2.1 [61].

$$P(X) = \prod_{i=1}^{D} P(x_i)$$

(2.1)

Where $X$ is a set of decision variables and $x_i$ are instances of these decision variables.
$D$ is the Ambient dimension of the problem. For problems that are not separable (see definition in section 2.5.3), the design variables have inter-dependencies. One of the first approaches to capture those inter-dependencies has been the MIMIC algorithm, which was proposed by De Bonet et. al in [42]. This model has the potential of capturing bivariate interactions between decision variables by sampling from the pairwise joint distribution between variables according to Equation 2.2. Given a permutation $pm = (i_1, i_2, ..., i_D)$, the class of probability functions $P_{pm}(X)$, is defined as

$$P_{pm}(X) = P(x_{i_1} | x_{i_2}) \cdot P(x_{i_2} | x_{i_3}) \cdots P(x_{i_{D-1}} | x_{i_D})$$  \hspace{1cm} (2.2)$$

Despite MIMIC is able to outperform univariate models, the majority of optimization problems will have larger groups of interacting design variables. Several proposals have advanced to explicitly capture multivariate dependencies by building graphical dependency networks, for example Bayesian Networks [11] but, from statistical, computational and memory points of view, learning probabilistic graphical models is highly expensive [6]. Thus, the scaling up of these model building processes to high dimensional problems is challenging. Efforts to mitigate such problems have resulted in several algorithms being proposed recently. For example, an approach that is correlation based such as in [22] and a variable interaction learning process such as in [83] were such proposals. Both of these methods will be discussed in detail later.

2.3.2 The difficulties of model estimation on high dimensional EDA problems

EDAs are the class of Evolutionary Algorithm, which replace cross-over and mutation operators with the building of probability models from selected individuals. In so doing, they completely rely on probabilistic models built from selected individuals. They therefore suffer from the well-known curse of dimensionality [34]. The more complicated
the model is, the more individuals it needs to give a reliable estimate and maintain good performance. The curse of dimensionality implies that, the amount of data to maintain a given spatial density increases exponentially with the dimensionality of the search space [8]. Since we can see from Algorithm 2 that EDA tries to learn some global statistical details from $P_{sel}$ individuals selected from the population $P$ of $N$ individuals, $P_{sel}$ has to be large enough for reliable estimation, which will consequently require a large population size $N$ for some level of selection pressure to be maintained. Therefore, the population size of EDA has to grow fast as the problem size grows to maintain good performance. Thus, we can say that there is an estimation issue in EDA as the sample size required to produce a reliable estimate of the distribution of selected individuals grows exponentially with the dimension of the search space [78].

Apart from the estimation problem EDAs have, multivariate EDA applications to large scale problems are rare due to their high computational requirement. As already mentioned, high dimensionality comes with the need for a large number of fitness evaluations implied by the need for large population size. Even that aside, the computational complexity of estimating the model and sampling new individuals using the estimated model in a full multivariate EDA is also significantly higher than that of the search operators in other EAs. The computational cost of sampling from a full $d$-dimensional Gaussian distribution is $O(D^3)$ [24], because we have to do an eigen decomposition of the Covariance matrix and this takes $O(D^3)$ in general. This process becomes extortionate when $D$ is very large.

When the problem dimensionality increases, we see an exponential increase in the size of the solution space. For instance, when the problem dimensionality increases from 5 to 20 in a binary optimization problem, the size of the solution space increases from $2^5 = 32$ to $2^{20} = 1048576$ exponentially in the dimensionality. The speedy growth in the size of the search space makes it extremely strenuous to find the global optimum by sam-
pling/searching the entire space. However, in certain type of functions, the function value changes a lot along certain directions and along other directions, the function value does not change much or not at all. This is a typical case of someone tuning several parameters and when he/she changes some of them, not many changes are notices in the performance, but when he/she changes the others, we notice big difference in performance. The directions/dimensions that make the huge change in the function value are called the intrinsic dimensions, while the dimensions that make little or no change in the function value are called the constant dimensions. Therefore, to address the scalability issue in optimisation, one can consider only the dimensions that impact significantly on the function value in the optimisation process, if the functions are of this form. Thus, instead of searching in the ambient dimensional space, if you search along the intrinsic dimensional sub-space, which is much lower than the ambient space, you should be able to find the optimum. In this way, we can solve large scale black-box optimization problems easier.

2.4 Random Projection

Now we will describe a technique of universal dimension reduction, that originates from theoretical computer science, which made some recent advances in Machine Learning, and is very new to optimisation. When points are in high dimension, random projection method can reduce the dimension of the data to a lower one in such a way that the pairwise distances between two points of the dataset are preserved with high probability. Our research will make use of random projection technique to solve some of our research questions. Specifically we will extend and improve the ensemble of random projections technique recently proposed in [46].

Here we will discuss this method, particularly the ensemble of Random Projections. Among the challenges we highlighted in the previous section is the curse of dimensionality. This is one of the challenges faced by researchers in heuristic optimisation, especially by
Estimation of distribution Algorithms (EDAs) for large scale global optimisation. There
are typically two problems that motivated researchers to endeavour to mitigate this curse
of dimensionality [26]:

1. Very high dimensional data and very many observations. Computational time and
   space complexity are the problems here.

2. Very high dimensional data and very few observations. This represents a hard prob-
   lem in inferencing and results in fake interaction estimates between features [26].

The curse of dimensionality becomes a problem when trying to solve optimisation
problems. The objective function must be computed for each combination of values. This
creates an obstacle when the dimension of the state variables is large. This problem also
prevails in other disciplines such as machine learning, combinatorics, Bayesian statistics
etc. Due to this problem, researchers try to solve this issue by reducing the dimensionality,
which can be achieved using either Principal Component Analysis (PCA), Factor Analysis
(FA), Random Projection (RP) etc. PCA was used in one of Dong’s [23] papers, but the
computational complexity is still $O(D^3)$. Random Projection was used more recently and
demonstrated a drastic improvement, so we choose to build on this.

The most widely theoretical motivation behind the use of random projections is the
Johnson-Lindenstrauss lemma, which is stated as follows [52]. The distributional Johnson-
Lindenstrauss lemma (JLL) [19],[4] is state as follows:

*Lemma 1.* Let $\varepsilon, \delta \in (0,1)$. Let $k \in \mathbb{N}$ such that $k \in \mathcal{O}(\varepsilon^{-2} \log \delta^{-1})$. Then there is a
random linear mapping $R : \mathbb{R}^D \to \mathbb{R}^k$ such that for any vector $X \in \mathbb{R}^D$, with probability
at least $1 - \delta$ it holds that:
\[(1 - \varepsilon)\|X\|_D^2 \leq \|RX\|_k^2 \leq (1 + \varepsilon)\|X\|_D^2 \]

There are different proofs of this lemma such as [52] and [4]. For readers interested in the proof, you can check [19] for the elementary proof.

Projecting from $D$ dimensions to $k$ dimensions is a linear transformation represented by a $D \times k$ matrix $R$, which is generated by drawing each entry of the matrix from an i.i.d $N(0, 1/k)$ distribution. In the worst case, $k$ has to be $O(\log N/\varepsilon^2)$. Given a $D$-dimensional data set which is represented as an $n \times D$ matrix $A$, where $n$ is the number of instances in $A$, the mapping $A \times R$ results in a reduced dimension.

The entries of the $R$ matrix are normally generated i.i.d from a Gaussian, which have the advantage of making the matrix full row rank a.s [46]. However, there are several other choices available in the literature, which are faster when doing matrix-multiplication, and still have full rank with very high probability. Among the other choices, we will mention two here, namely a sparse Random Projection matrix $(R_{i,j})$ proposed in [3] that has entries drawn i.i.d. as following:

\[
R_{i,j} = \begin{cases} 
+\sqrt{3} & \text{with probability } \frac{1}{6}, \\
-\sqrt{3} & \text{with probability } \frac{1}{6}, \\
0 & \text{with probability } \frac{2}{3}.
\end{cases} \tag{2.3}
\]

and the Random Projection matrix $(R_{i,j})$ with coin-flip entries [3]. This is also used due to its computational efficiency and has its entries drawn according to the following:

\[
R_{i,j} = \begin{cases} 
1 & \text{with probability } \frac{1}{2}, \\
-1 & \text{with probability } \frac{1}{2}.
\end{cases} \tag{2.4}
\]
2.5 Random Embedding

Given a random embedding matrix $R \in \mathbb{R}^{D \times d}$ and points $y_i \in \mathbb{R}^d, i = 1, \cdots N$, where $N$ are the number of points and $d < D$, the operation $Ry_i$ transforms the $d$-dimensional points into the $D$-dimensional space of decision variables. This transformation is what we call random embedding. The matrix $R$ will have its entries drawn i.i.d. from a standard Gaussian or subgaussian distribution.

2.5.1 How to create a non-separable functions from a separable one.

In an attempt to build a non-separable problem from a separable one, we rotate the coordinate system as follows:

\[ f : x \rightarrow f(x) \quad \text{separable} \quad (2.5) \]

\[ f : x \rightarrow f(Rot \cdot x) \quad \text{non-separable} \quad (2.6) \]

Where $Rot$ is a rotation matrix

We shall be using non-separable functions in our subsequent chapters, so it will be good to show how it can be obtained from separable functions here.

2.6 Definition of type of benchmarking functions used in this thesis

In this section, we will give definitions of the type of benchmark functions used in this work. For each function, a graphical representation and detailed analysis of their charac-
teristics are provided in the appendix. We have used two types of benchmark functions, namely the CEC 2005 and CEC 2010, which are described in [77] and [1] respectively. The functions have been slightly modified and expanded to accommodate the needs of our experiments.

### 2.6.1 Separable Functions

A variable $x_i$ on a function is *separable* or does not interact with any other variable if the following holds:

$$\arg \min_X f(X) = \left( \arg \min_{x_i} f(X), \arg \min_{\forall j, j \neq i} f(X) \right) \quad (2.7)$$

Where $X = (x_1, \ldots, x_D)$ is a decision vector of $D$ dimensions. The notation $\arg \min_{x_i} f(X)$ means that the optimum value of $x_i$ is found while all other variables are kept constant [59].

In other words, for *separable* functions, each dimension can be considered as independent group and the global optimum can be found by optimising in each of its arguments separately.

### 2.6.2 Partially Separable Functions

If there exist at most $m < D$ disjoint subsets $u_1, u_2, \ldots, u_m \subset X$, where $X = (x_1, \ldots, x_D)$ is a decision vector of $D$ dimensions, then a function is *partially separable* iff:

$$\arg \min_X f(X) = \left( \arg \min_{x_1} u_1(x_1, \ldots), \ldots, \arg \min_{x_m} u_m(\ldots, x_m) \right) \quad (2.8)$$

A *non-separable function*, which is a function that has at least one variable that interacts with any other variable, is called *m-non-separable* if at most $m$ of its arguments are not independent.
2.6.3 Fully non-separable Functions

A function \( f(X) \) is said to be **fully non-separable** if every pair of its decision variables \( X \) interact with each other. When pairs of variables are not independent or are correlated, then there is interaction between the variables. This is what variable interaction means.

2.6.4 Partially additively separable Functions

A function is partially additively separable if it can be expressed in the following form:

\[
f(X) = \sum_{i=1}^{m} f_i(x_i)
\]

(2.9)

where \( x_i \) are disjoint decision vectors of \( f_i \) and \( X = (x_1, ..., x_D) \) is a global decision vector of \( D \) dimensions and \( m \) is the number of independent subcomponents [59],[55].

Experiments of this thesis talk about benchmark functions which are separable and non-separable. Due to their usage in the thesis, we have given their definitions above.

2.6.5 EDA captures structures of functions

To demonstrate the ability of EDA to capture the structure of the problem on figure 2.2, we show examples of covariance matrices of the set of selected fittest individuals extracted from a typical run. The covariances of the figure are for three different problem types: Separable, non-separable and expanded functions. As you can see from the image of the covariance matrix of the sphere function, Figure 2.2 (a), it shows a diagonal covariance which indicates that the problem is a separable one. From figures 2.2 (b) and (c), we can see that the rosenbrock and expanded functions are non-separable as the off diagonals indicate that there are interactions between the decision variables.
2.7 Differences between multivariate Gaussian and multivariate Cauchy distributions

The main advantage of EDAs is the explicit learning of the dependences among variables of the problem to be tackled and utilizing this information efficiently to generate new individuals to drive the search to the global optimum [87]. Using univariate Cauchy will make it hard to achieve this goal since it does not take on dependences. A univariate distribution is a distribution that takes only one variable as its argument, while a multi-
A univariate distribution takes more than one variable. When a univariate distribution is used on a multivariate problem, it treats each variable independently from the others, while a multivariate distribution takes the dependencies between the variables into consideration. Therefore, this work to the best of our knowledge is the first to include the modelling of dependencies in a Cauchy search distribution based EDA algorithm for black-box global Optimization.

An important difference between Gaussian and Cauchy is that Cauchy is heavier tailed. This means that it is more prone to producing values that fall far from its mean, thus, giving Cauchy more chance of sampling further down its tail than the Gaussian. This gives Cauchy a higher chance of escaping premature convergence than the Gaussian [69], [86].

For the same reason, the Gaussian search distribution is good when the individuals are close to the optimum while Cauchy is better when the individuals are far from the optimum. Both of these findings were previously made in the context of traditional evolutionary computation [86] where univariate version of these distributions were used to implement the mutation operator. Our hypothesis, which we test in this chapter, is that these advantages are carried forward to EDA based optimization where in addition, multivariate modelling enables a more directed search. Below is a picture that shows the plots of both Gaussian and Cauchy Distributions in one and two dimensions:
The leftmost plot in figure 2.3 shows the probability density function of a Cauchy versus a Gaussian in 1D. We see the heavy tail of Cauchy falling down slower than Gaussian. On the right, the plots depict contour plots of the 2D versions of these densities, with Cauchy on the top right and Gaussian at the bottom right. In the 2D versions, Cauchy has a flatter tail on the base as can be seen by the wider space between the second outermost and the outermost contour lines than those of Gaussian. Parameter $\Sigma = [1.6; .61]$ was used on both 2D version for plotting the contours.

2.8 Review of previous work on high dimensional EDA methods

Large scale continuous optimization has put lots of interest in most of the researchers in classical and other heuristic methods for continuous optimization problems, due to its appearance in real-world problems. Most of the problems are high dimensional. Therefore, scaling up for high-dimensional problems becomes a challenge, which makes model building in high dimensions a subject of many research efforts. Many approaches were
proposed, here we will limit ourselves to a few most relevant ones. We will focus on continuous box unconstrained optimisation problems and start with an early approach called Continuous Univariate Marginal Distribution Algorithm (UMDAc), whose model building is kept very simple. Among the other methods to be reviewed here are Eigendecomposition EDA (ED − EDA) [24], which proposes to utilise a repaired version of the full covariance matrix estimate, thus giving it the ability to capture interaction among decision variables. For variables to interact, equation 2.7 will not hold. This is a concept that is related to independence. Other methods use limited dependencies. For example, Cooperative Co-evolution with Variable Interaction Learning (CCVIL) proposed by Weicker et al. in [83] is a deterministic method to uncover dependencies between decision variables, which has later been extended to the CCVIL framework by Chen et al in [80]. EDA with Model Complexity Control (EDA − MCC) [22] also employs a deterministic algorithm to group variables. It splits all decision variables into two independent subsets, one set contains decision variables with only minor interaction with other variables and the other contains strongly dependent variables. Other methods are Covariance Matrix Adaptation (CMA-ES) [36], separable CMA-ES (sep-CMA-ES) [70] Multilevel Cooperative Co-evolution (MLCC)[88] and Random Projections Ensemble EDA (rp-Ens-EDA)[47].

In the following sections, we will discuss each of these methods.

2.8.1 Continuous Univariate Marginal Distribution Algorithm (UMDAc)

The UMDAc is an early approach of a univariate EDA for black-box optimisation in continuous domains. The model building process of this algorithm is kept quite simple, with the expectation of a reduced computational resources requirement compared to more sophisticated variants. The disadvantage of keeping the technique in this algorithm simple is that it does not take any interaction among the decision variables into account. From a
loose definition, Variable interaction is the extend to which the optimization of a decision
variable is affected by the values taken by other decision variables. We have also noticed
that most current EDA implementations employ a Gaussian distribution for sampling
offsprings.

Intuitively, we expect that a univariate EDA will perform well on separable problems,
but the simple model building process will cause a significant performance deterioration on
problems with large amount of variable interactions. A common problem of EDAs that
use Gaussian distribution to sample new individuals is premature convergence. Going
by the fact learned from literature, sampling from a Cauchy distribution will prevent
premature convergence for a longer time compared to the common sampling method
(i.e, using Gaussian) and, thus, will lead to a more steady improvement throughout the
evolutionary process. However, a positive impact, if any, will only be realized for problems
with large search spaces, as a Gaussian distribution covers a small problem domain.

Description of the Algorithm

UMDAc is a univariate model, therefore it estimates its probabilistic model $M$ for each
dimension separately. In the first generation, the population $P$ of size $N$ is initialized
uniformly across the search space. In each generation, the mean $\mu_j$ and variance $\sigma_j^2$ are
estimated for each dimension separately. The maximum likelihood estimates of $\mu_j$ and $\sigma_j^2$
for dimension $j$ for points $i$ are defined by Equations 2.10 and 2.11 respectively.

\[
\mu_j = \frac{1}{N} \sum_{i=1}^{N} x_{j,i} \tag{2.10}
\]

\[
\sigma_j^2 = \frac{1}{N} \sum_{i=1}^{N} (x_{j,i} - \mu_j)^2 \tag{2.11}
\]

Based on the above estimated parameters, a new population is sampled from a Gauss-
ian normal distribution, $\mathcal{N}(\mu, \sigma^2)$. 
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Algorithm 3: The Pseudocode of UMDAc with Population size $N$

1. Set $g \leftarrow 0$.
2. Set $P \leftarrow$ Generate $N$ points uniformly randomly to give an initial population.
   Do
     3. Evaluate fitness for all $N$ points in $P$.
     4. Select some individuals $P_{sel}$ from $P$.
     5. Estimate the $\mu$ and $\sigma^2$ for each dimension of $P_{sel}$ by maximum likelihood.
     6. Generate new population $P_{new}$ from $\mathcal{N}(\mu, \sigma^2)$.
     7. $P \leftarrow P_{new}$.
     8. $g \leftarrow g + 1$.
   Until stopping criteria are met

Output: $P$

The standard UMDAc algorithm with a Cauchy distribution

EDAs can converge quickly and the Gaussian distribution is not able to escape this early convergence, once the variance among the population is small [56]. In the context of Evolutionary Algorithms, the Cauchy distribution, which is a heavy tail distribution, has been successfully employed for allowing larger step sizes in the case of the mutation operator [86]. A heavy tailed distribution is a distribution that is liable to produce large values. They have heavier tails than the exponential distribution. The heavier the tail, the larger the probability that you’ll get one or more very large values in a sample. The tails of the Cauchy is larger than the Gaussian ones (see Figure 2.3 for the case of both univariate and multivariate), thus, the Cauchy distribution tends to generate larger random numbers than the Gaussian one.

$$f_q(x) = \frac{1}{\pi q^2 + x^2} \quad -\infty < x < \infty \quad (2.12)$$

The Cauchy distribution is defined by Equation 2.12, where $q > 0$ is a scaling parameter [32]. Large values for $q$ increase the probability of generating larger random numbers (see Figure 2.3). The Cauchy distribution does not have mean and variance. As already discussed in the introduction of this section, throughout the run of an Evolutionary Al-
algorithm, the variance of the population decreases, which allows convergence around the global optimum [56]. This behaviour is not seen when employing a Cauchy distribution. Even though the step size can be controlled by \( q \), keeping \( q \) constant will have a negative impact on the algorithm’s performance: A large value for \( q \) will prevent convergence and a small value for \( q \) prevents a good exploration of the search space at earlier stages[56].

### 2.8.2 Eigendecomposition EDA (ED-EDA)

ED-EDA is a conceptually simple multivariate EDA with some similarities with UMDAc. One can say that UMDAc samples new individuals from a diagonal covariance matrix, thus making it to take the variance of each decision variable into account, but no covariance among different variables. In contrast, ED-EDA samples individuals from a full covariance matrix, which enables it to capture interactions among decision variables.

One general drawback with this algorithm is the quality of its estimated covariance matrix. With a fixed population size \( N \), the quality of the estimated model, \( M \), decreases when the dimensionality \( D \) increases [68]. A less exact estimation of the model is likely to cause a deterioration of the algorithm performance, because it increases the difficulty of capturing the fitness landscape. Authors in [24] have shown that their ED-EDA algorithm is very competitive on low dimensional problems (up to 50d), but they have not shown their approach applicability on high dimensional problems. The model will be less capable on high dimensional problems, as its quality will be decreasing with increasing dimensionality. A performance increase on separable problems is not expected, as these kind of functions can be fully optimised by a univariate approach as well.

**Description of the Algorithm**

In this section, we will provide a detailed description of the ED-EDA algorithm. Basically, ED-EDA learns the structure of the fitness landscape via the covariance matrix \( \Sigma \). Even though this approach is very direct, it generally suffers from two problems:
1. The covariance matrix needs to be positive semi-definite as described in detail in [23]. However, due to the limited precision of computers with regard to representing decimal numbers, an estimated covariance matrix may not always fulfil this criterion. This so called "ill-posed" covariance matrices can cause a break down of the algorithm, as they are likely not to allow sampling of new individuals. This obstacle leads to the need for repairing covariances of this kind.

2. As it has been illustrated by Bosman in [12], the estimated covariance matrix does not cover the whole search space. Generally, when sampling new individuals from $\Sigma$ directly, the area of the search space, which can be explored by the population is limited and is highly dependent on the initialization of the first generation. The continuous selection pressure will shrink the variance within the population, which will cause a favourable convergence at the end of a run. Empirical results have shown that, the initial population does not cover the whole search space, but only a sub-optimal region, as a results an EDA method cannot escape this region, but rather just converge. To increase the exploration ability of EDAs sampling from $\Sigma$, covariance scaling has been introduced.

The following is the basic procedure of ED-EDA:

The first step is to estimate the mean $\mu$ and the covariance matrix $\Sigma$ from the selected population $P^{sel}$. Then, $\Sigma$ gets decomposed into eigenvectors and eigenvalues in such a way that Equation 2.13 holds. $Vec$ is a matrix of $D$ eigenvectors according to Equation 2.14 and $V$ is a diagonal matrix with dimensionality $D \times D$ of eigenvalues according to Equation 2.15.

$$\Sigma = Vec \cdot V \cdot Vec^T \tag{2.13}$$

where:
Algorithm 4 The Pseudocode of ED-EDA

1. Set $g \leftarrow 0$.
2. Set $P \leftarrow$ Generate $N$ points randomly to give an initial population.
   Do
   3. Evaluate fitness for all $N$ points in $P$
   4. $P^{sel} \leftarrow$ Select the fittest individuals $P^{sel}$ from $P$
   5. Estimate the $\mu$ and $\Sigma$ of $P^{sel}$
   6. $(Vec), (V) \leftarrow$ Obtain eigenvectors and eigenvalues by eigendecomposition of $\Sigma$
   7. $V \leftarrow$ Repair Eval. Refer to Alg. 5
   8. $V \leftarrow$ Tune Eval. Refer to Alg. 6
   9. $P^{new} \leftarrow$ Sample new individuals according to Equation 2.17
   10. $P \leftarrow P^{new}$
   11. $g \leftarrow g + 1$
   Until stopping criteria are met
Output: $P$

$$Vec = [v_1, v_2, ..., v_D]$$ (2.14)

$$V = \begin{pmatrix} 
\lambda_1 & 0 \\
0 & \lambda_2 \\
\ddots & \ddots \\
0 & \ddots & 0 \\
0 & \ddots & \ddots & \lambda_d 
\end{pmatrix}$$ (2.15)

New individuals cannot be sampled directly from the decomposed covariance matrix, but rather from a triangular matrix $H$, which can be obtained by Equation 2.16:

$$\Sigma = Vec \cdot V \cdot Vec^T = H \cdot H^T$$ (2.16)

The triangular matrix $H$ could be directly obtained from $\Sigma$ by applying Cholesky decomposition, as long as the covariance matrix is positive semi-definite. But, as de-
scribed in detail in [24], decomposing $\Sigma$ firstly into eigenvectors and eigenvalues offers good possibility for repairing and tuning $\Sigma$ before sampling from $H$.

After tuning the eigenvalues, one can sample new individuals from triangular matrix $H$ according to Equation 2.17, where $\mu$ is a $D$ dimensional vector containing the means of each dimension calculated from the selected population, $H$ is the triangular matrix obtained from Equation 2.16, and $X = (x_1, ..., x_D)$ is a $D$ dimensional vector for which $x_i \sim \mathcal{N}(0,1)$, $\forall x_i \in X$

$$X_{new} = \mu + H \cdot X$$ (2.17)

Where $X_{new}$ is a newly sampled vector.

**Algorithm 5** Repair $V$

```plaintext
\lambda_{min} \leftarrow \text{Smallest eigenvalue of } V
\text{If } \lambda_{min} < 0 \text{ do}
\quad V \leftarrow V + |\lambda_{min}| \cdot I
\text{endIf}
```

**Algorithm 6** Tune $V$

```plaintext
\text{for } i = 1...D
\quad \text{If } \lambda_i < 0
\quad \quad \lambda_i \leftarrow 0
\quad \text{endIf}
\text{endfor}
```

**Covariance repairing**

Here we talk about Covariance repairing$^1$. In case the covariance matrix is ill-posed as described already, obtaining triangular matrix $H$ according to Equation 2.16 is impossible. The authors in [24] proposed two techniques, which do not repair $\Sigma$ directly, but rather

$^1$Most of the methods discussed in the following three section are not based on the covariance matrix, but rather on its eigenvalues. As we do not lose any information about the search space when decomposing $\Sigma$, the terms covariance repairing and covariance tuning are used interchangeably with eigenvalue scaling and eigenvalue tuning.
repair the eigenvalues. Due to the finite precision of decimal numbers represented by computers, it is likely to happen that the eigenvalues will be slightly negative, when the variance among the population shrinks.

Algorithm 5 describes the Efficient Covariance Matrix Repairing (ECMR) approach. The basic concept is to search for the smallest eigenvalue $\lambda_{\text{min}}$. The matrix $I$ is a $D \times D$ identity matrix. After the multiplication $|\lambda_{\text{min}}| \cdot I$, the diagonal of $I$ will have the value of the smallest eigenvalue. By adding $I$ to $V$, we can ensure that all former negative eigenvalues will have at least a value of 0 after the addition.

The ECMR0 approach is described in Algorithm 6. This variant searches along the diagonal of $V$ and replaces all negative eigenvalues with 0.

Covariance tuning

Here it is not the covariance matrix itself that is tuned, but rather the eigenvalues, which represent the search space captured by $\Sigma$. First of all, covariance tuning can have a positive impact on the exploration nature of the population. The eigenvalues of $\Sigma$ represent its variance. Thus, by covariance tuning, the variance of the newly sampled individuals can be increased. This trickles down to the problem of convergence to sub-optimal regions, as described above. Secondly, covariance scaling solves a problem caused by the covariance repairing approach described above: ECMR will set at least one eigenvalue to 0, and ECMR0 is likely to set several eigenvalues to zero. When sampling new individuals, the sampled values for dimensions with a zero eigenvalue would be equal to the mean of the respective dimension, since the variance is zero.

2.8.3 Decomposition methods in Evolutionary Computation

It is well known that EDAs perform well on lower dimensional problems, but lose their power quickly when their dimensionality increases. Thus, the performance of EDAs should improve when you disassemble a high dimensional problem into several lower dimensional
ones. However, this is not in any case easily possible. Whereas the global optimum of a fully separable function can be found when optimizing each dimension on its own, this may not be possible for problems with epistatic links between decision variables.

In this section we will describe three methods that decompose a large scale optimization problem into several independent sub-problems. Not all of the proposed methods have employed EDA as optimizer. The problem decomposition approach is widely considered as a form of cooperative coevolution as the population consists of several independent sub-populations.

**Description of the algorithms**

Even though many co-evolutionary algorithms for continuous optimization have been proposed, we focus on three algorithms here, which are more relevant to our work than the other and refer the readers to the literature for the others. To represent several levels of interaction learning, we have decided to analyse the following methods: (i) A random grouping approach, which is from a computational perspective the most efficient one, but does not have the possibility of grouping variables according to epistatic links. (ii) The second approach analyses the correlation among decision variables. This method is slightly more deterministic than the first one, but does not spend any function evaluations on the learning process. Thus, the full amount of function evaluations (FES) can be devoted to the optimization stage. (iii) The third approach deterministically learns the interactions among variables. This method is expected to deliver close to exact results, but requires a large amount of function evaluations for the learning process.

**Multilevel Cooperate Co-evolution (MLCC)**

MLCC, which has been proposed in [88] is a framework that groups the decision variables of a problem randomly, the pseudocode of this algorithm is illustrated in Algorithm 7. It defines a set of group sizes denoted as $G_s$ and a performance list denoted by $P_t$. For each
group size $c \in G_s$ a performance record $r_k \in P_l$ is connected and group size is randomly chosen in each generation. All decision variables are assigned to $m$ independent groups, where $m$ is determined by the randomly selected group size $c$ so that $D = c \cdot m$. After all independent groups have been optimized separately, the probability $r_k$ determining the chance that group size $c$ is selected in further generation again, is updated according to Equation 2.18. $v$ denotes the best fitness of the last generation and $v'$ the best fitness of the current generation. Assuming a minimization problem is being solved here and elitism in use, equation 2.18 can never be negative. Also $v$ should not be equal to zero. Thus, the algorithm will favour the group size resulting in the best improvement rate.

Step (7) of algorithm 7 is optimising the sub-populations of the $m$ independent groups which where grouped in such a way that $D = c \cdot m$, where $c$ is the size of each sub-group $m$.

$$r_k = \frac{v - v'}{|v|}$$

### EDA with Model Complexity Control (EDA-MCC)

The EDA-MCC approach, as proposed in [22], employs a more deterministic algorithm to group variables than MLCC described in the previous sub-section. Algorithms 8-9a-9b summarize EDA-MCC. Firstly it splits all decision variables into two independent subsets: Set $W$, containing weakly dependent variables (decision variables with only minor interaction with other variables) and set $Z$ containing the strongly dependent variables. For a variable to be either weakly or strongly dependent is determined by the following mechanism: If the absolute value of the correlation of variable $X_i$ with every other variable $X_j$ where $j = 1 \ldots D$ and $i \neq j$ (because the correlation of variable with itself is always 1) is below a certain threshold $\theta$, $X_i$ is considered as being weakly dependent. But, if the correlation of $X_i$ with at least one other variable exceeds $\theta$, it is considered as being
Algorithm 7  The Pseudocode of MLCC

(1) Set $G_s \leftarrow \{c_1, ..., c_i\}$ Each $c_i \in G_s$ determines a specific group size.
(2) Set $P_l \leftarrow \{r_1, ..., r_i\}$ Each $r_i \in P_l$ is a performance measure for each group size $c_i \in G_s$.
(3) Set $Pr \leftarrow \{pr_1, ..., pr_i\}$ Each $pr_i \in Pr$ is the probability that group size $c_i \in G_s$ is selected during an optimization cycle. Initially, each value of $Pr$ is set to 1.
(4) $Pr \leftarrow$ Determine the initial selection probability as described in [88].

Do
(5) $c \leftarrow$ select group size for this generation based on $Pr$
(6) $P_{grouped} \leftarrow \{P_1, ..., P_m\}$ Randomly group the decision variables population $P$ into $m$ independent group so that $D = c \cdot m$
(7) for each $P_i \in P$ do
\quad $P_i^* \leftarrow$ Optimise sub-population $P_i$ of the $m$ independent sub-groups
endfor
(8) $P_l \leftarrow$ Update the entry $r_k$ in $P_l$ corresponding to group size $c$ according to Equation 2.18
(9) $g \leftarrow g + 1$

Until stopping criteria are met

As all $X_i \in W$ are supposed to be only weakly interacting with other decision variables, they are optimized using a univariate approach. All $X_i \in Z$ are supposed to be interacting with other decision variables. Thus, a multivariate approach is applied to optimize the variables belonging to this subset. As the size of $Z$ is likely to be too large to be optimised successfully from a probabilistic model $\mathcal{M}$, $Z$ is further split into $m$ disjoint sets of decision variables $\{Z_1, ..., Z_m\}$ based on a predefined group size $c$, such that $|Z| = c \cdot m$.

Cooperative Co-evolution with Variable Interaction Learning (CCVIL)

In [83], Weicker et al have proposed a deterministic method to uncover variable interactions between decision variables, which has later been extended to the CCVIL framework by Chen et al. in [80]. In contrast to the other algorithms described in this section, CCVIL tries to explicitly find variable interactions. To do so, the authors employ a simple mathematical technique in the decomposition step to discover interactions between variables. This technique is summarized as follows:
Algorithm 8  EDA-MCC

**Inputs:** \( \theta, c, mc, \text{ sampling} \)

(1) Set \( g \leftarrow 0 \).

(2) Set \( P \leftarrow \) Generate \( N \) points uniformly randomly in the search box to give an initial population.

**Do**

(3) Evaluate the fitness of all \( N \) points in \( P \)

(4) \( P_{\text{sel}} \leftarrow \) Select the fittest \( m < N \) individuals from \( P \) using truncation selection.

(5) Split the search variables in 2 groups:

(a) Estimate the \( D \times D \) correlation matrix \( C \) from a random subset of size \( mc \leq m \) of \( P_{\text{sel}} \)

(b) Split \( \{1, \ldots, d\} = T_u \cup T_z \) as follows:

\[
T_u \leftarrow \{i : \forall j \neq i, C(i, j) < \theta\} \\
T_z \leftarrow \{1, \ldots, d\} - T_u
\]

(6) \( W_u \leftarrow P_{\text{sel}}|_{T_u} \) \( // P_{\text{sel}} \) restricted to variables in \( T_u \)

\( W_z \leftarrow P_{\text{sel}}|_{T_z} \) \( // P_{\text{sel}} \) restricted to variables in \( T_z \)

\( P_{\text{new}}|_{T_u} \leftarrow \) call SM\( (W_z, c, \text{ sampling}) \)

\( P_{\text{new}}|_{T_z} \leftarrow \) call WI\( (W_u) \)

(7) \( P \leftarrow P_{\text{new}} \)

**Until Termination criteria are met**

**Output:** \( P \)

---

Algorithm 9a  Subspace Modeling of strongly correlated variables

**function** SM

**Inputs:** \( W_z, c, \text{ smp} \)

\( L \leftarrow \) dimensionality of \( W_z \)

Randomly partition the \( L \) variables of \( W_z \) into \( L/c \) non-intersecting subsets, \( W_{z_1}, \ldots, W_{z_{L/c}} \)

**for** \( i = 1 \) to \( L/c \)

(a) \( \mu_i \leftarrow \) sample mean from \( W_{z_i} \)

(b) \( \Sigma_i \leftarrow \) sample covariance \( (c \times c) \) from \( W_{z_i} \)

(c) If \( \text{smp} = \) ‘Gaussian’, \( z_1^{(i)}, \ldots, z_N^{(i)} \sim N(\mu_i, \Sigma_i) \)

Else \( \text{smp} = \) ‘Cauchy’ with \( \mu_i \) as location parameter & \( \Sigma_i \) as dispersion parameter:

\( z_1^{(i)}, \ldots, z_N^{(i)} \sim \text{Cauchy}(\mu_i, \Sigma_i) \)

(d) \( Z\left[(i-1)c+1:i)c \right] \leftarrow [z_1^{(i)}, \ldots, z_N^{(i)}] \)

**endfor**

**Output:** \( Z \)

**end function**
Algorithm 9b  Univariate Modeling of weakly correlated variables

function WI

Inputs: \( W_u \)

\( L \leftarrow \) dimensionality of \( W_u \)

\textbf{for} \( i = 1 \) to \( L \)

(a) Estimate \( \mu_i \leftarrow \text{sample\_mean}(W_{ui}) \)

(b) Estimate \( \sigma_i^2 = \text{sample\_variance}(W_{ui}) \)

(c) Draw \( u_i^1, \ldots, u_i^N \) iid \( \sim N(\mu_i, \sigma_i^2) \)

(d) \( U_{ui} \leftarrow (u_1^i, \ldots, u_N^i) \)

\textbf{endfor}

Output: \( U \)

end function

Assuming \( x_{best}^k \) is the vector containing the best values for each decision variable found so far. After optimizing dimension \( i \) coevolutionarily, the best individual \( x_{new}^k \) in the population \( pcc \) of the optimizer only focusing on dimension \( i \) is extracted as well as a random candidate \( x_{random}^k \) from the global population \( P \) (with \( x_{new}^k \neq x_{random}^k \neq x_{best}^k \)). Two new individuals, \( x_a^k \) and \( x_b^k \) are determined according to Equations 2.19 and 2.20 respectively, subject to \( X_{new}^k, x_{random}^k \) and \( x_{best}^k \). This is to test whether dimensions \( i \) and \( j \) interact. See figure for the illustration of the idea and equation 16 in [60].

\[
x_a^k = \begin{cases} 
  x_{new}^k & \text{if } k = i \\
  x_{best}^k & \text{Otherwise}
\end{cases} \quad (2.19)
\]

\[
x_b^k = \begin{cases} 
  x_{new}^k & \text{if } k = i \\
  x_{random}^k & \text{if } k = j \\
  x_{best}^k & \text{Otherwise}
\end{cases} \quad (2.20)
\]

As can be seen, individual \( x_a \) receives the best known values for each decision variable, since the value at index \( j \) of \( x_a \) is better than the \( jth \) value of \( x_b^k \). In contrast to that, individual \( x_b \) received the best known values as well, except for its \( jth \) decision variable,
which inherits the value from a randomly selected individual of lesser quality. If the inequality $f(x_b) < f(x_a)$ holds, then there is likely to be an interaction between the $ith$ and the $jth$ decision variable [83].

In the CCVIL framework, this approach is implemented as follows (the pseudo code of CCVIL can be found in Algorithm 10). Each individual $X_i \in P$ is a $d$-dimensional vector of decision variables $\{x_1, ..., x_D\}$. Vector $G$ is $d$-dimensional and G’s $ith$ element stores the group to which the $ith$ decision variable of each individual belongs to. At the beginning, all decision variables are considered as being separable, thus $G$ is initialized to $\{1, 2, 3, ..., D\}$. In each generation of CCVIL’s learning phase, a random permutation of $x$, from the range of $\{1, 2, 3, ..., D\}$ is created, and each element of $x$ refers to a decision variable. For each two sequenced decision variables in $x$ the test for variable interaction as described above is made. If an interaction between both variables is likely, their respective groups in $G$ are merged.

**Algorithm 10** The Pseudocode of CCVIL

```
P ← Initialize random population uniformly across search space.
G ← \{1, 2, 3, ..., D\}.

% Learning stage
While stopping criteria not met do
    Rd ← random permutation \{1, 2, 3, ..., D\}
    for each element $x_i \in Rd$ do
        $j \leftarrow i + 1$
        if dimensions denoted by $Rd_i$ and $Rd_j$ are interacting do
            $G \leftarrow$ set $G$’s $Rd_i$’s and $Rd_j$’s value to the same number (merge groups of both variables)
        end
    end
end

% Optimization stage
While stopping criteria not met do
    for each distinct group $G_i \in G$ do
        $G^∗ \leftarrow$ Optimise all decision variables belonging to group $G_i$
    end
end
```
There are other decompositions methods such as Differential grouping [60], which is a variable grouping algorithm that detects interacting variables in black-box optimization problems. It goes by identifying the non-separable groups, which can then be utilised by a cooperative co-evolutionary framework to form the subcomponents. See the theorem in page 423, equations 1 and 2 of [60].

2.8.4 Covariance Matrix Adaption - Evolutionary Strategy (CMA-ES)

CMA-ES is widely considered as one of the leading optimization techniques [13]. Even though it is titled as an Evolutionary Strategy, its main concepts are very similar to the ones of a regular EDA [48]. CMA-ES and its variants have been very successfully used on many low-dimensional problems (e.g.[30], [72]), but benchmarks on high dimensional problems are rather rare. In this section, we will outline the important aspects of the original CMA-ES algorithm and a variant of it called sep-CMA-ES, which has a lower time complexity.

CMA-ES- An outline

Here we discuss the main points of this algorithm. This approach, whose Pseudocode is shown in Algorithm 11, employs manifold features, which partially require an extensive amount of explanation. For this reason, we will focus on some important aspects and refer the interested reader to [35] where Hansen discusses all important aspects in great detail.

In contrast to most EDA implementations, CMA-ES does not initialize the population uniformly across the search space, but rather initialises the starting individuals around a fixed point. Thus, the initial population does not cover a large part of the search space. This requires the population to traverse a lot through the space and, thus, a larger number of generations should be required to explore all regions carefully. CMA-ES employs a small
population size, \( N \), which can be calculated by a rule of thumb according to Equation 2.21, where \( D \) refers to the dimensionality of the problem.

\[
N = 4 + \lfloor 3 \cdot \log(D) \rfloor \quad (2.21)
\]

Sampling new individuals is done by adding small normally distributed random numbers to the mean of the selected population, \( P^{sel} \), based on Equation 2.22. \( \Sigma \) refers to the covariance matrix of the selected current population and \( \sigma \) is the step size (standard deviation).

\[
P^{new} = \text{mean}(P^{sel}) + \sigma \cdot \mathcal{N}(0, \Sigma) \quad (2.22)
\]

Naturally, the estimation of a covariance matrix for a high dimensional problem becomes unreliable when only a small number of individuals are available. To increase the reliability of the estimation, the covariance matrices from previous generations are taken into account as well. The adaptation strategy is outlined in Equation 2.23. \( \Sigma_{g+1} \) refers to the covariance matrix used for sampling in the next generation. \( c_{\text{cov}} \) is a learning rate between 0 and 1. \( \Sigma_g \) is the covariance matrix of the current generation, where in the first generation \( \Sigma_0 = I \cdot \Sigma_{\tilde{N}} \) refers to the covariance matrix estimated from \( \tilde{N} \) selected individuals of the current generation. A reliable, but simpler estimator for \( \Sigma \) would be the mean of all previous covariance matrices. But, the process described by Equation 2.23 has the advantage, that the old covariances are slowly fading out and, thus, the algorithm has a better learning ability.

\[
\Sigma_{g+1} = (1 - c_{\text{cov}}) \cdot \Sigma_g + c_{\text{cov}} \cdot \frac{1}{\sigma_g^2} \cdot \Sigma_{\tilde{N}}^{g+1} \quad (2.23)
\]

The covariance matrix estimated by Equation 2.23 would lead to a very fast convergence to suboptimal regions. Due to the small population size and the limited region
covered by the population, it can naturally only represent a small part of the search space. As the sampling is still largely based on the best individuals found so far, a sub-optimal initialization is likely to cause the algorithm to get stuck in this region. Thus, the concept of an evolution path has been introduced. The evolution path is represented by the mean shift of the population of the last generations.

\[ P_{g+1}^c = (1 - c_c) \cdot P_g^c + \sqrt{c_c \cdot (2 - c_c) \cdot \mu_{eff}} \cdot \frac{\text{mean}(P_{g+1}) - \text{mean}(P_g)}{\sigma_g} \]  

(2.24)

The evolution path is calculated according to Equation 2.24. \( c_c \) is a learning rate. \( \mu_{eff} \) is a scaling factor. \( P_g^c \) and \( P_{g+1}^c \) are the evolution paths at generations \( g \) and \( g + 1 \) respectively. \( \text{mean}(P_g) \) and \( \text{mean}(P_{g+1}) \) are the distribution means of the current generation, \( g \) and the next, \( g + 1 \). So the difference, \( \text{mean}(P_{g+1}) - \text{mean}(P_g) \) is the displacement of the distribution means. The term \( \sqrt{c_c \cdot (2 - c_c) \cdot \mu_{eff}} \) is used for normalization and \( (1 - c_c) \) is the decay factor [35]. By taking the mean shifts into account, CMA-ES can explore the path the best solutions found during the last generations are going. This procedure is combined with the estimation of the covariance matrix according to Equation 2.25. \( c_{cov} \) is another scaling factor, which is normally set to the value of \( \mu_{eff} \).

\[ \Sigma_{g+1} = (1 - c_{cov}) \cdot \Sigma_g + \frac{c_{cov}}{\mu_{cov}} \cdot (P_{g+1}^c) \cdot (P_{g+1}^c)^T + c_{cov} \cdot \left( 1 - \frac{1}{\mu_{cov}} \right) \cdot \Sigma_{g+1} \]  

(2.25)

By this calculation of the covariance matrix, CMA-ES is able to adjust the shape of the covariance matrix to the landscape of the fitness function. By doing so, it is able to analyse gradient information and, thus, can direct the search to the most promising areas [13], [48]. A graphical illustration of this procedure can be found in [40].
Algorithm 11  The Pseudocode of CMA-ES

\[ D \leftarrow \text{Dimension of the problem.} \]
\[ N \leftarrow \text{Offspring population size } (4.0 + 3.0 \log(D)) . \]
\[ P^{sel} \leftarrow \text{Parent population for next generation (floor}(N/2)) \]
\[ \sigma \leftarrow \text{Initial standard deviation.} \]
\[ c_{cov} \leftarrow \text{Covariance learning rate.} \]
\[ \textbf{While} \text{ stopping criteria not met } \textbf{do} \]
\[ \quad \text{Update the Covariance Matrix } \Sigma_{g+1} \text{ according to 2.25} \]
\[ \quad \text{Update the step size } \sigma_{g+1} \]
\[ \quad \text{Generate Sample Population for generation } g + 1 \text{ according to 2.22} \]
\[ \quad \text{Update the mean for generation } g + 1 \]
\[ \quad \text{Update best ever solution} \]
\[ \textbf{end While} \]

sep-CMA-ES

The sampling step described in Equation 2.22 requires eigendecomposition, and this procedure requires a considerable amount of computational time. In [71], a CMA-ES variant was proposed, which does not sample from a full covariance matrix, but rather from a diagonal matrix. This procedure replaces the requirement to perform eigendecomposition for sampling. A detailed discussion of the computational complexity can be found in [71] as well.

The diagonal covariance matrix only represents the variance among the population, which gets scaled by the evolution path in each generation. Thus, by only considering the variance, sep-CMA-ES looses the capability to explore dependencies.

2.8.5 Random Projection Ensemble EDA (RP-Ens-EDA)

Another divide and conquer technique is the recently proposed Random Projections Ensemble EDA (RP-Ens-EDA). This is an approach, which is state of the art and was proposed in [47]. It introduces an ensemble of random projections (RP) to low dimensions. This way the full covariance is compressed but no correlations are explicitly discarded. The compression is done on the set of fittest search points. The estimation and sampling
job is done in the low dimensional space instead of high dimensional space, which makes it efficient. The new population is created and returned to live in the full search space by combining populations from several low dimensional subspaces [47]. The Pseudocode of RP-ENS-EDA is shown in Algorithm 12 below.

**Algorithm 12 Pseudocode of the Multivariate Gaussian Random Projection Ensemble EDA (RP-ENS-EDA)**

1. Set $g \leftarrow 0$.
2. Set $P \leftarrow$ Generate $N$ points randomly to give an initial population.

   **Do**
   
   3. Evaluate fitness for all $N$ points in $P$.
   4. Select some individuals $P^{sel}$ from $P$.
   5. Estimate $\mu := \text{mean}(P^{sel})$.
   6. Generate $\tilde{M}$ independent random matrices $R_i$ with entries drawn i.i.d from Gaussian with mean 0 and variance $\frac{1}{d}$.
   7. **For** $i = 1, \ldots, \tilde{M}$
      
      (a) Project the centred points into k-dimensions: $Y^{R_i} := [R_i(x_n - \mu); n = 1, \ldots, \tilde{N}]$.
      
      (b) Estimate the $k \times k$ sample covariance $\Sigma^{R_i}$.
      
      (c) Sample $N$ new points $y_{1}^{R_i}, \ldots, y_{N}^{R_i} \sim \text{i.i.d } N(0, \Sigma^{R_i})$.
   
   **EndFor**

8. Let the new population $P^{new} := \sqrt{\frac{dM}{k}} \left[ \frac{1}{M} \Sigma_{i=1}^{M} R_{i}^{T} y_{1}^{R_{i}}, \ldots, \frac{1}{M} \Sigma_{i=1}^{M} R_{i}^{T} y_{N}^{R_{i}} \right] + \mu$.

9. $P \leftarrow P^{new}$

10. $g \leftarrow g + 1$

**Until** Termination criteria are met

11. **Output** $P$

RP-Ens-EDA proceeds by initially generating a population of individuals randomly everywhere in the search box and selects the $\tilde{N}$ fittest points based on their fitness values. This is represented as $P^{sel}$ in algorithm 12. The number of subspaces is denoted by $\tilde{M}$, which is a parameter. These subspaces are created in order to project the fittest individuals down to these subspaces with dimensionality $k \ll D$. The authors in [47] choose to take $\tilde{M} = 4D/k$ where $D$ is the dimension of the original space and $k = 3$ is the dimension of the subspaces. The latter is also a parameter of the method. They
also have other input parameters such as the population size $N$ and the maximum fitness evaluation allowed MaxFE. Once the $P^{sel}$ is determined, its mean is estimated in step (5) to be used in centering the points. Since they are going to have $\tilde{M}$ subspaces, $\tilde{M}$ independent random projection matrices are generated in step (6) so as to project the fittest individuals down to $k$ dimensions in these $\tilde{M}$ subspaces. The default option of RP matrices is to use i.i.d. Gaussian entries. Step 7(a) projects the fittest individuals down to the subspaces of dimension $k$, then estimates the $k \times k$ covariance matrices for each of the subspaces and samples $N$ new points in each subspace using the multivariate Gaussian search distribution. Step (8) averages the individuals obtained from the different subspaces to produce new population $P$. This is the ‘combine’ stage of the algorithm, which outputs the new population, and it can be shown that, conditioned on the projection matrices, this new population is distributed as a multivariate Gaussian with covariance that is a regularised version of the sample covariance. This process is repeated until a stopping criterion is met.

2.9 Inadequacies of existing methods

We just looked at a few of the most relevant methods to our work. In this section, we will highlight some of their advantages and disadvantages.

Current practices of EDA are geared towards improving the exploration abilities of the algorithms by reducing the complexity of conducting the probabilistic model and considering independent variables as it is in the univariate EDA (UMDAc) in [81]. Intuitively, univariate EDA will perform well on separable problems, but due to the simplistic way of building its model, we expect a significant performance deterioration on problems with high amount of interactions if univariate EDA is applied to non-separable problems. It is known that although the exploration ability for a univariate model will be improved slightly, it cannot adequately tackle non-separable problems, which is a short fall for this
method. The authors in [50] and [57] proved this fact theoretically and empirical confirmation of the fact is featured in [28].

Literature has shown that the Gaussian distribution as a search operator is prone to premature convergence when the population is far from the optimum [73]. Recent work, [86] suggests that replacing the univariate Gaussian with a univariate Cauchy distribution in EDA holds promise in alleviating this problem because it is able to make larger jumps in the search space due to Cauchy distribution’s heavy tails. However, methods employing this suggestion will not take into consideration the interactions between decision variables as mentioned above. We see this as an inadequacy in the usage of Cauchy distribution as an alternative search distribution to Gaussian. Therefore, extending this to a multivariate setting to combine the advantages of multivariate modelling with the ability of escaping early convergence can lead methods to efficiently explore the search space.

Authors of [46] applied ensemble of random projections technique on the set of fittest search points to low dimensions and did estimation and sampling in the low dimensional space instead of doing them in the high dimensional space, which makes it efficient. We have explored this technique further and found some rooms to improve on. The authors generate the entries of the random projection matrices from Gaussian, but generating these entries from a heavy tail distribution instead will control the size of the covariance in order to balance exploration and exploitation of the search process, which won’t be possible when the entries of the random projection matrices are from Gaussian distribution.

Model building in high dimensions is the subject of many recent research efforts, as high dimensionality limits the usefulness of optimisers in practice. Many approaches were proposed ranging from decomposition method [24] to methods that use limited dependencies [83]. All the methods that use the above techniques used the whole dimensions
in their optimisation process to scale the methods up. However, it has been noted that in certain classes of functions most decision variables have a limited impact on the objective function [82]. These type of functions are said to have intrinsic dimensions. It is possible to exploit these intrinsic dimensions of these functions without knowing the influential subspaces of the input spaces, or their dimensions and optimise the functions considering only the intrinsic dimensions to mitigate the curse of dimensionality. The existing methods did not take this into consideration. We can achieve this by employing the idea of random embedding.
In this chapter\(^1\), we developed a new EDA variant which samples from a multivariate Cauchy instead of sampling from the commonly used multivariate Gaussian which is prone to premature convergence. A research work suggests that replacing the univariate Gaussian with a univariate Cauchy distribution in EDA holds promise in alleviating this problem because it is able to make larger jumps in the search space due to the Cauchy distribution heavy tails. It is in this light that we proposed to use multivariate Cauchy distribution in this research to blend together the advantages of multivariate modelling with the ability of escaping early convergence to efficiently explore the search space.

We conducted extensive experiments on 2D problems to establish whether Cauchy is better than Gaussian. We did some comparison between the two search distributions on 16 benchmark functions and we found that multivariate Cauchy EDA is better than univariate Cauchy EDA, and we have also found multivariate Cauchy being advantageous over multivariate Gaussian EDA when the population lies far from the optimum.

---

\(^1\)A shorter version of this work presented in this chapter appears in Proc. IEEE International conference on Intelligent Data Engineering and Automated Learning (IDEAL) 2014, LNCS 8669, pp. 449-456, (c) Springer, 2014.
3.1 Introduction

In classical EDA, Gaussian distribution is used as the search operator to build a probabilistic model to fit the fittest individuals and create new individuals by sampling from the created model. It has been established that Gaussian EDA is prone to premature convergence [47], [49], [69] when its parameters are estimated using the maximum likelihood estimation (MLE) method. It converges too fast and does not get to the global optimum. Figures 3.2 and 3.3 on pages 61 and 62 respectively illustrate this fact. Figures 3.2 and 3.3 are movie plots showing the instances of the evolutionary process of Cauchy and Gaussian at each generation. In the experiments of these figures, the populations were initialised far from the optimum. This is to test the advantage of Cauchy’s heavy tail, which enables it to make long jumps, thus escaping premature convergence. It is also meant to test the premature convergence associated to Gaussian. From the plots, you can see that Cauchy has already found the global optimum at its 11th generation, while Gaussian got stuck at the 10th or 11th generation and has never reach the global optimum.

The premature convergence of classical Gaussian EDA attracted many efforts geared towards solving this problem to avail EDA the chance of escaping it [69],[87]. Here we present the usage of multivariate Cauchy distribution, an extension of [86] with a full matrix valued parameter that encodes dependencies between the search variable as an alternative search operator in EDA. We utilize its capability of making long jumps so as to escape premature convergence, which is typical of Gaussian in order to enable EDA algorithms get to the global optimum. Although Cauchy has already been used as an alternative search distribution for EDA [65], [69] and [86], it was the univariate version of Cauchy that was utilized, discarding statistical dependences among the search variables. We compare the performance of multivariate Gaussian EDA with multivariate
Cauchy EDA to establish whether, the long jumps that Cauchy is able to make will be advantageous. We also compare the performance to Univariate Cauchy EDA to establish advantage of multivariate modelling.

### 3.2 Algorithm Presentation

The algorithms used in this chapter for comparison are multivariate Gaussian EDA (MGEDA), multivariate Cauchy EDA (MCEDA) and Univariate Cauchy EDA (UCEDA). MGEDA takes on board correlation between variables in the selected individuals through its full covariance matrix, and MCEDA encodes pairwise dependencies among the search variables through its matrix valued parameter. UCEDA neglects dependences among the search variables. The classical EDA algorithm is shown in algorithm 2 of chapter 2.

Algorithm 2 is a typical EDA, which proceeds by initially generating a population of individuals and then evaluates their fitness to select the fittest ones based on their fitness using the truncation selection. For the MGEDA, we compute the maximum likelihood estimates (MLE) of the mean ($\mu$) and the covariance ($\Sigma$) of the fittest individuals and use these parameters to generate new ones by sampling from a multivariate Gaussian distribution with parameters $\mu$ and $\Sigma$. For MCEDA, we use the same estimates to sample from a multivariate Cauchy distribution in step 6. In UCEDA, we use $\mu$ and the diagonal elements of $\Sigma$ to sample each from Univariate Cauchy. The new populations from the three algorithms are formed by replacing the old individuals by the new ones. In MCEDA, we make use of the Gaussian scale-mixture representation of the Cauchy density [63] to sample from Cauchy. The following equation gives the expression of multivariate Cauchy:

$$\text{Cauchy}_x(\mu, \Sigma) = \int_{u>0} N_x(\mu, \Sigma/u) \text{Ga}_u(1/2, 1/2) \, du$$  \hspace{1cm} (3.1)$$

where $u$ may be regarded as an hidden variable, and $\text{Ga}(\cdot)$ is the Gamma density. Cauchy distribution is a heavy tailed distribution that is liable to produce large values. They
have heavier tails than the exponential distribution. The heavier the tail, the larger the probability that you’ll get one or more very large values in a sample.

### 3.2.1 A note on parameter estimation

The philosophy in EDA is to estimate the density of the selected individuals so that when new individuals are sampled from the model, they will follow the same distribution as the estimated density. Fortunately for Gaussian, this works. Parameter estimation in Cauchy distributions was studied in statistics [63] where an Expectation and Maximization (EM) algorithm was developed to find the exact maximum likelihood estimate of a multivariate Cauchy distribution from a set of points, which we implemented for our study. Multivariate Cauchy density function is defined as follows:

$$f(y; \mu, \Sigma, D) = \frac{\Gamma\left(\frac{1+D}{2}\right)}{\Gamma\left(\frac{1}{2}\right)\pi^{\frac{D}{2}}|\Sigma|^\frac{1}{2}[1 + (y - \mu)^T\Sigma^{-1}(y - \mu)]^{\frac{1+D}{2}}}$$  \hspace{1cm} (3.2)

Where $y$ is the observed variable, $D$ the dimension of the function, $\mu$ the location parameter and $\Sigma$ a matrix value parameter that encodes pairwise dependencies. Equation 3.2 is the expression of multivariate Cauchy, while equation 3.1 is the scale mixture representation of equation 3.2.

The pseudocode used to estimate the exact maximum likelihood estimation (MLE) of parameters $\mu$ and $\Sigma$ for Cauchy is shown in Algorithm 13 below, where $\nu$ is the degree of freedom. The derivation of $\mu$ and $\Sigma$ for Cauchy is shown in the appendix B.

However, we found that when we estimate the Cauchy parameter (Using EM), then the obtained model of the selected individuals (Cauchy density) will disregard any outliers. This is of course what a robust density estimator is meant to do- However for optimization those outliers maybe some rare and very good solutions that got close to an optimum. Fig 3.1 illustrates such an example. As you can see in fig. 3.1 which was a snap shot taken
Algorithm 13 The Pseudocode for estimating $\mu$ and $\Sigma$ for Cauchy

Set $g \leftarrow 0$. Generate $N$ samples.
Estimate $\mu$ and $\Sigma$.
Do MLE using Expectation-Maximisation (EM) Algorithm.
Repeat $N$ times

- (E-Step), for each $i$, Set
  \[ E(u_i) := \frac{\nu + D}{\nu + \frac{1}{2}(y_i - \hat{\mu})^T \Sigma^{-1}(y_i - \hat{\mu})} \]

- (M-Step) Update the parameters
  \[ \hat{\mu} := \frac{\sum_{i=1}^{N} y_i E(u_i)}{\sum_{i=1}^{N} E(u_i)} \]
  \[ \hat{\Sigma} := \frac{1}{N} \sum_{i=1}^{N} (y_i - \hat{\mu})(y_i - \hat{\mu})^T E(u_i) \]

Set $g \leftarrow g + 1$
end

from an iteration of the experiments we conducted, two selected individuals are close to the optimum and as such are good solutions but they are outliers with respect to the rest of the selected individuals. This is the reason why in algorithm 2, the multivariate Cauchy distribution was used only in the sampling step.

Figure 3.1: A plot showing the behaviour of EDA when the search distribution is a Cauchy distribution.
3.3 Implementation and Experiments

Our hypothesis is that MCEDA has better performance than both UCEDA and MGEDA when the initial population is far from the optimum and also when the population size is small. In turn multivariate Gaussian should perform better when the population is close to the optimum. To test this hypothesis, we conducted an extensive experiment on 16 benchmark functions taken from [77]. In the following subsections, we will describe the functions, parameter settings, then we present results with analysis and conclude.

3.3.1 Benchmark test functions

The comparisons of the three EDA algorithms were carried out on the suite of benchmark functions from the CEC 2005 competition. Details in Appendix A. 16 test functions were used in this experiment. Among the functions tested, 5 are unimodal and 11 multimodal. All the global optima are within the given box constrains. However, problem 7 was without a search range and with the global optimum outside of the specified initialization range. All problems are minimization. Please see details of the functions here [77].

3.3.2 Parameter settings

The dimensionality of all the problems is 2. This is because we want to be able to visualise the optimisation process and its results for understanding and insight. We carried out three sets of experiments. The first experiment was conducted with the initial population size set to 20, which is initialised uniformly randomly everywhere. This is to test the performance of Gaussian and Cauchy on small population size. The second was conducted with a population size of 200 and the third with a population size of 500 respectively. The second experiment has its initial population initialised far from the optimum, while the third experiments has its population initialised uniformly randomly everywhere within the search space. This is to test the performance of Cauchy and Gaussian in these two
settings. The percentage of individuals retained is 30% for all the experiments conducted, which is a most widely used selection ratio. We did 25 independent runs for each problem on a fix budget of 10,000 function evaluations in each case. The program terminates after the budget is exhausted for each run for all the 25 runs. The initialization was uniformly random everywhere within the search space for population size of 20 and 500. We also created harder versions of these problems by initializing far from the optimum to establish whether MCEDA can still perform in this situation. The population size used in this experiment was 200. Both Gaussian and Cauchy distributions where applied on EDA. Parameters for all the algorithms are the same. The only difference is in the search distribution.

3.3.3 Performance criteria

The main performance criterion was the difference in fitness values (gap) between the best individual found and the global optimum.

3.4 Results and Discussion

The results of our experiments are summarized in tables 3.1 to 3.3 and bold font indicates statistically significant out performance. Tables 3.1 and 3.2 report results from experiments that compare MCEDA with MGEDA. MCEDA performed better than MGEDA in most of the 16 benchmark functions, see tables 3.1 and 3.2. We also found when the population size was increased to 200, MGEDA outperformed the MCEDA, and this was also confirmed in the results of the experiments with population size 500. The reason for this is the MGEDA is better when the best individuals are close to the optimum, so when we initialized lots of them everywhere, there are chances that some of them will be close. Now considering the cases where MCEDA was outperformed by MGEDA and repeated the experiment with initial population far from the optimum, we can see from
the results in table 3.1 that MCEDA has performed better than MGEDA. This is because of the long jumps of Cauchy. In table 3.3, we report comparison between MCEDA and UCEDA. We can clearly see from table 3.3 at 95% confidence interval that MCEDA is better than UCEDA. MCEDA performed better than UCEDA in most of the functions.

Table 3.1: Statistical Comparison of MCEDA and MGEDA on Problems 01-16 with initial Population far from the optimum and has size 200.

<table>
<thead>
<tr>
<th></th>
<th>MCEDA</th>
<th>MGEDA</th>
<th>Rank Sum Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>Std</td>
<td>Mean</td>
<td>Std</td>
</tr>
<tr>
<td>P01</td>
<td>0</td>
<td>0</td>
<td>1.62E+03</td>
</tr>
<tr>
<td>P02</td>
<td>0</td>
<td>0</td>
<td>1.41E+03</td>
</tr>
<tr>
<td>P03</td>
<td>0</td>
<td>0</td>
<td>3.87E+08</td>
</tr>
<tr>
<td>P04</td>
<td>0</td>
<td>0</td>
<td>953.7703</td>
</tr>
<tr>
<td>P05</td>
<td>0</td>
<td>0</td>
<td>7.09E+03</td>
</tr>
<tr>
<td>P06</td>
<td>0</td>
<td>0</td>
<td>8.01E+08</td>
</tr>
<tr>
<td>P07</td>
<td>0.0621</td>
<td>0.0464</td>
<td>0.7204</td>
</tr>
<tr>
<td>P08</td>
<td>18.0903</td>
<td>3.9646</td>
<td>19.2004</td>
</tr>
<tr>
<td>P09</td>
<td>0.9025</td>
<td>0.6808</td>
<td>1.3412</td>
</tr>
<tr>
<td>P10</td>
<td>0.6757</td>
<td>0.6134</td>
<td>3.8126</td>
</tr>
<tr>
<td>P11</td>
<td>1.1429</td>
<td>0.4346</td>
<td>0.0359</td>
</tr>
<tr>
<td>P12</td>
<td>193.2284</td>
<td>184.7226</td>
<td>0.4156</td>
</tr>
<tr>
<td>P13</td>
<td>0.0676</td>
<td>0.0147</td>
<td>23.858</td>
</tr>
<tr>
<td>P14</td>
<td>0.0222</td>
<td>0.0036</td>
<td>0.7357</td>
</tr>
<tr>
<td>P15</td>
<td>0.0649</td>
<td>0.0402</td>
<td>52.371</td>
</tr>
<tr>
<td>P16</td>
<td>0</td>
<td>0</td>
<td>1.7225</td>
</tr>
</tbody>
</table>
Table 3.2: Statistical Comparison of MCEDA and MGEDA on Problems 01-16 with uniform initialisation and small Population size 20.

<table>
<thead>
<tr>
<th>Problem</th>
<th>MCEDA Mean</th>
<th>MCEDA Std</th>
<th>MGEDA Mean</th>
<th>MGEDA Std</th>
<th>H Statistic</th>
<th>P Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>P01</td>
<td>0</td>
<td>0</td>
<td>35.1160</td>
<td>163.9960</td>
<td>1</td>
<td>4.4787e-009</td>
</tr>
<tr>
<td>P02</td>
<td>0</td>
<td>0</td>
<td>116.3862</td>
<td>213.6704</td>
<td>1</td>
<td>1.3101e-009</td>
</tr>
<tr>
<td>P03</td>
<td>0</td>
<td>0</td>
<td>7.3128e+00</td>
<td>3.5850e+00</td>
<td>1</td>
<td>3.6574e-010</td>
</tr>
<tr>
<td>P04</td>
<td>0</td>
<td>0</td>
<td>132.4800</td>
<td>311.6559</td>
<td>1</td>
<td>1.3101e-009</td>
</tr>
<tr>
<td>P05</td>
<td>0</td>
<td>0</td>
<td>1.4107e+03</td>
<td>1.2712e+03</td>
<td>1</td>
<td>4.4787e-009</td>
</tr>
<tr>
<td>P06</td>
<td>0</td>
<td>0</td>
<td>14.0273</td>
<td>20.0025</td>
<td>1</td>
<td>3.6574e-010</td>
</tr>
<tr>
<td>P07</td>
<td>0.0858</td>
<td>0.1346</td>
<td>0.4516</td>
<td>1.1137</td>
<td>0</td>
<td>0.2288</td>
</tr>
<tr>
<td>P08</td>
<td>19.7487</td>
<td>4.1438</td>
<td>17.6353</td>
<td>6.5513</td>
<td>1</td>
<td>2.4248e-008</td>
</tr>
<tr>
<td>P09</td>
<td>3.5818</td>
<td>4.0211</td>
<td>0.6134</td>
<td>0.5887</td>
<td>0</td>
<td>0.2111</td>
</tr>
<tr>
<td>P10</td>
<td>0.7562</td>
<td>0.9646</td>
<td>1.3387</td>
<td>1.9365</td>
<td>1</td>
<td>0.0092</td>
</tr>
<tr>
<td>P11</td>
<td>0.5856</td>
<td>1.1481</td>
<td>0.2505</td>
<td>0.3295</td>
<td>1</td>
<td>0.0195</td>
</tr>
<tr>
<td>P12</td>
<td>2.0355e+03</td>
<td>1.1826e+03</td>
<td>10.2325</td>
<td>20.2760</td>
<td>1</td>
<td>9.2160e-010</td>
</tr>
<tr>
<td>P13</td>
<td>0.1538</td>
<td>0.2352</td>
<td>0.0507</td>
<td>0.0531</td>
<td>1</td>
<td>0.1633</td>
</tr>
<tr>
<td>P14</td>
<td>0.6806</td>
<td>0.2313</td>
<td>0.1408</td>
<td>0.0194</td>
<td>1</td>
<td>1.4634e-007</td>
</tr>
<tr>
<td>P15</td>
<td>0.1183</td>
<td>0.1278</td>
<td>1.1885</td>
<td>2.9844</td>
<td>0</td>
<td>0.8613</td>
</tr>
<tr>
<td>P16</td>
<td>0.6865</td>
<td>2.9408</td>
<td>2.2038</td>
<td>3.8294</td>
<td>1</td>
<td>1.1752e-007</td>
</tr>
</tbody>
</table>
Table 3.3: Statistical Comparison of UCEDA and MCEDA on Problems 01-16 with uniform initialisation and small Population size 20.

<table>
<thead>
<tr>
<th></th>
<th>UCEDA Mean</th>
<th>Std</th>
<th>MCEDA Mean</th>
<th>Std</th>
<th>H</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>P01</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>P02</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.84</td>
</tr>
<tr>
<td>P03</td>
<td>5.2295e+03</td>
<td>6.0844e+03</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>9.7282e-011</td>
</tr>
<tr>
<td>P04</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>N/A</td>
</tr>
<tr>
<td>P05</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.84</td>
</tr>
<tr>
<td>P06</td>
<td>5.6064</td>
<td>14.1692</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>9.7282e-011</td>
</tr>
<tr>
<td>P07</td>
<td>0.2708</td>
<td>0.2092</td>
<td>0.0858</td>
<td>0.1346</td>
<td>0</td>
<td>1.4256e-004</td>
</tr>
<tr>
<td>P08</td>
<td>20.5476</td>
<td>0.5120</td>
<td>19.7487</td>
<td>4.1438</td>
<td>0</td>
<td>0.9690</td>
</tr>
<tr>
<td>P09</td>
<td>3.5818</td>
<td>4.0211</td>
<td>6.1954</td>
<td>4.4285</td>
<td>1</td>
<td>0.0289</td>
</tr>
<tr>
<td>P10</td>
<td>0.9154</td>
<td>0.9916</td>
<td>0.7562</td>
<td>0.9646</td>
<td>0</td>
<td>0.3855</td>
</tr>
<tr>
<td>P11</td>
<td>0.1991</td>
<td>0.5776</td>
<td>0.5856</td>
<td>1.1481</td>
<td>0</td>
<td>0.3731</td>
</tr>
<tr>
<td>P12</td>
<td>1.0293e+03</td>
<td>722.7733</td>
<td>2.0355e+03</td>
<td>1.1826e+03</td>
<td>1</td>
<td>0.0108</td>
</tr>
<tr>
<td>P13</td>
<td>0.3313</td>
<td>0.3508</td>
<td>0.1538</td>
<td>0.2352</td>
<td>1</td>
<td>1.7045e-004</td>
</tr>
<tr>
<td>P14</td>
<td>0.8139</td>
<td>0.0550</td>
<td>0.6806</td>
<td>0.2313</td>
<td>1</td>
<td>0.0085</td>
</tr>
<tr>
<td>P15</td>
<td>0.3948</td>
<td>0.1526</td>
<td>0.1183</td>
<td>0.1278</td>
<td>1</td>
<td>5.0089e-007</td>
</tr>
<tr>
<td>P16</td>
<td>0.4866</td>
<td>2.4328</td>
<td>0.6865</td>
<td>2.9408</td>
<td>0</td>
<td>0.5717</td>
</tr>
</tbody>
</table>

3.5 Summary

In this chapter, we studied the use of a multivariate Cauchy distribution in black-box continuous optimization by EDA. Our MCEDA blends together the advantages of multivariate modelling with the Cauchy sampling ability of escaping early convergence and efficiently explore the search space. We conducted extensive experiments on 16 bench-
mark functions and found that MCEDA outperformed MGEDA when the population is far from the global optimum and is able to work even with small population sizes. We also demonstrated the superiority of multivariate Cauchy EDA against univariate Cauchy EDA.
Figure 3.2: The Evolutionary path of Cauchy on 2-dimensional shifted sphere function
Figure 3.3: The Evolutionary path of Gaussian on 2-dimensional shifted sphere function
How effective is Cauchy-EDA in high dimensions?

This chapter examines the behaviour of the approach taken in chapter 3 on high dimensional problems. Some authors have already suggested that employing a heavy tailed search distribution, such as a Cauchy, may enable EDA to better explore a high dimensional search space [75]. However, other authors have found Cauchy search distributions are less effective than Gaussian search distributions in high dimensional problems [38], [66] and [67]. In this chapter\(^1\), we set out to resolve this controversy. As we shall see, the comparative behaviour of Cauchy vs. Gaussian turns out to be surprising in high dimensions.

4.1 Introduction

EDA is known to have good properties as long as the search space is low dimensional, but it is notoriously bad in high dimensions due to excessive computational resource requirements [22], [47], [58]. In an attempt to remedy this, several authors have proposed employing heavy-tailed distributions in the sampling step of EDA instead of the more

\(^1\)A shorter version of this work presented in this chapter appears in Proc. IEEE International Congress on Evolutionary Computation (CEC) 2016. This work was nominated for a Best Paper Award.
commonly used Gaussian. For instance, [81] proposes a univariate continuous EDA (UMDAc) with Lévy sampling. Furthermore, in later work by [75], Cauchy sampling has been reported to be superior to Gaussian in high dimensions. Cauchy is a very heavy tailed distribution that has no finite mean. From the conclusions of these works it appears as though the ability to make long jumps should be beneficial for high dimensional search. Though, we should note that, the study in [75], although termed 'high dimensional' by the authors, it only considered problems of up-to 32 dimensions.

Low dimensional studies (up-to 3 dimensions) are pretty consistent to find Cauchy superior to Gaussian when the population is relatively far from the optimum - see for instance [37], [65], [73], [86] and the previous chapter. But in high dimensions we see a controversy in the existing literature as highlighted in chapters 1 and 2. One issue is that the previous comparisons mentioned in chapters 1 and 2 were done with different algorithms so it is hard to distill a global picture. Secondly, evidence about the merits of Cauchy vs. Gaussian based search is largely missing in the literature on problems larger that 40 dimensions. What will happen on problems with 50-1000 dimensions?

In this chapter we set out to resolve the above controversy, and we conduct a thorough investigation into the performance of multivariate Cauchy EDA in high dimensions up to 1000 dimensional problems in comparison with its Gaussian counterpart. We shall use a scalable variant of EDA called EDA with Model Complexity Control (EDA-MCC) [22] for our purpose, and create a Cauchy sampling variant of it.

4.2 Presentation of the algorithm used in this work

We chose EDA-MCC [22] as the algorithmic tool for our experiments, because it is scalable and applicable to both low and high dimensional problems, and it was previously demonstrated to work well up to 500 dimensions. This allows us to vary the problem size and observe the trends in performance comparatively for Gaussian and Cauchy search
distributions.

In its original form, EDA-MCC employs a multivariate Gaussian search distribution, which, for scalability purposes, is modelled/approximated as a product distribution on non-overlapping subspaces. These are created by randomly partitioning the search variables that have correlations into disjoint groups. During the evolutionary process, the algorithm keeps measuring the degree of linear interdependencies between variables by computing their correlation coefficients and the variables that only have correlations smaller than the threshold in absolute value, (meaning the observed linear dependencies between variables are weak) are modelled as univariate product distributions.

Before proceeding further, we should mention that correlation only captures linear dependencies and will miss any non-linear ones. Initially, we also experimented with employing Mutual Information instead [85], but observed no significant improvement, and due to the computationally more demanding scaling we did not pursue it further.

It is straightforward to modify this strategy to sample from independent multivariate Cauchy blocks instead, which we do for the purpose of our experiments. The pseudo-code of a generic EDA is given in Algorithm 2, and the Algorithms 8-9a-9b summarize EDA-MCC which can be found in chapter 2. Our only modification is in the multivariate modeling, namely step (c) of Algorithm 9a, to allow for multivariate Cauchy sampling in the subspaces. We implemented the multivariate Cauchy sampling by making use of the Gaussian scale-mixture representation of the Cauchy density [63] shown earlier in eq. 3.1, and sampling this generatively, in the same way as in chapter 3.

4.3 Experiments

We set out to resolve the controversy about the comparative merits of multivariate Gaussian vs. Cauchy search distributions in high dimensions. Towards this end, we conducted experiments on 7 benchmark functions taken from the CEC’05 competition [77] – these
Table 4.1: Scalable test functions from the CEC’05 collection.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Name</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>P01</td>
<td>Shifted Sphere Function</td>
<td>Unimodal</td>
</tr>
<tr>
<td>P02</td>
<td>Shifted Schwefel’s Problem 1.2</td>
<td>Unimodal</td>
</tr>
<tr>
<td>P03</td>
<td>Shifted Rotated High Conditioned Elliptic Function</td>
<td>Unimodal</td>
</tr>
<tr>
<td>P04</td>
<td>Shifted Schwefel’s Problem 1.2 with Noise in Fitness</td>
<td>Unimodal</td>
</tr>
<tr>
<td>P05</td>
<td>Shifted Rosenbrock’s Function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>P06</td>
<td>Shifted Rastrigin’s Function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>P07</td>
<td>Expanded Extented Griewank Function plus Rosenbrock</td>
<td>Multimodal</td>
</tr>
</tbody>
</table>

are listed in Table 4.1 – and we varied the problem dimensionality from 20 up to 1000. Among the functions tested, 4 are unimodal, and 3 are multi-modal. All the global optima are within some given box constraints. All problems are minimization. More details on the functions may be found in [77].

4.3.1 Roadmap and parameter settings

Our first experiments were conducted on the Shifted Rosenbrock Function to replicate the findings of [75] in the settings considered there (i.e varying dimensions up to 32). The purpose of these experiments was to see if the version of EDA we are using is consistent with their findings. Once confirmed, we further looked at the Shifted Rosenbrock Function in higher dimensions to get a more complete picture. As we shall see, the conclusion turns out to be very different in the higher dimensional regime.

We then conducted experiments on a good number of benchmark problems to test if the above finding is observed more generally. The following set of dimensions (problem sizes) were used to conduct our experiments, \{20, 30, 40, 50, 100, 200, 300, 400, 500, 1000\} for all problems.

All experiments were ran with three different population sizes \{300, 1000, 2000\} in order to make sure that the observed behavior is not a byproduct of a particular choice of
population size. A budget of \(10000 \times D\) function evaluations was set in all experiments, where \(D\) is the dimension of the problem. This was the recommended budget size in [77] for the CEC’05 competition.

The following tunable parameters were set in accordance with the recommendations in [22]: The threshold \(\theta\) to decide if a search variable has weak or strong correlations is set to 0.3, the number of selected individuals (\(\tilde{N}\)) is set to half of the population size, and the sample size used to estimate correlations (\(mc\)) is set to 100. However, we did not go by the recommendation of [22] in setting the maximum group size, \(c\). The reason will be explained shortly. Instead, we set \(c = \min([D/5], [N/15])\), where \(N\) is the population size. The performance criterion is the difference (gap) between the fitness of the best individual found and the true global optimum. Each experiment was run 25 times (with random independent restarts) and we report the average and standard deviation of these differences.

A note on setting the max group size, \(c\) in EDA-MCC

We believe the following must be a typo on page 811 in [22], for their 500-dimensional experiments, where the block size is claimed to be set to \(c = 100\) and the number of selected individuals is \(\tilde{N} = 100\). In our experience this setting does not work, and indeed this setting would mean to estimate \(100 \times 100\) covariance blocks from only 100 points which leads to a singular covariance estimate. Thus one needs to either reduce the block size \(c\) or to increase the population size \(N\): Since the latter is undesirable we took \(c = \min([D/5], [N/15])\). With our setting, now we have \(c \times c = \min([D/5], [N/15]) \times \min([D/5], [N/15])\) covariance blocks to estimate from \(\tilde{N} = [N/2]\) points. The table of parameters is shown in table 4.2 below with justification of choosing them mention in the text above. We used the default values as in [22] with the exception of the group size, \(c\). We have justified why we choose the value use for \(c\) in the section above.
Table 4.2: Table of parameters used in this chapter.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D$</td>
<td>Problem Dimensionality</td>
<td>${20, 30, 40, 50, 100, 200, 300, 400, 500, 1000}$</td>
</tr>
<tr>
<td>$N$</td>
<td>Population Size</td>
<td>${300, 1000, 2000}$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Correlation threshold</td>
<td>0.3</td>
</tr>
<tr>
<td>$\bar{N}$</td>
<td>Number of selected individuals</td>
<td>$\lceil \frac{N}{2} \rceil$</td>
</tr>
<tr>
<td>$mc$</td>
<td>Sample size use to estimate correlations</td>
<td>100</td>
</tr>
<tr>
<td>$c$</td>
<td>Maximum group size</td>
<td>$\min(\lceil \frac{D}{5} \rceil, \lceil \frac{N}{15} \rceil) \times \min(\lceil \frac{D}{5} \rceil, \lceil \frac{N}{15} \rceil)$</td>
</tr>
<tr>
<td>$m$</td>
<td>Number of non-intersecting subsets</td>
<td>$\lceil \frac{</td>
</tr>
<tr>
<td>runs</td>
<td>Number of runs</td>
<td>25</td>
</tr>
<tr>
<td>MaxBudget</td>
<td>Maximum number of function evaluation</td>
<td>$10000 \times D$</td>
</tr>
</tbody>
</table>

4.4 Results and Discussion

We present results of our experiments in three parts. The first part will consist of results of experiment done on the Rosenbrock function to verify the claim made in [75] and developing more complete picture. The second part contains results of an extensive empirical study on 7 benchmark functions, and the third part examines the case when the optimum is shifted much further away.

4.4.1 Results on shifted Rosenbrock: Confirming the findings of [75], and developing a more complete picture

Following [75], we start by running experiments on the shifted Rosenbrock function up to 32 dimensions. As we already mentioned, [75] reported superior performance when employing the Cauchy search distribution as opposed to the Gaussian when tested in this dimensionality range. Although they use a different optimization algorithm and different parameter setting than ours, we were able to confirm their finding. Figures 4.1 - 4.3 show the results obtained with population sizes 300, 1000 and 2000 respectively and Tables 4.3 - 4.5 show the corresponding statistical analysis. We see the Cauchy search
distribution performs significantly better than the Gaussian up to 50 dimensions for the case of experiment ran with population size of 300 and up to 100 dimensions in the case of experiment ran with population sizes of 1000 and 2000.

Figure 4.1: Convergence behaviour of Gaussian and Cauchy as search distribution for EDA-MCC on different dimensions of the Rosenbrock function for population size of 300 on average, as obtained from 25 independent runs. A total budget of $1 \cdot 10^4 \cdot D$, where $D$ is the dimension of the problems were used.

However, we also see from figures 4.1 - 4.3 and Tables 4.3 - 4.5 that the extrapolation suggested in [75] to higher dimensional problems than those tested by the authors, actually fails. Instead, we see a crossing point at around $D = 50$ and $D = 100$, after which exactly the opposite conclusion becomes true. The Gaussian search distribution performs
Table 4.3: Ranksum Statistical test for performance comparison between Gaussian and Cauchy search distribution on the Shifted Rosenbrock function with Budget = 10000 · \(D\) and Population size = 300.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Cauchy mean</th>
<th>Cauchy std</th>
<th>Gaussian mean</th>
<th>Gaussian std</th>
<th>Ranksum Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>9.33E+03</td>
<td>5.23E+04</td>
<td>1.98E+04</td>
<td>6.96E+04</td>
<td>7.13E-12</td>
</tr>
<tr>
<td>30</td>
<td>2.56E+04</td>
<td>2.43E+05</td>
<td>3.36E+05</td>
<td>5.99E+05</td>
<td>8.40E-31</td>
</tr>
<tr>
<td>40</td>
<td>61.8629</td>
<td>31.6877</td>
<td>1.28E+05</td>
<td>2.81E+06</td>
<td>2.56E-34</td>
</tr>
<tr>
<td>50</td>
<td>61.5353</td>
<td>25.0485</td>
<td>1.56E+06</td>
<td>2.32E+06</td>
<td>2.56E-34</td>
</tr>
<tr>
<td>100</td>
<td>9.27E+07</td>
<td>4.62E+07</td>
<td>9.41E+06</td>
<td>1.04E+07</td>
<td>1.62E-32</td>
</tr>
<tr>
<td>200</td>
<td>1.84E+11</td>
<td>1.19E+10</td>
<td>2.74E+07</td>
<td>1.95E+07</td>
<td>2.56E-34</td>
</tr>
<tr>
<td>300</td>
<td>6.46E+11</td>
<td>3.07E+10</td>
<td>6.54E+07</td>
<td>3.54E+07</td>
<td>2.56E-34</td>
</tr>
<tr>
<td>400</td>
<td>1.34E+12</td>
<td>6.06E+10</td>
<td>1.47E+08</td>
<td>7.21E+07</td>
<td>2.56E-34</td>
</tr>
<tr>
<td>500</td>
<td>2.15E+12</td>
<td>9.43E+10</td>
<td>2.71E+08</td>
<td>9.92E-07</td>
<td>2.56E-34</td>
</tr>
<tr>
<td>1000</td>
<td>7.68E+12</td>
<td>1.78E+11</td>
<td>2.12E+09</td>
<td>4.47E+08</td>
<td>7.07E-18</td>
</tr>
</tbody>
</table>

Table 4.4: Ranksum Statistical test for performance comparison between Gaussian and Cauchy search distribution on the Shifted Rosenbrock function with Budget = 10000 · \(D\) and Population size = 1000.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Cauchy mean</th>
<th>Cauchy std</th>
<th>Gaussian mean</th>
<th>Gaussian std</th>
<th>Ranksum Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>52.211</td>
<td>273.2988</td>
<td>87.3036</td>
<td>257.3303</td>
<td>1.59E-15</td>
</tr>
<tr>
<td>30</td>
<td>1.87E+04</td>
<td>1.75E+05</td>
<td>9.42E+04</td>
<td>1.93E+05</td>
<td>2.06E-29</td>
</tr>
<tr>
<td>40</td>
<td>7.74E+03</td>
<td>6.41E+04</td>
<td>1.24E+05</td>
<td>2.61E+05</td>
<td>1.13E-31</td>
</tr>
<tr>
<td>50</td>
<td>1.88E+03</td>
<td>1.10E+04</td>
<td>1.07E+05</td>
<td>1.38E+05</td>
<td>2.44E-32</td>
</tr>
<tr>
<td>100</td>
<td>1.44E+04</td>
<td>8.38E+04</td>
<td>4.18E+05</td>
<td>5.81E+05</td>
<td>1.47E-31</td>
</tr>
<tr>
<td>200</td>
<td>7.17E+10</td>
<td>6.20E+09</td>
<td>9.78E+05</td>
<td>8.20E+05</td>
<td>2.56E-34</td>
</tr>
<tr>
<td>300</td>
<td>4.72E+11</td>
<td>2.38E+10</td>
<td>2.27E+06</td>
<td>1.57E+06</td>
<td>2.56E-34</td>
</tr>
<tr>
<td>400</td>
<td>9.75E+11</td>
<td>4.11E+10</td>
<td>4.86E+06</td>
<td>2.53E+06</td>
<td>2.56E-34</td>
</tr>
<tr>
<td>500</td>
<td>1.56E+12</td>
<td>6.19E+10</td>
<td>7.34E+06</td>
<td>4.01E+06</td>
<td>2.56E-34</td>
</tr>
<tr>
<td>1000</td>
<td>5.25E+12</td>
<td>2.18E+11</td>
<td>2.82E+07</td>
<td>1.05E+07</td>
<td>7.07E-18</td>
</tr>
</tbody>
</table>

Table 4.5: Ranksum Statistical test for performance comparison between Gaussian and Cauchy search distribution on the Shifted Rosenbrock function with Budget = 10000 · \(D\) and Population size = 2000.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Cauchy mean</th>
<th>Cauchy std</th>
<th>Gaussian mean</th>
<th>Gaussian std</th>
<th>Ranksum Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>1.15E+04</td>
<td>4.95E+04</td>
<td>5.30E+04</td>
<td>9.35E+04</td>
<td>2.13E-21</td>
</tr>
<tr>
<td>40</td>
<td>8.03E+03</td>
<td>6.32E+04</td>
<td>5.18E+04</td>
<td>5.40E+04</td>
<td>3.45E-30</td>
</tr>
<tr>
<td>50</td>
<td>338.7745</td>
<td>976.4567</td>
<td>5.66E+04</td>
<td>7.39E+04</td>
<td>1.54E-33</td>
</tr>
<tr>
<td>100</td>
<td>8.04E+03</td>
<td>4.76E+04</td>
<td>1.55E+05</td>
<td>1.63E+05</td>
<td>3.56E-32</td>
</tr>
<tr>
<td>200</td>
<td>5.44E+10</td>
<td>5.85E+09</td>
<td>2.31E+05</td>
<td>1.93E+05</td>
<td>2.56E-34</td>
</tr>
<tr>
<td>300</td>
<td>4.53E+11</td>
<td>2.01E+10</td>
<td>3.88E+05</td>
<td>2.79E+05</td>
<td>2.56E-34</td>
</tr>
<tr>
<td>400</td>
<td>9.18E+11</td>
<td>4.34E+10</td>
<td>7.72E+05</td>
<td>4.38E+05</td>
<td>2.56E-34</td>
</tr>
<tr>
<td>500</td>
<td>1.35E+12</td>
<td>4.89E+10</td>
<td>1.14E+06</td>
<td>6.06E+05</td>
<td>2.56E-34</td>
</tr>
<tr>
<td>1000</td>
<td>3.77E+12</td>
<td>1.29E+11</td>
<td>5.03E+06</td>
<td>1.66E+06</td>
<td>7.07E-18</td>
</tr>
</tbody>
</table>
Figure 4.2: Convergence behaviour of Gaussian and Cauchy as search distribution for EDA-MCC on different dimensions of the Rosenbrock function for population size of 1000 on average, as obtained from 25 independent runs. A total budget of $1 \cdot 10^4 \cdot D$, where $D$ is the dimension of the problems were used.

significantly better than the Cauchy at problem dimensions larger than $D = 100$, up to $D = 1000$. 
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Figure 4.3: Convergence behaviour of Gaussian and Cauchy as search distribution for EDA-MCC on different dimensions of the Rosenbrock function for population size of 2000 on average, as obtained from 25 independent runs. A total budget of $1 \cdot 10^4 \cdot D$, where $D$ is the dimension of the problems were used.

We found the above conclusion consistently (up to slight shifts of the crossing point) with different population sizes. This will be apparent in the next subsection where com-
plete and summary plots of results obtained with three different population sizes will be presented. Moreover, as we shall see, the finding that Gaussian performs better than Cauchy in high (beyond 100) dimensional problems is also observed for all benchmark problems tested.

4.4.2 Results of an extensive empirical study

Having found an interesting pattern of comparative behavior in the previous section on the shifted Rosenbrock function, we then performed similar comparative experiments on all functions from Table 4.1 in order to see if our finding holds more generally.

Figure 4.4 presents all these results in a compact format. Here we display the differences between the fitness value achieved with Gaussian \((fg)\) and with Cauchy \((fc)\) search distributions respectively. By fitness value we mean the average of the best fitness in the last generation, as averaged over 25 independent runs. Whenever this difference \((fg - fc)\), is positive it means that Cauchy outperformed Gaussian (recall, we do minimization so smaller fitness is better), and vice-versa – whenever \((fg - fc)\) is negative then Gaussian outperformed Cauchy. The 7 plots correspond to the 7 benchmark problems tested, and each curve on these plots corresponds to a particular choice of population size. Since the fitness differences are much larger when \(D\) is large, we also show a zoomed version of the lower dimensional regime in order to better see the details.

From Figure 4.4, we see that the comparative behaviour of the two search distributions in the high dimensional regime, as observed in the previous section, consistently holds up on all functions tested, and with all population sizes tested. That is, the differences in the fitness values \((fg - fc)\) are positive in the dimension range 20-50 in most cases, meaning that Cauchy tends to be better in this regime. But, as the dimension exceeds 50 or 100, the differences become negative and remain negative, indicating that Gaussian is now better than Cauchy.
We can also see from figure 4.4 that the results with smaller population size yield the largest contrast between the performances of these two search distributions. We therefore conclude on the basis of these results that Cauchy may be better than Gaussian in low
dimensional problems, but Gaussian is superior in high dimensional problems. Statistical tests confirmed that these differences are statistically significant.

4.4.3 Further results when the optimum is shifted much further away

Since Cauchy sampling in optimisation is expected to have an advantage over Gaussian when long jumps are beneficial, we also tried to modify the test problems by shifting the global optimum and increasing the search box sizes from $[-10^2, 10^2]$ up to $[-10^4, 10^4]$, to see if Cauchy’s long jumps will pay off. We found this is not the case, and Cauchy search makes very slow progress in all cases tested. See results in Figures 4.5 and 4.6. These experiments conclude that Cauchy’s long jumps do not help in high dimensions, which agrees with the findings in [38]. That is, the chances for a long jump to turn out lucky vanish with increasing dimension, and the analysis in the next section suggests that in fact this issue is unavoidable.

4.5 Understanding the reasons for our experimental findings

We attack the problem from two different angles. First, we look at the probability of bad moves. Second, we examine the behaviour of Gaussian and Cauchy norms as the dimensionality increases.

4.5.1 Probability of bad moves

Here, we show why large search steps are, in general, more likely to perform worse than smaller ones and explain the role that the problem dimensionality plays in this issue.

We start by considering a search distribution that selects new candidate solutions from the uniform distribution on a sphere of fixed radius, $r$, about a current population
Figure 4.5: Trajectories to compare Gaussian and Cauchy search distributions on the Shifted Rosenbrock Function when the box size was increased from $[-10^2, 10^2]$ to $[-10^4, 10^4]$ and the shift values varied from $10^2 - 10^4$.

member – why this captures the essential behaviour of Gaussian high-dimensional search will be explained shortly – and we look at the effect of varying $r$. More precisely we consider the probability of the event that a new candidate solution is closer to the global (or any particular local) optimum than the current population member. See Figure 4.7 – the point $x^*$ is the global optimum in the search space, the point $p^*$ is the centre (mean) of the current population, and the shaded circle represents the ball of radius $\rho := \|x^* - p^*\|$ centred on $x^*$. Clearly a new candidate solution $p'$ is closer to the global optimum than $p^*$ if and only if it lies within this ball, that is when $\|x^* - p'\| < \rho$. In Figure 4.7 we see this intersection in bold for several choices of $r$ – in 2 dimensions this intersection is an arc, in 3 it is a spherical cap, and in 4 or more dimensions it is a hyperspherical cap. Now, what is the probability of the event $\|x^* - p'\| < \rho$? Denote by $S_r^{D-1}$ the
Figure 4.6: Comparisons of Gaussian vs. Cauchy search distributions on problems with highly shifted optima and increased sizes of the search box.

Figure 4.7: Proof by picture – the probability that \( \|x^* - p'\| < \|x^* - p\| \) is monotonically decreasing in the step size of the search.

sphere about \( p^* \) of radius \( r \) in \( \mathbb{R}^D \): When \( p' \) is drawn from the uniform distribution on \( S_{r}^{D-1} \), this probability is the proportion of the surface of the whole sphere comprising the intersection, namely the quotient of the surface area of the hyperspherical cap to the
sphere $S^{D-1}_r$. For a fixed value of $\|x^* - p^*\|$, and for any problem dimensionality $D \geq 2$, this probability is monotonically decreasing in $r$ for $r \in (0, 2\rho)$ and, of course, it is zero for values of $r > 2\rho$ in any dimension. Thus if the search direction from a current solution is chosen uniformly at random then, irrespective of any other consideration, larger step sizes are always more likely to take us further from the global optimum than smaller step sizes. How fast does this probability decay as a function of the step size or of the dimensionality? Define the angle of the hyperspherical cap at $p^*$ to be $2\theta_r$, and note that the proportion of the sphere of radius $r$ covered by this cap is the same as the proportion of the unit sphere covered by a cap on the unit sphere also with angle $2\theta_r$. Therefore $\Pr\{|x^* - p'| < \rho\} \leq \exp\left(-\frac{D^2}{2} \cos^2 \theta_r\right)$ where the RHS follows from Lemma 2.2 of [7] which upper bounds this latter quantity. By simple trigonometry one finds that $\cos \theta_r = r/2\rho$, and thus we obtain the following theorem:

**Theorem 4.5.1 (Most Search Steps are Bad).** Let $x^*$, $p^*$ be two fixed points in $\mathbb{R}^D$ with the Euclidean distance between them $\rho := \|x^* - p^*\|$. Let $p' = p^* + z$ where $z$ is sampled from the uniform distribution on the hypersphere of radius $r$. Then:

$$\Pr\{|x^* - p'| > \|x^* - p^*\|\} > 1 - \exp\left(-\frac{D^2 r^2}{8\rho^2}\right)$$  \hspace{1cm} (4.1)

This means that, for any fixed value of $\rho$, the probability of sampling a point closer to the global optimum than the current reference point decays exponentially quickly in both the search radius (step size) $r$, and the dimensionality $D$. It also means that, for any choice of relative step size $r/\rho$, the proportion of good directions (i.e. directions that get us closer to the optimum than the reference point) decays exponentially quickly in the problem dimension. Therefore, if the step direction is random, large steps in high-dimensional search spaces are far less likely to take us closer to the global optimum.

---

1 In dimension 1 this probability is exactly 0.5 for a step of size $r \in (0, 2\rho)$. 

than small steps, and thus for high-dimensional search we would expect that with very high probability heavy-tailed distributions such as the Cauchy will perform poorly. This suggests that exploration by large steps is mostly counterproductive in high dimensions and instead one should focus mainly on finding the right direction in which to move the search distribution.

4.5.2 Gaussian and Cauchy norms in high dimensions

Now we discuss some possible reasons why a Gaussian search distribution does better. From high dimensional probability theory it is known that high dimensional probability distributions may look very different from their low dimensional versions, and may therefore behave in a counter-intuitive manner. We conjecture the good performance of the Gaussian search may be due to its good concentration property, which the Cauchy distribution lacks. This property means that in high dimensions most of the points sampled from the distribution lie within a thin shell at some distance from the center of the distribution - in other words, in high dimensions we will not generate new points very close to the mean, neither will we generate points very far from the mean either. Figure 4.8 demonstrates this empirically. We sampled 100,000 points from a 10, 100, 200 and 1000-dimensional standard Gaussian and plotted the histogram of Euclidean distances from the origin (centre of the distribution). We see from the figure that all of these distances are close to approximately $\sqrt{D}$ ($\sqrt{10} = 3.16, \sqrt{100} = 10, \sqrt{200} = 14.14, \sqrt{1000} = 31.66$). This was just an example for figure 4.8, but in general in the algorithm we use $\sqrt{\text{Tr}(\Sigma)}$. So, as the dimensionality increases we have most of the points within a shell that gets thinner and thinner relative to the average distance from the centre.

We then repeated the same experiment with 10, 100, 200 and 1000-dimensional Cauchy norms where 70% of the components of the points were sampled from independent $c$-
Figure 4.8: Comparison of the histograms of Gaussian vs. Cauchy norms as $D$ increases. The values of the parameter $c$ chosen here (i.e. the dimension of independent multivariate Cauchy components) correspond to a population size of 300 (although we observed no qualitative difference for other choices). We used 100,000 sample points to create these histograms.
dimensional multivariate standard Cauchy distributions and the remaining 30% from independent standard Gaussian – this mimics a typical SM & WI split from our Cauchy-EDA-MCC simulations. We superimposed these histograms on the same plots with the Gaussian norms in Figure 4.8. From Figure 4.8 it is very apparent that the Gaussian norms are all clamped in a narrow range, whereas the Cauchy norms are increasingly spread out. This will have implications on the implicit searching strategy associated with these two distributions, as we shall discuss in the remainder of this section.

Take the Gaussian case first. More formally, for a generic non-degenerate\(^1\) \(D \times D\) covariance matrix \(\Sigma\), let \(X \sim N(0, \Sigma)\). Then the expected norm can be approximated as follows:

\[
E[||X||] \leq \sqrt{E[||X||^2]} = \sqrt{\text{Tr}(\Sigma)}
\]

(4.2)

using Jensen’s inequality. Indeed, applying the linearity of expectation, we have

\[
E[||X||^2] = E\left[\sum_{i=1}^{D} X_i^2\right] = \sum_{i=1}^{D} E[X_i^2] = \sum_{i=1}^{D} (\Sigma_{ii}) = \text{Tr}(\Sigma).
\]

Note that in the case \(\Sigma = I\) we have \(\sqrt{\text{Tr}(\Sigma)} = \sqrt{D}\). This is why we saw the averages of Gaussian norms at approximately \(\sqrt{D}\) in Figure 4.8. Furthermore, the following lemma shows that with high probability \(||X||\) is close to \(\sqrt{\text{Tr}(\Sigma)}\) (in absolute difference relative to the spectral norm of \(\Sigma\)).

\textbf{Lemma 2}. Let \(X \in R^D\) where \(X\) has entries drawn from a multivariate Gaussian with

\(^1\)Note that the model complexity control on the covariance estimates in EDA-MCC ensures that the covariance estimates are indeed non-degenerate – of course, provided that we set the parameters \(c\) and \(m\) wisely (as discussed in an earlier section).
mean zero and $\Sigma$ covariance. Then, $\forall \varepsilon \in (0, 1)$,

$$
\Pr \left\{ \left\| X \right\| - \sqrt{\text{Tr}(\Sigma)} \geq \varepsilon \sqrt{\lambda_{\max}(\Sigma)} \right\} \leq 2 \exp \left[ -\frac{\varepsilon^2}{2} \right]
$$

(4.3) \qed

Lemma 2 implies that in Gaussian EDA search, a large fraction of the new generation lies in a thin shell at the same distance from the center of the population – therefore selection of the fittest points essentially selects the promising directions. These two elements – using all of the available resources to select directions, and then ensuring a steady move of size just below $\sqrt{\text{Tr}(\Sigma)}$ from the center of the population from one generation to the next – provide Gaussian EDA a well focused strategy that is beneficial and resource-efficient. And of course, as we approach a local optimum $\text{Tr}(\Sigma)$ will decay, so in fact Gaussian EDA automatically tunes the search granularity over successive generations.

By contrast, the Cauchy density does not have good concentration properties. This is very apparent from the numerical experiment in Figure 4.8. While we see a reasonably high density region in the case of $D = 10$, as $D$ increases, the heavy tails of the distribution in all directions dissolve any high density region. Therefore, Cauchy based search has no ability to prioritize selecting good directions.

This probability inequality was mentioned in [45] without proof. Here we derive it from Lemma 1 of [25].

**Proof:** The following bounds [25] hold for the Gaussian square norm, with the two sides holding with different probabilities.
Pr \left\{ \| X \| \geq \sqrt{(1 + \epsilon) \text{Tr}(\Sigma)} \right\} \leq \exp \left( - \frac{\text{Tr}(\Sigma)(\sqrt{1 + \epsilon} - 1)^2}{2\lambda_{\max}(\Sigma)} \right) \quad (4.4)

Pr \left\{ \| X \| \leq \sqrt{(1 - \epsilon) \text{Tr}(\Sigma)} \right\} \leq \exp \left( - \frac{\text{Tr}(\Sigma)(\sqrt{1 - \epsilon} - 1)^2}{2\lambda_{\max}(\Sigma)} \right) \quad (4.5)

Here we massage this pair of bounds into single bound.

Now from the Left Hand Side (LHS) of equation 4.4 and our target, we set:

$$\sqrt{\text{Tr}(\Sigma) + \epsilon \text{Tr}(\Sigma)} = \sqrt{\text{Tr}(\Sigma)} + \tau \sqrt{\lambda_{\max}(\Sigma)}$$

Squaring both sides and expanding the Right Hand Side (RHS) expression we have

$$\epsilon \text{Tr}(\Sigma) = \tau \left[ 2\sqrt{\text{Tr}(\Sigma)\lambda_{\max}(\Sigma)} + \tau \lambda_{\max}(\Sigma) \right]$$

$$\epsilon = \tau \left[ \frac{2\sqrt{\text{Tr}(\Sigma)\lambda_{\max}(\Sigma)} + \tau \lambda_{\max}(\Sigma)}{\text{Tr}(\Sigma)} \right]$$

Solving for $\epsilon$, and replacing it

$$\epsilon = \tau \left[ 2 \sqrt{\frac{\lambda_{\max}(\Sigma)}{\text{Tr}(\Sigma)}} + \frac{\tau \lambda_{\max}(\Sigma)}{\text{Tr}(\Sigma)} \right]$$
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Substituting $\varepsilon$ into the RHS of eq.4.4 gives, after some algebra:

$$\exp \left[ - \frac{Tr(\Sigma)}{2} \left( \frac{1}{\lambda_{\text{max}}(\Sigma)} + \frac{2\tau}{\sqrt{Tr(\Sigma)}\lambda_{\text{max}}(\Sigma)} + \frac{\tau^2}{Tr(\Sigma)} - \frac{1}{\sqrt{\lambda_{\text{max}}(\Sigma)}} \right)^2 \right]$$

Taking the Lowest Common Multiple (LCM) of the term under the square root, we have

$$= \exp \left[ - \frac{Tr(\Sigma)}{2} \left( \frac{Tr(\Sigma) + 2\tau \sqrt{Tr(\Sigma)}\lambda_{\text{max}}(\Sigma) + \tau^2 \lambda_{\text{max}}(\Sigma)}{Tr(\Sigma)\lambda_{\text{max}}(\Sigma)} - \frac{1}{\sqrt{\lambda_{\text{max}}(\Sigma)}} \right)^2 \right]$$

$$= \exp \left[ - \frac{Tr(\Sigma)}{2} \left( \frac{(\sqrt{Tr(\Sigma)} + \tau \sqrt{\lambda_{\text{max}}(\Sigma)})^2}{Tr(\Sigma)\lambda_{\text{max}}(\Sigma)} - \frac{1}{\sqrt{\lambda_{\text{max}}(\Sigma)}} \right)^2 \right]$$

$$= \exp \left[ - \frac{Tr(\Sigma)}{2} \left( \frac{\sqrt{Tr(\Sigma)} + \tau \sqrt{\lambda_{\text{max}}(\Sigma)}}{\sqrt{Tr(\Sigma)}\lambda_{\text{max}}(\Sigma)} - \frac{1}{\sqrt{\lambda_{\text{max}}(\Sigma)}} \right)^2 \right]$$

Now taking LCM of the term inside the square, and

$$= \exp \left[ - \frac{Tr(\Sigma)}{2} \left( \frac{\sqrt{Tr(\Sigma)} + \tau \sqrt{\lambda_{\text{max}}(\Sigma)}}{\sqrt{Tr(\Sigma)}\lambda_{\text{max}}(\Sigma)} - \sqrt{Tr(\Sigma)} \right)^2 \right]$$

simplifying, we get:

$$= \exp \left[ - \frac{Tr(\Sigma)}{2} \left( \frac{\tau \sqrt{\lambda_{\text{max}}(\Sigma)}}{\sqrt{Tr(\Sigma)}\lambda_{\text{max}}(\Sigma)} \right)^2 \right]$$

after cancellations. Rename $\tau$ by $\varepsilon$, and this completes the proof for one side of Lemma.
1. The other side is analogous, and yields:

\[
Pr \left\{ \| X \| - \sqrt{Tr(\Sigma)} \leq -\varepsilon \sqrt{\lambda_{\text{max}}(\Sigma)} \right\} \leq \exp \left[ -\frac{\varepsilon^2}{2} \right]
\]

In the sequel we shall put the above explanation to a test: We shall create a new search distribution for EDA that takes to the extreme the clever implicit searching strategy of Gaussian EDA that we just uncovered. If our reasoning above is correct, then the new search distribution might perform even better in high dimensions.

### 4.6 EDA with uniform search distribution on a hypersphere

Rather than searching in a thin shell at some constant distance from the center of the population, let us search precisely on the hypersphere with the same radius. Based on our analysis in the previous section, from eqs. (4.2)-(4.3), we define the search distribution as a uniform distribution on the sphere of radius \( \sqrt{Tr(\Sigma)} \), where, as before, \( \Sigma \) is the covariance estimated from the selected individuals. This way, when the high fitness individuals are selected they represent exactly the high fitness directions at granularity equal to the radius. The subsequent generation then makes a steady move towards the average of the selected directions, just like it was the case for Gaussian based search.

We tested and validated the performance of this new EDA variant in an extensive series of experiments, comparatively with both the Gaussian and the Cauchy EDA variants discussed earlier. We first present detailed results on the search process for the Shifted Rosenbrock function in Figures 4.9 - 4.11, for three different population sizes, each tested on all different dimensions of the problem considered, from low to high. We also present
a summary of the comparative results in figure 4.12. As conjectured, we can see that the uniform sphere based search strategy becomes increasingly efficient in high dimensions and outperforms both Cauchy and Gaussian based EDA search as the dimensionality of the problem increases. We confirmed using ranksum tests that these differences are statistically significant. This is because in an exponentially increasing search space, when only having a linearly increasing budget it becomes more and more important to prioritize the task of selecting good directions. We also see that this effect is very robust and not influenced by the particular choice of population size. All plots represent average of best fitness as computed from 25 independent runs. The total budget was set to $10^4 \cdot D$, where $D$ is the dimension of the problems.
Figure 4.9: Trajectories of Gaussian EDA-MCC, Cauchy EDA-MCC and UniformSphere EDA on the Shifted Rosenbrock function when the population size is $N = 300$. 
Figure 4.10: Trajectories of Gaussian EDA-MCC, Cauchy EDA-MCC and UniformSphere EDA on the Shifted Rosenbrock function when the population size is $N = 1000$. 
Figure 4.11: Trajectories of Gaussian EDA-MCC, Cauchy EDA-MCC and UniformSphere EDA on the Shifted Rosenbrock function when the population size is $N = 2000$. 
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Figure 4.12: Differences between the averages (from 25 repeated runs) of the best fitness values achieved by the Gaussian ($f_g$) and Uniform on Sphere ($f_s$) plotted on the right and Cauchy ($f_c$) and Uniform on Sphere ($f_s$) EDAs plotted on the left, as the dimension is varied. The smaller plots superimposed represent zoomed versions of the same results in the range of 20-50 dimensions.

Finally, in Figure 4.13 we demonstrate the results of large scale experiments in 1000-dimensions on the remaining 6 benchmark function listed in Table 4.1. Here we used a population size of $N = 300$. Again we see that UniformSphere-EDA consistently and significantly outperforms the other two EDA variants.
When we artificially completely remove the deviation between the norm and the square root of the trace, this resulted in the sphere with radius square root of trace. The fact that the sphere base search works for optimisation confirms our conjecture that concentration of norms helps.

From these results, and recalling our rationale for creating this new EDA version, we conclude that our study resolved the controversy about the merits of Gaussian against Cauchy EDA search in high dimensional problems and provides a better understanding of why Gaussian performs better than Cauchy in truly high dimensional problems.
4.7 Summary

In this chapter, we conducted a large empirical study to benchmark the performance of Cauchy and Gaussian search distributions in EDA using a scalable black-box EDA optimizer. Our empirical results suggest that Cauchy search distributions perform particularly badly in high-dimensional spaces. To explain this phenomenon we developed some theory that explains why large search steps are inefficient in high dimensional search spaces. We argued that a Gaussian search distribution has an in-built prioritizing strategy that implicitly focuses resources within a generation on selecting good search directions: This strategy is a by-product of the concentration property of Gaussian norms in high dimensions. On the other hand, Cauchy norms lack good concentration properties and make a relatively high proportion of (very) large steps, and this results in an increasingly inefficient search strategy when the problem dimension increases. Based on our theoretical insights and understanding of high dimensional domains, we proposed a minor modification to the standard Gaussian EDA which enforces search within a generation to take place at a fixed radius of the current population centre. Initial experiments on a battery of test problems indicate that this simple change improves high dimensional search considerably.
In this chapter\textsuperscript{1}, we present a new variant of EDA for high dimensional continuous optimisation, which extends a recently proposed random projections (RP) ensemble based approach by employing heavy tailed random matrices. In particular, we use random matrices with i.i.d. \textit{t}-distributed entries. EDA model building has the role of capturing the structure of the problem, which in some applications may be of independent interest. The UniformSphere distribution which we proposed in Chapter 4 loses out on this aspect. Therefore in this chapter, we return to Gaussian having seen its superior performance over Cauchy in high dimensional problems in chapter 4, but with a strong regularisation implicitly implemented by an ensemble of Random Projections (RPs). This pushes the covariance matrix closer to spherical while allowing the search distribution to capture a full covariance that can be used for interpretation, i.e to learn about the structure of the problem. We generate the entries of the random matrices from a \textit{t}-distributions in

\textsuperscript{1}A shorter version of this work presented in this chapter appears in Proc. IEEE International congress on Evolutionary Computation (CEC) 2015, IEEE Xplore pp. 2074 - 2081, (c) IEEE, 2015. \textbf{Recipient of the Runner Up Student Paper Award.}
this method which may look surprising in the context of random projections, however
we show that the resulting ensemble covariance is enlarged when the degree of freedom
parameter is lowered. Based on this observation, we develop an adaptive scheme to ad-
just this parameter during evolution, and this results in a flexible means of balancing
exploration and exploitation of the search process. A comprehensive set of experiments
on high dimensional benchmark functions demonstrate the usefulness of our approach.

5.1 Introduction

We start by computing the ensemble-covariance of the new population in step (8) of
algorithm 12 described in chapter 2 conditional on fixing the random projection matrices
$R_i, i = 1 : \tilde{M}$. We will then condition on the fit individuals and look at the effect of
$R_i, i = 1 : \tilde{M}$ by computing the expectation of this ensemble covariance with respect to
$R_i, i = 1 : \tilde{M}$.

Proposition 1: Conditionally on all $R_i, i = 1...\tilde{M}$, the new generation produced at
Step 8 of Algorithm 12 is i.i.d. Gaussian with mean $\mu$ and the following $d \times d$ covariance
matrix:

$$\Sigma_{rp} = \frac{d}{kM} \sum_{i=1}^{\tilde{M}} R_i^T R_i \Sigma R_i^T R_i$$

where $\Sigma$ is the sample covariance of the original selected individuals in $P_{Sel}$

Proof: Recall from step 7(a) of Algorithm 12 that the set of projected points in the $i$-th
subspace is:

$$Y^{R_i} = \{R_i(x_1 - \mu), R_i(x_2 - \mu), ..., R_i(x_N - \mu)\}$$

Conditional on $R_i$, the sample covariance matrix of this set of points is:

$$\Sigma_R = \frac{1}{N} \sum_{n=1}^{N} R_i(x_n - \mu)(R_i(x_n - \mu))^T = R_i \Sigma R_i^T$$
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So the samples in step 7(c) of algorithm 12 are $y_1^{R_i}, ..., y_N^{R_i} \sim N(0, \Sigma_{R_i})$.

To find the distribution of the individuals in $P$ at step (8) of Algorithm 12, we look at the first individual:

$$P_1 := \sqrt{\frac{DM}{k}} \left[ \frac{1}{M} \sum_{i=1}^{M} R_i^T y_1^{R_i} \right] + \mu. \tag{5.1}$$

Conditionally on $R_i, i = 1 : \tilde{M}$, this is a linear combination of independent Gaussian random variables, which is again a Gaussian\(^1\) \cite{62}. Hence, $P_1$ is Gaussian distributed, it has mean $\mu$ (since $y_1^{R_i}$ has zero mean), and we compute its covariance below.

In equation (5.1), denote $A := \sqrt{\frac{DM}{k}} \frac{1}{M} R_i^T$, then from step 7(c), we have that

$$y_1^{R_i} \sim N(0, R_i \Sigma_{R_i}^T).$$

So,

$$Ay_1^{R_i} \sim N(0, AR_i \Sigma_{R_i}^T A^T) \tag{5.2}$$

Replacing $A$ in (5.2), we have

$$Ay_1^{R_i} \sim N(0, \frac{DM}{k} \frac{1}{M} R_i^T R_i \Sigma_{R_i} R_i^T \frac{1}{M} R_i),$$

which simplifies to

$$N(0, \frac{D}{kM} R_i^T R_i \Sigma_{R_i} R_i^T R_i)$$

---

\(^1\)Assume $x \sim N(m_x, \Sigma_x)$ and $y \sim N(m_y, \Sigma_y)$, then

$$Ax + By + c \sim N(Am_x + Bm_y + c, A \Sigma_x A^T + B \Sigma_y B^T)$$
Repeating this reasoning for each $P_j$, we find that:

\[ P_j \sim N(\mu, \frac{D}{kM} \sum_{i=1}^{\tilde{M}} R_i^T R_i \Sigma R_i^T R_i), \quad j = 1, \ldots, N \quad (5.3) \]

Hence, the form of the ensemble covariance in the $d$-dimensional search space is:

\[ \Sigma_{rp} = \frac{D}{kM} \sum_{i=1}^{\tilde{M}} R_i^T R_i \Sigma R_i^T R_i \quad (5.4) \]

In this chapter, Instead of generating $\tilde{M}$ independent random matrices $R_i, i = 1, \ldots, \tilde{M}$ with entries i.i.d from Gaussian in step (6) of algorithm 12, we generate $\tilde{M}$ independent random matrices $R_i, i = 1, \ldots, \tilde{M}$ with entries i.i.d from a t distribution with mean 0 and variance $\frac{1}{D}$. In this way, our expression of equation 5.4 of the RP-ENS-EDA will contain excess kurtosis of the entries of $R$ and since the entries of our $R$ matrices are from t distribution whose excess kurtosis contain degree of freedom, we adapt this degree of freedom in our method. This increases exploration while maintaining exploitation in our tRP-ENS-EDA whose Pseudocode is shown is algorithm 14 below. Figure 5.1 illustrates this fact. In Figure 5.1, we compare the samples from the ensemble of random projection $\tilde{M}$, whose entries are generated from Gaussian, figure 5.1(a) and the samples from the ensemble of random projection $\tilde{M}$, whose entries are generated from a heavy tail distribution (t distribution with a degree of freedom 7), figure 5.1(b). You can see the samples from the heavy tailed distribution, figure 5.1(b), more spread out with a big covariance than the sample from Gaussian distribution, figure 5.1(a), which has a smaller covariance. The bigger covariance enables the algorithm (tRP-Ens-EDA) to explore the search space better, thus escaping from a premature convergence than the smaller covariance that the algorithm (RP-Ens-EDA) has which is prone to premature convergence.
5.2 Using heavy tails in Random Projection based continuous EDA

In this section we devise a new variant of the RP-based large scale multivariate Gaussian EDA of [47] by proposing to use random matrices with heavy tailed entries. To readers familiar with the area of random projections, this might come as a surprise since random projection theory requires sub-Gaussian matrices, but our reasons will become clear in the analysis subsection shortly. In essence, as we shall see, the use of i.i.d. t-distributions, specifically its degree of freedom parameter, will allow us to enlarge the high dimensional ensemble-covariance matrix of the search distribution, which may facilitate exploration and escape early convergence, while still maintaining the focus of the search. Our analysis
implies also that sub-Gaussian random matrices in this context would cause the ensemble covariance to shrink, thus making the algorithm more prone to pre-mature convergence. See figure 5.1 for the effect of the entries of $R$ matrices on the ensemble-covariance matrix of the search distribution.

Algorithm presentation

We build on random projection ensemble based EDA (RP-Ens-EDA) [46], and refer to our new variant as tRP-Ens-EDA. The pseudocode of tRP-Ens-EDA is shown in algorithm 14.

**Algorithm 14** Algorithm with entries of $R$ from $t$-distribution (tRP-Ens-EDA)

**Inputs:** $k, \tilde{M}, N, \text{MaxFE}$

1. Set $g \leftarrow 0$.
2. Set $P \leftarrow$ Generate $N$ points randomly to give an initial population.

Do

3. Evaluate fitness for all $N$ points in $P$.
4. Select the fittest $\tilde{N}$ individuals $P^{sel}$ from $P$.
5. Estimate $\mu := \text{mean}(P^{sel})$.
6. Generate $\tilde{M}$ independent random matrices $R_i, i = 1, ..., \tilde{M}$ with entries iid from a $t$ distribution with mean 0 and variance $\frac{1}{D}$.

7. For $i = 1, ..., \tilde{M}$.
   (a) Project the centred points into k-dimensions:
   
   $Y^{R_i} := [R_i(x_n - \mu); n = 1, ..., \tilde{N}]$.
   
   (b) Estimate the $k \times k$ sample covariance $\Sigma^{R_i}$.
   
   (c) Sample $N$ new points $y_1^{R_i}, ..., y_N^{R_i} \sim \text{i.i.d.} N(0, \Sigma^{R_i})$.

EndFor

8. Let the new population $P^{\text{new}} := \sqrt{\frac{\tilde{M}}{k} \sum_{i=1}^{\tilde{M}} R_i y_1^{R_i}, ..., \frac{\tilde{M}}{k} \sum_{i=1}^{\tilde{M}} R_i y_N^{R_i}} + \mu$.

9. $P \leftarrow P^{\text{new}}$

10. $g \leftarrow g + 1$

Until Termination criteria are met or MaxFE exceeded

Output $P$


tRP-Ens-EDA proceeds by initially generating a population of individuals randomly everywhere and selects the $\tilde{N}$ fittest points based on their fitness values. This is the set
$P^{sel}$ in algorithm 14. The number of subspaces is denoted by $\tilde{M}$, which is a parameter. These subspaces are created in order to project the fittest individuals down to these subspaces with dimensionality $k \ll D$, where $D$ is the dimension of the search space, and $k$ is also a parameter of the method. For both of these parameters we will use the default values as in [46]. The other input parameters are the population size $N$ and the maximum fitness evaluations allowed, MaxFE. Once the $P^{sel}$ is determined, its mean is estimated in step (5) to be used in centering the points. Since we are going to have $\tilde{M}$ subspaces, $\tilde{M}$ independent random projection matrices are generated in step (6) so as to project the fittest individuals down to $k$ dimensions in these $\tilde{M}$ subspaces. The entries of the RP matrices are drawn iid from a t distribution with mean 0 and variance $\frac{1}{D}$. This is done by sampling from $t(0,1,\nu)$ standard t, and then multiply the samples by $\sqrt{\frac{\nu-2}{\nu D}}$. The reason we take the variance to be $\frac{1}{D}$ is to make sure we recover the original scale in Step (8) without having to modify the scaling factor: When $D$ is high, $R_i$ have nearly orthonormal rows if the entries have variance $1/D$. So, pre-multiplying with $R_i$ is like orthogonally projecting the points from the $D$ dimensional space to a $k$ dimensional subspace, which shortens the lengths of vectors by a factor of $\sqrt{k/D}$ and the standard deviation gets reduced by a factor of $\sqrt{\tilde{M}}$ after averaging [46]. Therefore, the scaling factor needed to ensure this recovery is $\sqrt{\frac{D \tilde{M}}{k}}$.

Step 7(a) projects the good samples down to the subspaces of dimension $k$, then estimates the $k \times k$ covariance matrices for each of the subspaces and samples $N$ new points in each subspace using the multivariate Gaussian distribution. Step (8) averages the individuals obtained from the different subspaces to produce the new population $P$. We should note that when $D$ is high, any two rows of the random project matrices become quasi-orthogonal to each other [27]. There is no lower bound on $k$, but there are on the number of random projections, but the number of random projections has to be larger than $D/k$. 
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Analysis

Now we want to see the effect of the random $R_i$’s on $\Sigma_{rp}$. To this end, we condition on $\Sigma$, and look at the expectation $E_R[\Sigma_{rp}]$. For this we use the following result:

Lemma 3. (Kaban, 2014 [44]): Let $R$ be a $k \times D$ random matrix, $k < D$, with entries drawn i.i.d. from a symmetric distribution with 0-mean and finite first four moments. Let $\Sigma$ be a $D \times D$ fixed positive semi-definite matrix with eigenvalues $\lambda_1, ..., \lambda_D$. Then,

$$E[R^T R \Sigma R^T R] = k \cdot E[R_{i,j}^2]^2 \left[ (k + 1)\Sigma + Tr(\Sigma)I_D + \left( \frac{E[R_i^4]}{E[R_{i,j}^2]^2} - 3 \right) \sum_{i=1}^D \lambda_i A_i \right]$$

where $A_i$ are $D \times D$ diagonal matrices with their $j$th diagonal elements being $\Sigma_{ai}U_{ai}^2U_{aj}$ and $U_{ai}$ is the $a$-th entry of the $i$th eigenvector of $\Sigma$.

From (5.4), the expectation of $\Sigma_{rp}$, is

$$E[\frac{D}{k} R^T R \Sigma R^T R] = \frac{D}{k} E[R^T R \Sigma R^T R].$$

which we will compute. Since we have the entries of our t-distribution with mean 0 and variance $\frac{1}{D}$, then we will have $E[R_{i,j}^2] = \frac{1}{D}$. Furthermore, we see the excess kurtosis of the entries of $R$ featuring in this result. So we need to compute this for the t-distribution. This excess kurtosis will contain the degree of freedom parameter of the t distribution which we shall vary adaptively to control the exploration and exploitation of our algorithm.

Definition: The excess kurtosis of a random variable $x$ is defined as:

$$K = \frac{E[x^4]}{E[x^2]^2} - 3$$

Proposition 2: The excess kurtosis of a standardised $t(0, 1, \nu)$ distribution with degree of freedom $\nu$, is:

$$K = \frac{6}{\nu - 4}, \quad \nu > 4$$
To prove equation 5.6, we proceed by deriving the Generic form of the even moment, $E[x^{2k}]$, where $k = 1, ..., n$ and then instantiate it to the fourth moment, $E[x^4]$ and second moment, $E[x^2]$ and then square the second moment and plug the results in 5.5 and simplify it.

**Proof:** Let $x \in \mathbb{R}^n$ be a r.v, $x \sim t(0, 1, \nu)$ and $k \in \{1, ..., n\}$, then by definition for even moments, we have

$$E[x^{2k}] = \int_{-\infty}^{\infty} x^{2k} f(x) dx$$

where $f(x)$ is the pdf of the t distribution. The pdf of a t distribution is written as:

$$f(x) = c \cdot \left(1 + \frac{x^2}{\nu}\right)^{-\frac{\nu+1}{2}}$$

where

$$c = \frac{1}{\sqrt{\nu} B\left(\frac{\nu}{2}, \frac{1}{2}\right)}$$

and $B$ is the beta function [2]. It can be observed that $f(x) = f(-x)$, since t is a symmetric distribution. We can re-write $E[x^{2k}]$ as:

$$= \int_{-\infty}^{0} x^{2k} f(x) dx + \int_{0}^{\infty} x^{2k} f(x) dx$$

Now applying a change of variable in the first integral by letting $s = -x$, then $dx = -ds$, we will have

$$E[x^{2k}] = -\int_{-\infty}^{0} (s)^{2k} f(-s) ds + \int_{0}^{\infty} x^{2k} f(x) dx$$

Interchanging bounds of the integral gives us the following

$$= \int_{0}^{\infty} (s)^{2k} f(-s) ds + \int_{0}^{\infty} x^{2k} f(x) dx$$
Since $f(-s) = f(s)$, by the property of symmetric distribution, we have

$$= \int_{0}^{\infty} (s)^{2k} f(s) ds + \int_{0}^{\infty} x^{2k} f(x) dx$$

Since $f(t) = f(x)$ and $s^{2k} = x^{2k}$, then by throwing common factor, we have

$$E[x^{2k}] = 2 \int_{0}^{\infty} x^{2k} f(x) dx \quad (5.7)$$

Let $L(x) = \int_{0}^{\infty} x^{2k} f(x) dx$

Now considering, $L(x)$ and letting

$f(x) = c(1 + \frac{x^{2}}{\nu})^{-\frac{1}{2}(\nu + 1)} dx$ where $c = \frac{1}{\sqrt{\pi} B(\frac{\nu}{2}, \frac{1}{2})}$ and

$B \left( \frac{\nu}{2}, \frac{1}{2} \right) = \frac{\Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{1}{2} \right)}{\Gamma(\nu + 1) \Gamma(\frac{1}{2})} [2]$, we have

$$L(x) = c \int_{0}^{\infty} (x)^{2k}(1 + \frac{x^{2}}{\nu})^{-\frac{1}{2}(\nu + 1)} dx$$

By change of variable, we have: $t = \frac{x^{2}}{\nu}$, $x = (\nu t)^{\frac{1}{2}}$, and

$$L(x) = c \int_{0}^{\infty} (\nu t)^{k}(1 + t)^{-\frac{1}{2}(\nu + 1)} \frac{\sqrt{\nu}}{2\sqrt{t}} dt$$

$$= \frac{c}{2} \nu^{\frac{2k+1}{2}} \int_{0}^{\infty} (t)^{k-\frac{1}{2}} (1 + t)^{-\frac{1}{2}(\nu + 1)} dt$$

$$= \frac{c}{2} \nu^{\frac{2k+1}{2}} \int_{0}^{\infty} (t)^{\frac{2k+1}{2}-1}(1 + t)^{-\frac{2k+1}{2}}(\nu^{2k}) dt$$

This integral represents a beta function. Therefore
\[
= \frac{c}{2} \nu^\frac{2k+1}{2} B \left( \frac{2k+1}{2}, \frac{\nu - 2k}{2} \right)
\]

Now plugging in the value of \( c \) back, we have

\[
L(x) = \frac{1}{2\sqrt{\nu}B \left( \frac{\nu}{2}, \frac{1}{2} \right)} \nu^\frac{2k+1}{2} B \left( \frac{2k+1}{2}, \frac{\nu - 2k}{2} \right)
\]

\[
= \frac{1}{2} \nu^k \frac{\Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu + 1}{2} \right)}{\Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)} \Gamma \left( \frac{2k+1}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right)
\]

\[
= \frac{1}{2} \nu^k \frac{\Gamma \left( \frac{2k+1}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)}{\Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)} \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right)
\]

\[
= \frac{1}{2} \nu^k \frac{\Gamma \left( \frac{2k+1}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)}{\Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)} \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right) \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right)
\]

\[
= \frac{1}{2} \nu^k \frac{\Gamma \left( \frac{2k+1}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)}{\Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)} \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right) \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right)
\]

\[
= \frac{1}{2} \nu^k \frac{\Gamma \left( \frac{2k+1}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)}{\Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)} \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right) \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right)
\]

\[
= \frac{1}{2} \nu^k \frac{\Gamma \left( \frac{2k+1}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)}{\Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)} \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right) \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right)
\]

\[
= \frac{1}{2} \nu^k \frac{\Gamma \left( \frac{2k+1}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)}{\Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)} \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right) \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right)
\]

\[
= \frac{1}{2} \nu^k \frac{\Gamma \left( \frac{2k+1}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)}{\Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)} \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right) \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right)
\]

\[
= \frac{1}{2} \nu^k \frac{\Gamma \left( \frac{2k+1}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)}{\Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)} \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right) \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right)
\]

Now from equation 5.7, replacing \( \int_0^\infty x^{2k} f(x)dx \), we have

\[
E[x^{2k}] = \nu^k \frac{\Gamma \left( \frac{2k+1}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)}{\Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)} \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right) \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right)
\]

Equation (5.8) is the General form of the even moments, since we are interested in the even moments. Now instantiating (5.8) to the second and fourth moments we have

\[
E[x^{2k}] = \nu^k \frac{\Gamma \left( \frac{2k+1}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)}{\Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)} \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right) \Gamma \left( \frac{\nu}{2} \right) \Gamma \left( \frac{\nu - 2k}{2} \right)/\Gamma \left( \frac{\nu + 1}{2} \right)
\]

Equation 5.9 is the general expression of the second and fourth moments.

Now computing the fourth moment, we let \( k = 2 \) in equation (5.8) and get

\[
E[x^4] = \nu^2 \frac{\Gamma \left( \frac{5}{2} \right) \Gamma \left( \frac{\nu - 4}{2} \right)}{\Gamma \left( \frac{5}{2} \right) \Gamma \left( \frac{\nu - 4}{2} \right)}
\]
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But \( \Gamma\left(\frac{5}{2}\right) = \frac{3}{4}\sqrt{\pi} \) [2] and \( \Gamma\left(\frac{1}{2}\right) = \sqrt{\pi} \) [2],

\[\text{Equation 5.10} = \frac{3\nu^2}{4} \frac{\Gamma\left(\frac{\nu-4}{2}\right)}{\Gamma\left(\frac{\nu}{2}\right)}\]

By the definition of Gamma \( \Gamma(x) = (x-1)\Gamma(x-1) \) [2], we have

\[E[x^4] = \frac{3\nu^2}{4} \frac{\Gamma\left(\frac{\nu-4}{2}\right)}{\Gamma\left(\frac{\nu}{2}\right)} = \frac{3\nu^2}{4} \frac{2}{\nu - 2} \frac{2}{\nu - 4}\]

\[E[x^4] = \frac{3\nu^2}{(\nu - 2)(\nu - 4)} \quad (5.11)\]

Analogously, computing the second moment, \( E[x^2] \), we let \( k = 1 \) in equation (5.8) and arrive at

\[E[x^2] = \nu \frac{\Gamma\left(\frac{3}{2}\right)\Gamma\left(\frac{\nu-2}{2}\right)}{\Gamma\left(\frac{\nu}{2}\right)\Gamma\left(\frac{1}{2}\right)}\]

but again, \( \Gamma\left(\frac{3}{2}\right) = \frac{1}{2}\sqrt{\pi} \) [2] and \( \Gamma\left(\frac{1}{2}\right) = \sqrt{\pi} \) [2]

\[E[x^2] = \nu \frac{\frac{1}{2}\sqrt{\pi}}{\Gamma\left(\frac{\nu}{2}\right)\sqrt{\pi}} = \frac{\nu}{2} \frac{\Gamma\left(\frac{\nu-2}{2}\right)}{\Gamma\left(\frac{\nu}{2}\right)}\]

\[= \frac{\nu}{2} \frac{\frac{\nu-2}{2}}{\frac{\nu-2}{2}} = \frac{\nu}{2}\]

Hence

\[E[x^2] = \frac{\nu}{\nu - 2}\]

and squaring the second moment will give us

\[(E[x^2])^2 = \frac{\nu^2}{(\nu - 2)^2}\]
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Therefore, the excess kurtosis is

\[
K = \frac{E[x^4]}{(E[x^2])^2} - 3 = \frac{3\nu^2}{\nu^2} - 3
\]

\[
K = \frac{3(\nu - 2)}{\nu - 4} - 3 = \frac{6}{\nu - 4}
\]

The excess kurtosis of a t distribution of zero mean, unit variance and degree of freedom, \(\nu\) is

\[
K = \frac{6}{\nu - 4}, \ \nu > 4
\] (5.12)

Thus the proof is done.

\[\square\]

**Corollary:** The excess kurtosis of a distribution with variance \(\sigma^2\) remains unchanged.

**Proof:** Let \(c > 0\) be a constant. Then \(c \cdot x\) has variance \(c^2 \text{var}(x)\). Now show that the excess kurtosis of \(c \cdot x\) is still

\[
K = \frac{6}{\nu - 4}, \ \nu > 4
\]

If \(c > 0\), then the excess kurtosis of \(c \cdot x\) is

\[
\frac{E[(c \cdot x)^4]}{E[(c \cdot x)^2]^2} - 3
\]

taking the constant out, we have

\[
\frac{c^4 E[x^4]}{c^4 E[x^2]^2} - 3 = \frac{E[x^4]}{E[x^2]^2} - 3
\]
Now the $c^4$ cancel out and we will be left with

$$\frac{E[x^4]}{E[x^2]} - 3$$

Therefore, the results is the same as the results in equation 5.5, thus the excess kurtosis did not change.

□

So, replacing this into Lemma 1, and noting that we can simplify the last term using

$$\sum_{i=1}^{D} \lambda_i A_i \preceq Tr(\Sigma) \cdot I_D,$$

we obtain the result:

$$\frac{D}{k} E[R^T R \Sigma R^T R] \preceq \frac{1}{D} \left[ (k + 1) \Sigma + Tr(\Sigma) \left( 1 + \frac{6}{\nu - 4} \right) I_D \right]$$

(5.13)

Now let us point out what we have gained. In previous works such as [46], Gaussian was used and Gaussian corresponds to the limit when $\nu \to \infty$; therefore the expression $\frac{6}{\nu - 4}$ in eq. (5.13) will tends to zero when we expand the bracket and it will tend to $Tr(\Sigma)$ if we consider the bracket as one term. so by our choice of degree of freedom that the t-distribution has, we will be adding more regularity to the covariance which also makes it larger and gives it more chance to explore the search space better. Existence of the matrix expectation we just computed requires that $\nu$ is at least 5.

Here we bring light about the statement we made at the beginning of this chapter about how an ensemble of Random Projections helps us to get a covariance close to spherical, yet this is a full covariance which can be used to interpret the correlation structure of the problem.
5.3 Setting and adaptation of the degree of freedom $\nu$

Parameter setting methods are dichotomised into tuning and controlling [29]. Tuning means finding a good value via trial and error before running the algorithm and then fixing this value throughout the evolutionary process. On the other hand, parameter control starts with an initial value which is changed during the run, based on the feedback from the algorithm [29]. So the latter tries to adapt the control parameters automatically to adjust the algorithm to the problem while solving it during the search [84].

In our algorithm, the parameter we try to control is the degree of freedom of the $t$ distributed entries of our random projection matrices ($R_i$, $i = 1 : \tilde{M}$). We have observed from our experiments on parameter tuning that different degree of freedom performed well on different problems and no single value was able to perform best on all of the problems. See figure 5.2. The comparison is done on all the functions in [64] test suite. It is hard to choose a degree of freedom that can give good results on all the problems. Because of this and the issues related to parameter tuning, we decided to control the degree of freedom adaptively. The results of our adaptive method are shown superimposed on figure 5.2 with black dashed line, and we can see that it has out performed the fixed degrees of freedom in most of the functions. Among the plots in figure 5.2 is also the results of a method which used Gaussian as entries of the random projection matrices called Gaussian RP EDA. This corresponds to the degree of freedom tending to infinity. We drew our inspiration from [84] and carved out our own adaptive method with our own rules to vary the value of the degree of freedom automatically to fit our problem. The Pseudocode of our proposed adaptive method is shown in algorithms 15, 16a, and 16b.

Algorithm 15 takes degree of freedom $df$ which is an array of different values of the degree of freedom to be tried as inputs. It runs these values concurrently during a gen-
Algorithm 15  Adaptive degree of freedom $\nu$ Algorithm

**Inputs**: $df$: array of $df$ values tried, $L = length(df)$.
(1) $\textbf{for } i = 1 : L$
(2)  $dftry := df[i]$;
(3)  run steps (6),(7),(8) and (3) of Algorithm 14;
(4)  $f[i] := \text{min fitness from step (3) of algorithm 14}$;
(5) $\textbf{endfor}$
(6) $[fmin, fminInd] := \text{min}(f)$;
(7) $dfbest := df[fminInd]$;
(8) if $\text{min}(f) == \text{max}(f)$
(9)  $df[1] := \text{round}(df[1]/2)$;
(10) $\textbf{for } i = 2 : L$
(11)  $df[i] := df[i] * 2$;
(12) $\textbf{endfor}$
(13) $\textbf{elseif}$
(14) $\text{UPDATEDF}(2df)$ or $\text{UPDATEDF}(5df)$;
(15) $\textbf{endif}$
**Output** $df$

Algorithm 16a  UPDATEDF(2df)

(1) $\textbf{procedure} \text{UPDATEDF}(2df)$
(2) if $f[1] == \text{min}(f)$
(3)  $df1 := \text{round}(df1/2)$;
(4)  $df2 := \text{round}((df1 + df2)/2)$;
(5) $\textbf{elseif} f[2] == \text{min}(f)$
(6)  $df1 := \text{round}((df1 + df2)/2)$;
(7)  $df2 := df2 + \text{round}(df2/2)$;
(8) $\textbf{endif}$
(9) $\textbf{endprocedure}$
Algorithm 16b \textbf{UPDATEDF}(5df)

(1) \textbf{procedure} UPDATEDF(5df)
(2) \textbf{if} $f[1] == \min(f)$
(3) \hspace{1em} $df1 := \text{round}(df1/2)$;
(4) \hspace{1em} $df2 := \text{round}((df1 + df2)/2)$;
(5) \hspace{1em} $df3 := \text{round}((df2 + df3)/2)$;
(6) \hspace{1em} $df4 := \text{round}((df3 + df4)/2)$;
(7) \hspace{1em} $df5 := \text{round}((df4 + df5)/2)$;
(8) \textbf{elseif} $f[2] == \min(f)$
(9) \hspace{1em} $df1 := \text{round}((df1 + df2)/2)$;
(10) \hspace{2em} $df2 := df2 + \text{round}(df2/2)$;
(11) \hspace{2em} $df3 := \text{round}((df2 + df3)/2)$;
(12) \hspace{2em} $df4 := \text{round}((df3 + df4)/2)$;
(13) \hspace{2em} $df5 := \text{round}((df4 + df5)/2)$;
(14) \textbf{elseif} $f[3] == \min(f)$
(15) \hspace{2em} $df1 := \text{round}((df1 + df2)/2)$;
(16) \hspace{3em} $df2 := \text{round}((df2 + df3)/2)$;
(17) \hspace{3em} $df3 := df3 + \text{round}(df3/2)$;
(18) \hspace{3em} $df4 := \text{round}((df3 + df4)/2)$;
(19) \hspace{3em} $df5 := \text{round}((df4 + df5)/2)$;
(20) \textbf{elseif} $f[4] == \min(f)$
(21) \hspace{3em} $df1 := \text{round}((df1 + df2)/2)$;
(22) \hspace{4em} $df2 := \text{round}((df2 + df3)/2)$;
(23) \hspace{4em} $df3 := \text{round}((df3 + df4)/2)$;
(24) \hspace{4em} $df4 := df4 + \text{round}(df4/2)$;
(25) \hspace{4em} $df5 := \text{round}((df4 + df5)/2)$;
(26) \textbf{elseif} $f[5] == \min(f)$
(27) \hspace{4em} $df1 := \text{round}((df1 + df2)/2)$;
(28) \hspace{5em} $df2 := \text{round}((df2 + df3)/2)$;
(29) \hspace{5em} $df3 := \text{round}((df3 + df4)/2)$;
(30) \hspace{5em} $df4 := \text{round}((df4 + df5)/2)$;
(31) \hspace{5em} $df5 := df5 + \text{round}(df5/2)$;
(32) \textbf{endif}
(33) \textbf{endprocedure}
eration and keeps track of the best fitnesses found with each of these parameter values. These fitnesses of each of the \( df \) tried are compared to see which one is the best and then choose the degree of freedom that gives the best fitness to be taken forward. The contents of \( df \) are then updated accordingly, in a way that places the values that are to be tried next time around the best performing one. If all values tried performed the best then we spread out the content of \( df \). The rules of how this is done are given in algorithms 16a and 16b, where we use 2 or 5 different values concurrently respectively. This process is then repeated in each generation. For instance, in the case of the method that uses 2 \( dfs \) concurrently, say 2 and 4. We run steps (6), (7), (8) and (3) of algorithm 15 with \( df_1 = 2 \) and \( df_2 = 4 \) concurrently and compare the fitness values obtained with these two \( dfs \) from step (3). If the fitness value obtained by say, \( df_1 = 2 \) is better than the fitness value obtained by say \( df_2 = 4 \), we complete the generation with the \( df_1 = 2 \) and update the \( df_1 \) and \( df_2 \) to be used in the next generation as following: \( df_1 := \text{round}(df_1/2) \) and \( df_2 := \text{round}((df_1 + df_2)/2) \), according to algorithm 16a.

The number of values for the degree of freedom parameter that are tried concurrently at each generation need not be exactly two or five, and the rules can easily be designed for different numbers if desired. The more degree of freedoms used concurrently, the better the results, but this comes at the expense of more function evaluations.

### 5.4 Analysis of the experimental results

This section is devoted to testing our idea of heavy tailed entries in the random matrices, and compare the performance of our new approach with the known method of using Gaussian entries to see if our proposal is superior. Finally we put the results in context by comparing our method with existing state of the art.
Table 5.1: 1000-dimensional test functions from the CEC’10 collection.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Name</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>F2</td>
<td>Shifted Rastrigin’s function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>F3</td>
<td>Shifted Ackley’s function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>F5</td>
<td>Single-group Shifted and m-rotated Rastrigin’s function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>F6</td>
<td>Single-group Shifted and m-rotated Ackley’s function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>F10</td>
<td>(\frac{D}{2m})-group Shifted and m-rotated Rastrigin’s function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>F11</td>
<td>(\frac{D}{2m})-group Shifted and m-rotated Ackley’s function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>F13</td>
<td>(\frac{D}{2m})-group Shifted and m-dimensional Rosenbrock’s function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>F15</td>
<td>(\frac{D}{2m})-group Shifted and m-rotated Rastrigin’s function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>F16</td>
<td>(\frac{D}{2m})-group Shifted and m-rotated Ackley’s function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>F18</td>
<td>(\frac{D}{m})-group Shifted and m-dimensional Rosenbrock’s function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>F20</td>
<td>Fully nonseparable Rosenbrock</td>
<td>Multimodal</td>
</tr>
</tbody>
</table>

### 5.4.1 Benchmark functions used

We use two sets of benchmark functions: the 1000-dimensional CEC’2010 test suite as described in [1], and the 50-dimensional CEC’2005 test suite [64]. All problems are minimizations. The majority of the test functions from the CEC’2010 benchmarks contain non-separable, and hence harder to optimise.

In the CEC’2005 problems, 5 are unimodal and 11 multimodal. All the global optima are within the given box constrains. However, problem 7 is without a search range and with the global optimum outside of the specified initialization range. From the problems in the [1] suite we are most interested in the multimodal ones.

Table 5.1 lists the 1000-dimensional CEC’10 problems that we used, and Table 5.2 gives the 50-dimensional ones.

### 5.4.2 Experiments and Results

We conducted three types of experiments. The first is with a fixed time frame of 300 generations in order to assess the potential of various values for the degree of freedom (df) as well as our adaptive procedures. The second type of experiment compares tuning with adaptation on a fixed budget of function evaluations, set to \(5.4 \cdot 10^5\) and the third
Table 5.2: 50-dimensional test functions from the CEC’05 collection.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Name</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>P01</td>
<td>Shifted Sphere Function</td>
<td>Unimodal</td>
</tr>
<tr>
<td>P02</td>
<td>Shifted Schwefels Problem 1.2</td>
<td>Unimodal</td>
</tr>
<tr>
<td>P03</td>
<td>Shifted Rotated High Conditioned Elliptic Function</td>
<td>Unimodal</td>
</tr>
<tr>
<td>P05</td>
<td>Schwefel’s Problem 2.6 with Global Optimum on Bounds</td>
<td>Unimodal</td>
</tr>
<tr>
<td>P06</td>
<td>Shifted Rosenbrock’s Function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>P07</td>
<td>Shifted Rotated Griewank’s Function without Bounds</td>
<td>Multimodal</td>
</tr>
<tr>
<td>P08</td>
<td>Shifted Rotated Ackley’s Function with Global Optimum</td>
<td>Multimodal</td>
</tr>
<tr>
<td>P09</td>
<td>Shifted Rastrigin’s Function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>P10</td>
<td>Shifted Rotated Rastrgin’s Function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>P11</td>
<td>Shifted Rotated Weierstrass Function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>P12</td>
<td>Schwefel’s Problem 2.13</td>
<td>Multimodal</td>
</tr>
<tr>
<td>P13</td>
<td>Expanded Extended Griewank’s plus Rosenbrock’s Function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>P14</td>
<td>Expanded Rotated Extended Scaffe’s F6</td>
<td>Multimodal</td>
</tr>
<tr>
<td>P15</td>
<td>Shifted Griewank’s Function</td>
<td>Multimodal</td>
</tr>
<tr>
<td>P16</td>
<td>Shifted Ackley’s Function</td>
<td>Multimodal</td>
</tr>
</tbody>
</table>

Table 5.3: Ranksum statistical test for performance comparison between Tuning, 5df and 2df methods ran on equal budget.

<table>
<thead>
<tr>
<th>Problems</th>
<th>Tuning (mean Optimal Gap)</th>
<th>2 concurrent dfs (mean Optimal Gap)</th>
<th>5 concurrent dfs (mean Optimal Gap)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P01</td>
<td>0±0</td>
<td>0±0</td>
<td>0±0</td>
</tr>
<tr>
<td>P02</td>
<td>4.07e+04±7.32e+03</td>
<td>1.53e+04±3.85e+03</td>
<td>1.62e+04±3.23e+03</td>
</tr>
<tr>
<td>P03</td>
<td>7.84e+06±1.74e+06</td>
<td>2.06e+06±3.82e+05</td>
<td>2.29e+06±4.87e+05</td>
</tr>
<tr>
<td>P04</td>
<td>0±0</td>
<td>2.17e+04±4.56e+03</td>
<td>2.05e+04±4.99e+03</td>
</tr>
<tr>
<td>P05</td>
<td>3.99e+03±401.26</td>
<td>4.27e+03±406.49</td>
<td>4.18e+03±268.13</td>
</tr>
<tr>
<td>P06</td>
<td>3.01e+03±3.14e+03</td>
<td>894.65±1.31e+03</td>
<td>1.02e+03±1.62e+03</td>
</tr>
<tr>
<td>P07</td>
<td>0.94±0.11</td>
<td>1.48e-05±1.44e-05</td>
<td>1.14e-05±8.43e-06</td>
</tr>
<tr>
<td>P08</td>
<td>21.19±0.04</td>
<td>21.14±0.06</td>
<td>21.18±0.04</td>
</tr>
<tr>
<td>P09</td>
<td>332.32±13.52</td>
<td>313.40±11.45</td>
<td>326.12±10.58</td>
</tr>
<tr>
<td>P10</td>
<td>341.78±15.66</td>
<td>316.36±14.23</td>
<td>326.60±11.13</td>
</tr>
<tr>
<td>P11</td>
<td>74.45±1.79</td>
<td>73.74±1.17</td>
<td>73.67±1.67</td>
</tr>
<tr>
<td>P12</td>
<td>5.61e+06±3.38e+05</td>
<td>5.27e+06±3.03e+05</td>
<td>5.55e+06±5.10e+05</td>
</tr>
<tr>
<td>P13</td>
<td>30.35±1.08</td>
<td>28.36±1.14</td>
<td>29.46±0.83</td>
</tr>
<tr>
<td>P14</td>
<td>23.08±0.16</td>
<td>22.9686±0.15</td>
<td>23.08±0.15</td>
</tr>
<tr>
<td>P15</td>
<td>7.79e-11±7.04e-011</td>
<td>0±0</td>
<td>0±0</td>
</tr>
<tr>
<td>P16</td>
<td>3.37e-13±1.05e-013</td>
<td>2.84E-14±0</td>
<td>2.84E-14±0</td>
</tr>
</tbody>
</table>
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compares our method with other state of the arts. In all the experiments, 25 independent
runs were performed on all the methods.

**RP-Ens-EDA vs. the proposed tRP-Ens-EDA in experiments with equal time frame**

We use the 50 dimensional CEC 2005 benchmark functions. We ran the RP-Ens-EDA
[46] and our proposed tRP-ENS-EDA with different degrees of freedom values for 300
generations each. The purpose was to see the potential of changing the df online. We
decided to stop at 300 generations because that is where the performances of the different
methods can be noticed. Beyond that, everything remain the same. Most of them are
at their maximum potential and will not improve in the remaining generations. See the
results in figure 5.2. We used 5df to compare the less performing method (5df) with RP-
END-EDA and once it is outperformed, we did not have to compare it with the better
performing one (2df).

As we can see from the results in figure 5.2, different degrees of freedom perform well on
different problems. Therefore, we also ran our proposed adaptive method to automatically
select the value of the degree of freedom as the optimisation progresses to optimise each
problem.

From the comparisons shown in figure 5.2, we can see that our method, tRP-Ens-EDA(5df) has demonstrated superiority over RP-Ens-EDA by outperforming it in 8 out
of the 16 problems and it has almost the same performance with RP-Ens-EDA on 2
of the problems with RP-Ens-EDA outperforming our method in only two problems.
Therefore, we can conclude that our method, tRP-Ens-EDA(5df) is superior to RP-Ens-
EDA. However, this is not surprising since it used more budget of function evaluations
per generations due to the number of concurrent trials it had to make. We also performed
experiments with the version of our adaptive method that uses 2 values concurrently, and
found, as expected, that it performs slightly inferior to the version that uses 5 concurrent
values – although we need to bear in mind the trade-off that using more concurrent values means more fitness evaluations per generation.

**Tuning vs. adaptation in equal budget experiment**

In this set of experiments, we compare tuning with adaptation under equal budget of total number of function evaluations. Tuning encompasses separate runs with the degree of freedom parameter being fixed to a value in the set \{5, 6, 7, 10, 12, 30\}. The number of generations was 300 with a population size of 300. This means the total number of function evaluations available for the tuning method was \(5.4 \cdot 10^5\). Hence we gave the same amount of function evaluations to our two adaptive methods. This means that tRP-Ens-EDA(2df) ran for 900 generations with a population size of 300 and tRP-Ens-EDA(5df) ran for 360 generations with same population size. The aggregated results are summarised in figure 5.3. We see that our method with 2 concurrent values of degree of freedom has out performed the other two. This is confirmed in a statistical test results in table 5.3 where bold font indicates statistical out-performance.

Therefore, with equal budget, it is better to use the method that uses less df, say 2df concurrently as it is more cost effective than the other methods. This is true because the tuning method only uses pre-defined dfs to choose from and does not try all other possible values, hence the inferiority. Our method that uses 5 df concurrently uses lots of function evaluations just to try out possible dfs and does not have much left to create new generations, while our version that uses 2 df concurrently uses less function evaluations than the other two methods to try out possible dfs and greater amount of function evaluations remain to be used to create new generations. This behaviour turns out to be advantageous and performs better than the rest of the methods tested.
Comparison with state of the art methods on 1000 dimensional problems

In this section, we show results of comparing our method \( tRP - Ens - EDA(2df) \), with other state of the art performing methods on the 1000 dimensional CEC 2010 problems. The results of these comparisons are summarised in tables 5.4, 5.5 and 5.6. We present the average and std of best fitness results after 3 million, 1.2 million and 0.6 million function evaluations respectively. Bold font indicates statistical out-performance using Friedman Test. We present the results of our Friedman multicomparsion test graphically in figure 5.4 for visualisation. Friedman test is a non-parametric statistical test, which is used for detecting the difference between many (normally more than 3/2) related samples/Data [21],[17]. After the Friedman test, follows a multicomparsion test [17], which graphically shows the difference between pair of the methods. The P-value determines significance difference. If the Value is less or equal to 0.05 when 5 percent significance level is considered, then there exist at least one of the samples, which is different from the rest. If on the other hand, the P-value is greater than 0.05 at 5 percent significance level, then no
differences are detected between the performances of the methods compared. The blue line in figure 5.4 represents our method which is compared with other methods. If any of the other competing methods register a red line against them, it means the difference in performance between that method and ours by Friedman test is statistically significant. Overlapping intervals indicate no significant difference. After conducting Friedman test to establish statistical significant differences, we do a multicomparison test. From tables 5.4, 5.5 and 5.6, we see our method is a par with the state of the art methods and it is not worst than them. Therefore, our method has once again proved to be very promising.

5.5 Summary

We devised a new approach for high dimensional continuous black-box optimization by building on RP ensemble based EDA. Our focus has been on the utility of the heavy tailed distributions as entries of our RP matrices. Our results suggest that taking RP matrices with entries drawn with i.i.d. t-distribution increases exploration and at the same time maintains exploitation and focus. We have demonstrated superiority of our method against the method we built on, RP-ENS-EDA. We have also demonstrated competitiveness of our method in comparison with a number of state of the art methods on 1000 dimensional problems on three different budget sizes.
Figure 5.2: Plots to compare different dfs, RP-Ens-EDA and two versions of our tRP-Ens-EDA on Functions 1-16. For better visibility, we display from generation 50 only and show legend of only the first plot. The error bars represent one standard error over 25 repeated runs.
Table 5.4: Comparison with state of the art under equal budget of $3 \cdot 10^6$ function evaluations.

<table>
<thead>
<tr>
<th></th>
<th>F2</th>
<th>F3</th>
<th>F5</th>
<th>F6</th>
<th>F10</th>
<th>F11</th>
<th>F13</th>
<th>F15</th>
<th>F16</th>
<th>F18</th>
<th>F20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.11E+04</td>
<td>7.22E-01</td>
<td>3.15E+08</td>
<td>3.56E+06</td>
<td>1.12E+04</td>
<td>1.49E+02</td>
<td>2.13E+06</td>
<td>1.13E+04</td>
<td>1.76E+02</td>
<td>1.02E+06</td>
<td>1.89E+05</td>
</tr>
<tr>
<td>Std</td>
<td>1.12E+02</td>
<td>4.71E-02</td>
<td>1.33E+07</td>
<td>2.81E+05</td>
<td>1.00E+02</td>
<td>2.33E+01</td>
<td>2.25E+05</td>
<td>9.74E+01</td>
<td>2.35E+01</td>
<td>3.72E+05</td>
<td>9.81E+04</td>
</tr>
<tr>
<td></td>
<td>4.00E-07</td>
<td>4.00E-07</td>
<td>5.51E+08</td>
<td>4.14E+05</td>
<td>1.43E+03</td>
<td>1.21E+00</td>
<td>8.57E+11</td>
<td>6.34E+01</td>
<td>6.34E+00</td>
<td>2.19E+12</td>
<td>8.78E+11</td>
</tr>
<tr>
<td></td>
<td>0.00E+00</td>
<td>6.32E-07</td>
<td>1.55E+08</td>
<td>6.54E+05</td>
<td>6.34E+01</td>
<td>1.21E+00</td>
<td>8.57E+11</td>
<td>6.34E+01</td>
<td>6.34E+00</td>
<td>2.19E+12</td>
<td>8.78E+11</td>
</tr>
<tr>
<td></td>
<td>3.38E+06</td>
<td>1.04E+00</td>
<td>1.22E+08</td>
<td>1.06E+06</td>
<td>2.93E+03</td>
<td>3.52E+01</td>
<td>2.99E+10</td>
<td>7.81E+01</td>
<td>2.43E+01</td>
<td>4.77E+10</td>
<td>2.99E+09</td>
</tr>
<tr>
<td></td>
<td>1.17E+04</td>
<td>2.92E+00</td>
<td>4.89E+02</td>
<td>6.38E+01</td>
<td>5.94E+02</td>
<td>1.76E+01</td>
<td>4.77E+10</td>
<td>2.99E+09</td>
<td>1.03E+01</td>
<td>4.77E+10</td>
<td>2.99E+09</td>
</tr>
<tr>
<td></td>
<td>5.94E+02</td>
<td>1.76E+01</td>
<td>1.67E+07</td>
<td>1.92E+05</td>
<td>6.35E+01</td>
<td>6.35E+01</td>
<td>4.77E+10</td>
<td>2.99E+09</td>
<td>1.03E+01</td>
<td>4.77E+10</td>
<td>2.99E+09</td>
</tr>
<tr>
<td></td>
<td>1.76E+01</td>
<td>5.96E+02</td>
<td>1.32E+06</td>
<td>3.20E+01</td>
<td>1.09E+01</td>
<td>1.09E+01</td>
<td>4.77E+10</td>
<td>2.99E+09</td>
<td>1.03E+01</td>
<td>4.77E+10</td>
<td>2.99E+09</td>
</tr>
</tbody>
</table>

Notes: Mean and Std are the mean and standard deviation of the function evaluations.
Table 5.5: Comparison with state of the art under equal budget of $1.2 \cdot 10^6$ function evaluations.

<table>
<thead>
<tr>
<th></th>
<th>ED-EDA Mean</th>
<th>Std</th>
<th>CCVIL Mean</th>
<th>Std</th>
<th>MLCC Mean</th>
<th>Std</th>
<th>sep-CMA-ES Mean</th>
<th>Std</th>
<th>EDA-MCC Mean</th>
<th>Std</th>
<th>tRP-Ens-EDA Mean</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>F2</td>
<td>1.23E+04</td>
<td>1.18E+02</td>
<td>1.30E+01</td>
<td>1.00E+01</td>
<td>989.99</td>
<td>751.00</td>
<td>7.24E+03</td>
<td>4.21E+02</td>
<td>1.26E+04</td>
<td>6.55E+01</td>
<td>5.79E+02</td>
<td>2.40E+01</td>
</tr>
<tr>
<td>F3</td>
<td>1.68E+01</td>
<td>1.15E-01</td>
<td>1.30E+01</td>
<td>9.08E+00</td>
<td>5.97E+00</td>
<td>3.79E+00</td>
<td>2.15E+01</td>
<td>1.09E-01</td>
<td>1.56E+01</td>
<td>8.17E-02</td>
<td>2.47E-13</td>
<td>4.50E-13</td>
</tr>
<tr>
<td>F5</td>
<td>3.57E+08</td>
<td>2.12E+07</td>
<td>9.53E+08</td>
<td>1.01E+8</td>
<td>3.04E+8</td>
<td>1.73E+8</td>
<td>1.18E+8</td>
<td>2.92E+7</td>
<td>4.56E+8</td>
<td>1.17E+7</td>
<td>1.46E+8</td>
<td>1.34E+8</td>
</tr>
<tr>
<td>F6</td>
<td>5.78E+06</td>
<td>2.12E+07</td>
<td>9.53E+08</td>
<td>1.01E+8</td>
<td>3.04E+8</td>
<td>1.73E+8</td>
<td>1.18E+8</td>
<td>2.92E+7</td>
<td>4.56E+8</td>
<td>1.17E+7</td>
<td>1.46E+8</td>
<td>1.34E+8</td>
</tr>
<tr>
<td>F10</td>
<td>1.24E+04</td>
<td>1.33E+02</td>
<td>3.32E+02</td>
<td>4.68E+3</td>
<td>1.43E+3</td>
<td>7.43E+03</td>
<td>3.86E+02</td>
<td>1.27E+04</td>
<td>8.04E+01</td>
<td>6.01E+02</td>
<td>2.66E+01</td>
<td>9.49E+00</td>
</tr>
<tr>
<td>F11</td>
<td>1.96E+02</td>
<td>6.19E+00</td>
<td>2.32E+02</td>
<td>6.66E-01</td>
<td>1.81E+02</td>
<td>7.06E+00</td>
<td>2.13E+02</td>
<td>6.80E+00</td>
<td>2.05E+02</td>
<td>5.77E-01</td>
<td>3.50E+01</td>
<td>9.49E+00</td>
</tr>
<tr>
<td>F13</td>
<td>4.53E+09</td>
<td>4.10E+08</td>
<td>8.45E+10</td>
<td>1.55E+11</td>
<td>3.70E+04</td>
<td>5.03E+04</td>
<td>5.96E+02</td>
<td>1.73E+02</td>
<td>9.51E+10</td>
<td>4.96E+09</td>
<td>1.27E+06</td>
<td>5.38E+04</td>
</tr>
<tr>
<td>F15</td>
<td>1.25E+04</td>
<td>1.17E+02</td>
<td>1.83E+04</td>
<td>5.65E+02</td>
<td>1.17E+04</td>
<td>7.32E+03</td>
<td>7.36E+03</td>
<td>3.44E+02</td>
<td>1.27E+04</td>
<td>6.95E+01</td>
<td>5.99E+02</td>
<td>2.46E+01</td>
</tr>
<tr>
<td>F16</td>
<td>3.47E+02</td>
<td>4.88E+00</td>
<td>4.26E+02</td>
<td>7.59E-01</td>
<td>3.69E+02</td>
<td>6.86E+00</td>
<td>4.31E+02</td>
<td>1.00E+01</td>
<td>3.43E+02</td>
<td>3.12E+00</td>
<td>9.18E+01</td>
<td>1.57E+01</td>
</tr>
<tr>
<td>F18</td>
<td>5.62E+10</td>
<td>3.50E+09</td>
<td>3.60E+11</td>
<td>3.91E+11</td>
<td>8.89E+05</td>
<td>2.90E+06</td>
<td>1.45E+03</td>
<td>3.10E+02</td>
<td>1.03E+11</td>
<td>4.48E+09</td>
<td>4.16E+04</td>
<td>9.34E+03</td>
</tr>
<tr>
<td>F20</td>
<td>7.07E+10</td>
<td>4.10E+09</td>
<td>2.69E+11</td>
<td>3.78E+11</td>
<td>3.00E+06</td>
<td>1.09E+07</td>
<td>1.05E+03</td>
<td>5.16E+01</td>
<td>8.99E+10</td>
<td>4.43E+09</td>
<td>1.08E+03</td>
<td>5.45E+01</td>
</tr>
</tbody>
</table>
Table 5.6: Comparison with state of the art under equal budget of 0.6·10^6 function evaluations.

<table>
<thead>
<tr>
<th>Function</th>
<th>1.57E+06</th>
<th>2.66E+06</th>
<th>5.86E+06</th>
<th>7.87E+06</th>
<th>1.53E+06</th>
<th>2.58E+06</th>
<th>5.79E+06</th>
<th>7.80E+06</th>
<th>1.53E+06</th>
<th>2.58E+06</th>
<th>5.79E+06</th>
<th>7.80E+06</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>1.59E+04</td>
<td>1.22E+02</td>
<td>1.77E+01</td>
<td>1.40E+01</td>
<td>6.22E+03</td>
<td>1.75E+03</td>
<td>8.15E+03</td>
<td>3.63E+02</td>
<td>1.51E+04</td>
<td>5.61E+01</td>
<td>5.79E+02</td>
<td>2.40E+01</td>
</tr>
<tr>
<td>F3</td>
<td>2.08E+01</td>
<td>3.12E-02</td>
<td>1.77E+01</td>
<td>1.97E+00</td>
<td>1.45E+01</td>
<td>1.90E+00</td>
<td>2.15E+01</td>
<td>2.07E-02</td>
<td>2.05E+01</td>
<td>2.33E-13</td>
<td>4.76E-15</td>
<td></td>
</tr>
<tr>
<td>F5</td>
<td>4.53E+08</td>
<td>1.58E+07</td>
<td>9.79E+08</td>
<td>7.60E+07</td>
<td>4.19E+08</td>
<td>1.76E+08</td>
<td>1.41E+08</td>
<td>3.00E+07</td>
<td>5.08E+08</td>
<td>1.41E+07</td>
<td>3.04E+08</td>
<td>9.49E+06</td>
</tr>
<tr>
<td>F6</td>
<td>1.13E+07</td>
<td>4.79E+05</td>
<td>2.12E+07</td>
<td>3.76E+05</td>
<td>1.41E+07</td>
<td>8.29E+06</td>
<td>1.04E+07</td>
<td>2.33E+06</td>
<td>1.74E+07</td>
<td>5.48E+02</td>
<td>7.50E+01</td>
<td></td>
</tr>
<tr>
<td>F10</td>
<td>1.61E+04</td>
<td>1.61E+04</td>
<td>1.31E+04</td>
<td>3.29E+02</td>
<td>1.10E+04</td>
<td>1.97E+03</td>
<td>8.36E+03</td>
<td>3.85E+02</td>
<td>1.52E+04</td>
<td>9.69E+01</td>
<td>6.01E+02</td>
<td>2.66E+01</td>
</tr>
<tr>
<td>F11</td>
<td>2.24E+02</td>
<td>7.90E-01</td>
<td>2.32E+02</td>
<td>8.08E-01</td>
<td>2.16E+02</td>
<td>1.79E+01</td>
<td>2.25E+02</td>
<td>5.05E+00</td>
<td>2.22E+02</td>
<td>5.33E-01</td>
<td>3.50E+01</td>
<td>9.49E+00</td>
</tr>
<tr>
<td>F13</td>
<td>2.77E+11</td>
<td>1.36E+10</td>
<td>1.84E+11</td>
<td>1.23E+11</td>
<td>1.21E+09</td>
<td>2.15E+09</td>
<td>5.02E+05</td>
<td>8.66E+04</td>
<td>2.90E+11</td>
<td>4.49E+09</td>
<td>1.40E+06</td>
<td>5.67E+04</td>
</tr>
<tr>
<td>F15</td>
<td>1.56E+04</td>
<td>3.08E+02</td>
<td>1.86E+04</td>
<td>3.76E+02</td>
<td>1.84E+04</td>
<td>1.02E+04</td>
<td>8.13E+03</td>
<td>3.49E+02</td>
<td>1.52E+04</td>
<td>1.93E+02</td>
<td>5.99E+02</td>
<td>2.46E+01</td>
</tr>
<tr>
<td>F16</td>
<td>4.14E+02</td>
<td>5.84E-01</td>
<td>4.26E+02</td>
<td>9.41E-01</td>
<td>4.14E+02</td>
<td>1.22E+01</td>
<td>4.30E+02</td>
<td>2.88E+00</td>
<td>4.08E+02</td>
<td>8.34E-01</td>
<td>9.18E+01</td>
<td>1.57E+01</td>
</tr>
<tr>
<td>F18</td>
<td>9.77E+11</td>
<td>3.14E+10</td>
<td>4.76E+11</td>
<td>2.86E+11</td>
<td>2.67E+10</td>
<td>5.31E+10</td>
<td>2.19E+04</td>
<td>1.12E+04</td>
<td>7.81E+11</td>
<td>8.81E+09</td>
<td>4.61E+04</td>
<td>9.72E+03</td>
</tr>
<tr>
<td>F20</td>
<td>1.13E+12</td>
<td>2.82E+10</td>
<td>4.48E+11</td>
<td>2.64E+11</td>
<td>5.26E+10</td>
<td>7.80E+10</td>
<td>1.16E+03</td>
<td>1.34E+02</td>
<td>8.83E+11</td>
<td>2.86E+10</td>
<td>1.10e+03</td>
<td>6.76E+01</td>
</tr>
</tbody>
</table>
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ED-EDA and EDA-MCC have mean column ranks significantly different from tRP-ENS-EDA

(a) Under equal budget of $3 \cdot 10^6$ function evaluations

(b) Under equal budget of $1.2 \cdot 10^6$ function evaluations

(c) Under equal budget of $0.6 \cdot 10^6$ function evaluations

Figure 5.4: Friedman multicomparsion statistical test of our tRP-ENS-EDA with other state of the arts methods. Overlapping intervals indicate no significant difference.
CHAPTER 6

Random Embedding in Estimation of Distribution Algorithm (REMEDA)

It has been observed that in many real-world large scale problems only few variables have a major impact on the function value: While there are many inputs to the function, there are just few degrees of freedom. We refer to such functions as having a low intrinsic dimension. In this chapter we devise an Estimation of Distribution Algorithm (EDA) for continuous optimisation that exploits low intrinsic dimension without knowing the influential subspace of the input space, or its dimension, by employing the idea of random embedding. While the idea is applicable to any optimiser, EDA is known to be remarkably successful in low dimensional problems but prone to the curse of dimensionality in larger problems because its model building step requires large population sizes. Our method, Random Embedding in Estimation of Distribution Algorithm (REMEDA) remedies this weakness and is able to optimise very large dimensional problems as long as their intrinsic dimension is low.
6.1 Introduction

Optimisation over a high dimensional search space is challenging. High dimensionality limits the usefulness of problems in practice. However, there are problems that are high dimensional but can possibly be represented in low dimension [18]. This might render very high dimensional problems solvable, as they are in fact not truly high-dimensional [82]. It has also been noted that in certain classes of functions most decision variables have an insignificant impact on the objective function. Examples include hyperparameter optimization for neural and deep belief networks [9], automatic configuration of state-of-the algorithms for solving NP-hard problems [41], optimisation problems in robotics [82], and others [18]. In other words, these problems have low intrinsic dimensionality. In the numerical analysis literature [18], the influential parameter subspace has been termed as the ”active subspace”, and methods have been developed to estimate this subspace.

Fortunately, for optimisation, estimating the influential subspace is not required: In [82], it was shown that a sufficiently large random subspace contains an optimum with probability 1, and this was used to dramatically improve the efficiency of Bayesian optimisation by exploiting the low intrinsic dimensionality of problems.

In this chapter, we employ the random embedding technique and develop it further to scale up Estimation of Distribution Algorithms (EDA) for problems with low intrinsic dimension. Although the underlying theoretical considerations are applicable to any optimisation method, our focus on EDA is due to it being one of the most successful methods in low dimensional problems [73] and most unsuccessful or expensive in high dimensions [22, 47, 74].

---

1A shorter version of work presented in this chapter appears in Proc. of the 14-th International Conference on Parallel Problem Solving from Nature (PPSN XIV), 17-21 September, Edinburgh, Scotland, 2016. This work was nominated for best paper award.
6.2 Intrinsic dimension of problems

High dimensionality limits the usefulness of problems in practice. However, it is most of the time possible to represent high dimensional problems in low dimension. This means the functions only varies along a few independent directions. This is because they are being embedded in high dimension, but they are not really high dimensional. So we can represent them in their low intrinsic dimensions. Therefore, if the methods are able to exploit low intrinsic structure then very high dimensional problems might become manageable due to the fact that they are not truly high-dimensional. Instead, the structure is being embedded in high dimensional space [82] and can be appropriately represented in a much lower dimension. The maximum number of dimensions that impacts significantly on the objective function are called the intrinsic dimensions, otherwise known as the effective dimensions of a function, which is normally lower than the ambient dimension.

Definition. A function $f : \mathbb{R}^D \to \mathbb{R}$ has intrinsic dimension $d_i$, with $d_i < D$, if there exists a $d_i$ dimensional subspace $\Upsilon$ such that $\forall x \in \mathbb{R}^D, f(x) = f(\text{Proj}_\Upsilon(x))$.

In the above, $\text{Proj}_\Upsilon(x)$ denotes the orthogonal projection, i.e. $\text{Proj}_\Upsilon(x) = \Phi \Phi^T x$, where $\Phi \in \mathbb{R}^{D \times d_i}$ has columns holding a linear basis of $\Upsilon$.

The following result in [82] shows that, for such functions, a global optimum exists in a randomly chosen linear subspace – hence a low dimensional search is sufficient.

Theorem 6.2.1 ([82]). Assume we are given a function $f : \mathbb{R}^D \to \mathbb{R}$ with intrinsic dimension $d_i < d$ and a random matrix $R \in \mathbb{R}^{D \times d}$ with independent entries sampled from a standard Gaussian. Then, with probability 1, for any $x \in \mathbb{R}^D$, there exists a $y \in \mathbb{R}^d$ such that $f(x) = f(Ry)$.

Figure 6.1 illustrates theorem 6.2.1 above. The figure shows an 1D subspace denoted as $\Upsilon$ or $\Gamma$ in the figure embedded in a 2D ambient space. The red line which is labelled
as R, represents a randomly oriented subspace of dimension of 1. Recall that columns of R are from a $d$ dimensional subspace and $d = 1$ here. Here $d_i = d = 1$ and $D = 2$. Let $x^*$ be a global optimiser of the function. The dashed line is orthogonal to $\Upsilon$ labelled as $T$ in the figure, going through $x^*$. Due to the special property of the functions, all points on the dashed line has the same function value as $x^*$. The claim is, that there exist an intersection point between the dashed line and the R. Therefore, it is enough to search on R for a point that has the same function value as $x^*$.

![Figure 6.1: Guarantee that the optimum is in the subspace.](image)

Given some box constraints on the original problem, the authors [82] develop an upper bound on the search box required for the low dimensional search. However, their proof only applies to the case when $d = d_i$, and in practice they recommend a smaller search box and use a slightly larger $d$. Recall, in practice we have no knowledge of the value of $d_i$. However, on synthetic problems, we conducted some experiments to try different values of the internal dimension, $d$ to see which values of $d$ will contain the optimum in the $d$-dimensional search box. The experimental results do appear to be better, with
the optimum existing in the $d$-dimensional box, when $d$ is slightly larger than $d_i$. See figure 6.2. The authors in [82] derived a bound on their box size, $d$ but did not use it in practice, instead they suggested using $[-\sqrt{d}, \sqrt{d}]$. This was the box size they used in all their experiments. We used the same box size to run our experiments, but their recommended box size does not work when $d = d_i$. Therefore, we use the box size they derived from theory and found out that it only works when $d = d_i$. See figure 6.3 for the results of the experiment we carried out using different values of $d = d_i$. We conducted experiments by trying different values of $d = d_i$ on the box size authors in [82] derived to check if that will work, since their recommended box size did not work when $d = d_i$.

From the results of these experiments, we can see that the box authors in [82] derived is quite necessary since the algorithm works on $d = d_i$. We have also notice that in the experimental part of [82], they have $d > d_i$ and their theory does not apply in this case. Therefore, we fill this gap in the next section.

In the next section we derive a bound on the search box that holds true for $d > d_i$, and show that the required box size that guarantees to contain a global optimum is indeed smaller when $d$ is larger. Secondly, we devise an EDA optimisation algorithm that implements these ideas employing a random Gaussian embedding. In a subsequent section we also extend this to sub-Gaussian embeddings to increase the efficiency of implementation.

### 6.3 REMEDA: Random Embedding EDA

In this section we present our REMEDA algorithm and explain how it exploits the low intrinsic dimensionality of problems. Instead of optimising in the high dimensional space, REMEDA will do a random embedding, using the random matrix $R \in \mathbb{R}^{D \times d}$, $d << D$ with i.i.d. entries drawn from a standard Gaussian, and then optimises the function $g(y) = f(Ry)$, $y \in \mathbb{R}^d$ in the lower dimensional space.

The pseudo-code of REMEDA is given in algorithm 17. It takes the population size
Figure 6.2: Trajectories showing different sizes of the internal dimension, $d$ varied and $d_i = 2$. They are averaged over 25 independent runs.

Figure 6.3: Trajectories showing results on the shifted sphere function when $d = d_i$. These results are averaged over 25 independent restarts.

$N$, box constraints for a $D$-dimensional problem, and the internal working dimension $d << D$. As in basic EDA, the REMEDA algorithm then proceeds by initially generating a population of individuals uniformly randomly. However, these individuals are generated in the $d$-dimensional space, within some suitable box constraints in this space that are determined from the given $D$-dimensional box. The details of how this is done will follow shortly. The algorithm then evaluates the fitness of these individuals with the use of a
random embedding matrix $R \in \mathbb{R}^{D \times d}$ that transforms the $d$-dimensional points into the original $D$-dimensional space of decision variables. The matrix $R$ has entries drawn i.i.d. from a standard Gaussian distribution, as in Theorem 1, i.e. the first theorem. Based on the fitness values obtained, the fittest individuals are selected using a selection method, such as truncation selection. The maximum likelihood estimates (MLE) of the mean $\mu \in \mathbb{R}^d$ and the covariance $\Sigma \in \mathbb{R}^{d \times d}$ of the promising solutions are computed from the set of selected fittest individuals, and these are used to generate the new generation by sampling from a multivariate Gaussian distribution. The new population is formed by replacing the old individuals by the new ones. We also use elitism, whereby the best individual of the previous generation is kept.

**Algorithm 17** The Pseudocode of REMEDA with Population size $N$ and low intrinsic dimensionality of the problems, $d_i$

<table>
<thead>
<tr>
<th>Inputs: $N$, $D$, $d$, Box</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Set the search box boundaries in the low-dimensional space $\mathbb{R}^d$ (cf. Theorem 2(6.3.1) &amp; text)</td>
</tr>
<tr>
<td>(2) Set $P \leftarrow$ Generate $N$ points uniformly randomly within the box in $\mathbb{R}^d$ to give an initial population</td>
</tr>
<tr>
<td>(3) Set $R \leftarrow$ Generate a random embedding matrix, $R \in \mathbb{R}^{D \times d}$.</td>
</tr>
<tr>
<td><strong>Do</strong></td>
</tr>
<tr>
<td>(4) Evaluate the fitness of $y_i$ as $f(Ry_i)$, $i = 1...N$</td>
</tr>
<tr>
<td>(5) Select best individuals $P^{sel}$ from $P$ based on their fitness values</td>
</tr>
<tr>
<td>(6) Calculate the mean $\mu$ and covariance $\Sigma$ of $P^{sel}$</td>
</tr>
<tr>
<td>(7) Use the $\mu$ and $\Sigma$ to sample new population, $P^{new}$</td>
</tr>
<tr>
<td>(8) $P \leftarrow P^{new}$</td>
</tr>
<tr>
<td><strong>Until</strong> Termination criteria are met</td>
</tr>
<tr>
<td><strong>Output:</strong> $P$</td>
</tr>
</tbody>
</table>

We have not yet specified how to determine the $d$-dimensional box constraints that correspond to the given $D$-dimensional ones. Given some box constraints in $\mathbb{R}^D$, the following theorem gives the required box constraints for the search in $\mathbb{R}^d$.

**Theorem 6.3.1.** Let $f : \mathbb{R}^D \to \mathbb{R}$ be a function with intrinsic dimension $d_i < d < D$ that we want to optimise subject to the box constraint $\chi \subset \mathbb{R}^D$, where $\chi$ is centered around
0. Denote the intrinsic subspace $\Upsilon$, and let $\Phi$ be a $D \times d_i$ matrix whose columns form an orthonormal basis for $\Upsilon$. Denote by $x^*_i \in \Upsilon \cap X$ an optimiser of $f$ inside $\Upsilon$. Let $R$ be a $D \times d$ random matrix with independent standard Gaussian entries. Then there exists an optimiser $y^* \in \mathbb{R}^d$ such that $f(Ry^*) = f(x^*_i)$ w.p. 1, and for any choice of $\varepsilon \in (0, 1)$, if $d > (\sqrt{d_i} + \sqrt{2 \ln(1/\varepsilon)})^2$, then $\|y^*\|_2 \leq \frac{\|x^*_i\|_2}{\sqrt{d - \sqrt{d_i} - \varepsilon}}$ with probability at least $1 - \varepsilon$. □

Proof: The existence of $y^*$ is guaranteed by Theorem 6.2.1 and the illustration of the fact is shown in figure 6.1. The global optimisers outside the subspace $\Upsilon$ are irrelevant since the function takes all its range of values in $\Upsilon$. So our focus is to upper bound the length of $y^*$.

From the proof of Theorem 6.2.1 in [82] and the illustration in figure 6.1, we know that $\exists y^* \in \mathbb{R}^d$ s.t.

$$\Phi \Phi^T Ry^* = x^*_i$$

(6.1)

Hence,

$$\|x^*_i\| = \|\Phi \Phi^T Ry^*\| \geq s_{\min}(\Phi \Phi^T R) \|y^*\|$$

(6.2)

where we use the Rayleigh quotient inequality, and $s_{\min}(\cdot)$ denotes the smallest singular value.

Note that $\Phi \Phi^T R$ is a $d_i \times d_i$ random matrix with i.i.d. Gaussian entries. When $d = d_i$ it is a square matrix, and a bound on its smallest singular value was applied in [82]. Instead, for the case $d > d_i$ we employ the bound of Davidson & Szarek that applies to rectangular Gaussian matrices [20]. We have for any $\varepsilon \in (0, 1)$ for which $\sqrt{d} - \sqrt{d_i} - \varepsilon > 0$, that:

$$\|y^*\| \leq \frac{\|x^*_i\|}{\sqrt{d - \sqrt{d_i} - \varepsilon}}$$

(6.3)

with probability $1 - \exp(-\varepsilon^2/2)$. Now setting $\exp(-\varepsilon^2/2) = \tau$ and solving for $\varepsilon$ we get $\varepsilon = \sqrt{2 \ln(\frac{1}{\tau})}$. Plugging this back and renaming $\tau$ to $\varepsilon$ completes the proof. □

In Figure 6.4 we plotted the bound on the search box from our Theorem 6.3.1 for
Figure 6.4: Comparison of our theoretical bound (Remeda), with various values of $d > d_i$ versus the bound of [82] (Rembo), which holds when $d = d_i$.

various values of $d > d_i$ in comparison with the bound in [82] for $d = d_i$. We see that our result is tighter for nearly all values of $d$ and it explains why a smaller search box is sufficient when $d > d_i$. The single point for Rembo in figure 6.4 is for $d = d_i$ whereas the curve for Remeda is for values of $d > d_i$.

In practice, of course, we typically have no knowledge of the value of $d_i$, in which case we cannot use theoretical bounds directly to set our search box. However, we can fix the search box – for instance to $\sqrt{d}$-times the coordinates of the original box, as suggested in [82], and our Theorem 6.3.1 then suggests that increasing $d$ can eventually make this fixed-size box sufficiently large to contain the optimiser $y^*$. This is what we used in the experiments reported.
6.4 Experiments

Usually, when too small a population is used, evolutionary algorithms (EA) are not able to find the optimum. When you use too large a population, EA finds the optimum, but wastes some resources. Thus, in EA, we usually search for the smallest population size, for which the EA works.

Here we would like to find the optimal population size as function of the lower internal dimension, $d$ of the problem. The hypothesis is that the optimal population size increases as the $d$ increases and vis versa. Therefore, to test our hypothesis, we go by the following settings:

6.4.1 Parameter settings

To obtain the minimally required population size, a bisection search was used to find the population size that results in the lowest number of evaluations required to reach a predetermined value to reach (VTR). We start from a very large population size that can solve the problem within a large predetermined budget and then search for a small population size for which you cannot solve the problem anymore. In between these limits, we use binary search to find the optimal population size. This optimal population size is expressed as a function of $d$.

We use similar settings in our scalability experiment to see how scalable our method is as $d_i$ increases. We also conducted some experiments to determine the dimension $d$.

6.4.2 Test functions and performance measures

We created test functions with low intrinsic dimension 5 from existing benchmark functions, by embedding the $d_i$-dimensional versions of these problems into higher $D$-dimensions. That is, we add $D - 5$ additional dimensions which do not impact on the function value,
and (optionally) rotate the search space around the origin in a random direction. Hence, the functions will take $D$-dimensional inputs, but only 5 linear combinations of these input variables determine the function value. The algorithm will have no knowledge of which these directions are, not even that there are 5, but it has knowledge that the number of important directions is much less than $D$. The functions we employed in this way here are the following: Shifted sphere, Shifted Schwefel’s problem 1.2, Shifted Rotated High Conditional Elliptic function, Shifted Ackley’s function and Shifted Rosenbrock function. We also took the Branin function from [82] which has low intrinsic dimension 2. The functions are listed in table 6.1. In table 6.1, Functions 1-4 have low intrinsic dimensions of 5, while function 5 has low intrinsic dimension of 2.

We employ two common performance indicators:

(i) The fitness gap achieved under a fixed budget is the difference between the best fitness achieved and the true optimum; (ii) The scalability is the budget of function evaluations needed to reach a pre-defined value to reach.
6.5 Results and Discussion

6.5.1 Experiments on a \( d_i = 2 \) problem

In the first set of experiments we consider the \( D = 25 \) dimensional Branin function that has low intrinsic dimension \( d_i = 2 \). Though, we should note that \( D \) can be as large in principle, as we like since the working strategy and the budget usage of REMEDA are independent of \( D \). In this experiment, we vary the internal working dimension \( d \), and the population size \( N \), under a fixed budget of 500 function evaluations.

Table 6.2: Fitness gap achieved by REMEDA on the Branin function (\( d_i = 2 \) embedded in \( D = 25 \)), with a total budget of 500 function evaluations.

<table>
<thead>
<tr>
<th>Pop. size</th>
<th>( d=2 )</th>
<th>( d=4 )</th>
<th>( d=6 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>std</td>
<td>Mean</td>
</tr>
<tr>
<td>300</td>
<td>1.4297</td>
<td>2.601</td>
<td>2.4908</td>
</tr>
<tr>
<td>150</td>
<td>0.4128</td>
<td>0.6607</td>
<td>1.1701</td>
</tr>
<tr>
<td>80</td>
<td>0.826</td>
<td>2.9973</td>
<td>0.4193</td>
</tr>
<tr>
<td>40</td>
<td>0.6375</td>
<td>2.9073</td>
<td>0.04</td>
</tr>
<tr>
<td>30</td>
<td>0.6737</td>
<td>2.4939</td>
<td>0.0336</td>
</tr>
</tbody>
</table>

The results are shown in table 6.2, as obtained from 50 independent repetitions of each experiment. We can see from table 6.2 that \( d = d_i = 2 \) is not the best choice, as the size of the search box is not sufficient at \( d = d_i \). Also observe that increasing \( d \) beyond 4 drops the performance – this is because searching in a larger dimensional space is not necessary and is less resource-effective. Furthermore, we see for all \( d \) tested, the higher the population sizes, the worse the performance. This is because a large population unnecessarily uses up the budget when the search only happens in a small dimensional subspace. With these insights in place, next we carry out a more comprehensive study.
6.5.2 Results and comparisons on problems with $d_i = 5$

In this section, we compare our method with state of the art approaches in heuristic optimisation, on problems with low intrinsic dimension $d_i = 5$. The ambient dimension was $D = 1000$ in these experiments, but as already mentioned this can be much higher without causing problems as long as $d_i$ stays low.

We expect that REMEDA should gain advantage from its ability to exploit low intrinsic dimensional property while other methods have not been designed to make use of such structure. On the other hand, REMEDA needs to find a good value for its internal dimension $d$ without knowing $d_i$ (as this information is normally not available in practice). This will use up part of the budget, but the hope is that it will pay off by a speedy progress in the search.

We start with $d = 1$, using convergence as a stopping criterion, and move up progressively to higher values of $d$ until the fitness reached upon convergence is no longer improved by the increase of $d$. Within each value of $d$ tried, we run REMEDA to convergence, until the relative change in fitness is below a threshold: $\frac{fv(g) - fv(g+1)}{fv(g)} < 10^{-8}$, where $g$ is the generation count and $fv$ is the fitness value. When this condition is satisfied, we move on to the next value of $d$, and re-initialise the population randomly (although other schemes could also be investigated). This is the reason we see the spikes in REMEDA in figure 6.6. The total number of fitness evaluations used throughout this process is the total budget that we then provide to the competing algorithms.

The bar chart in the leftmost plot of Figure 6.5 shows an example of the fitness gaps achieved with consecutive values of $d$. The error bars show one standard error from 25 independent repetitions. In the rightmost plot we show the evolution of the best fitness, averaged over 25 independent repetitions, on the run with the selected $d$ (as described above). Superimposed, we also show the trajectories of competing state of the art methods: EDA-MCC [22], RP-EDA [47], and tRP-EDA [74]. All use the same
budget– The unequal lengths of these trajectories are due to the various methods using part of their budget for setting their internal parameters. Now, to avoid the unequal lengths of the trajectories as shown in figure 6.5, we also plot the fitness gap against the total fitness evaluations used. See figure 6.6

From Figures 6.5 and 6.6, we can see that REMEDA attains a fitness value close to the optimum efficiently, while the other methods are not able to achieve the same within the same budget. We also superimposed an idealised version of EDA (EDA on low dimensional version of the problem, where low dimension = the unknown intrinsic dimension) – that is EDA that receives the $d_i$-dimensional version of the problem – and we see that REMEDA has almost the same performance as the idealised version of EDA.

![Graph](image)

(a) Shifted Rosenbrock Function, Chosen $d = 9$

Figure 6.6: Finding $d$ (left) and evolution of best fitness (right) for REMEDA, 3 competing methods, and a $d_i$-dimensional EDA on the idealised problem. The figure on the right is plotted with Gap against no. of fitness evaluations. Results are averaged over 25 independent runs.

A comprehensive comparison is presented in Table 6.3, which also includes comparison with sep-CMA-ES [71] as one of the best state of the art. Bold font indicates statistically significant out-performance. Friedman Test was used in computing the statistical test.
From table 6.3, REMEDA has out-performed all of the state of the art methods on all the problems significantly. All the competing algorithms were given the same test suite. They were all given problems with $d_i$ dimensions embedded in a 1000 dimensional, but REMEDA has the capability of exploiting the $d_i$ dimensional structures of these test suites, while the competing methods are not able to. This shows that exploring and exploiting the structure of functions with low intrinsic dimension and searching in a lower dimensional subspace instead of the ambient dimensional space is very crucial in
optimisation, thus confirming our hypothesis. In future, we would like to estimate the exact intrinsic dimensions of such type of problems and existing methods such is [5] and the references there could serve as a starting point.

Table 6.3: Comparing REMEDA with other state of the art methods.

<table>
<thead>
<tr>
<th>Fn</th>
<th>REMEDA</th>
<th>sep-CMA-ES</th>
<th>EDA-MCC</th>
<th>tRP-ENS-EDA</th>
<th>RP-ENS-EDA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>std</td>
<td>Mean</td>
<td>std</td>
<td>Mean</td>
</tr>
<tr>
<td>F1</td>
<td>0</td>
<td>0</td>
<td>3.81E+04</td>
<td>2.16E+04</td>
<td>6.41E+04</td>
</tr>
<tr>
<td>F2</td>
<td>0</td>
<td>0</td>
<td>7.92E+05</td>
<td>1.99E+06</td>
<td>1.42E+06</td>
</tr>
<tr>
<td>F3</td>
<td>0.18</td>
<td>0.91</td>
<td>4.75E+07</td>
<td>3.47E+06</td>
<td>2.90E+09</td>
</tr>
<tr>
<td>F6</td>
<td>45.92</td>
<td>216.11</td>
<td>5.44E+06</td>
<td>2.09E+06</td>
<td>3.56E+10</td>
</tr>
<tr>
<td>F8</td>
<td>14.19</td>
<td>7.89</td>
<td>21.67</td>
<td>0.01</td>
<td>21.34</td>
</tr>
</tbody>
</table>

6.5.3 Scalability experiments

Function evaluation is costly in most practical problems. Here we study what is the required budget of function evaluations to reach a specified value of the fitness gap.

Before running these scalability experiments, we carried out some experiments to determine the required population size as a function of the low intrinsic dimension of the problem, so that we can vary the latter and set the population size automatically. For this we use a bisection method as in [10]. To find the population size that results in the lowest number of evaluations required to reach a predetermined (VTR), we start from a very large population size that can solve the problem within a large predetermined budget and then search for a small population size that cannot solve the problem anymore. In between these limits we use binary search to find the optimal population size. We repeated this 25 times and took the average.

We fix the value to reach (VTR) to $10^{-5}$, and vary the low intrinsic dimensionality of the problem $d_i \in [2, 50]$. We count the number of fitness evaluations needed for our proposed REMEDA to reach the VTR. The same experiment was repeated for three other choices of VTR: $10^{-3}$, $10^2$ and $10^3$ in order to make sure that the conclusions will not be
specific to a particular choice of the VTR. In all these experiments the maximum fitness
evaluations was fixed to $6 \times 10^6$, so the algorithm stops when the budget is exhausted or
upon convergence.

Figure 6.7 shows the average number of function evaluations as computed from the
successful runs out of 25 independent repetitions for each problem and each low intrinsic
dimension tested. The success rates are as follows: For $VTR = 1e - 3$, success rate
$= 86.359\%$, while that for $VTR = 1e - 5$ , $1e2$ and $1e3$ are $86.2564\%$, $93.9487\%$ and
$97.4359\%$ respectively for the shifted sphere function. For the shifted Rastrigin function,
$VTR = 1e - 3$, success rate $= 95.2\%$, $VTR = 1e - 5$, success rate $= 95.2\%$ $VTR = 1e2$,
success rate $= 100\%$ $VTR = 1e3$, success rate $= 100\%$. For Shifted Ackley function,
$VTR = 1e - 3$, success rate $= 72.9091\%$ $VTR = 1e - 5$, success rate $= 69.0909\%$
$VTR = 1e2$, success rate $= 92.3636\%$ $VTR = 1e3$, success rate $= 92.5455\%$. For the
Shifted Elliptic function, $VTR = 1e - 3$, success rate $= 11.4146\%$ $VTR = 1e - 5$, success
rate $= 11.0244\%$ $VTR = 1e2$, success rate $= 97.7561\%$ $VTR = 1e3$, success rate $= 97.7561\%$. From the figure, we observe a linear fit on scalability measurements.

6.6 REMEDA with sub-Gaussian Random Embeddings

Sub-Gaussian distributions are those distributions whose tail decays no slower than that
of the Gaussian [14]. It is a large class of distributions, and includes uniform bit-flipping
and sparse distributions that allow fast matrix-vector multiplication. The theory pre-
sented in our earlier sections was developed for Gaussian embedding. Here we investigate
the possibility to use random matrices $R$ with i.i.d. sub-Gaussian entries instead – specif-
ically the mentioned two random matrices, originally proposed by [3] for efficient random
projections.

The first question is whether the optimum of a $D$-dimensional function with low
Figure 6.7: Number of function evaluations taken by successful runs of REMEDA to reach a pre-specified value to reach (VTR) as the problem low intrinsic dimensionality is varied in $d_i \in [2, 50]$. The markers represent averages computed from 25 independent repetitions.

intrinsic dimension $d_i$ can still be found by searching in a $d << D$ dimensional random subspace? With Gaussian embedding, Theorem 1 of [82] guaranteed this. However, a crucial point in its proof was that the rank($\Phi^T R$) is no smaller than $d_i$ with probability 1. This is also required for eq.(6.1). The measure theoretic arguments that ensured this in the case of Gaussian embedding no longer apply when we draw the entries of $R$ from a discrete distribution. Indeed, now the rank($\Phi^T R$) = $d_i$ only holds with high probability. Analytically computing this probability would be awkward, therefore, we experimentally
estimate the rank of $\Phi^T R$ by Monte Carlo trials, and these results are shown in figure 6.8. We see that the rank very rarely falls below $d_i$, only for the sparse $R$, and only when the parameter $d_i$ approaches $d$. From figure 6.8, as the intrinsic dimension approaches the ambient dimension, the rank $= d$ setting fails. The intuition is the probability of succeeding becomes small.

![Graph](image)

(a) Bit-flipping sub-Gaussian

(b) Sparse sub-Gaussian

Figure 6.8: Percentage of trials that satisfies $\text{rank}(\Phi^T R) = d_i$ out of 10,000 independent trials.

We then proceed to extend our Theorem 6.3.1 to the sub-Gaussian case in the following corollary.

**Corollary 6.6.0.1 (to Theorem 6.3.1).** Under the same conditions and with the same notations as in Theorem 1, and if $R$ is a $D \times d$ random matrix with independent sub-Gaussian entries, then we have $||y^*|| \leq \frac{||x^*_i||}{\sqrt{d-c\sqrt{d_i}}-\sqrt{\frac{1}{c}\ln(\frac{1}{\epsilon})}}$ with probability at least $1 - \epsilon$, where $c > 0$ is a constant.

The proof is identical to that of Theorem 1, except in the step from eq.(6.2) to eq. (6.3), we use analogous result that bounds the smallest singular value of a sub-Gaussian matrix from [79] Theorem 5.39.
Proof: From the proof of Theorem 6.2.1 in [82], we know that \( \exists y^* \in \mathbb{R}^d \) s.t.

\[
\Phi \Phi^T R y^* = x^*_t
\]  

(6.4)

By Rayleigh quotient inequality, we have

\[
||x^*_t|| = ||\Phi \Phi^T R y^*|| \geq s_{\min}(\Phi \Phi^T R)||y^*||
\]  

(6.5)

where \( s_{\min}(\cdot) \) denotes the smallest singular value.

Now bounding a rectangular matrix, \( d > d_i \) as in our case, we employ theorem 5.39 from Vershynin [79].

For every \( \varepsilon \geq 0 \), for which \( \sqrt{d} - c\sqrt{d_i} - \varepsilon > 0 \), we have

\[
||y^*|| \leq \frac{||x^*_t||}{\sqrt{d} - c\sqrt{d_i} - \varepsilon}
\]  

(6.6)

with probability of atleast \( 1 - \exp(-c\varepsilon^2) \). Now setting \( \exp(-c\varepsilon^2) = \tau \) and solving for \( \varepsilon \) we get, \( \varepsilon = \sqrt{\frac{1}{c} \ln\left(\frac{1}{\tau}\right)} \). Plugging this back and renaming \( \tau \) to \( \varepsilon \) gives us,

\[
||y^*|| \leq \frac{||x^*_t||}{\sqrt{d} - c\sqrt{d_i} - \sqrt{\frac{1}{c} \ln\left(\frac{1}{\varepsilon}\right)}}
\]  

(6.7)

Hence the proof. \( \square \)

Since the constant \( c \) has appeared in Corollary 1 (which was 1 in the Gaussian case), we may expect that the \( d \)-dimensional box guaranteed to contain the optimum may be larger than it was in the Gaussian case – therefore if we search in the same box sizes we might find that a larger \( d \) will be necessary.

To test this, and to assess the practical potential of using sub-Gaussian embeddings, we repeated our previous experiments of searching for the value of \( d \) using the above mentioned two sub-Gaussian random matrices, and plotted the results in comparison
with the Gaussian embedding in Figure 6.9. We can see that indeed the Sub-Gaussians were slightly worse than the Gaussian and needed a slightly larger $d$, which means they may require slightly more budget. But the differences are not large in practice, and a more clever searching strategy for setting $d$ may easily resolve this. For instance, on the shifted sphere function the best $d$ chosen by the Gaussian Random matrix is $d = 7$; the bit-flipping sub-Gaussian selected $d = 9$, and the sparse sub-Gaussian selected $d = 12$. For Shifted Schwefel’s Problem 1.2 the selected $d$s by the Gaussian was $d = 9$, the sub-Gaussians chose $d = 10$, and $d = 11$ respectively. Clearly, the sub-Gaussian embeddings remain competitive, and their advantage is fast matrix-vector multiplication, which can be an asset when the ambient dimension $D$ is very large, or when a speedy approximate solution to the problem is sought.

### 6.7 Summary

We proposed random embedding in Estimation of Distribution Algorithm to scale up EDA by exploiting the low intrinsic dimension of problems whereby the search takes place in a much lower dimensional space than that of the original problem. Our method is suited for large scale problems that take a large number of inputs but only depend on a few linear combinations of them. On such problems we have demonstrated that our method outperforms the state of the art algorithms in evolutionary computation. Our technique and its theoretical basis are applicable in principle to any optimisation method, and in the light that problems with low intrinsic dimension are quite prevalent in real-world applications, it seems a worthwhile avenue for future work to make use of it more widely.
Figure 6.9: Selecting $d$ in the case of sub-Gaussian vs. Gaussian embeddings. Results are averaged over 25 independent runs.
CHAPTER 7

Conclusion and Future Work

The thesis presents approaches that are capable of searching in large dimensional continuous domains and investigates the capabilities of heavy tails search distributions with a clarification on a controversy that existed in the literature about the capabilities of Gaussian versus Cauchy search distributions.

In our framework called MCEDA in chapter 3, we address the susceptibility of Gaussian search distribution to premature convergence by using a heavy tail distribution called Cauchy as search distribution instead of Gaussian since it has the ability of escaping the early convergence due to its heavy tail and blend it together with the advantages of multivariate modelling to efficiently explore the search space. From extensive experiments conducted on 16 benchmark functions comparing MCEDA with MGEDA, we found that the long jumps of MCEDA due to its heavy tail paid dividend by outperforming MGEDA when the population is far from the global optimum. We also found that our method is able to work even with small population sizes. In comparing multivariate Cauchy EDA with univariate Cauchy EDA, we found that the former was superior to the later, thus bring in light the necessity of using Cauchy in a multivariate setting.

In chapter 4, we extended the comparison of Cauchy vs. Gaussian to high dimensional...
The rationale was to check if our finding in the previous comparison will hold in high dimensions and to resolve the controversy surrounding the merits of Cauchy search distribution. We conducted a large empirical study to benchmark the performance of Cauchy and Gaussian search distributions in EDA using a scalable black-box EDA optimizer. Our empirical results suggest that Cauchy search distributions perform badly, especially in high-dimensional spaces. We then developed theory that explains why large search steps are inefficient in high dimensional search spaces, and we showed that this inefficiency is indeed unavoidable in practice. We argued that a Gaussian search distribution has an in-built prioritizing strategy that implicitly focuses resources within a generation on selecting good search directions which Cauchy lacks. Based on our theoretical insights and understanding of high dimensional domains, a new framework was proposed from a minor modification to the standard Gaussian EDA which enforces search within a generation to take place at a fixed radius of the current population centre. This results in a remarkable improvement in high dimensional search.

Based on the good performances registered as a results of using heavy tail distribution in chapters 3 and 4 (in the low dimensional regime), we decided to devise a new approach for high dimensional continuous black-box optimization by building on a recently proposed Random Projection Ensemble based EDA. Our focus was on the utility of the heavy tailed distributions when employed to sample the elements of our Random Projection matrices and named our approach t-Random Projection ensemble based EDA (tRP-ENS-EDA). Our results from extensive experiments we carried out to test our new approach suggest that taking Random Projection matrices with entries drawn with i.i.d t-distribution increases exploration and at the same time maintains exploitation and focus. We have shown that our method in comparison with a number of state of the art methods is very competitive and superior at times on 1000 dimensional problems, which warrants this method to be given the much needed attention it deserves by the experts/researchers.
Finally, in our effort to remedy the curse of dimensionality Evolutionary Algorithms, especially the EDA type methods face, we proposed the random embedding technique in Estimation of Distribution Algorithm to scale up EDA for problems that have a low intrinsic dimension by taking into consideration only the important directions of problems. In this way, our search for the global optimum takes place in a much lower dimensional space than that of the original problem. This method takes a large number of inputs but only considers a few linear combinations of them. It can optimise problems of up to very high dimensions as long as their intrinsic dimensions are low. On such problems we have demonstrated that our method outperforms the state of the art algorithms which do not utilise the intrinsic structure of these problems in evolutionary computation. Our technique and its theoretical basis are applicable in principle to any optimisation problem with much higher ambient dimensions, provided sufficient computing resources are available.

In Future, we would like to fully evaluate the promise of our new EDA with uninform search distribution on a hypersphere method in chapter 4 and further develop it. Another important direction for future work will be to extend and generalise our methodology to other evolutionary search methods in order to investigate the generality of our conclusion beyond EDAs. We will also focus on further developing the method highlighted in chapter 5, by adapting other parameters such as the dimension of the reduced space, k. Due to the fact that problems with intrinsic dimensions are quite prevalent in real-world applications, we think it is a worthwhile avenue to venture into for future work to make use of it more widely. Therefore, we would like to focus on utilising the intrinsic dimensions of such type of problems in our future methods. We shall be working on developing a more clever approach of search for the best $d$ that guarantee the existence of the global optimum in the $d$ dimensional box for problems with higher intrinsic dimensions than the 5 and 2
considered here. We shall also endeavour to estimate the intrinsic dimensions of such
type of problems just like it has been done in [15], [16] and [31]. The following paper
[5] and the references there in, could serve as a starting point in estimating the intrinsic
dimensions of such problem suite and project on to the intrinsic dimensional subspace
and do the optimisation there instead of doing it in the Ambient space.
A.1 Some Box Constrained Test Problems from the CEC 2005 collection

A.1.1 Unimodal Functions

$F_1$: Shifted Sphere Function

(a) $F_1$: Shifted Sphere Function
Definition: $F_1(X) = \sum_{j=1}^{D}(x_j - O_j)^2 - 450$,
where $O = \{o_1, ..., o_D\}$: Shifted global optimum, $D$: Dimension

Search Space: $-100 \leq x_j \leq 100$, $j = 1, ..., D$.

Global Optimum: $x^* = O$, $F_1(x^*) = -450$

\[F_2: \text{Shifted Schwefel’s Function 1.2}\]

Definition: $F_2(X) = \sum_{i=1}^{D}(\sum_{j=1}^{i}(x_j - O_j)^2) - 450$,
where $O = \{o_1, ..., o_D\}$: Shifted global optimum, $d$: Dimension

Search Space: $-100 \leq x_j \leq 100$, $j = 1, ..., D$.

Global Optimum: $x^* = O$, $F_2(x^*) = -450$
**$F_3$: Shifted Rotated High Conditioned Elliptic Function**

**Definition:**

$$F_3(X) = \sum_{j=1}^{D}(10^{6})^{\frac{j-1}{D-1}}((x_j - O_j) \cdot M)^2 - 450,$$

where $O = \{o_1, ..., o_D\}$: Shifted global optimum, $D$: Dimension, $M$: orthogonal matrix

**Search Space:** $-100 \leq x_j \leq 100, \; j = 1, ..., D.$

**Global Optimum:** $x^* = O, \; F_3(x^*) = -450$
**$F_4$: Shifted Schwefel’s Problem 1.2 with Noise in Fitness**

**Definition:** $F_4(X) = (\sum_{i=1}^{D} (\sum_{j=1}^{i} (x_j - O_j)^2)) \cdot (1 + 0.4|N(0,1)|) - 450,$

where $O = \{o_1, ..., o_D\}$: Shifted global optimum, $D$: Dimension, $X = \{x_1, ..., x_D\}$

**Search Space:** $-100 \leq x_j \leq 100, \; j = 1, ..., D.$

**Global Optimum:** $x^* = O, \; F_4(x^*) = -450$
$F_5$: Schwefels Problem 2.6 with Global Optimum on Bounds

(c) $F_5$: Shifted Schwefel’s Problem 1.2 with Noise in Fitness

**Definition:** $F_5(X) = \max\{|x_1 + 2x_2 - 7|, |2x_1 + x_2 - 5|\}, i = 1, ..., N, x^* = [1, 3], F(x^*) = 0,$

$F_5(X) = \max\{|A_jX - B_j|\} - 310, \ i = 1, ..., D, \ x = [x_1, ..., x_D]$  
where $O = \{o_1, ..., o_D\}$: Shifted global optimum, $D$: Dimension, $A = D \times D$ Matrix

**Search Space:** $-100 \leq x_j \leq 100, \ j = 1, ..., D.$

**Global Optimum:** $x^* = O, F_5(x^*) = -310$
A.1.2 Multimodal Functions

$F_6$: Shifted Rosenbrock Function

**Definition:** $F_6(X) = \sum_{j=1}^{D-1} (100((x_j - O_j + 1)^2 - (x_{j+1} - O_{j+1} + 1))^2 + ((x_j - O_j + 1) - 1)^2) + 390,$

where $O = \{o_1, ..., o_D\}$: Shifted global optimum, $D$: Dimension

**Search Space:** $-100 \leq x_j \leq 100, \quad j = 1, ..., D.$

**Global Optimum:** $x^* = O, \quad F_6(x^*) = 390$
Definition: $F_7(X) = \sum_{i=1}^{D} \left( \frac{(x_i-O_i) \cdot M}{4000} \right)^2 - \prod_{i=1}^{D} \cos \left( \frac{x_i-O_i \cdot M}{\sqrt{i}} \right) + 1 - 180,$

where $O = \{o_1, ..., o_D\}$: Shifted global optimum, is outside of the initialization range

$D$: Dimension, $M'$: linear transformation matrix, condition number $= 3$

$M = M'(1 + 0.3|N(0, 1)|)$

Search Space: $0 \leq x_j \leq 600, \ j = 1, ..., D.$

Global Optimum: $x^* = O, \ F_7(x^*) = -180$
B.1 Parameter Estimation of location($\mu$) and positive definite matrix($\Sigma$) for Cauchy -Derivation

Multivariate Cauchy density function is defined as follows:

$$f(y; \mu, \Sigma, D) = \frac{\Gamma(\frac{1+D}{2})}{\Gamma(\frac{1}{2})\pi^\frac{D}{2} |\Sigma|^\frac{1}{2} [1 + (y - \mu)^T \Sigma^{-1} (y - \mu)]^{\frac{1+D}{2}}} \tag{B.1}$$

Where $y$ is the observed variable, $D$ the dimension of the function, $\mu$ the location parameter and $\Sigma$ a matrix value parameter that encodes pairwise dependencies.

If $y$ is our observed variable, then the data log-likelihood is defined as follows:

$$L(\theta) = \sum_{n=1}^{N} \log \int_{u} N(y_i|\mu, \Sigma) Ga(u|\frac{\nu}{2}, \frac{\nu}{2}) du \tag{B.2}$$

Where $u$ our unobserved or latent variable and $\theta$ is the parameter we want to estimate.
Our goal here is to find the maximum likelihood estimate (MLE) of the parameter \( \theta \) which represents \( \mu \) and \( \Sigma \).

We let the posterior probability of \( u \) given \( y_i \) be:

\[
P(u|y_i) = \frac{P(y_i|u)P(u)}{P(y_i)} \tag{B.3}
\]

This is proportional to the product of the normal distribution and Gamma distribution as shown below: A convolution of Gaussian and Gamma Distribution.

This can be written as

\[
P(u|y_i) \propto N(y_i|\mu, \Sigma_{u}).Ga(u|\nu/2, \nu/2) \tag{B.4}
\]

Now plugging in the probability density functions, we have

\[
\left(\frac{1}{(2\pi)^{D/2}|\Sigma|^{1/2}}\right)^D\exp\left(-\frac{1}{2}(y_i - \mu)^T(\Sigma)^{-1}(y_i - \mu)\right)\frac{\nu^{\nu/2}(u)^{\nu/2-1}}{\Gamma(\nu/2)}\exp(-\nu/2u), \text{ } D \text{ is dimension of the data and } \nu \text{ the degree of freedom.}
\]

\[
= \left(\frac{1}{(2\pi)^{D/2}|\Sigma|^{1/2}}\right)^D\exp\left(-\frac{1}{2}(y_i - \mu)^T(\Sigma)^{-1}(y_i - \mu)\right)\frac{\nu^{\nu/2}(u)^{\nu/2-1}}{\Gamma(\nu/2)}\exp(-\nu/2u)
\]

\[
\propto (u)^{D/2}(u)^{\nu/2-1}\exp\left(-\frac{1}{2}(y_i - \mu)^T(\Sigma)^{-1}(y_i - \mu) - \frac{\nu}{2}u\right)
\]

\[
\propto (u)^{D+\nu-1}\exp\left(-\frac{1}{2}(y_i - \mu)^T(\Sigma)^{-1}(y_i - \mu) - \frac{\nu}{2}u\right) \tag{B.5}
\]

By comparing equation (21) with \( f(u, \alpha, \beta) = \frac{\beta^\alpha u^{\alpha-1}}{\Gamma(\alpha)} e^{-\beta u}, \) we have

\[
Ga\left(\frac{\nu+D}{2}, \frac{1}{2}(y_i - \mu)^T\Sigma^{-1}(y_i - \mu) + \nu\right)
\]
\[ E(u_i) = \frac{\nu + D}{\nu + \delta(y_i, \mu, \Sigma)}, \]
where \( \delta = \frac{1}{2}(y_i - \mu)^T \Sigma^{-1}(y_i - \mu) \) is the Mahalanobis distance from \( y \) to the center \( \mu \) with respect to \( \Sigma \). Now,

Now from (18), creating Expectation gives

\[ = \sum_{n=1}^{N} \log \int u \, Q_i(u) \cdot \frac{N(y_i|u, \Sigma)}{Q_i(u)} \, du \]

\[ = \sum_{n=1}^{N} \log \mathbb{E}_{u \sim Q_i} \left[ \frac{N(y_i|u, \Sigma)}{Q_i(u)} \cdot \text{Ga}(u|\nu/2, \nu/2) \right] \]

Now for any \( Q_i \) s.t. \( \int Q_i(u) \, du = 1 \) and \( Q_i(u) \geq 0 \), we have

\[ = \sum_{n=1}^{N} \log \mathbb{E}_{u \sim Q_i} \left[ \frac{P(y_i|u; \theta)}{Q_i(u)} \right] \geq \sum_{i=1}^{N} \mathbb{E}_{u \sim Q_i} \left[ \log \frac{P(y_i, u, \theta)}{Q_i(u)} \right] \quad (B.6) \]

Equation (22) was obtained from Jensen’s inequalities

\[ = \sum_{n=1}^{N} \int u \, Q_i(u) \log \left[ \frac{N(y_i|u, \Sigma)}{Q_i(u)} \cdot \text{Ga}(u|\nu/2, \nu/2) \right] \, du \]

This creates a lower bound on the function for any \( Q \)

\[ = \sum_{n=1}^{N} \mathbb{E}_{u \sim Q_i} \left[ \log \left\{ \frac{N(y_i|u, \Sigma)}{Q_i(u)} \cdot \text{Ga}(u|\nu/2, \nu/2) \right\} \right] \quad (B.7) \]

Let

\[ \frac{N(y_i|u, \Sigma)}{Q_i(u)} \cdot \text{Ga}(u|\nu, \nu/2) = C \quad (B.8) \]

For the Jensen’s inequality in (22) to hold for equality, (24) should be a constant.
So we need to choose $Q$ so that $\frac{P(y_i,u,\theta)}{Q_i(u)} = \text{Constant \ \forall u}$

To ensure this, the ratio $Q_i(u) \propto P(y_i,u,\theta)$ should remain constant. Also

$f_u Q_i(u) = 1$ and $Q_i(u) \geq 0$. Now the choice of

$$ Q_i(u) = \frac{P(y_i,u,\theta)}{f_u P(y_i,\theta)} = P(u|y_i,\theta), \text{ by the definition of conditional probability.} $$

Now in the E-step, we set, $Q_i(u) = P(u|y_i,\theta)$. So the E-step is

$$ Q_i(u) \propto Ga(u|\nu + \frac{D}{2}, \frac{1}{2} [(y_i - \mu)^T \Sigma^{-1} (y_i - \mu) + \nu]) $$

Now from (23), we have , $A = \sum_{n=1}^N E_{u \sim Q_i} [\log \frac{N(y_i | \mu, \Sigma)}{Q_i(u)} Ga(u|\nu, \frac{\nu}{2})]$

Plugging in the pdf’s, we have

$$ A = \sum_{n=1}^N E_{u \sim Q_i} [\log(2\pi)^{-D/2} |\Sigma|^{-1/2}(u)^{D/2} - \frac{1}{2}(y_i - \mu)^T (\Sigma^{-1})(y_i - \mu) + \log(\nu^{\frac{\nu}{2}}) - log(\Gamma(\nu^{\frac{\nu}{2}}))] + (\nu - 1)E(\log(u)) - \frac{\nu}{2} E(u) - E[\log Q_i(u)]$$

158
\[
\frac{\partial A}{\partial \mu} = \sum_{i=1}^{N} \frac{\partial \left( -\frac{1}{2} (y_i - \mu)^T \Sigma^{-1} (y_i - \mu) E(u_i) \right)}{\partial \mu}
\]  \quad (B.9)

\[
\frac{\partial \left( -\frac{1}{2} (y_i - \mu)^T \Sigma^{-1} (y_i - \mu) E(u_i) \right)}{\partial \mu} = \frac{\partial \left( -\frac{1}{2} (y_i - \mu)^T \Sigma^{-1} (y_i - \mu) \right)}{\partial \mu}
\]

\[
= -\frac{1}{2} (y_i^T - \mu^T) (-\Sigma^{-1}) + (\Sigma^{-1} y_i - \Sigma^{-1} \mu) \left( \frac{1}{2} \right) 
\]

\[
= \left[ -\frac{1}{2} (y_i^T \Sigma^{-1} + \mu^T \Sigma^{-1}) + (y_i^T \Sigma^{-1} - \mu^T \Sigma^{-1}) \frac{1}{2} \right]^T 
\]

\[
= \left[ \frac{1}{2} y_i^T \Sigma^{-1} - \frac{1}{2} \mu^T \Sigma^{-1} + \frac{1}{2} y_i^T \Sigma^{-1} - \frac{1}{2} \mu^T \Sigma^{-1} \right]^T 
= \left[ y_i^T \Sigma^{-1} - \mu^T \Sigma^{-1} \right]^T 
\]

\[
= \Sigma^{-1} y_i - \Sigma^{-1} \mu 
\]  \quad (B.10)

Now plugging (26) into (25), we have

\[
\frac{\partial A}{\partial \mu} = \sum_{i=1}^{N} [(\Sigma^{-1} y_i - \Sigma^{-1} \mu) E(u_i)] 
\]

Now since \( \frac{\partial A}{\partial \mu} = 0 \), we have

\[
= \sum_{i=1}^{N} [(\Sigma^{-1} y_i - \Sigma^{-1} \mu) E(u_i)] = \sum_{i=1}^{N} \Sigma^{-1} y_i E(u_i) - \sum_{i=1}^{N} \Sigma^{-1} \mu E(u_i) = 0 
\]

\[
\sum_{i=1}^{N} \Sigma^{-1} \mu E(u_i) = \sum_{i=1}^{N} \Sigma^{-1} y_i E(u_i) 
\]

\[
\mu \sum_{i=1}^{N} E(u_i) = \sum_{i=1}^{N} y_i E(u_i) 
\]

\[
\mu = \frac{\sum_{i=1}^{N} y_i E(u_i)}{\sum_{i=1}^{N} E(u_i)} 
\]  \quad (B.11)
From (A) again, taking the derivative w.r.t $\Sigma^{-1}$, we have
\[
\frac{\partial A}{\partial \Sigma^{-1}} = \sum_{i=1}^N \left[ E_{u \sim Q_i} \left( \frac{\partial ((\log(2\pi))^{-D/2}|\Sigma|^{-1/2}(u)^{D/2})}{\partial \Sigma^{-1}} \right) - \frac{1}{2} \frac{\partial ((y_i - \mu)^T \Sigma^{-1} (y_i - \mu))u}{\partial \Sigma^{-1}} \right]
\]

From the definition of $\frac{\partial \log(\det A)}{\partial A} = (A^{-1})^T (A^{-1})^{-1}$ and by the chain rule, we can deduce that
\[
\frac{\partial \log(\det A)}{\partial A^{-1}} = \frac{\partial \log(\det A)}{\partial A} \ast \frac{\partial A}{\partial A^{-1}} = A^{-1} \ast \frac{\partial (A^{-1})^{-1}}{\partial A^{-1}}.
\]
If $B = A^{-1}$ Then
\[
\frac{\partial \log(\det A)}{\partial A^{-1}} \ast \frac{\partial A}{\partial A^{-1}} = A^{-1} \ast \frac{\partial B^{-1}}{\partial B} \ast A^{-1} \ast \frac{1}{(A^{-1})^T} = -A^{-1} \ast A^2 = -A
\]
Now, $\frac{\partial \log|\Sigma|^{-1/2}}{\partial \Sigma^{-1}} = -\frac{1}{2} \frac{\partial \log|\Sigma|}{\partial \Sigma^{-1}} = -\Sigma \ast -\frac{1}{2} = \frac{1}{2} \Sigma$

Therefore, $\frac{\partial A}{\partial \Sigma^{-1}} = \sum_{i=1}^N \left[ \frac{1}{2} \Sigma - \frac{1}{2} \frac{\partial (y_i - \mu)^T \Sigma^{-1} (y_i - \mu)E(u_i)}{\partial \Sigma^{-1}} \right]
\]
\[
\sum_{i=1}^N \left[ \frac{1}{2} \Sigma - \frac{1}{2} (y_i - \mu)(y_i - \mu)^T E(u_i) \right] = 0
\]
\[
\frac{1}{2} \sum_{i=1}^N \Sigma = \sum_{i=1}^N \frac{1}{2} (y_i - \mu)(y_i - \mu)^T E(u_i)
\]
\[
N \Sigma = \sum_{i=1}^N (y_i - \mu)(y_i - \mu)^T E(u_i)
\]
\[
\Sigma = \frac{1}{N} \sum_{i=1}^N (y_i - \mu)(y_i - \mu)^T E(u_i)
\]

Hence,
\[
\Sigma = \frac{1}{N} \sum_{i=1}^N (y_i - \mu)(y_i - \mu)^T E(u_i) \tag{B.12}
\]
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