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Abstract

This thesis outlines the design and construction of an experiment to investigate dipolar interactions within a rubidium-87 ($^{87}$Rb) spinor Bose-Einstein condensate (BEC). For dipolar interactions to drive population transfer between the internal states of a $^{87}$Rb BEC the ambient magnetic field must be reduced below 100 pT. To this end I have designed an active magnetic stabilisation system which is able to reduce the ambient magnetic field to a given level with 30 nT peak-to-peak fluctuations. A design is presented for a complementary passive magnetic shield in order to further reduce the ambient magnetic field, which electromagnetic simulations show should provide a factor of $>10^8$ reduction in the ambient magnetic field.
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Introduction

Magnetism has long been easily observed but difficult to explain and understand. Qualitative studies are recorded as far back as 380 BCE by Euripides (referenced by Socrates in a dialogue with Ion)\(^1\), circa 150 CE by Lucretius\(^2\), 78 CE by Pliny the Elder\(^3\), in 1589 by Porta\(^4\), and later in 1600 by Gilbert\(^5\). Early accounts focus on the natural magnetism present in lodestone, a naturally occurring magnetised form of magnetite mineral. These early encounters with magnetism are met with wonder and are described more often by poems than mathematics. Socrates relates magnetism to that of the inspiration of a man by a muse\(^1\), Lucretious describes the allure of the effects of magnetism of the lodestone in his poem “On the Nature of Things” saying “A stone there is that men admire much, that makes rings hang
in chains by touch”[2], and Porta recounts his delight at his first observation of magnetic attraction in his books on “Natural Magick”, saying that “the [lodestone] will wonderfully draw iron, which when I first saw, I trembled at exceedingly”[1].

Further work over hundreds of years led to the invention of electricity whereupon much of the foundations of electromagnetism were discovered through work by Oersted, Ampere, Faraday, Gauss, and Maxwell. After all of the work in developing classical physics, electromagnetism, and statistical mechanics one would expect that a theory of magnetism would be possible, however this is not the case. In his PhD thesis Bohr (and independently by van Leeuwen) showed that the logical conclusions of these theories is that the time-averaged magnetisation of any system in thermal equilibrium is always zero. The so-called Bohr-van Leeuwen theorem contradicts our everyday experience with such rigour that we are forced to consider that we do not fully understand the nature of the problem.

Coincidentally, around the same time as the Bohr-van Leeuwen theorem was formulated the foundations of quantum mechanics were being formed. With the knowledge of the electron’s intrinsic spin we are able to formulate a theory of magnetism which is consistent with our experience. One could be forgiven for not anticipating that something so macroscopic and prevalent as magnetism to be rooted in something so unfamiliar and strange as the spin of an elementary particle. However in some sense we have replaced one mystery with another as the fundamentals of what spin is is not well understood.

Continuing down the path of investigating the nature of magnetism in ever increasing detail, we wish to study magnetic dipole-dipole interactions between atoms at ultralow temperature in order to study spin interactions and magnetism within a quantum system. We have opted to realise this system in a dilute, weakly interacting gas near absolute zero temperature, forming a state of matter called a Bose-Einstein Condensate (BEC). The behaviour of BECs is well described in most cases by now due to extensive theoretical and experimental study since their concep-
tion in 1925 and first realisation in 1995. One regime which remains to be explored experimentally is how BECs behave in ultralow magnetic fields.

BECs can be prepared entirely optically, leaving the spin of the atoms as a degree of freedom along with their translational degrees of freedom leading to a rich dynamical evolution of the quantum state\[^{6-12}\] Such a system realises a mathematical spinor and is thus termed a spinor BEC. The ambient magnetic field strength in all previous BEC experiments has been so large that degeneracy of the hyperfine Zeeman sublevels is lifted to such a degree that there is no coupling between them. Lowering the magnetic field such that the interaction energy due to dipole-dipole interactions within the system are comparable to the sublevel splitting allows these interactions to drive population transfer between these states and in turn affect the dynamical evolution of the spinor BEC. These dipole-dipole interactions give rise to a further layer of richness and complexity to the dynamical behaviour of the spinor BEC. We will refer to a spinor BEC in this regime as a dipolar BEC.

In all previous experiments the energy difference between states with different spin projections, called the Zeeman splitting, has been too large to allow dipole-dipole interactions between atoms to induce population transfer between states. This energy difference can be lowered by reducing the ambient magnetic field. By lowering the magnetic field to sufficiently low levels it becomes possible to probe quantum magnetic phenomena within a BEC by studying state populations (via optical density) and spatial distributions. The field levels required to reach this regime can be estimated based on the \(~1\) nK dipole-dipole interaction energy per atom and the 0.7 MHz/G ground state Zeeman splitting for \(^{87}\text{Rb}\)\[^{13}\] of \(~300\) pT \((= 3 \mu G)\). This requirement is critical to the success of our experiment and as such we have gone to great lengths to achieve ultralow magnetic fields in our setup, with particular care taken in the region around the BEC.

To realise a sufficiently weak magnetic field around the BEC to achieve a dipolar BEC we require to shield the ambient magnetic field to a very high degree and
stabilise it to prevent transient fields causing the system to quench. This can be done using passive magnetic shielding, active magnetic shielding, or a combination of both. Reducing the ambient magnetic field to a level where these magnetic interactions affect the system allows us to study persistent mass- and spin-current ground states\cite{14-16}, the Einstein-de Haas effect in a quantum system\cite{17-20}, geometrically frustrated spin systems (such as spin ice on a square lattice\cite{21-24} as well as in other geometries\cite{25-28}), prepare macroscopic entangled states (in a single trap\cite{29} or on a lattice\cite{30}), search for a quantum-to-classical transition in spin space\cite{31}, perform state-of-the-art magnetometry\cite{32,33}, and potentially even study the transport and properties of effective magnetic monopole excitations in a well-controlled manner\cite{15,26,27,34-36}.

This thesis presents the basic theory behind atomic physics experiments (chapter 2), the design and construction of our vacuum chamber (chapter 3, section 3.1), the optical considerations of our experiment (chapter 3, section 3.2), the theory behind and design of a passive magnetic shield (chapter 3, section 3.3), and finally the design and construction of an active magnetic shielding system (chapter 4). The key results of this thesis are the design of a passive magnetic shield which can reduce the ambient magnetic field by a factor of \( > 10^8 \) in 3D and the implementation of a high performance active magnetic shielding system for atomic physics experiments, which has been replicated by collaborators at the Institut für Laserphysik of Universität Hamburg and is also intended to be installed in collaborators’ labs at the Laboratoire Kastler Brossel of École Normale Supérieure. The design of our vacuum chamber, UHV glass cell, 2D MOT telescopes and peripheral hardware, evanescent fibre-coupler network, passive magnetic shield, and active magnetic shielding system was undertaken solely by me. The initial concepts and implementation of the active shielding system were undertaken as part of a secondment in the group of Dr. Fabrice Gerbier at the Laboratoire Kastler Brossel of École Normale Supérieure under the direction of Dr. Tilman Zibold. A publication of the design, implementation,
and performance of the active magnetic shielding system described in this thesis and its integration into an ultracold atoms experiment is currently being prepared with collaborators at the Institut für Laserphysik of Universität Hamburg and the Laboratoire Kastler Brossel of École Normale Supérieure.
Theory overview

This chapter aims to present the basic atomic physics requisite to understand the core of this thesis. Additional topic-specific theory will be presented alongside the topic itself so that individual chapters of this thesis are self-contained.

Atomic configuration

A given element comprises a nucleus composed of protons and neutrons which is surrounded by electrons. The electrons arrange themselves into energetically favourable “shells”, obeying Hund’s rule, where “complete” shells (i.e. those in which every available quantum state is occupied) are favoured. Electrons left over from this filling of closed shells form the outermost shell, which is incomplete except for the
case of the noble gases. The electrons in this shell are responsible for the reactivity of an element and to a large extent determine its spectroscopic properties. Outer shell electrons have well-defined energy levels to which they can be excited via absorption of photons. In the case of the alkali metals the outer shell contains only a single electron which greatly simplifies the energy level structure of the atom. This experiment, like many others, uses an isotope of rubidium ($^{87}\text{Rb}$) due to the sophisticated supporting technology available and the favourable properties of Rb for laser cooling. Some of the first cold atoms experiments were performed on Rb due to its main spectroscopic lines being in a region of the near infrared spectrum where low cost, good quality laser diodes were available due to being mass-produced for use in CD and DVD players.

As reaching ultralow magnetic fields is central to our experiment, our atoms will almost exclusively be in the low field limit, where $J$ and $F$ are good quantum numbers. Notation to describe the configuration of electrons within the atom can be simplified greatly in the case of alkali metals by omitting all but the outer electron. Energy levels of the atom can then be labelled with the spectroscopic notation which defines the state of the outer electron, given in the form

$$n^{(2S+1)}L_J.$$

This compact notation completely describes the quantum state of an electron via the quantum numbers $n$, $S$, $L$ and $J$, where $n$ is the principal quantum number (detailing the shell in which the electron is situated), $S$ is the total electron spin angular momentum ($S = |S| = \frac{1}{2}$ for alkalis as the filled inner shells have $S = 0$), $L = |L|$ is the Azimuthal quantum number which specifies the orbital angular momentum of the state (with the letters $s, p, d, f \ldots$, continuing alphabetically, corresponding to the values 0, 1, 2, 3\ldots) and $J = |J| = |L + S|$ is the total electronic angular momentum. These quantities describe the electronic properties but to fully describe
the energy levels we also need to take into account the nuclear angular momentum, $I = |I|$ (for $^{87}\text{Rb}$, $I = \frac{3}{2}$). Inclusion of the nuclear spin gives the total angular momentum of the atom, $F = |F| = |J + I|$.

The ground state of the outer electron in $^{87}\text{Rb}$ is the $5^2S_{1/2}$ state. The relative orientations of the electronic and nuclear spins cause this state to split into two levels with $F = 1$ and $F = 2$, with the anti-aligned $F = 1$ state having lower energy. Applying the same reasoning to the first excited state of the electron one obtains the level structure illustrated in figure 2.1.

Not all transitions between these levels are allowed, but only those that obey the
selection rules

\[ \Delta J = 0, \pm 1, \]  \quad (2.1) \\
\[ \Delta L = 0, \pm 1, \]  \quad (2.2) \\
\[ \Delta S = 0. \]  \quad (2.3)

A transition must obey all of these rules simultaneously. Equations 2.1 and 2.2 together relate to the conservation of momentum when a photon is absorbed by the atom. The photon’s momentum is transferred to the atom, which requires to change its arrangement of \( L, S \) and \( I \) vectors to account for this change in momentum. As one typically only considers the total angular momentum of the atom in practice it is more convenient to use a more compact version of the selection rules, \( \Delta F = 0, \pm 1. \)

Atomic transition lines are typically characterised by their “natural” linewidth, \( \Gamma_0 \), which is the full-width at half-maximum (FWHM) of their emission spectrum at zero temperature (\( \Gamma_0 \approx 6 \text{ MHz} \) for the \( D_2 \)-line of \( ^{87}\text{Rb} \)). A natural linewidth is defined because the observed line can be broadened by temperature, pressure, laser intensity and other factors.

The magneto-optical trap

In order to study the properties of a cloud of atoms we must cool them so that they move very slowly and hold them in a defined region to prevent them from drifting away. Both of these can be achieved using the ubiquitous Magneto-Optical Trap (MOT) which has become almost a requirement for experiments on cold atoms. The phenomena which this trap relies on are presented in order below.
The Doppler shift

Crucial to all cold atoms experiments, the Doppler shift is an apparent change in frequency, $\Delta f$, of radiation from a source, with natural frequency $f_0$ and propagation velocity $v_{rad}$, due to relative motion between the observer, travelling at $v_o$, and the source, travelling at $v_s$, which is given by

$$\Delta f = \left( \frac{v_o - v_s}{v_{rad}} \right) f_0. \quad (2.4)$$

Here the direction of positive velocity is defined as pointing from the observer towards the source. As this effect is scaled by the velocity of the radiation it can be readily encountered with audio signals, where $v_{rad} \approx 360 \text{ ms}^{-1}$ is comparable to common source/observer velocities, such as when an ambulance siren appears to decrease in pitch when driving past a stationary observer. Such effects also occur with light and can be exploited to exert a powerful cooling effect on atomic gases. Whilst the relative frequency shifts for light are around $10^6$ smaller than those of audio signals the absolute frequency shifts are larger due to the higher fundamental frequency of light.

To get a feel for how much this shift is for room temperature $^{87}\text{Rb}$ atoms we can use kinetic theory to determine the root-mean-squared (RMS) velocity of atoms, $v$, at a given temperature, $T$, using

$$\overline{v} = \sqrt{\frac{3kT}{m}}, \quad (2.5)$$

where $k$ is Boltzmann’s constant and $m$ is the mass of the particle (for $^{87}\text{Rb}$, $m \approx 1.443 \times 10^{-25} \text{ kg}$). At $T = 300 \text{ K}$, equation 2.5 gives $v \approx 290 \text{ ms}^{-1}$ and leads to a Doppler shift of $\Delta f \approx \pm 370 \text{ MHz}$ for 780 nm light (resonant with the $5S \rightarrow 5P$ transition) where the sign depends on the relative direction of motion of the atom. In a thermal vapour there will be a Gaussian velocity distribution of the atoms...
around $\vec{v}$ and this will cause "Doppler broadening" of the transition lines. This has consequences for traditional spectroscopic techniques for example, as absorption lines will be Doppler broadened from $\Gamma_0 \approx 6$ MHz to $\approx 2\Delta f = 740$ MHz obscuring any detail of the hyperfine structure (which spans a total of $\approx 500$ MHz in the $^{87}$Rb $5P_{3/2}$ manifold\textsuperscript{13}). A further concern is that this shift is $> 60 \Gamma_0$ and will cause a moving atom to be far off resonance with a stationary laser tuned to an atomic transition frequency. However, one can counteract this effect by tuning the stationary laser’s frequency to be less than that of the atomic transition ("red-detuned")\textsuperscript{1} such that the Doppler shift for an atom travelling towards the laser brings the observed frequency closer to resonance in the atom’s frame of reference, whilst conversely atoms moving away are shifted even further from resonance. This gives rise to a direction-dependent absorption of light for moving atoms and forms the basis for cooling atomic gases with lasers.

### Optical molasses

2.2.2

Using the direction-dependent absorption of red-detuned light due to the Doppler shift, one can engineer a method of cooling an atomic gas using several retroreflected beams. To illustrate this we can take a 1D example of two laser beams which are counter-propagating through an atomic gas and are red-detuned from some atomic resonance, as shown in figure 2.2. As discussed in section 2.2.1, atoms travelling towards either laser beam preferentially absorb photons from that beam. Conservation of momentum requires that the atom receives a small increase in momentum (a "momentum kick") from the absorption of each photon in the initial direction of travel of the photon (in this case, away from the laser). This means that as an atom travels towards the laser it absorbs photons which subsequently reduce its velocity in that direction, effectively reducing its temperature.

\textsuperscript{1}Off-resonant light is said to be \textit{detuned} from resonance and is classed as either red- or blue-detuned for below or above resonant light. One can imagine that a green light source would appear more red if its frequency were reduced and more blue if it were increased.
Figure 2.2 A visual explanation of laser cooling. (a) Initially, an atom and red-detuned photon from a laser beam are travelling towards one another such that the atom sees a Doppler-shifted photon near resonance. (b) The Doppler-shifted photon is absorbed, placing the atom in an excited state and reducing the atom’s velocity due to conservation of momentum. (c) After a short time a photon is spontaneously re-emitted by the atom bringing it back to the ground state, but as the emission direction is random the time-averaged momentum kick is zero and the atom experiences a net force along the axis of the laser beam.

Of course, soon after a photon has been absorbed by an atom it is re-emitted via spontaneous emission giving the atom another momentum kick of equal magnitude to the absorption of a photon. However, as the direction of the spontaneously emitted photon is random the momentum kick averages to zero over many cycles whereas the absorbed photon kick, in a constant direction which reduces the atom’s velocity, remains and leads to a net cooling effect on an atom in the axis of the beam. Extending this idea to 3D by using 3 mutually orthogonal counter-propagating beam pairs which intersect to produce a volume in which the average velocity of an atom is reduced in all 3 spatial directions. In this overlap volume the atoms experience a velocity-dependent force acting upon them, much like that of a particle travelling in a viscous medium, causing researchers to name this overlap volume an “optical molasses”.

The velocity reduction of an atom due to absorption of a single photon in 1D can be calculated by considering the momentum of the atom before, $p_i$, and after,
\( p_f \), the absorption process

\[
\begin{align*}
p_i &= p_{\text{atom}} = mv_i, \\
p_f &= p_{\text{atom}} - p_{\text{photon}} = mv_i - \frac{h}{\lambda} = mv_f, \\
\therefore \Delta v &= v_i - v_f = \frac{h}{m\lambda},
\end{align*}
\]

where \( m \) is the mass of the atom, \( h \) is Planck’s constant and \( \lambda \) is the wavelength of the photon. For \(^{87}\text{Rb}\) this gives the result that each photon absorption reduces an atom’s velocity by around 6 mm s\(^{-1}\). This is only a small fraction of a \(^{87}\text{Rb}\) atom’s average velocity at room temperature of \( \sim 290 \) ms\(^{-1}\) however this process can occur several million times per second allowing for significant and rapid cooling of atoms using this technique. It should be noted that this does not trap the atoms but merely slow them down within a certain volume. In order to trap atoms we require that a position-dependent (rather than velocity-dependent) force is exerted upon them. An optical molasses can be turned into a trap for atoms with the addition of a magnetic field gradient or a considered choice of the laser beam parameters which will be discussed in the following sections.

### The Zeeman effect

#### 2.2.3

In a magnetic field each of the hyperfine energy levels is split further into \( 2F + 1 \) components pertaining to the relative orientations of the total angular momentum and the external magnetic field, \( \mathbf{B} \). The energy splitting, \( \Delta E \), associated with this is given by\(^{[37]}\)

\[
\Delta E = \mu_B g_F m_F B
\]

(2.6)

where \( \mu_B \) is the Bohr magneton, \( g_F \) is the Landé g-factor for a given hyperfine level and \( m_F \) is the projection of \( \mathbf{F} \) onto the axis of the magnetic field \( \mathbf{B} \) (and following convention, \( B = |\mathbf{B}| \)). This modification of the energy levels of different \( m_F \) states,
Figure 2.3 $^{87}\text{Rb}$ hyperfine levels split by an energy $\Delta E$ in a magnetic field $B$ due to the Zeeman effect. Note that the order of the Zeeman sublevels (from lowest to highest energy) are inverted between the two levels due to the difference in sign of the $g$-factor between the two levels.

shown in figure 2.3, is known as the Zeeman effect and can be used to trap atoms.

As the Zeeman shift of an $m_F$ state depends on the local value of $B$, by applying a spatially-varying magnetic field one can engineer a spatially-dependent energy level shift for that state. For example, by generating a quadrupole field (e.g. $B(x, y, z) = \alpha x \hat{x} + \alpha y \hat{y} - 2\alpha z \hat{z}$) one can create a situation where the Zeeman shift is zero only at the origin with linearly increasing shifts outward from this point. Akin to the operating principle of the optical molasses discussed above one can send counter-propagating red-detuned laser beams through the zero field region and observe selective absorption of photons from one beam over another. Here, the selectivity arises due to the atoms shifting toward or away from resonance by the spatially-dependent Zeeman shift they experience (rather than by their Doppler shift, as in an optical molasses). For states with $m_F < 0$ in the $F = 1$ manifold the resulting force applied to the atoms through photon absorption points towards the zero field point from every position with $B > 0$ (conversely for $m_F > 0$ states where
When describing a MOT on paper it is convenient to use the notation of $\sigma^+$ and $\sigma^-$ in order to describe the circular polarisations due to their implicit angular momentum of $L = \pm 1$. However, this notation is not such a useful one to use in practice (i.e. in the lab) as it relies on having a known magnetic field vector to set the quantisation axis of the angular momentum. It should be clarified here that at all times we use the convention of defining the polarisation with a magnetic field parallel to the Poynting vector. For example, an electric field vector which rotates clockwise when looking along the axis of propagation would be termed $\sigma^+$ or right-handed, similarly $\sigma^-$ is left-handed (following the same convention as screw threads).

Specific $m_F$ states can be addressed through the increased absorption probabilities for certain states based on the polarisation of the incident photons. This description is summarised in figure 2.4, which shows the spatial energy level splitting and correct beam polarisations to address $m_F$ states which can be trapped. The combination of spatial magnetic field gradient with an optical molasses (having correctly chosen polarisations) overlapped at the point of zero field is called a Magneto-Optical Trap (MOT) and is used in almost all experiments on cold atoms. The optical molasses provides a slowing of thermal atoms whereupon they can be trapped by the much weaker magnetic trap.

Due to Maxwell’s 3rd law ($\nabla \cdot \mathbf{B} = 0$) we have a defined “strong” axis and two “weak” axes in a MOT. This can be understood by considering a quadrupole field gradient applied along the z-axis. In order to keep $\frac{\partial B_x}{\partial x} + \frac{\partial B_y}{\partial y} + \frac{\partial B_z}{\partial z} = 0$ one field configuration would be $\frac{\partial B_x}{\partial x} = \frac{\partial B_y}{\partial y} = -\frac{1}{2} \left( \frac{\partial B_z}{\partial z} \right)$, thus the field gradient is naturally lower in two axes and more importantly changes sign. This gives rise to the fact that the polarisation choices for the strong axis are different to those for the weak axis — i.e. if $\sigma^+$ light traveleing along +ve x and y provide cooling then we should choose $\sigma^-$ light to travel along +ve z in order to provide cooling in all axes of the MOT. We should note here that this works only for a right-handed co-ordinate system.
Figure 2.4 The energy levels of a cooling transition which are split linearly in space due to the Zeeman effect in a quadrupole magnetic field, which is linear in space from the centre of the trap. Light coming from the right of the graph (with a polarisation of $\sigma^-$) will interact with the atoms in the $m_F = -1$ levels, not those in $m_F = +1$ or $m_F = 0$ and vice-versa for the left hand side of the graph. This causes the atoms to preferentially absorb one photon or the other depending on which direction they are travelling which pushes them towards the centre of the trap, providing a position dependent force. NB: this graph is drawn with a single quantisation axis in mind, whereas in reality the sign of the field changes on either side of the trap centre, which would cause the $m_F$ levels to change sign on one side of the trap centre.
Using a circular analyser (comprising a $\lambda/4$ waveplate followed by a polarising beamsplitter at 45°) we can deduce that a beam is *either* one handedness of polarisation or the other by whether the analyser allows the light to pass straight through or is reflected out of the orthogonal port of the beamsplitter. Whilst we can separate the handednesses of the beams we have no easy way of determining *which* handedness we are dealing with. In addition, along each axis the magnetic field vector changes sign which flips the convention for $\sigma^+$ and $\sigma^-$ beams depending on whether the beam is travelling parallel or anti-parallel with the axis. E.g. if we have a +ve field gradient along $x$ (i.e. $B \propto x$) then the beam travelling along +ve $x$ is aligned with the local magnetic field vector and we can use our analyser to select one handedness for this beam. However, the magnetic field is anti-parallel with the beam travelling along −ve $x$ and thus the convention for determining $\sigma^\pm$ is inverted. Thus in order to make this beam have the opposite $\sigma$ polarisation to the beam travelling along the +ve $x$ direction we must use our analyser to select the same handedness of light as for +ve $x$. Here is where the convention of $\sigma^+$ and $\sigma^-$ breaks down in practice. This means that the beams comprising the “weak” axes should all have the same handedness and conversely the beams comprising the “strong” axis should have opposite handedness to this in order to produce the correct polarisations for laser cooling.

**The dipole trap**

In order to further cool and increase the density of our atomic cloud beyond that achieved by our MOT we require a different trapping mechanism to that of the MOT. Magnetic traps, essentially a much higher field version of a MOT, are commonly used in cold atoms experiments to evaporatively cool to BEC. We however wish to avoid the use of a magnetic trap as this would likely cause our passive magnetic shield to become magnetised, which greatly affects its performance. Trapping atoms using
the dipole force from an intense laser beam and how this can be used to cool atoms is detailed in this section.

**The dipole force**

The electric field from a sufficiently high power laser beam is able to polarise atoms, giving them an effective dipole moment which oscillates at the frequency of the incident laser field. This induced dipole moment interacts with the non-uniform potential created by the electric field of the laser beam due its spatial profile. For a red-detuned laser beam the minimum of this potential is coincident with the peak intensity, meaning that atoms in such a beam become polarised and are then pushed towards the highest intensity region of the beam (conversely, they are pushed away from the highest intensity for a blue-detuned beam). A common analogy used to describe this behaviour is that of a small dielectric sphere placed in a laser beam with a Gaussian intensity profile. The sphere acts like a concave lens with a short focal length and experiences a net force due to the unbalanced forces of light refracted from the centre of the beam (more intense) and the edges of the beam (less intense), shown in figure 2.5, which causes the sphere to be drawn to the centre of the beam. By focusing the beam we can extend this trapping from 2D to 3D. To avoid interacting resonantly with the atoms, whereupon we scatter photons which causes heating of the cloud, the detuning of these beams must be very large. In our case we use 1550 nm beams, which yield a detuning of around $3 \times 10^7 \Gamma_0$ from the $D_2$ line. Such a large detuning is chosen due to the availability of low cost, compact, high power lasers at 1550 nm due to their widespread use in the telecoms industry. As the detuning of these beams is so large compared to typical thermal drifts of the laser frequency we can neglect these and thus we do not require this laser to be locked to an atomic transition.

The time-averaged force, $\mathbf{F}$, exerted on an atom in a laser beam can be shown
Figure 2.5 A schematic diagram of how the dipole force attracts atoms to the centre of an intense, far red-detuned laser beam. The unbalanced force from the refraction of the intense central region of the beam compared to the refraction of the much less intense wings of the beam give rise to a restoring force towards the centre of the beam. In this diagram, we only show the restoring force radially along the beam, however this beam is also focused (so that the intensity also varies with a Gaussian profile along the beam) and this introduces another trapping field axially ensuring the atoms are confined in 3D.

The force to be

$$\mathbf{F} = \frac{e^2}{2m\epsilon_0 c} \frac{1}{\delta^2 + \left(\frac{\beta}{2}\right)^2} \left\{ -\delta \nabla I \frac{I}{2\omega} + \left(\frac{\beta}{2}\right) \frac{I}{\omega} \mathbf{k} \right\},$$

(2.7)

where $e$ is the electron charge, $\omega$ is the angular laser frequency, $\delta$ is the detuning from an atomic resonance, $\beta$ is the so-called “damping ratio” of the trap, $I$ is the intensity of the beam and $\mathbf{k}$ is the wavevector. The damping ratio is defined as

$$\beta = -\frac{\hbar k^2}{1 + s_0 \left(\frac{\delta}{\gamma}\right)^2}$$

for a travelling wave, where $s_0 = I / I_s$, where $I_s$ is the saturation intensity for a given transition. The first term in equation 2.7 is called the dipole force and the second term is called the scattering force. The scattering force is used to trap atoms in a MOT and the dipole force enables trapping in the focus of a high power laser beam. Ideally the scattering force should be low in order that the dipole force dominates this equation, hence we want a small value of $\beta$. This can be achieved with large $\delta$ and $I$, as in our experiment where a 10 W 1550 nm laser is used for our dipole trap.
Figure 2.6 A schematic representation of evaporative cooling in a dipole trap. The initially deep trap (left) created by a high intensity laser beam contains a wide range of different temperature atoms. As the intensity is reduced, the trap depth is lowered, allowing the hottest atoms to escape (centre). Finally, after several stages of this process we achieve a cold, dense cloud in a relatively shallow trap (right). Note that the intensities given here are only indicative.

Evaporative cooling

2.3.2

The dipole trap itself does not cool the atoms as the trap potential is conservative. In order to cool atoms in a dipole trap we remove the hottest atoms from the trap, allow the remaining atoms to re-thermalise (to a now lower temperature) and repeat this process many times. This process is called evaporative cooling and can be achieved by initially using a high power laser beam, which creates a deep potential well for the atoms, then ramping down the beam power in stages. At each stage the hottest atoms from the previously deeper trap have enough kinetic energy to escape the now shallower trap, demonstrated visually in figure 2.6. This new shallow trap is maintained for some time in order to allow the atoms to re-thermalise and the process repeats. However, this process is extremely lossy, ejecting around 99.9% of our trapped atoms in order to only retain the coldest fraction.
Optical lattices

An optical lattice in 1D is a standing wave generated by two counter-propagating laser beams. This creates a periodic series of potential minima in electric field spaced at $\lambda/2$ where atoms can be trapped. Like a dipole trap, this has to be operated far detuned from resonance in order to not resonantly interact with the atoms. Extending this idea to 2D we can create an optical “egg box” where we can trap atoms on a grid, and in 3D we can trap atoms at the sites of an effective cubic crystal lattice.

Whilst optical lattices can be used as a cooling technique\[39\], in our setup we wish to use this to enhance and ultimately tune the dipolar interaction strength in our BEC. We can achieve this via changing the so-called shape anisotropy energy via altering the shape of the traps at each site. When each axis of the trap has equal optical power the trap is said to be isotropic, producing spherical isopotentials for atoms at each lattice site. Unequal optical powers in each axis deforms the isopotential at each lattice site towards either oblate (pancake-shaped) or prolate (cigar-shaped) spheroids, which provides anisotropic confinement. This modification of the trapping anisotropy alters the ground state of atoms at each lattice site due to intrasite dipole-dipole interactions. For example, in an oblate trap the dipole-dipole interaction energy ($E_{dd}$) between atoms is minimised when their dipoles are confined to the plane of the trap (i.e. the surface of the pancake) whereas in a prolate trap the $E_{dd}$ is minimised when atoms align along the axis of the trap (i.e. the axis of the cigar). This mechanism causes the effective dipolar interaction strength to be greatly enhanced in an oblate trap\[14,16,40\]. However, with an array of prolate traps we can observe an almost purely dipolar system over the lattice due to the fact that at each site the atomic dipoles tend to align creating a large collective spin at each site. As the dipole-dipole interaction has a much longer range than other types (which are mostly collisional) these collective spins are able to interact with those at
other lattice sites, even beyond their nearest-neighbour sites, giving rise to a lattice of collective spins whose main interaction is dipolar\cite{41,42}.

**Bose-Einstein condensation**

Once an atomic cloud of bosons becomes cold and dense enough a quantum phase transition occurs forming a Bose-Einstein Condensate (BEC). A BEC is essentially an entire cloud of atoms in the quantum ground state of the system. Within the limits of the Thomas-Fermi approximation, one signature of BEC formation which demonstrates this is that the spatial distribution of the atoms changes to mirror the trapping potential (usually parabolic) rather than a thermal Gaussian distribution. Conveniently, a BEC is sufficiently large that it is macroscopic (~100 $\mu$m in length — around the thickness of high grade paper) and thus can be viewed on a video camera with only modest magnification.

Whilst a full derivation of the BEC transition is rather lengthy, one can describe the basic idea of a BEC using the so-called de Broglie wavelength. As an extension of the paradigm of wave-particle duality, de Broglie proposed that all matter has a characteristic wavelength which is proportional to its mass, $m$, and temperature, $T$, known as the de Broglie wavelength,

$$\lambda_{dB} = \frac{h}{\sqrt{2\pi mk_B T}}. \quad (2.8)$$

What is important to note about equation 2.8 is that this wavelength increases with decreasing temperature. When the de Broglie wavelength becomes comparable to the spacing between the atoms in the cloud the notion of an individual particle becomes poorly defined and wave-like effects begin to become manifest in the system. Once the density, $\rho$, and de Broglie wavelength reach the criterion that

$$\rho = \frac{2.6}{\lambda_{dB}^3}, \quad (2.9)$$
we see the transition into a BEC\textsuperscript{[17]}. As a more intuitive picture, re-arranging equation 2.9 we can see that this criterion can be written as

\[ \therefore N\lambda_{dB}^3 = 2.6 V, \]

where \( N \) and \( V \) are the number of atoms and \( V \) is the volume of the cloud respectively. The left hand side of equation 2.5 can be thought of as the “quantum volume” of the atoms based on their de Broglie wavelength and states that this “quantum volume” needs to be equal to (or greater than) 2.6 times the physical volume of the atoms in order to create a BEC. This leads to the de Broglie wavelengths of each atom overlapping with each other almost entirely, causing the whole cloud to behave as if it were a single quantum object described by a single wavefunction.

**Interactions within a condensate**

2.5.1

Within our BEC there will be many interactions between the atoms due to collisions, interactions with external magnetic fields, and interactions between atomic dipoles. These interactions all have different energy scales, and it is the latter interactions that we are most interested in. Expressed in units of temperature \( (E_K = E_J/k_B) \), collisional interactions dominate with an energy of \( \sim 100 \text{ nK} \) whilst the dipolar interaction between atoms is only \( \sim 0.1 \text{ nK} \)\textsuperscript{[15]}. One would intuitively expect, as was assumed for a long time, that we should not see any effects from the dipolar interactions as they are such a small part of the total interaction energy, however as the atoms (being bosons) act collectively below the BEC transition these dipolar interactions become enhanced, allowing them to be more readily measured\textsuperscript{[15]}. Collisional interactions can either be spin-dependent or spin-independent based on whether or not they affect the internal states of the atoms. Spin-independent collisions leave the spin projection of the atoms involved in the collision unchanged. These interactions provide the largest contribution to the total collisional energy.
with an energy of around $\sim 100 \text{nK}$\textsuperscript{15}. Spin-dependent collisions can change the spin projection of the atoms involved in the collision, but the overall $m_F$ is conserved (i.e. if two $m_S = 0$ atoms collide they can emerge with a net spin of zero in any configuration, such as $m_{S_1} = +1, m_{S_2} = -1$). This allows for population transfer between states without changing the overall magnetisation of the BEC. Such interactions contribute $\sim 1 \text{nK}$ to the interaction energy\textsuperscript{15}. Finally, dipolar interactions can also change the spin projection of the atoms involved in a collision, but these collisions do not conserve the total $m_F$. Such interactions lead to spontaneous magnetisation or demagnetisation of a BEC\textsuperscript{43,44} and can be used in combination with optical pumping as a cooling technique\textsuperscript{45}. These interactions contribute a mere $\sim 0.1 \text{nK}$ to the interaction energy\textsuperscript{15}. The discussed interactions are summarised visually in figure 2.7.

![Figure 2.7](image)

**Figure 2.7** Representations of the types of interactions we will see in our condensate: (a) spin-independent collisions which don’t alter the orientation of the atomic spins, (b) spin-dependent collisions which can alter the orientation of the atomic spins, but conserve the overall $m_F$ and (c) dipolar interactions which can alter the orientation of the atomic spins without conserving the overall $m_F$.

However, these energies are miniscule in comparison with interactions with an external magnetic field. Using equation 2.6, and the fact that $g_F = -\frac{1}{2}$ for the $5S_{1/2}(F = 1)$ state of $^{87}\text{Rb}$\textsuperscript{13} (i.e. the ground state) gives us a Zeeman interaction energy of $-16.8 \, \mu\text{K/G}$. As interactions with an external field are on the order of $\sim \mu\text{K}$
and collisional interactions are on the order of \(~\text{nK}\) we can see that this external fields govern the behaviour of our BEC. As we wish to study the dipolar interactions within our BEC, we require to reduce these interactions with an external field to a level lower than that of the dipolar interactions — which means reducing the ambient magnetic field to \(\leq 1 \mu\text{G}\). This requirement is critical to the success of our experiment and as such we have gone to great lengths to achieve ultralow magnetic fields in our setup, with particular care taken in the region around the BEC.

**Spinor BEC**

2.5.2

BECs are often produced in state-selective magnetic traps which cause the BEC to be composed of only a single spin projection. Once the BEC threshold has been crossed the internal spin degree of freedom is effectively “frozen” meaning that spin-dependent collisions are precluded. However, BECs can also be formed in state-agnostic optical traps which can produce a BEC composed of mixture of spin states. Such a BEC can be described as \(n\) overlapping “pure state” BECs using a vector order parameter in the wavefunction to represent the population in each spin state. This type of BEC is called a spinor BEC due to the fact that it represents a mathematical spinor. Having the atoms’ spin projection as a degree of freedom enables the extra mode of spin-dependent collisions, making the dynamical properties of spinors more rich and complex than those of a regular, spin-frozen BEC.

**Dipolar BEC**

2.5.3

Whilst a spinor BEC has the atomic spin projection as a degree of freedom it typically does not exhibit magnetic phenomena. In all previous experiments the energy gap between states with different spin projections has been too large to allow dipole-dipole interactions between atoms to induce population transfer between states. The energy gap between these states is proportional to the local magnetic field strength
and thus can be lowered by reducing the magnetic field. By lowering the magnetic field to sufficiently low levels it becomes possible to probe quantum magnetic phenomena within a BEC by studying state populations (via optical density) and spatial distributions. The field levels required to reach this regime can be estimated based on the $\sim 1$ nK dipole-dipole interaction energy per atom and the 0.7 MHz/G ground state Zeeman splitting for $^{87}\text{Rb}^{[13]}$ of $\sim 300$ pT ($= 3 \mu$G). At field strengths less than this the dipolar interaction adds further complexity to the dynamical evolution of the BEC and enables the study of magnetism at a quantum level.
Experiment

The apparatus constructed to realise our proposed experiments centrally consists of a long vacuum chamber with a small cross-sectional area. This is compartmentalised into a high-vacuum 2D MOT chamber where our atoms are pre-cooled and an ultra-high-vacuum science cell where our experiments will take place. These two regions are separated by a Differential Pumping Stage (DPS) to prevent the 2D MOT chamber, containing a high vapour pressure of rubidium, from contaminating the science cell. Vacuum is maintained within the chamber by use of a small ion pump midway along the DPS and a larger combined ion and getter pump attached to the science cell.

Atoms launched from the 2D MOT are recaptured at the extreme end of the
science cell in a 3D MOT where they are further cooled. Here they will undergo a stage of optical molasses cooling to assist loading into an optical dipole trap where they will be evaporatively cooled to BEC. This all-optical preparation of the BEC leaves the spin of the atoms as a degree of freedom as no cooling or trapping mechanism is spin-dependent, allowing for rich dynamical behaviour of the resulting BEC.

In considering the design of our vacuum chamber we will first address the aspects which will be common to many atomic physics experiments before covering the additional requirements specific to our experiment. The experiment-specific aspects of our chamber largely amount to the details of the glass cell where our experiments will be performed following preparation in the main vacuum chamber. Whilst we cannot ignore the fact that we will be using such a cell during the preceding discussion we will only describe it in terms of its geometry until it is the central focus of discussion.

**Vacuum 3.1**

In order to produce a system with sufficiently weak interactions to reach BEC we are compelled to prepare a dilute gas of our chosen atomic species in a vacuum chamber. The density of the gas we aim to prepare is on the order of $10^{12} - 10^{14}$ atoms/cm$^3$ which is several orders of magnitude less dense than a typical gas (around $10^{18}$ atoms/cm$^3$), leading to a very large mean interparticle spacing and thus little interaction between atoms. Alkali metals are typically used in atomic physics experiments due to their relatively simple energy level structure which contains the required “closed” transitions to utilise laser cooling. Rubidium (Rb) has been extensively used throughout the development of the atomic physics field and for this reason much of the requisite equipment is highly advanced and comparatively low cost, allowing for experiments based on Rb to be set up with relative ease. Such
Figure 3.1 Our overall experimental setup with several key components labelled. We will discuss the Rb reservoir in section 3.1.2, the 2D MOT windows, optics, telescopes, and coils in sections 3.1.3–3.1.6, the glass cell in sections 3.1.10–3.1.11, and the passive magnetic shield in sections 3.3–3.3.4.
experiments are undertaken in vacuum in order to cause Rb (a solid at standard temperature and pressure) to exist in a vapour phase. The vapour pressure of Rb is around $5 \times 10^{-7}$ mbar at room temperature\textsuperscript{[13]}, meaning that when the ambient pressure is reduced to this level the energy barrier to the vapour phase is reduced to zero. Lowering the ambient pressure further makes the vapour phase energetically favourable and thus statistically more likely to exist than the solid phase as once the atoms move apart they are unlikely to reach a situation where large numbers of atoms can collide in order to form a solid phase. The range of pressure from $10^{-7}$–$10^{-9}$ mbar is commonly referred to as High Vacuum (HV) and it is clear that we need at least this pressure everywhere in the chamber in order to thermodynamically support our vapour Rb phase. However at these pressures the collisional cross-section for 3-body collisions is still sufficiently large to make the phase space density required to cross the BEC transition very difficult to reach and would cause a BEC to decohere very rapidly due to collisions with background gas atoms. Short BEC lifetimes mean that any preparation and subsequent measurements of the BEC required to constitute an experiment must be extremely rapid, which can be very difficult to achieve.

In order to discourage 3-body collisions and to increase the lifetime of an achieved BEC we need to enter a regime of even lower pressure, $10^{-10}$–$10^{-12}$ mbar, commonly called Ultra High Vacuum (UHV). To reach these incredibly low pressures (15 orders of magnitude lower than atmospheric pressure) one needs to ensure that the UHV chamber is immaculately clean and made from non-porous materials with vapour pressures much lower than these levels in order to not limit the achievable pressure due to material outgassing. Whilst HV is relatively straightforward to achieve, UHV presents a considerable increase in required care and effort and thus we would like to limit the size of this UHV region to be as small as possible. The benefits of this are twofold: firstly that there is a lower total surface area (proportional to levels of outgassing) of the UHV region, but secondly that the achievable base pressure
from the action of an available pumping speed is proportional to the volume of the chamber being evacuated — thus lowering the volume gives us the best chance of being able to reach these low pressures.

From this brief review we can already begin to form an idea of what our vacuum chamber might look like: a HV section where the atomic vapour can be prepared and a separate UHV section where our BEC can be produced and an experiment performed. One concern of having two regions of different pressures is how to support the pressure difference, or in other words how to keep our relatively “dirty” HV section from polluting our UHV section. Luckily this is a fairly standard practice and is achieved by having a long, thin tube connecting the two chambers. This creates a very low conductance between the two, making the probability of a particle travelling from one side to another very low. In turn, this means that the effective pumping speed of a vacuum pump attached to a chamber at one side of this tube is very different to that at the other end of the tube, leading to a differential pumping of the two chambers. Such a tube is often called a Differential Pumping Stage (DPS).

**Pumps**

Several stages of pumping are used to reach and maintain the vacuum within our chamber. In order of use, these involve a backing pump, turbo-molecular pump, ion pump and finally a getter pump. A backing pump reduces the pressure from ambient to roughly 1 mbar by mechanically extracting volumes of air within the chamber in a similar manner to that of a car engine, only attached to a closed volume for air intake. Under this modest vacuum we are now able to use more sophisticated and powerful pumping techniques such as turbo-molecular pumping. This uses a series of angled spinning blades, much like a jet engine, which spin at such a rate that gas molecules do not travel fast enough to be able to traverse a path back through the spinning blades and into the chamber leading to a net reduction of the pressure in
the chamber. This technique is very effective and can reduce the pressure to levels of $10^{-8}$ mbar and lower. The previous techniques described involve physically removing volumes of gas from the chamber and thus require that the chamber be open to atmosphere (through the pump exhaust ports). For practical and safety reasons this is not desirable as a long term solution. Fortunately, pumping techniques are available which can maintain such pressures and lower by removing contaminants from the gas phase. Such techniques can operate in a sealed chamber at an already low pressure, meaning that once a low enough pressure has been reached the chamber can be sealed and bulky mechanical pumps removed whilst these specialised pumps maintain vacuum within the chamber. Having reached a sufficiently low chamber pressure where we can utilise further “sealed-chamber” pumping techniques we turn to ion pumps to reduce the chamber pressure further. An ion pump comprises two electrical plates supporting a very high electrical potential between them which are situated in a strong magnetic field gradient. When an impurity atom passes between the plates it can become ionised due to the high electrical field present where the resulting charged constituents undergo precessional orbits due to the Lorentz force in the strong magnetic field which prevents them escaping the pump. Over time these ions are drawn toward the plates themselves due to attractive Coulomb forces acting on them. This technique can maintain pressures down to $10^{-10}$ mbar or lower. In our case, the stray fields from the magnets of the ion pump need to be considered in order to meet our stringent low field requirements. To this end we have opted to use combined ion/getter pumps manufactured by SAES getters which produce very low stray fields, on the order of only 6 G at the outer surface of the pump\textsuperscript{1}. Additional pumping speed is provided from getter pumps, which are comprised simply of highly reactive materials with large surface area, which remove impurities from the surrounding vacuum when they collide with the getter surface due to the strong bond formed.

\textsuperscript{1}SAES getters, personal correspondence.
Alkali source

3.1.2

A commonly used method to introduce alkali metal vapour into the vacuum chamber is to place a small, partially-open container containing a mixture of a chromate salt of the chosen alkali and a thermally-activated reducing agent. Passing a current through a wire embedded in the container heats its contents and produces pure alkali vapour, and other gases, in the resulting redox reaction. An alkali salts have a lower the vapour pressure than the pure alkali metal, giving the experimenter control over the production of the alkali vapour at low pressures. In order to prevent the non-alkali product gases of this reaction from polluting the vacuum a reactive material, which can be the reducing material itself, is also included in the container. When gas molecules are incident on the surface of this highly reactive material they become strongly bound to its surface, effectively removing them from the residual gas within the chamber. Inclusion of such materials, commonly called “getters”, is a common practice within vacuum chambers in order to achieve and passively maintain a given pressure. This overall device is called a dispenser and many types are available commercially \[46\]. Dispensers typically contain on the order of 10 mg of alkali metal which is expected to last a couple of years before needing replaced.

An alternative technique to produce alkali vapour in a vacuum chamber is to place a glass ampoule of pure alkali metal in a small volume of the chamber, a reservoir, which can be sealed-off with a valve. After the entire system has reached a satisfactory base pressure, the reservoir can be sealed and the glass ampoule therein broken causing the contained alkali metal to vapourise. The sealed reservoir now contains a very high partial pressure of alkali vapour which can be introduced in a controlled manner to the main chamber via the connecting valve in order to control the partial pressure of alkali vapour in the main chamber. Reservoirs can contain a much larger quantity of alkali metal than dispensers, typically on the order of 1 g, meaning that they are able to maintain a given partial pressure of alkali vapour.
in the main chamber for a much longer time than a dispenser, avoiding the time-
consuming and potentially risky\(^2\) maintenance of venting the system to replace a
spent alkali source. An additional benefit is that the pure alkali metal acts as a
getter and can be used to adsorb chamber contaminants as it slowly coats the inner
surfaces of the chamber.

In this experiment we have opted to use a Rb reservoir to produce our alkali
vapour in order to prolong the maintenance-free lifetime of the chamber. This
reservoir was realised as a 10 cm section of CF16 bellows connected to the main
chamber via a right-angle valve and terminated on the other end by a blank flange.
A glass ampoule containing 1 g of “natural” Rb (i.e. not isotopically purified) under
an Argon atmosphere\(^3\) was placed in the bellows alongside two M6 hex bolts in
order to ensure the ampoule becomes readily trapped against a hard surface upon
flexing the bellows. Once the chamber was been baked and reached a sufficient base
pressure in the main chamber the reservoir valve was sealed and its bellows were
flexed slightly beyond the point of trapping the ampoule several times in order to
first score and damage the surface of the glass before finally trapping the ampoule
and applying a sharp but controlled force on the bellows in order to break the glass.
The break can be detected audibly and by the extended free-flexing range of the
bellows. Initially the reservoir valve was opened halfway and the bellows heated to
around 40 °C to aid evaporation of the Rb until a slight increase in base pressure was
observed in the main chamber, whereupon the valve was closed again. In practice
Rb vapour is slowly lost to the vacuum pumps and adsorbed onto the chamber walls,
lowering the partial pressure and ultimately reducing the size of our MOT, requiring
Rb vapour from the reservoir to be added periodically. In our case this is around
once per week by slightly opening the reservoir valve for around 10 min.

With a controlled source of alkali vapour in our chamber we can now engineer

\(^2\)Any vacuum maintenance involving venting the chamber or replacing parts inherently risks
contaminating the internal surfaces of the chamber or damaging existing vacuum seals, thus it is
ideal to design chambers to be as maintenance-free as possible.

\(^3\)Purchased from Alfa Aesar.
ways to cool and trap the constituent atoms in order to perform experiments on them. In the HV section of our vacuum chamber we wish to produce a 2D MOT (i.e. atoms are cooled and trapped in 2 dimensions thus forming a high flux, low divergence atomic beam along the untrapped axis) in order to load the 3D MOT situated in the neighbouring UHV section of the vacuum chamber. This dual-MOT configuration allows us to reduce our experimental cycle time as the 2D MOT is able to load rapidly due to the high background pressure of Rb whereas we wish to have the science cell at a low background pressure in order to have a long lifetime of our BEC. By pre-cooling atoms in a 2D MOT and transferring these to a 3D MOT in the science cell allows us to have both long BEC lifetimes as well as short preparation times. To form the 2D MOT we require 2 counter-propagating beam pairs, to provide laser cooling, and a quadrupole magnetic field, to provide trapping. We will deal with these requisite elements separately and first focus on the requirements of the beams.

2D MOT: Windows

To load cooled atoms from our 2D MOT into our 3D MOT we need to align the untrapped axis of the 2D MOT with the axis of our chamber. As we require counter-propagating beams along two axes to form the 2D MOT we need to engineer optical access on four faces of the chamber. This can be realised using commercially available viewports which have circular optical elements vacuum-brazed directly to a standard CF mounting flange with a mating void to house the optic. Due to the high temperatures required in this process low-melting point glasses, such as the commonly used borosilicate glass, can become distorted around the weld or potentially across the entire optic. This is an issue as we cannot control the polarisation of the beams if our optical elements produce distortions on the wavefronts larger than $\lambda/4$. Whilst borosilicate glasses are used for almost all standard optical elements and are available with extremely good flatness specifications (as low as $\lambda/20$),
due to the nature of the brazing process such properties are not guaranteed to be maintained after being installed in a flange and any area over which they apply will vary for individual pieces\textsuperscript{4}. Optics made from high-temperature melting point glasses, such as quartz or sapphire, can be substituted to avoid this problem but at significantly higher cost.

Aside from optical flatness there are other physical considerations which discourage their use. The highest initial velocity of an atom that will become trapped by the MOT is called the capture velocity of the MOT. To increase the capture velocity of the 2D MOT, in turn increasing the numbers of atoms trapped and thus the flux of the resultant atomic beam, one wishes to use large diameter beams. For a given borosilicate viewport the usable area available may be much smaller than the diameter of the optic, limiting the achievable capture velocity. It has also been shown for 2D MOTs specifically that elongated beams (i.e. having a large aspect ratio in their cross-section) lead to a higher flux of the resulting atomic beam\textsuperscript{47}. Clearly standard viewports, being circular in shape, are not ideally suited to passing beams of a high aspect ratio with a minor axis on the order of several mm.

From the above considerations we are drawn towards a solution which can provide viewports with a high aspect ratio and a large optically flat area. A commonly used method to provide an UHV-grade seal between custom parts in a vacuum chamber is indium sealing. Caveats relating to the technique, detailed in the next section, provide some guidance on the desired geometry of the window and of the mating face of the chamber. For reasons which will become clear in the following discussion we are led to choose a window geometry which is rectangular with highly rounded corners in order to avoid issues during the sealing process. Ultimately, our 2D MOT windows take the form shown in figure 3.4 and are Anti-Reflection (AR) coated for 780 nm light at normal incidence. This AR-coating not only provides more light power to the chamber but avoids any interference effects which could occur within

\textsuperscript{4}Kurt J. Lesker Ltd., private correspondence.
the MOT due to stray reflected beams.

**Indium sealing**

Welding is typically used to join two metals, however traditional welding techniques are not suitable for joining dissimilar metals or those of largely differing melting points. By bringing two metal parts in close contact under sufficient applied pressure and temperature the surface atoms of each part can be encouraged to diffuse into one another. The resulting joint from this diffusion-bonding process has comparable strength to that of a welded joint and is able to be used in situations where conventional welding would not be possible\(^\text{[48]}\).

Indium is a very soft metal and can be diffusion-bonded to other materials at room temperature under only modest applied pressure. These properties along with indium’s UHV-compatability allow indium to be used as a sealant in vacuum applications, for example between a flat window and a flat mating face of a vacuum chamber. In our case indium allows us to use bespoke cut glass to form viewports with a relatively large aspect ratio but this technique is generally useful whenever vacuum equipment with a non-standard mating adapter is required. Larger windows allow us to produce a larger 2D MOT capture volume for Rb atoms and results in a high quality optical element over a larger area than a standard flange-mounted equivalent.

The pressure required in order to diffusion-bond indium to another material, \(P\), varies with temperature, \(T\), which can be seen in figure 3.2. In practice one needs to convert this pressure into a required force exerted upon the indium by

\[
P = aT^2 + bT + c
\]

\[
\therefore F = A (aT^2 + bT + c),
\]

where \(A\) is the surface area of the indium seal.
Figure 3.2 Minimum applied pressure to form a reliable indium diffusion bond against temperature when applied for 1 hr. Figure reproduced from a subset of the data presented in [48] (page 44) and fitted with a second order polynomial. The figure of merit used here, $R^2$, is a measure of the goodness of fit, where $R^2 = 1$ indicates a perfect fit of the model to the data. Here, this high value of $R^2$ gives us confidence that using this model of the required pressure for diffusion bonding with temperature well represents the actual data.
To apply force to the indium I designed compression flanges which were secured to the chamber with M4 bolts, shown in figure 3.3. When more bolts are used there is a reduced risk of applying uneven forces across the indium whilst sealing which can lead to the seal not adhering well, being squashed too thin to make a reliable seal, or sliding away from its original location underneath the compression flange. The heads of the mounting bolts are attached with a spring washer between two flat washers in order to enable a smooth loading of force onto the indium and to allow for small amounts of thermal expansion without damage to the glass or seals. The compression flanges are designed to match the shape of the windows and their profile has been taken into account when designing the forms for the required magnetic field coils which fit concentrically around the compression flanges so that they may remain in place.

Force is transferred from the compression flanges to the glass via a PTFE spacer (a soft plastic with very high melting temperature) in order to further spread the forces applied and prevent direct glass-to-metal contact with the compression flange.
As glass is such a hard material it is consequently very brittle and rapidly shatters under mild deformation. In order to ensure that the glass does not deform whilst tightening the compression flange the PTFE spacer is cut to match the shape of the indium seal such that forces are only applied over the area of the seal. In principle the compression flanges can be removed after the seals are made and the chamber is under vacuum in order to provide greater optical access. However, this is generally not recommended as indium has poor structural properties meaning that mechanical shocks to the chamber may cause the windows to shift and damage the underlying seals.

To ensure that the compression process is controlled we can use a torque wrench to apply a known torque to the retaining bolts. Using an empirical equation\textsuperscript{[19]} we can calculate the axial force, $F$, from an applied torque, $\tau$, on a bolt with a given thread diameter, $d$, and torque co-efficient, $k$

$$F = \frac{\tau}{kd}. \tag{3.3}$$

The torque co-efficient, $k$, depends on the materials of the bolt and thread as well as lubrication (which lowers the value of $k$) with typical values being $k \approx 0.2$. Substituting equation 3.3 into 3.2 and re-arranging gives

$$\therefore \tau = kdA \left(aT^2 + bT + c\right). \tag{3.4}$$

The shape of the indium seal used in this case is rectangular with two half-circles on either end, as shown in figure 3.4, which matches the shape of the glass to be fitted onto the chamber. Rounded edges are preferred when sealing with indium as an excess of indium is produced at sharp corners which can require excessive torque to flatten. This additional torque applies localised force risking breakage of the glass (catastrophic), and tearing of the indium giving rise to potential microleaks (very difficult to diagnose).
Figure 3.4 The shape of the PTFE spacer, 2D MOT windows, and indium seal. $R = 22.5\ \text{mm}$, $L = 45\ \text{mm}$, $r = 13\ \text{mm}$, $w = 9.5\ \text{mm}$, thus the dimensions of the 2D MOT windows are $2R + L \times 2R = 90 \times 45\ \text{mm}$ and are $6\ \text{mm}$ thick.

When indium seals are made between two flat faces it is critical that these are both machined in a manner such that any residual scratches on the sealing surface are as small as possible and more critically aligned with the direction of the seal. This typically results in circular sealing faces, as these can be produced on a lathe with any residual scratches being parallel to the seal at all points. If a sealing surface has to be milled then the cutting bit will leave residual circular scratches along the length of the seal producing many scratches which are perpendicular to the seal. It can be difficult to deform the indium to fill these small scratches in order to seal them and thus form capillaries between the vacuum and outside environment and can lead to an unacceptably high leak rate of the seal. As the majority of our windows are non-circular a strategy to produce ideal sealing surfaces (i.e. where any surface scratches are all perpendicular to the seal) over faces which cannot be lathed had to be developed. To achieve this a small channel was machined along the length of the seal which is cut on a conventional mill. Whilst the tip of a milling bit produces circular scratches on the face underneath the bit the sides of the bit will produce only linear scratches along the walls of a channel milled in a material, producing ideal sealing surfaces of arbitrary shape. This small channel is
Figure 3.5 Illustrations of scratches left in a material due to milling (left) an edge, (centre) a surface, and (right) a channel.

also sufficiently deep to hold the indium in position whilst sealing, thus eliminating slippage during sealing as a failure mode.

To produce the seals a 1 mm diameter indium wire is placed in the machined channel on the chamber mating face, which is 1.1 mm wide and 0.5 mm deep. The indium wire has a greater volume than the channel in which it sits, by design, meaning that the indium should first fill and then spread out over the top of this channel when fully compressed. In our case, indium wire with a circular cross-section was used to create the seal which then deforms with applied force towards a T-shaped cross section (i.e. filling the channel and spilling over). For ease of calculation we will assume that the cross section is rectangular and constant with applied force. Here we will estimate that the width of the resulting indium seal is 1.4 mm (i.e. around 3× wider than the channel), where it can be shown that the surface area of the top of this indium seal is

$$A = \pi w^2 + 2w (\pi r + L).$$

It follows that the minimum required torque to form a seal, \(\tau\), is

$$\tau = kdw (\pi w + 2 (\pi r + L)) (aT^2 + bT + c).$$

For the simpler case of a circular indium seal (i.e. \(L \to 0\)), such as the window at
Figure 3.6 Close up view of the channels milled in the chamber to hold the indium wire and provide sealing faces. This can be seen as part of the larger vacuum chamber in figure 3.11.

At the end of the chamber, this becomes

$$\tau = kd\pi w (w + 2r) \left( aT^2 + bT + c \right).$$

(3.7)

Using a value of $k = 0.22$ (based on a lubricated steel bolt in a titanium thread\cite{49}) gives $\tau \approx 3.4$ Nm for the elongated window and $\tau \approx 1.3$ Nm for the circular window at 20 °C. As this torque is the total produced by all of the compression flange bolts we should divide this value by the number of bolts in each flange to arrive at the torque required per bolt. For the elongated window this is $\approx 3.4/26 \approx 0.13$ Nm and $\approx 1.3/8 \approx 0.16$ Nm for the circular window. Both were tightened to 0.2 Nm per bolt in a cold room to ensure a good seal was made which was visually confirmed by the spreading of the compressed indium beyond the width of the sealing channel. It should be noted that 0.2 Nm of torque is \textit{very} little and easy to exceed by hand, hence the care taken here to calculate the required sealing torque. One might intuitively
think that over-tightening to something like 1 Nm should guarantee a seal under a wide variety of conditions, however over-tightening of the bolts places unnecessary strain on the glass and can squeeze the indium so thin that it no longer provides a sealing action between the faces.

To test that the seals were well made before continuing with assembly the chamber was connected to a helium leak detector with all other ports terminated in blank flanges. A helium leak detector comprises a small roughing pump, vacuum gauge and a very sensitive partial pressure detector for helium. These can be combined to determine the effective leak rate of helium based on typical atmospheric concentration and the pressure difference between the chamber and atmospheric pressure. Leaks can be further investigated globally by increasing the ambient helium content around the whole chamber or locally by directing a brief helium jet at an area of the chamber. Large leaks cause an almost immediate and dramatic spike in the effective leak rate, whilst delayed spikes can indicate that helium has diffused around the chamber to another leak nearby or that there is a capillary-like leak in that area.

**Figure 3.7** Minimum sealing torque vs temperature, calculated using equation 3.6 with $k = 0.22$. 
In order to get a high degree of localisation of the leaks we connected a hypodermic needle to the end of a low pressure helium line which we could pulse by squeezing the soft material of the tubing to stop the flow and briefly releasing this to allow some helium to pass. After reapplying the same 0.2 Nm torque to some of the areas which showed spurious readings the entire chamber showed a global leak rate limited by the detector ($1 \times 10^{-12}$ mbar l/s, meaning that a chamber pressure of $1 \times 10^{-12}$ mbar would give rise to an effective leak rate of 1 l/s for helium) indicating that the seals were adequately made.

2D MOT: Optics

An evanescent fibre-coupler network is used to split and mix our source beams in various combinations into the requisite beams, in-fibre, for our experiment. To realise the beams for the 2D MOT, which I have mentioned should have a cross-section with large aspect ratio, we must use a telescope to transform the output mode from an optical fibre. The telescope shapes the beam by first collimating the output of an optical fibre, then expanding this beam in one axis using a cylindrical lens and finally recollimating the expanded axis. In order to pass through the chamber without clipping of the beam we must constrain the final beam profile to fit within the viewing area through the indium seal compression flanges, shown in figure 3.3. The final recollimation stage within the telescope inadvertently causes the non-expanded axis of the beam to be focussed, which is undesirable, however the focal length of the final lens is sufficiently long so as to not hinder the operation of the 2D MOT. This unwanted focussing could be avoided through the addition of a further cylindrical lens, however this is complicated due to the commercial availability of the requisite combination of compatible components. The telescope I designed, and the corresponding beam profile, are shown in figure 3.8.

In order to produce the correct handedness of circular polarisation for the retro-reflected beam in each axis we must use a $\lambda/4$ waveplate before a mirror. If we
Figure 3.8 Telescope design used to shape the optical fibre output to that required for the 2D MOT (left) from above (right) isometric projection. Light enters the telescope via a fibre coupler, is collimated by the first lens (an $f = 25$ mm biconvex lens), expanded in one axis by the second (using an $f = 8$ mm concave cylindrical lens), then refocused by the final lens (a rectangular section of a larger spherical lens with $f = 150$ mm). The overall unit is around 40 mm tall, 150 mm wide, and 250 mm in length. Distances between the components have been chosen such that the light exiting the telescope is as collimated as possible. The completed unit is able to be mounted directly to the vacuum chamber.

did not use the $\lambda/4$ waveplate then we would have a reversal of the polarisation handedness from the point of view of the incident beam upon reflection. This means that the handedness of the polarisation from the point of view of the reflected beam (as per our chosen convention) is the same as that of the incident beam, which does not provide the correct configuration for atom trapping. Alternatively, including a $\lambda/4$ waveplate before the mirror first converts the incident circular polarisation to linear, which is preserved from the point of view of the incident beam upon reflection at the mirror, and is then converted back to a circular polarisation when passing through the waveplate again. This configuration preserves the handedness of the polarisation with respect to the incident beam upon reflection, as required for trapping.

The waveplate used\textsuperscript{5} is optically flat ($\lambda/4$), multi-order, AR-coated for 780 nm light and is non-standard due to its large size, required in order to match the aspect

\textsuperscript{5}Purchased from OptoCity.
ratio of the 2D MOT beams. This is mounted into a frame, seen in figure 3.9(c), using a strong epoxy glue which is in turn mounted to the retro-reflecting mirrors via nylon screws gripping the edges of the mirror. The waveplate mounting glue is applied by lying the frame and waveplate flat on a PTFE sheet before delicately applying epoxy with a toothpick to fill the gap between the optic and frame and allowed to set for 24 hr. Placing a PTFE sheet underneath the glueing process prevents the epoxy from strongly adhering to the underlying material or bench.

The mirrors used\textsuperscript{6} are silver-backed with an optical flatness of \(\lambda/10\). To achieve an aspect ratio of the mirrors to match that of the 2D MOT beams a large 10 \(\times\) 10 cm mirror was precision cut into two 5 \(\times\) 10 cm mirrors. These were carefully glued to low-profile kinematic mounts held in a custom frame, seen in figure 3.9(b), which is in turn mounted directly to the vacuum chamber. This system provides two-axis adjustment of the retro-reflection mirror and waveplate with any vibrations in the optical system made common mode due to all being mounted directly to the vacuum chamber. The result is a highly stable optical system to support the production of our 2D MOT.

\textbf{2D MOT: Magnetic fields} \hfill 3.1.6

In addition to optical access we must also provide a means of producing magnetic fields in order to trap atoms. In our case we wish to produce a quadrupole field, which can be accomplished using a pair of coils with currents driven in opposite sense to one another. The separation between the coils and their geometry determine the steepness of the magnetic field gradient around the centre of their common axis. To maximise the field gradient for a given current the coils should be placed as close as possible to one another. We have chosen to mount these coils directly to the vacuum chamber, giving us the minimum possible separation for our geometry of 70 mm. The coils are wound onto “formers” which force the coil into a certain shape to allow

\textsuperscript{6}Purchased from Edmund Optics and cut by Instrument Glass Ltd.
Figure 3.9 The assembly used to provide retroreflection of our 2D MOT beams. A waveplate is held in the frame seen in (a), which is mounted to a mirror by nylon screws which grip its edge. This mirror is glued to the kinematic mount seen in (b) and the whole assembly, seen in (c), is mounted to the vacuum chamber via the attached frame seen in (b).
for easier mounting of the entire assembly. Our formers must match the geometry of our compression flanges and thus our coils have an aspect ratio similar to that of our 2D MOT windows. 1 mm diameter wire was used to wind our coils as this will offer a much lower resistance than typical thinner gauge wires, leading to less heat dissipation during operation. Mounting directly to the chamber also allows some heat to be dissipated into the large thermal mass of the chamber body itself. It was observed that the temperature rise of the coils after an entire day’s use was only around 20°C, thus requiring no additional cooling.

The field distribution produced by a coil can be computed by reducing the problem to the sum of a series of straight wires with a given current flowing through them. The resulting field distribution is then the sum of the field produced by each element. We can obtain the magnetic field (\( \mathbf{B} \)) produced at some distance (\( \mathbf{R} \)) from a wire (length \( l \) composed of incremental elements \( d\mathbf{l} \)) carrying a constant current (\( I \)) using the Biot-Savart Law

\[
\mathbf{B} = \frac{I \mu_0}{4\pi} \int \frac{d\mathbf{l} \times \mathbf{R}}{|\mathbf{R}|^3}.
\]  

(3.8)

To more easily compute the resulting field for arbitrary geometries we can further generalise equation 3.8 in terms of points at the start and end of the wire segment and the point where we wish to evaluate the field. This will initially appear to complicate the expression however it ultimately allows us to separate the calculation of the magnitude of the field from the vector direction of the field. Consider a line in space, \( \mathbf{l} \) (composed of incremental elements \( d\mathbf{l} \)), starting at \( \mathbf{a} \) and ending at \( \mathbf{b} \). The location we wish to calculate the resulting field profile at is \( \mathbf{x} \). Note that \( \mathbf{x} \) need not be situated at the origin of our co-ordinate system. The distance between \( \mathbf{x} \) and \( d\mathbf{l} \)
is $\mathbf{R}$. Parameterising the line $l$ with $p$ ranging from 0 to 1 gives

$$l = \mathbf{a} + (\mathbf{b} - \mathbf{a})p,$$

$$\mathbf{dl} = \frac{d\mathbf{l}}{dp} dp = (\mathbf{b} - \mathbf{a}) dp,$$

$$\mathbf{R} = (\mathbf{x} - l) = (\mathbf{x} - \mathbf{a}) - (\mathbf{b} - \mathbf{a})p. \quad (3.11)$$

Substituting these new expressions into equation (3.8) we see that

$$\mathbf{B} = \frac{I\mu_0}{4\pi} \int_0^1 \frac{(\mathbf{b} - \mathbf{a}) \times ((\mathbf{x} - \mathbf{a}) - (\mathbf{b} - \mathbf{a})p)}{|\mathbf{R}|^3} dp. \quad (3.12)$$

Since the cross product of anything with itself is zero and $(\mathbf{b} - \mathbf{a}) \times (\mathbf{x} - \mathbf{a})$ does not depend on $p$, we can write

$$\mathbf{B} = \frac{I\mu_0}{4\pi} [(\mathbf{b} - \mathbf{a}) \times (\mathbf{x} - \mathbf{a})] \int_0^1 \frac{dp}{|\mathbf{R}|^3}, \quad (3.13)$$

$$|\mathbf{R}| = |(\mathbf{x} - \mathbf{a}) - (\mathbf{b} - \mathbf{a})p|$$

$$= \sqrt{(\mathbf{x} - \mathbf{a})^2 - 2(\mathbf{x} - \mathbf{a}) \times (\mathbf{b} - \mathbf{a})p + (\mathbf{b} - \mathbf{a})^2 p^2}. \quad (3.15)$$

Introducing the variables

$$\alpha = (\mathbf{x} - \mathbf{a})^2, \quad (3.16)$$

$$\beta = -2(\mathbf{x} - \mathbf{a}) \times (\mathbf{b} - \mathbf{a}), \quad (3.17)$$

$$\gamma = (\mathbf{b} - \mathbf{a})^2, \quad (3.18)$$
we can evaluate the integral in equation 3.13 as

\[
\int_0^1 \frac{dp}{|R|^3} = \int_0^1 \frac{dp}{(\alpha + \beta p + \gamma p^2)^3}
\]

\[
= \left[ \frac{-2(\beta + 2\gamma p)}{(\beta^2 - 4\alpha\gamma)\sqrt{\alpha + p(\beta + \gamma p)}} \right]_0^1
\]

\[
= \left[ \frac{-2(\beta + 2\gamma)}{(\beta^2 - 4\alpha\gamma)\sqrt{\alpha + (\beta + \gamma)}} \right] - \left[ \frac{-2\beta}{(\beta^2 - 4\alpha\gamma)\sqrt{\alpha}} \right]
\]

\[
= \frac{2(\beta\sqrt{\alpha + \beta + \gamma} - (\beta + 2\gamma)\sqrt{\alpha})}{(\beta^2 - 4\alpha\gamma)\sqrt{\alpha^2 + \alpha(\beta + \gamma)}}.
\]

Substituting this back into equation 3.13 we obtain

\[
B = \frac{I\mu_0}{4\pi} \left[ (b - a) \times (x - a) \right] \left[ \frac{2(\beta\sqrt{\alpha + \beta + \gamma} - (\beta + 2\gamma)\sqrt{\alpha})}{(\beta^2 - 4\alpha\gamma)\sqrt{\alpha^2 + \alpha(\beta + \gamma)}} \right],
\]

\[
\therefore B = \left[ \frac{I\mu_0}{2\pi(\beta^2 - 4\alpha\gamma)\sqrt{\alpha^2 + \alpha(\beta + \gamma)}} \right] \left[ (b - a) \times (x - a) \right],
\]

where the field magnitude and direction calculations have been largely separated.

For simplicity we modelled our coils as rectangular rather than their true geometry. This will lead to some error between the calculated and fields produced from these coils but these differences should be within 20% and allow us to get order-of-magnitude estimates of operating currents required. Using approximate coil dimensions of 100 × 60 mm separated by 77 mm leads to a field gradient at the midpoint between the coils along their axis to be 2.8 G/cm/A. Typically a MOT requires a gradient of around 15 G/cm, meaning we will need to use currents around 5 A. This amperage is within the limits suggested based on the gauge of the wires used to wind the coils and can be readily supplied by standard bench power supplies.

Due to the large wire diameter used in the winding of the coil and the heatsinking provided by the metal former and chamber body the temperature of the coil itself does not rise significantly with use over the course of a day. The temperature of the coil

\[7\] From the experience of other experiments within our group.
Figure 3.10 The formers used to wind our magnetic coils for our 2D MOT. These are sized to fit concentrically around the compression flanges for the 2D MOT windows (seen in figure 3.3).

coils were found to rise by around 20°C and the chamber did not noticeably increase in temperature.

2D–3D MOT population transfer

After producing our 2D MOT we must then transfer these pre-cooled atoms to our 3D MOT located in the adjacent UHV chamber. This transfer can be realised by physically moving the region in which there are trapping forces, for example using moving coils or by shifting the focal point of a high power laser using a mechanised telescope. In our case we opted to achieve this transfer ballistically, avoiding the complexities of large moving parts. 2D MOT atoms are accelerated in the direction of the 3D MOT (i.e. along the axis of the vacuum chamber) using an unbalanced cooling beam along the axis of the chamber. Being unbalanced, this beam provides a momentum kick to the atoms in a defined direction which is persistent and cumulative over many cycles. Fortunately, due to the Doppler effect, accelerated atoms eventually reach velocities which cause them to see this “pushing” beam with a sufficiently large detuning (and thus a proportionally low scattering rate) to be considered as not interacting with the pushing beam.
Figure 3.11 The main body of the vacuum chamber (a) looking from the UHV side of the chamber and (b) from the HV side.
The approach of a ballistic launch offers several advantages besides reduced mechanical complexity. Compared to an “unpushed” 2D MOT, this arrangement provides a lower divergence of the resulting atomic beam due to the increased axial velocity. This is crucial to enable large numbers of atoms to pass though the DPS without collisions with the internal walls, whereupon atoms would be adsorbed and thus lost. This ultimately leads to a higher atomic flux at the 3D MOT, allowing us to capture a greater number of atoms and giving us a better starting point to approach BEC.

Due to the high degree of localisation of the atoms due to their low temperature one can well-estimate their trajectory using simple Newtonian mechanics. For a given launch velocity and angle one can predict how far the atoms will have fallen under gravity on their path towards the 3D MOT. Clearly when this fall is comparable to the size of the 3D MOT we will suffer poor transfer efficiency between the 2D and 3D MOTs. In the simplest case where we chose a launch angle of 0° (i.e. atoms launched parallel to the chamber axis) we are compelled to launch the atoms with as high a velocity as possible in order that the atoms fall under gravity by the least amount over their trajectory. In practice, we are limited in how much we can increase the 2D MOT atoms’ axial velocity due to the fact that we have an upper limit on the velocity of atoms which we can capture with the 3D MOT. In order to compensate for this we can increase the launch angle, allowing us to use a lower launch velocity to achieve a given fall distance over the trajectory of the atoms. Further, we must ensure that atoms’ trajectory passes comfortably through the DPS. Assuming that our 3D MOT is spherical and roughly 2 mm in diameter this means we wish to constrain the total vertical displacement of the atoms after the launch to within ±1 mm of the chamber axis. Vertical displacement at the 3D MOT due to this ballistic launch versus launch velocity and angle, limited to ±1 mm, is plotted in figure 3.12. The upper limit of achievable capture velocity for a MOT is around 50 ms$^{-1}$, hence we have limited the plot to this range. Selecting an angle between
0.1–0.3° allows us to keep the launch velocity within the range of capture of the 3D MOT whilst retaining a good tunability over the fall of the atoms. To further increase the atomic flux we could increase the power of the pushing beam such that we enter a regime of “guiding” (via the resulting dipole force) as opposed to pushing the atoms. Whilst launch velocity increases with power in the low power limit, as the power is increased we can produce dipole trapping of the atoms due to their being drawn to regions of high intensity. This can be used to essentially eliminate divergence of the atomic beam by providing radial trapping along the beam.

**HV-UHV separation**

To maintain a pressure difference between two sections of a vacuum chamber the connection between them must have a low conductance. Such a connection is often called a Differential Pumping Stage (DPS). In our case we opted to realise a low conductance line using a graphite tube, which additionally acts as a getter. As our
chamber is pumped by an ion pump located midway along the DPS a hole was carefully drilled perpendicular to the tube’s axis to provide a path to the ion pump.

The unbalanced force acting on the DPS due to the pressure difference between is on the order of 7 pN under normal operation (i.e. $\Delta P \approx 10^{-8} - 10^{-11} \approx 10^{-8}$ mbar = $10^{-6}$ Pa) however if the chamber were vented rapidly from the UHV side (i.e. $\Delta P \approx 10^3 - 10^{-8} \approx 10^3$ mbar = $10^5$ Pa) this could rise to 0.7 N which is large enough to potentially dislodge the DPS. To avoid the DPS becoming dislodged in any event a small wedge was used to retain the graphite tube within the larger tube machined into the chamber body itself. This wedge was made from a small section of UHV-grade oxygen-free copper which was sharpened to a point using a pair of side-cutters. With the graphite tube held in place by hand this copper “nail” was gently tapped into the small gap between the graphite tube and the chamber. For ease of installation, this wedge was placed on the UHV side of the DPS. The rigidity of the resulting assembly was gauged by touch to be satisfactory before attaching the glass cell.

**UHV chamber**

In order to achieve the highest effective pumping speed at the experiment region of the glass cell we must maximise all conductances between pumps connected to this region. Assuming that we cannot bring the pumps any closer, this means that we must maximise the cross-sectional area at each point along the path to the glass cell. We can achieve the greatest benefit from applying this at the junction connecting the main pump for the chamber and the opening of the glass cell as all other series conductances are as large as can be within reason. This region has been opened up as much as reasonably possible in order to provide the highest conductance through this section.
Figure 3.13 The working drawing used to construct our glass cell (all dimensions in mm). The section on the right is a cylindrical piece which forms the glass-to-metal transition to a CF35 vacuum flange, and the section to the left is cuboidal and formed of 4 rectangular glass plates which have anti-reflection coatings.

3.1.10 Glass cell: design

The glass cell used in our experiment needs to meet a multitude of requirements. The cell should be sufficiently long in order to allow for axial nesting of the passive magnetic shields used to reach the low field levels required for our experiment. In order to connect to the rest of the vacuum system the cell must have a glass-to-metal seal in order to be terminated in a standard vacuum flange. The primary requirement for our experiment is that the cell is conducive to an ultralow magnetic field environment, which means that the glass-to-metal seal should be made using a non-magnetic metal (such as 304 stainless steel) and the glass must have a very low level of magnetic impurities. A design based on these requirements can be seen in figure 3.13.

One can estimate the magnetic field produced from all of these magnetic impurity ions by first calculating the magnetic field at the experiment location due to a single ion within the glass. Considering Fe as the main magnetic impurity and taking the value of the magnetic moment of such an impurity to be \( m = 5\mu_B \) (roughly that of Fe\(^{2+}\) and Fe\(^{3+}\)[50]) we can estimate the magnetic field at a distance from this dipole...
using

\[ B(r) = \frac{\mu_0}{4\pi} \left( \frac{3r(m \cdot r) - m |r|^2}{|r|^3} \right) \]  

(3.25)

\[ = \frac{\mu_0}{4\pi|r|^3} (3\hat{r}(m \cdot \hat{r}) - m) . \]  

(3.26)

The maximum field from the dipole is seen when \( m \parallel r \), thus we will assume this in our calculations. With this assumption we can simplify the above equation to

\[ B(r) = \frac{|m|\mu_0}{2\pi|r|^3} . \]  

(3.27)

The internal cross-section of the glass cell is square with a side length of 17 mm bounded by 4 mm thick glass walls. We will choose to situate our impurity dipole at a point midway into the bulk of the glass however in practice these will be distributed throughout the glass. This means that a point in the centre of the cell’s cross section, where the experiment will take place, is 10.5 mm from a point midway into any of the surrounding glass walls. This yields a flux density at the centre of the cell of roughly 6.4 aT per impurity.

Our glass cell is made from a synthetic quartz in order to have a low concentration of magnetic impurities. As will become apparent, this is critical to achieving a sufficiently low magnetic field for our experiments in the centre of the cell. The crystal structure of quartz has a unit cell containing 3 atoms with side length of roughly 5 Å, giving a density of atoms of roughly \( 2.4 \times 10^{28} \text{ m}^{-3} \). Fe impurities are present in fused quartz at a level of roughly 5 ppm\(^{51}\) however our synthetic quartz glass\(^8\) has Fe impurity levels of 1 ppb\(^{52}\), giving a density of roughly \( 2.4 \times 10^{19} \text{ m}^{-3} \). Assuming that contributions from glass sections further away than the immediate walls (i.e. roughly within 2 cm\(^3\)) are negligible, we can treat the cell as 5 square pieces of glass assembled in a cube with an open end. Taking such a wall of the cell to be 17×17×4 mm\(^3\) then in 5 of such walls (comprising the cell with access from 2D MOT)

\(^8\)Suprasil-P20, manufactured jointly by ShinEtsu Quartz and Heraeus.
we have roughly $1.38 \times 10^{14}$ impurities which contribute to the overall field. Assuming that these are diluted enough within the bulk to not influence each other, we will not have all of these dipoles aligned with each other (i.e. ferromagnetic, $\mathbf{m} \propto N$) but a random relative alignment of the dipoles (i.e. $\mathbf{m} \propto \sqrt{N}$), yielding a net flux density at the experiment of $\sqrt{1.38 \times 10^{14} \times 6.4} \, \text{aT} = 75 \, \text{pT}$. As required, this results in a flux density lower than that required to discern dipole-dipole interactions (calculated in Section 2.5.3 to be roughly 300 pT) and highlights the importance of using synthetic quartz versus fused quartz. As fused quartz has a roughly 1000-fold higher impurity concentration this would lead to a roughly 30 times higher flux density at the centre of the cell, which would be unacceptable for our experiments.

Further to material considerations, we are also concerned with the optical properties of the glass. We require that the cell have very low reflectivity for 780 nm and 1550 nm light at various angles of incidence for both s- and p-polarisations. For the lowest reflectivity one must AR-coat both the inside and outside faces of the cell such that reflections at all interfaces are minimised. In order to reduce the complexity of the AR-coating on the cell, which in turn results in a higher performance coating in general, we wish to minimise the number of faces which require multi-wavelength coatings and reduce the number of incidence angles for a given wavelength on a given face. By a clever arrangement of the beams for our 3D optical lattice we are able to send all of its constituent beams through only one axis of the cell (i.e. two faces) with a single angle of incidence which greatly simplifies the AR-coating specification.

The resulting optical arrangement is that one of the 3D MOT beam pairs (780 nm) passes with normal incidence through the top-bottom faces of the cell and the other two beam pairs pass through the side-side faces of the cell with a 45° angle of incidence such that all beam pairs are mutually orthogonal. The optical lattice is formed by passing two orthogonal retroreflected beam pairs through the side-side faces of the cell with a 45° angle of incidence, forming a 2D lattice, which is overlaid
with two beams crossed at 90°, with a 45° angle of incidence to the cell face, in an orthogonal plane to that of the 2D lattice beams. A further pair of beams crossed at an angle (i.e. not directly retroreflected) produce a 1D lattice with a lattice vector derived from the difference in \( k \)-vector of the constituent beams. Another 1550 nm beam is required to realise the dipole trap, however its angle relative to all other beams is arbitrary and thus was chosen based on the lowest reflection co-efficient achieved by the AR-coating, calculated to be 60° passing through the side-side faces of the cell.

**Glass cell: construction**

To achieve the lowest reflection co-efficient for a beam passing through the cell it is desirable to AR-coat the glass on both sides, however this cannot be achieved for all construction methods. One method of glass bonding is frit-glass bonding, which acts much like a solder for glass and allows the creation of a solid glass join between separate pieces of glass. When joins between glass pieces are made with this method the resulting cell is effectively constructed from a single piece of glass is thus both structurally very strong as well as having extremely low outgassing rates. Due to the high temperatures used in this bonding process (> 1000°C) AR-coatings must be applied afterwards as they would not withstand these high temperatures (degradation or failure occurs in the region of 250–300°C). This means that a having a frit-glass bonded cell precludes the use of AR-coating both sides of the glass as the inside faces of a cell cannot be coated once assembled\(^9\). An alternative conruction method is to use optical contact bonding to join the plates. In this method the joining faces are machined to optical flatness (circa. \( \lambda/10 \) or better) and then carefully brought into contact and pressure applied until the pieces are joined via the Van der Waals’ forces between them. This method also provides a

---

\(^9\)AR-coatings are commonly applied by vapour deposition in vacuum such that the top-side of all elements are coated. This means that AR-coatings cannot be applied to the inside faces of assembled cells.
very low outgassing co-efficient but with reduced mechanical strength. With careful
design of the glass plates this method can allow for AR-coatings on both sides of the
glass before assembly. The downside to this method is its highly technical nature,
meaning that few companies can offer this service which is often at high cost.

One may also use an UHV-rated epoxy (i.e. with a sufficiently low outgassing
rate once cured) to construct a UHV cell. A thin layer of this epoxy is applied at
the joins of the cell and is baked according to the specifications of the particular
epoxy used in order to reach a fully cured state. With this method it is much easier
to AR-coat both sides of the glass before assembly and the relatively simple nature
of the process means that it is readily offered by manufacturers of glass cells. For
these reasons we opted to use an epoxy-bonded glass cell (with internal and external
AR-coating) in the first instance, however for reasons that will become clear this was
later replaced with a frit-glass bonded equivalent (with external AR-coating only).

Using epoxy in a vacuum application is always a risk and should be considered
as such. In particular, one should understand the nature of the epoxy used and its
properties under baking, both of which are influenced by the initial curing method. A
particular point of note is that for any plastic-like material with an undefined melting
point (such as epoxy) there is a so-called glass transition temperature, $T_g$, where
the material begins to become soft. Clearly, baking an epoxy-sealed vacuum system
around this temperature should be avoided as it could introduce microleaks or affect
the hermeticity of the seal. In general, curing an epoxy at high temperatures raises
the resultant $T_g$ and offers a higher range of baking temperatures for the vacuum
system.

Our original glass cell$^{10}$ was epoxy-sealed using Epotek-353ND-T$^{11}$ which was
cured by holding the cell at 120 °C for 5 min. A distributor of Epotek epoxies$^{12}$
revealed that they observed increased leak rates in tests when baking epoxy-bonded

$^{10}$ Manufactured by JapanCell.
$^{11}$ Hiro Yazawa, JapanCell, personal correspondance.
$^{12}$ Rob Church, Kummer, personal correspondance.
cells around $T_g$, shown in figure 3.15. Curing information for Epotek-353ND-T, shown in figure 3.14, provides an insight into where the glass transition might lie for a given cure method. For the method used by JapanCell, this should yield $T_g \approx 110 \, ^\circ C$. Figure 3.15 clearly shows a spike in the leak rate around $125 \, ^\circ C$, which suggests that one of the more optimal curing methods was used for these tests, which pushes $T_g$ as high as possible (see the lower section of figure 3.14). The width of this leak rate peak is around $50 \, ^\circ C$ and centred on $T_g$. These should set some minimum limits to be placed around the expected $T_g$ for a given cure method wherein baking should not be held in this region for an extended period to avoid introduction of microleaks or cause other issues with the hermeticity of the seal. More troubling is that figure 3.14 provides data for a minimum cure time of 30 min which leaves 4% of the epoxy uncured and thus available to outgas and cause other vacuum issues. One would expect this uncured percentage to increase for shorter cure times such as those chosen by JapanCell.

Colleagues\textsuperscript{13} have informed us that baking at well below $T_g$ or (rather unintuitively) well above $T_g$ both produce satisfactory results, so long as the region around $T_g$ is crossed as rapidly as possible (within material thermal stress limits). Unfortunately this information was received too late whereupon we observed unacceptably high pressures in our UHV chamber. At this stage it appeared clear that we must have introduced microleaks in the epoxy seals during baking as this was conducted around $130 \, ^\circ C$, with no special haste to heat beyond the region around $T_g$. Our use of indium seals also limits the upper baking temperature to $150 \, ^\circ C$ due to the melting point of indium, leading to a very narrow acceptable temperature range within which to bake the chamber. It was ultimately decided that the trade-off between a lower risk of a high leak rate developing during baking against a higher reflection co-efficient of the cell was a worthwhile one and an alternative frit-glass bonded cell was obtained\textsuperscript{14}. Upon changing the cell the pressure in the UHV chamber was found

\textsuperscript{13}Dr. Paul Griffin, University of Strathclyde, private correspondence.  
\textsuperscript{14}Manufactured by Precision Glassblowers of Colorado.
**EPO-TEK 353ND Tg versus Cure Cycle**

<table>
<thead>
<tr>
<th>Cure condition</th>
<th>Residual Exotherm (J/g)</th>
<th>Peak exothermic Temperature (°C)</th>
<th>% NOT cured (% unreacted)</th>
<th>Calculated Tg (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>80 C / 30 minutes</td>
<td>328.5</td>
<td>154.5</td>
<td>65</td>
<td>87</td>
</tr>
<tr>
<td>80 C / 1 hr</td>
<td>253</td>
<td>137.4</td>
<td>59.7</td>
<td>87</td>
</tr>
<tr>
<td>80 C / 2 hr</td>
<td>212.3</td>
<td>138.0</td>
<td>42.5</td>
<td>97</td>
</tr>
<tr>
<td>100 C / 30 minutes</td>
<td>83.1</td>
<td>155.2</td>
<td>16.6</td>
<td>103</td>
</tr>
<tr>
<td>100 C / 1 hr</td>
<td>88.14</td>
<td>155.5</td>
<td>17.3</td>
<td>103</td>
</tr>
<tr>
<td>100 C / 2 hr</td>
<td>51.94</td>
<td>155.1</td>
<td>10.4</td>
<td>103</td>
</tr>
<tr>
<td>120 C / 30 minutes</td>
<td>20.15</td>
<td>158.2</td>
<td>4</td>
<td>110</td>
</tr>
<tr>
<td>120 C / 1 hr</td>
<td>6.67</td>
<td>159</td>
<td>1.7</td>
<td>110</td>
</tr>
<tr>
<td>120 C / 2 hr</td>
<td>0.3</td>
<td>155.5</td>
<td>0.2</td>
<td>110</td>
</tr>
<tr>
<td>150 C / 30 minutes</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>120</td>
</tr>
<tr>
<td>150 C / 1 hr</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>118.4</td>
</tr>
<tr>
<td>150 C / 2 hr</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>116.4</td>
</tr>
<tr>
<td>80 C / 1 hr + 120 C / 1 hr</td>
<td>19.9</td>
<td>158.4</td>
<td>4</td>
<td>110</td>
</tr>
<tr>
<td>80 C / 1 hr + 150 C / 1 hr</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>120.4</td>
</tr>
<tr>
<td>80 C / 1 hr + 120 C / 1 hr + 150 C / 1 hr</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>126.3</td>
</tr>
<tr>
<td>150 C / 15 second hot plate cure</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>157.3</td>
</tr>
</tbody>
</table>

| totally uncured exotherm | 496.9 | 116 |

- notice that additional time added to constant cure temp does not influence Tg so much
- notice that percentage of cure can be influenced heavily by additional time at constant cure temp
- notice that any cure temp less than 120 C, will result in incomplete cure (and thus can expect to have further post-cure stresses in the field or down-stream process)
- notice that 150 C / 15 sec hot plate cure gives highest Tg. This is INDUCTION cure vs. BOX OVEN
- percentage NOT CURED was determined by ratio [residual exotherm / 496.9 J-g x 100 %]

**Figure 3.14** Internal data (provided by Rob Church of Kummer) on the expected glass transition temperature, $T_g$, for a given cure method.
Figure 3.15 Internal data provided by Rob Church on leak rate vs baking temperature for one of their epoxy-sealed cells. There is a clear peak in leak rate of around half an order of magnitude around 125 °C (expected = $T_g$) and that the peak covers $T_g \pm 25$ °C.

to reach the baseline readings of the ion pumps ($<10^{-10}$ mbar).

Optics

3.2

In all cold atoms experiments lasers and other optical elements are essential. Fortunately in our case we only need a relatively modest laser setup to achieve our goals. We require around 600 mW of 780 nm light (resonant with the Rb D2 line) to perform laser cooling as well as imaging of the atoms and around 40 W of 1550 nm light to perform evaporative cooling and to form an optical lattice.

As the 780 nm light is used to address atomic transitions the lasers producing this light need to have high specifications regarding linewidth and stability. Extended Cavity Diode Lasers (ECDLs) are a common laser architecture and can be used to produce several 10s of mW with linewidths $<1$ MHz which are adequate for this work. These can be used as a seeding beam for a fibre- or tapered-amplifier, bringing
the output to several W.

Fortunately, high power lasers are readily available at 1550 nm as this is the standard wavelength used in telecom fibres due to silica’s low absorption around this wavelength. Commercial units typically comprise a small seed laser which pumps a length of doped fibre, providing amplification, which is coupled to the unit’s output. Such devices can provide 10s W of power at a relatively low cost per W compared to other wavelengths.

**Locking and distribution**

The laser beams which are used to address atomic transitions need to be stabilised in frequency against thermal drifts and mechanical shocks in order to stay resonant with the atoms. This is a standard procedure and there are many schemes to realise this, each providing different benefits. One of the most flexible is that of using a “master” laser, locked to an arbitrary transition, from which several “slave” lasers can be locked at fixed frequency offsets from the master laser frequency. The master laser does not need to be used for any other purpose and is often used merely as a reference oscillator for the optical system. As there are no constraints on which transition the master laser should be locked to the strongest available transition within a spectrum is usually chosen.

**Saturated absorption spectroscopy**

In previous sections we have assumed that we have a laser precisely tuned to an atomic resonance but have ignored the technical details as to how this is achieved. Section 2.2.1 alluded to difficulties in the application of traditional (linear) spectroscopic techniques due to the large Doppler broadening of the atomic absorption lines and thus we must look to nonlinear spectroscopy to resolve these.

One such technique commonly employed in atomic physics experiments is called saturated absorption spectroscopy, where an intense “pump” laser beam is used to
excite many atoms on a given transition (saturating it) whilst simultaneously using
a weak, counter-propagating “probe” beam to measure the modified absorption due
to these saturated transitions. These beams are generally derived from a single
laser, allowing them to be synchronously swept in frequency in order to perform
spectroscopy. As the pump and probe beams are counter-propagating they will
address atoms with opposite velocity classes due to the Doppler shift required to
bring each beam into resonance, however when the laser is tuned to a resonance both
beams address the same near-zero velocity class. One can think of these atoms as
having a very low effective temperature along the axis of the beams due to their low
velocity component along this axis, which leads to a negligible Doppler broadening.
Using relatively low laser powers prevents excessive power broadening and allows
for the resolution of features on the order of the natural linewidth when the laser
linewidth is sufficiently narrow (for $^{87}$Rb, $<6$ MHz which is readily achievable with
diode lasers).

Taking the first differential of a saturated absorption spectroscopy signal gives a
so-called “error signal” which changes sign sharply on either side of the resonance
and is zero on resonance. The first differential of the spectroscopy signal can be ap-
proximated electronically in real-time using a mixer to demodulate the spectroscopy
signal with the sweep frequency. Due to the change of sign of the error signal when
the laser frequency crosses a resonance the error signal can be used as the input to
a feedback loop which controls the laser frequency (via a combination of altering
the current supplied to the laser diode and the voltage supplied to piezo elements
which control the laser cavity length) in order to “lock” the laser’s frequency to an
atomic resonance. Such “laser locks” are required to remove long term drifts of the
laser frequency due to temperature fluctuations as well as short term drifts due to
mechanical vibration or power supply noise. A feedback loop with sufficiently high
bandwidth and error signal gradient can even reduce the linewidth of the laser when
locked compared to its free-running state.
To see how we can extract the first derivative of our spectroscopy signal electronically we first define a function which takes the frequency of a laser beam, \( f \), and returns a photodiode voltage, \( V_{PD}(f) \), corresponding to the result of some spectroscopy. Secondly, we can write our laser’s frequency as it is swept as a function of time as \( f(t) = f_0 + \Delta f \sin(2\pi f_m t) \), where \( f_0 \) is the frequency of the laser without modulation, \( \Delta f \) is the modulation depth and \( f_m \) is the modulation frequency. We do not need to know the form of the function \( V_{PD}(f) \) in order to extract information about its derivatives as we can approximate a function based on its derivatives using the McLaurin series,

\[
F(x) = \sum_{n=0}^{\infty} \frac{f^{(n)}(x)}{n!} x^n,
\]

(3.28)

where \( F(x) \) provides a representation of our function \( f(x) \) in terms of an infinite sum of the \( n \)th derivatives of the function \( (f^{(n)}(x)) \) evaluated at some \( x \). Taking our function \( V_{PD}(f) \) and evaluating at \( f(t) = f_0 + \Delta f \sin(2\pi f_m t) \), we have

\[
V_{out}(t) = \sum_{n=0}^{\infty} \frac{V_{PD}^{(n)}(f(t)) f(t)^n}{n!}
= \frac{V_{PD}^{(0)}(f(t))}{0!} f(t)^0 + \frac{V_{PD}^{(1)}(f(t))}{1!} f(t)^1 + \ldots
= V_{PD}(f(t)) + V_{PD}'(f(t)) f(t) + \ldots
= V_{PD}(f(t)) + V_{PD}'(f(t)) (f_0 + \Delta f \sin(2\pi f_m t)) + \ldots
= V_{PD}(f(t)) + f_0 V_{PD}'(f(t)) + \Delta f \sin(2\pi f_m t) V_{PD}'(f(t)) + \ldots,
\]

which contains a term composed of the product of the laser modulation and the first derivative of the spectroscopy signal. We can now see that by passing our spectroscopy signal through a frequency mixer with the laser modulation signal we can shift terms proportional to the modulation frequency to DC (i.e. \( f_m - f_m = 0 \)). Low-pass filtering the output signal of the mixer will remove any components remaining at harmonics of the modulation frequency resulting from higher order terms. This filtered output signal is now centred on DC and is proportional to
the first derivative of the signal seen at the photodiode versus frequency, $V_{PD}(f)$, which can be used to lock the laser’s frequency to an atomic resonance. In order to observe the absorption spectrum we initially modulate the laser with a $f_m = 20$ Hz sine wave (higher modulation frequencies were found to add a number of spurious effects due to the response of the piezo element within our VECSEL). Once we have centred the laser frequency on the desired absorption line we reduce the amplitude of the modulation before switching the laser’s modulation to the output of our PID controller.

In addition to the true absorption lines additional features called crossover resonances appear midway between two transitions connected by a ground or excited state. For the case of two excited states connected by a common ground state the pump beam depletes the ground state of atoms and populates one of the excited states leaving fewer atoms to absorb the probe beam which is resonant with the transition to the other excited state, as shown in figure 3.16(a). This situation causes a “positive” crossover resonance where we see an increased transmission at the midpoint of the two transitions. Conversely, a “negative” crossover resonance appears in a system with two ground states and one excited state, where the pump beam transfers the population of one ground state into the excited state which can decay into the other ground state causing a decrease in transmission at the midpoint of the two transitions.

**Offset locking**

With the master laser locked to an atomic transition we can divert a fraction of this beam’s power to be overlapped with that of a slave laser on a photodiode. This forms a beat note between the two lasers with a characteristic frequency on the order of the ground state hyperfine splitting, which in the case of the rubidium is around 6.8 GHz. This frequency lies in the radio band of the electromagnetic spectrum and can be measured using off-the-shelf RF electronics components and interconnects.
Figure 3.16 A schematic representation of the pump and probe beams interacting with two different states due to being resonant with two equal and opposite velocity classes. When the frequency of the pump are probe beams is set to the midpoint between the two transitions, this causes the pump beam to be resonant with one transition and the probe beam to be resonant with the other. The level structure in (a) gives rise to a “positive” crossover, where we see an increase in transmission and the level structure in (b) gives rise to a “negative” crossover where we see a decrease in transmission.

The detected frequency can be directly compared to an RF oscillator to provide an error signal with which to offset lock the slave laser or it can be mixed down to a lower frequency to be compatible with standard (i.e. non-RF) electronics.

In our case, we used a side-of-filter technique\cite{53} to offset lock our lasers. This begins with converting the direct RF beat note to a lower frequency by mixing this with a voltage-controllable RF oscillator. This lower frequency is then split into two identical paths containing several stages of low-pass filters, with one path containing an additional high-pass filter at the start of the signal chain. The addition of carefully oriented diodes in each path allow for a DC signal to be produced after the paths are recombined which provides an error signal for locking. The benefit of this technique over others is that it produces a near-perfect error signal in that the signal sharply changes sign on either side of the locking point (where the signal is zero) but does not then decrease towards zero like typical error signals. This allows the lock to recover from very large excursions from the lock position, making this lock very robust. The offset amount can be changed by tuning the variable
RF oscillator at the start of the signal chain thus this setup can be duplicated for multiple lasers.

**Fibre distribution**

With the master laser locked to an atomic transition via spectroscopy of Rb vapour a slave laser is locked at a fixed frequency offset from this using the method described above to provide the requisite laser beams to perform laser cooling and recycling of atoms excited to “dark” states. These two initial beams (“cooling” and “repumping” respectively) need to be divided into several paths and mixed with various ratios in order to realise the final beams we require to produce our 2D and 3D MOT beams, pushing beam and imaging beam. To do this we opted to use a fibre-based system as opposed to free space in the hope of achieving a system which is stable against polarisation fluctuations which are often present in free space systems due to issues with air flow and temperature fluctuations along beam paths. Splitting and overlapping of beams with varying power ratios can be achieved by means of splices between two fibres running parallel to one another. The outer cladding of the fibres are stripped back and the evanescent coupling of light from one fibre to another can be tuned depending on how closely the two fibres are positioned. A variety of optical components can be emulated using such a coupler, as illustrated in figure 3.17, meaning that complex optical setups can be constructed using these couplers which will not require alignment. From these basic building blocks I designed two evanescent fibre coupler networks which would provide the majority of our optical setup. One provides much of the mixing and splitting of the input beams and the other is specifically for the 3D MOT, where we wish to have a precise control over the power balance of each of the beams. There are unavoidable power losses at each evanescent coupler on the order of 5 %, however these have been accounted for in the fibre network design and as such we are able to achieve sufficient power at all of the outputs to perform our experiment. A schematic of the optical setup
implemented by these evanescent coupler networks is shown in figure 3.18.

### Dipole trap

We had opted to use a single pass dipole trap in order to perform evaporative cooling on the atoms captured by the 3D MOT. A 10 W 1550 nm laser was chosen for this and is focused down to a waist of 42 $\mu$m using a lens with 50 mm focal length. As this beam is fibre-coupled we expect to lose a percentage of this light, perhaps limiting the achievable power at the fibre output to 7 W. The profile of the beam leads to strong trapping in the focal plane and weak trapping along the axis of the beam. It is anticipated that the weak trapping along the beam may be detrimental to achieving BEC and thus I have allowed for room to recycle the beam exiting the cell into a crossed-beam arrangement, deepening the trap along the weak axis by providing a second focal plane at an angle to the original focal plane.

### Optical lattice

In addition to affording a greater range of experiments we can perform, such as those on magnetically frustrated systems\textsuperscript{[21–28]}, an optical lattice is to be used in our
Figure 3.18 A schematic diagram of the optical setup for our 780 nm beams. Much of the mixing and overlapping of beams can be performed within the evanescent coupler network, meaning that the majority of the setup does not require alignment.
work to enhance the strength of dipolar interactions through long-range collective effects\textsuperscript{[41]}. Our 3D optical lattice is different from typical beam arrangements in that it is not constructed from 3 orthogonal beam pairs. Instead there are two orthogonal retroreflected beam pairs, shown in figure 3.19, overlapped with a further beam which is directed such that it intersects itself at an angle, shown in figure 3.20. The result of this intersection produces a standing wave pattern in the overlap region, with a period depending on the angle at which it intersects itself. The benefit of this arrangement is that all beams travel through the same face of the glass cell, leading to a reduction in the complexity (and thus cost) and increase in performance of the optical coating on the cell.

\section*{Imaging} \textsuperscript{3.2.4}

With such tight constraints on space around the glass cell (in order to fit inside our passive magnetic shielding) as well as the allowed magnetic field levels in this region (on the order of 10s pT) we are precluded from using any electronics within
Figure 3.20 The optical configuration for our two “split” lattice beams. The beam comes out of the fibre and focuses onto the atom cloud (due to focusing optics on the fibre output) and is then collimated and steered back to the incidence face of the glass cell using two mirrors, focused onto the atom cloud again using a lens and is finally coupled into a fibre whose output is incident on a beam dump outside of our magnetic shield. On the right, a detailed view shows the peaks of the standing waves (red) created by the wavefronts of the two components of the laser beam (grey).
the shield. This can be understood by calculating the field at a distance from a current-carrying wire, where a current of 1 µA at a distance of 5 cm produces a flux density of 4 pT. Whilst it may be possible to keep any wires and camera >5 cm away from the BEC, sufficiently small and low-power (i.e. low current) cameras are not available with which to image it without producing deleterious stray magnetic fields. Another option would be to include holes within the passive shielding in order to allow an image of the BEC to pass through and onto a camera, however this is highly undesirable as will allow ambient fields to penetrate into the shield, as discussed in section 3.3. For these reasons we have opted to image the BEC onto a coherent fibre bundle which is able to transmit the image outside the shield onto a camera. This allows us to only have passive components inside our shielding and enables us to use any camera we wish. With the advancements in medical imaging, coherent fibre bundles are now readily available off-the-shelf with up to 18,000 fibres in a 1.65 mm diameter bundle, with individual fibres as small as 6 µm in diameter\(^{15}\). This is comparable to the pixel pitch of many cameras and thus we should not be adversely affected in terms of resolution by using this method.

**Non-magnetic optics** 3.2.5

In order to position optics around our glass cell we require some sort of optical breadboard in place. However, as we will surround this area with passive shielding it cannot be mounted to the underlying optical table as this would conflict with the shielding. In addition, we require optics to be placed in several planes around the glass cell to implement our 3D MOT and optical lattice. To overcome these issues I designed a configuration of optical breadboards, shown in figure 3.21, which provide the planes we need, fit within the innermost passive shield, and mount to an arm bolted to the vacuum chamber. All of these parts are made from aluminium to provide sufficient mechanical strength whilst being non-magnetic. We have chosen to

\(^{15}\)Available as leached fibre bundles from SCHOTT.
Optical breadboards designed to fit around our glass cell and within our passive shielding. From the views from (a) the left and (c) right (less so in the (b) centre view) it can be seen that the upper and lower angled planes are offset from one another. This is to allow easier mounting of these planes to the horizontal plane. The offsets of each plane are calculated such that the optic-centre height of the mounts is in the same plane as the atoms such that beams in all planes will overlap on the position of the atoms.

Use high strength epoxy to hold our optics in place to avoid the need for additional clamps due to our tight space constraints. To enable this, the positions of these breadboards relative to the glass cell have been carefully chosen to be equal to the height of the optic-centre of the mounts we have chosen to use, such that no height adjustment is necessary.

Similar to our constraints on imaging, we also must take care in our choice of optics mounts in terms of size and stray magnetic fields. Standard optical mounts typically have steel ball-bearings and springs in order to provide kinematic adjustment, which could add stray magnetic fields to our experiment from their residual magnetisation. Further, standard 1/2” optics mounts are sufficiently bulky to cause packing density problems within the tight confines of our shield. For optics requiring kinematic adjustment we opted to use low-profile flexure mounts\(^{16}\), however we looked towards 3D printing to produce bespoke, low-profile, non-magnetic optics mounts for the non-kinematic optics around the glass cell.

3D printing is a rapidly advancing technology and has become sufficiently cheap within the past few years to enable hobbyists and enthusiasts to buy or have access

\(^{16}\)Purchased from Siskiyou.
to 3D printers. For our purposes, 3D printing provides a means to produce bespoke parts from an inherently non-magnetic material with a sufficiently high resolution to make the low-profile mounts we need. One part which was unable to be sourced in a non-magnetic material or sufficiently small was a rotational mount, used to hold polarisers and waveplates. Part of the difficulty of this is that these optics are typically not available in smaller sizes than 1/2”. Fortunately, we were able to have large versions of these optics (ca. 2” diameter) precision cut into 5 mm squares\textsuperscript{17}. These squares were able to be held in a small wheel (see figure 3.22) using a small amount of epoxy applied with a toothpick. This retaining wheel rests in a larger mount with a hole, allowing for light to pass through the optic. The wheel mates with the mount with a tight tolerance but is able to rotate freely and once adjusted can be secured with a captive nylon nut and screw. The height of the centre of the optic was chosen to be equal to that of the flexure mounts we are using so that no height adjustment is required for use. An additional benefit of 3D printing is the availability of multiple colours of plastic, enabling us to colour-code our optics as to their function (i.e. polarisers or waveplates). These parts and their assembly can be seen in figure 3.22.

**Passive magnetic shielding**

The ultimate goal of our experiment is to study dipole-dipole interactions between Rb atoms within a spinor BEC. The energy of these interactions is on the order of $E_{dd}/k_B \approx 0.1$ nK and thus we must ensure that ambient noise sources are below this level. Particularly detrimental to these studies are stray magnetic fields which need to be reduced to a level of around 10 pT in order that their resulting energy shifts are negligible in our case. This is no easy task as Earth’s magnetic field is around 50 $\mu$T and fluctuates to at a level of several hundred nT over timescales of minutes and at a level of several $\mu$T over hours. In addition most lab equipment

\textsuperscript{17}Cutting performed by Fraunhofer Institute.
Figure 3.22 A schematic showing how I assembled the 3D printed miniature optics. First, a standard size circular optical element (waveplate or polariser) is precision cut into 5 mm square sections, which are held in a 3D printed “wheel” with some small spots of epoxy. This “wheel” is then held in a base by a friction fit. A hole in the mounting feature in the base allows for light to pass through the base and in turn through the optic. The wheel is held securely by friction and is just able to rotate. A small nylon nut and screw are held captive within the base which grip the wheel in order to lock its rotation once aligned.
and building infrastructure contributes further noise e.g. from mains conduits, large current pulses, moving vehicles, elevators, trains, and subway cars. Many of these sources are beyond reasonable control and can pose serious problems for precision measurements.

Magnetic fields can be reduced within a given volume by surrounding it with a shell made from a material with high relative permeability, $\mu_r$. Shielding magnetic fields in this way is termed passive magnetic shielding, in contrast with active magnetic shielding where a sensed field is produced in anti-phase using electromagnets driven by a negative feedback system. Passive magnetic shielding is one of the only ways to reduce DC magnetic fields to the levels which we require and as such I have designed a state-of-the-art passive shielding system for our experimental chamber. Magnetic fields are reduced by these shields due to flux shunting of low frequency fields and to a lesser extent by eddy current shielding via the skin effect of high frequency fields. Flux shunting is a consequence of the magnetic field, $\mathbf{H}$, and resulting flux density, $\mathbf{B}$, obeying boundary conditions across materials with different relative permeabilities, such as between the shield material and surrounding air, which we will discuss in detail in the following section. However, as the majority of our noise sources are AC or transient we have opted to also use an active magnetic field stabilisation system in conjunction with our passive magnetic shielding to further improve the noise immunity of the experiment, which will be discussed in detail in chapter 4.

**Theory overview**

A boundary condition is imposed on the component of the flux density perpendicular to a boundary and can be derived by considering the magnetic flux through a Gaussian volume (shown in figure 3.23) which extends across the boundary between two materials. Maxwell's second law states that $\nabla \cdot \mathbf{B} = 0$, physically meaning that for all flux lines entering a volume there must be an equal number which exit. In
the limit that the extent of this volume across the boundary becomes vanishing the
sole contribution to the net flux divergence then becomes that of the faces normal
(a) and anti-normal (b) to the boundary as the area enclosed by the other faces
(c, d, e, f) approach zero. Thus the flux lines entering the normal face must all exit
the anti-normal face. This leads to the normal component of \( \mathbf{B} \) being continuous
across the boundary as the number of flux lines and area, \( A \), on each side are equal.
This can also be seen by applying the integral form of Maxwell’s second law to the
closed Gaussian volume, \( S \):

\[
\nabla \cdot \mathbf{B} = 0, \\
\therefore \oint_S \mathbf{B} \cdot dA = 0, \\
= \left[ \int_a + \int_b + \int_c + \int_d + \int_e + \int_f \right] \mathbf{B} \cdot dA = 0, \\
= \left[ \int_a + \int_{b_1} \right] \mathbf{B} \cdot dA = 0, \\
= B_n A - B_{n_1} A = 0, \\
\therefore B_{\perp\text{in}} = B_{\perp\text{out}}. \\
\tag{3.29}
\]
A second, separate boundary condition applies to the component of magnetic field orthogonal to a boundary normal by considering an Amperian loop (shown in figure 3.24) which spans the boundary between two materials. Using Maxwell’s fourth law, $\nabla \times \mathbf{H} = \mathbf{J} + \frac{\partial \mathbf{E}}{\partial t}$, and assuming that we are dealing with magnetostatics (i.e. $\frac{\partial \mathbf{E}}{\partial t} \to 0$) and that there are no surface currents (i.e. $\mathbf{J} \to 0$) then we have that $\nabla \times \mathbf{H} = 0$. A physical understanding of this effect is harder to visualise but arises from the fact that magnetic fields are conservative potentials and any force exerted on a particle travelling through a field along a given path is equal and opposite to that exerted upon reversing the direction of the path. In the limit that the length of the loop becomes vanishing in the normal direction of the boundary this causes the contribution to the net curl of the magnetic field due to the loop edges perpendicular to the boundary ($c$ and $d$) to tend to zero. In a similar fashion as before, this leads to the result that the component of the magnetic field orthogonal to the boundary normal, $\mathbf{H}_\parallel$ (i.e. parallel to the boundary as opposed to orthogonal to the boundary), is continuous across the boundary. This can also be seen by applying the integral
form of Maxwell’s fourth law to the closed Amperian loop \((C)\) we have described:

\[
\nabla \times H = 0
\]

\[
\therefore \oint_C H \times dl = 0
\]

\[
= \left[ \int_a + \int_b + \int_{c=0}^d \right] H \cdot dl = 0
\]

\[
= \int_a + \int_b H \cdot dl = 0
\]

\[
= H_{al} - H_{bl} = 0
\]

\[
\therefore H_{\parallel in} = H_{\parallel out}
\]  

From the two boundary conditions derived in the preceding paragraphs we can now see how high relative permeability materials are able to shield magnetic fields. As only the parallel component of the field is continuous across a boundary this causes the parallel component of the flux density, \(B_\parallel = \mu H_\parallel\), to be discontinuous by an amount equal to the ratio of the relative permeabilities of the two materials \((\Delta \mu = \frac{\mu_2}{\mu_1})\). In the case of a boundary between air and \(\mu\)-metal \((\Delta \mu \approx 10^4)\) this causes a large deviation of the direction of the flux density vector when it passes from air into \(\mu\)-metal and leads to the majority of incident flux being channeled through the shielding material rather than penetrating it, as illustrated in figure 3.25. The figure of merit used to measure field reduction is the shielding factor, defined here as the ratio between the flux density outside the shield to that inside, \(S = \frac{B_{\text{ext}}}{B_{\text{int}}}\). As the performance of magnetic shields varies with frequency it is more useful to quote the shielding factor separately for DC and AC fields, \(S_{\text{DC}}\) and \(S_{\text{AC}}\) respectively. Shielding factors as high as \(S_{\text{DC}} = 10^8\) and \(S_{\text{AC}} = 10^{14}\) have been demonstrated for carefully designed and constructed shields such as those used on Gravity Probe B\(^{[54]}\).
Figure 3.25 A schematic diagram of the magnetic field components of a field line $\mathbf{B}$ across a boundary. The perpendicular component of $\mathbf{B}$ is continuous across the boundary, but only the parallel component of $\mathbf{H}$ is continuous across the boundary. These continuous quantities are highlighted in red in the diagram. As only $\mathbf{H}$ is continuous parallel to the boundary, this causes the parallel component of $\mathbf{B}$ to be discontinuous by a factor of $\Delta \mu = \mu_{R2}/\mu_{R1}$, where $\mu_{R1}$ and $\mu_{R2}$ are the relative permeabilities of the materials on either side of the boundary respectively.
Previous work

Analytical solutions for the shielding factor of nested shields have been sought after since the first formal calculations in 1894 by Rucker who studied the case of concentric spherical shells\[55\]. Later investigations included those of nested spherical shells\[56\], nested cylindrical shells of infinite length\[57\] (in order to exclude end effects, practical shields may approach this limit as the length to diameter ratio becomes very large), open-ended nested finite length cylindrical shields\[58\], closed nested cylindrical shells of finite length\[59\], and nested cylindrical shells with holes along their axis\[60\] which broadly describes most shields in use today.

Using the recursive equations derived by Sterne\[57\] for nested cylindrical shields of infinite length we can estimate the shielding factor, $S$, of a set of nested shields:

$$ S = \frac{1}{2} (u_{n+1} + v_{n+1}) $$

$$ u_{n+1} = \alpha_n u_n + \beta_n v_n $$

$$ v_{n+1} = \gamma_n u_n + \delta_n v_n $$

$$ \alpha_n = 1 - \epsilon_n - \epsilon_{n,n+1} + (\mu_n + 1) \epsilon_n \epsilon_{n,n+1} $$

$$ \beta_n = \epsilon_{n,n+1} (1 - \epsilon_n) + \left( \frac{\epsilon_n}{\mu_n} \right) (1 - \epsilon_{n,n+1}) $$

$$ \gamma_n = \mu_n \epsilon_n + \epsilon_{n,n+1} - (\mu_n + 1) \epsilon_n \epsilon_{n,n+1} $$

$$ \delta_n = 1 - \epsilon_n - \epsilon_{n,n+1} + \left( \frac{\mu_n + 1}{\mu_n} \right) \epsilon_n \epsilon_{n,n+1} $$

$$ \epsilon_n = \left( \frac{RO_n - RI_n}{RO_n} \right) - \frac{1}{2} \left( \frac{RO_n - RI_n}{RO_n} \right)^2 \quad (3.31) $$

$$ \epsilon_{n,n+1} = \left( \frac{RI_{n+1} - RO_n}{RI_{n+1}} \right) - \frac{1}{2} \left( \frac{RI_{n+1} - RO_n}{RI_{n+1}} \right)^2 \quad (3.32) $$
where equations (3.31) and (3.32) can be re-cast as

\[
\epsilon_n = a - \frac{1}{2} a^2 \\
\epsilon_{n,n+1} = b - \frac{1}{2} b^2
\]

where \(d_n\) is the thickness of the \(n^{th}\) shield and \(x_n\) is the inter-layer spacing from shield \(n\) to shield \(n + 1\) (\(x_n\) is defined as zero for the outermost shield). These equations were evaluated for various radii of innermost shield for constant spacings between the shields, seen in figure 3.26(a), and for a geometric progression of the shield spacings, seen in figure 3.26(b). It is clear that there are optimal values for both the spacing and geometric progression factor. Both graphs indicate that smaller shields provide higher shielding factors, as we expect, however we are limited by space constraints to a minimum innermost shield radius of 10 cm. A slice through each of these plots for \(r = 10\) cm can be seen in figure 3.27 which show that geometric progression appears to yield a higher shielding factor (by around a factor of 2). In light of this, we have chosen the sizes of our shields around this optimal value of the geometric progression factor based on an innermost shield radius of 10 cm.

It is commonly cited that spherical shields provide the highest shielding factor of common shapes\(^{[61–64]}\), being infinte for a closed shell\(^{[65]}\). However, due to the difficulty of manufacturing spherical shells cylindrical shells are more commonly used, where the shielding factor improves as the length to diameter ratio approaches unity (i.e. as in the case of a sphere)\(^{[59,61]}\). Additionally it has been shown that the resultant shielding factor scales inversely with the contained volume, meaning that smaller shielded volumes give larger shielding factors\(^{[57,58,62]}\). This fact that has been exploited to construct highly effective shields for chip scale atomic magne-
Figure 3.26 3D plots of the shielding factor, $S$, achieved with a 5 layer $\mu$-metal shield made from 1.5 mm thick $\mu_R = 50,000$ material vs the inner radius of the innermost shield for (a) a constant spacing, $d$, between each of the shields and (b) spacings based on a geometric progression, with a co-efficient $a$. The colour scale for these graphs is terminated at $1 \times 10^{10}$, meaning that any white regions of the graph have $S < 1 \times 10^{10}$. 
Figure 3.27 2D plots of the shielding factor achieved with a 5 layer $\mu$-metal shield made from 1.5 mm thick $\mu_R = 50,000$ material with an inner shield inner radius of 10 cm for (a) a constant spacing between each of the shields and (b) spacings based on a geometric progression. The maximum shielding factor obtained is $1.4 \times 10^{10}$ at $a = 1.357$ for (a) and $8.2 \times 10^9$ at $d = 4.05$ cm for (b).
Whilst the case of open-ended cylindrical shields pertains to many practical shields, the open ends of the shield allow field lines to penetrate along the axis of the shield reducing the axial shielding factor. Such field penetration can be minimised by closing the ends of the cylinder, allowing some small holes in these caps for experimental access. Field lines can still permeate into the shield through this hole but decay exponentially with a power which depends on the relative orientation of the external field and the axis of the hole, ranging from 1.0–3.5. The distance which the permeating field extends into the shield is proportional to the diameter of the hole and is quoted in various places as being somewhere between 2–5 times the hole diameter. For small holes, the reduction in shielding factor along the axis is quite small — on the order of 10% compared to a closed shield. Field permeation into holes in the shield can be mitigated by welding short tubes of the same diameter of the hole to the hole, called tubulations, whose length is recommended to be 2–5 times the hole diameter. It should be noted that there is little analytical treatment of the effect of tubulations in literature but rather this is largely an empirical result confirmed from several constructed shields. Literature suggests that the axial shielding factor of nested shields with an axial hole increases towards the limit of closed shields for large axial separations of the shields. Regardless of the mitigation strategies used, the axial shielding factor is generally the weak point of any shielding design and thus it is this which must be optimised in order to achieve satisfactory performance. By considering these various constraints we can begin to imagine the construction of a passive magnetic shield with a high axial (and thus, also radial) shielding factor — several concentric, well separated, closed cylindrical shields with tubulated axial holes.

Magnetic shields are commonly manufactured from materials such as $\mu$-metal (a general class of metal alloy comprising iron, nickel, copper, chromium, manganese and molybdenum in varying amounts depending on the particular brand), ceramic
ferrites (such as MnZn\textsuperscript{71}), soft ferrites (such as iron) and good electrical conductors (such as copper and aluminium). One can also construct magnetic shielding from materials like Metglas, a high relative permeability alloy usually manufactured in very thin strips. Several strips can be wound around a supporting structure to create a passive magnetic shield\textsuperscript{72}. The construction of large passive magnetic shields may require several welds along their length giving rise to a variation in shielding factor around these welds, but this can be mitigated by wrapping the welds with Metglas foil at the expense of field homogeneity within the shield\textsuperscript{73}. The reason Metglas in particular disturbs the local field homogeneity is that when flux lines are channeled through the material they are forced into such a small cross-sectional area at the edges of the thin material, causing the flux density at the edges of the strips to be enormous. These large, localised field strengths necessarily give rise to local spatial field gradients. The unifying property of all but the latter is their high $\mu_r$, which can be anywhere between $10^2$–10$^6$. Materials with high relative permeability provide shielding primarily through the flux shunting mechanism and materials with a high conductivity via induced eddy currents. In general, materials with high permeability are not good conductors and vice versa.

The use of good conductors for magnetic shielding utilises the phenomenon of the skin effect to reduce penetrating fields by exciting eddy currents within the material (readily done due to their high conductivity) which in turn generate impressed magnetic fields opposing the incident field, causing it to decay exponentially with distance in the conductor. The relevant length scale of the decay is the skin depth of the conductor, $\delta = \sqrt{\frac{2\rho}{\omega \mu}}$, at which the power will have dropped to $\frac{1}{e^2} \approx 13\%$ of its surface value. This phenomenon is strictly dynamical and does not apply at DC, as can be seen by the fact that $\delta \to \infty$ when $\omega \to 0$ or considering Faraday’s law, $\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}$, where $\frac{\partial \mathbf{B}}{\partial t} \to 0$ at DC and thus $\nabla \times \mathbf{E} \to 0$ giving that no opposing electric field is induced within the material at DC. These effects are frequency dependent and give rise to a higher shielding factor for higher frequencies, hence such
eddy current shielding using good conductors is typically used to reject RF fields and other EMI. Eddy current shielding is also present in \( \mu \)-metal and the other shielding materials mentioned, albeit at a lower level due to the lower conductance, and thus these materials provide shielding of both AC and DC fields, with conductors only shielding AC. For typical high permeability shields eddy current shielding typically becomes dominant above 100 Hz\(^{[61,62]} \).

Magnetic shielding can itself produce magnetic noise due to thermal fluctuations of charges within the shield\(^{[74,75]} \) which proves to be a limiting factor in state of the art magnetometers\(^{[76]} \). As this magnetic noise is rooted in the conductivity of the shielding material, one can drastically reduce its effects by using a ceramic ferrite (which generally have very low conductivity) rather than a metal alloy. Only the innermost shield of a set of nested shields need be made of this ceramic ferrite material in order to reduce noise. This approach has been demonstrated to lower the magnetic noise floor by a factor of 25 compared to an equivalent mu-metal shield\(^{[71]} \). Thermal magnetic noise is typically on the order of 10s fT/\( \sqrt{\text{Hz}} \) and thus these considerations are only necessary for the most sensitive of magnetometers and when making biomagnetic measurements.

### 3.3.2 Simulating shielding performance

As \( \mu \)-metal shields are incredibly expensive, due to high material costs and the sophisticated tooling required for manufacture, it is common practice to perform computer simulations of the performance of a shield design before having it made. Whilst sufficiently detailed simulations can be complex and time-consuming to set up and run, these can provide results which agree very well with empirical measurements of the physically constructed shields and is thus highly recommended.

In order to calculate the magnetic flux density distribution over a geometry it is often easier to work in terms of the magnetic vector potential, \( \mathbf{A} \), which is defined as \( \mathbf{B} = \nabla \times \mathbf{A} \). Selecting the Coulomb gauge (i.e. \( \nabla \cdot \mathbf{A} = 0 \)) and using magnetostatics
with no free currents (i.e. $\nabla \times \mathbf{H} = 0$) we see that

$$\nabla \times \mathbf{B} = \nabla (\nabla \cdot \mathbf{A}) - \nabla^2 \mathbf{A},$$

$$\therefore \nabla \times (\mu \mathbf{H}) = -\nabla^2 \mathbf{A},$$

$$\therefore \nabla^2 \mathbf{A} = 0.$$

(3.33)

One can predict the shielding factor for a given shield by solving the Laplace equation, $\nabla^2 \mathbf{A} = 0$, for the magnetic potential, $\mathbf{A}$, over a given volume whilst honouring the material boundary conditions discussed above. Such calculations, whilst simply formulated, give rise to very complex and recursive expressions for even simple shield geometries. The shielding performance of multiple shields exceeds the product of its constituent shields and thus using several nested shields is the most common method of reaching ultralow magnetic fields within the inner shield volume.

**Shield design**

3.3.3

Whilst the analytical approximations can aid in reaching a suitable region of parameter space for a given set of shields it is difficult to predict the performance for such complex geometry shields analytically and thus numerical approximation techniques are used. A popular technique for solving computational problems where several free parameters are allowed to vary over space whilst honouring certain global and boundary conditions is finite element analysis. In finite element analysis the geometry of the problem is defined, a mesh applied over its surface and a trial solution is proposed. This trial solution is then compared to an equation which governs the entire system which is evaluated at each of the vertices of the mesh with respect to its neighbouring vertices. The trial solution is adjusted iteratively to better match the global and local boundary conditions in order to minimise a chosen convergence parameter which measures how well the trial solution matches a chosen target criteria. In order to simulate the shielding factor for a complex geometry shield one must
design the shield in a CAD program, apply a mesh over its surface and evaluate the magnetic potential over each mesh vertex whilst honouring the Laplace equation globally as well as the boundary conditions between materials with different relative permeabilities. The critical parameter determining the effectiveness of a passive magnetic shield is its relative permeability, which varies with field strength\(^5\). In a low external field the relative permeability can be reduced by as much as a factor of 10–100 compared to the permeability at high fields\(^7\). In order for simulations to more closely match experimental realisations this must be taken into account. In general, relative permeabilities of mu-metal alloys are quoted at a field strength of 40 G, quite far from zero field. There are many implementations of the exact solving configuration in terms of how the program proceeds towards a region of parameter space which minimises the convergence parameter, but for our purposes these are uninteresting to consider in detail.

Based on the considerations outlined above, we have designed a passive shielding system to be incorporated into our experiment. Broadly, the comprises 5 nested cylindrical shells which are closed at one end with tubulated holes along their axis on the other. These access holes allow for our glass cell and optical fibres to enter into the shielding assembly as well as images to be transferred out of the shielding assembly for processing. CAD drawings of the proposed shield design can be seen in figure 3.28.

**Simulations**

Simulations of the shielding factor of the shield design presented in figure 3.28 were performed using COMSOL Multiphysics. Such simulations involve replicating the CAD model within the software, defining the problem’s boundaries and materials involved, and finally creating a sufficiently fine mesh over the problem geometry for finite element analysis upon. Due to the small details involved (i.e. mm thickness shields and edge features) over large scales (i.e. shields with diameters of several
The overall shielding system comprises several shield bodies with end caps (left) which are nested concentrically (right). This shielding design provides an extremely high shielding factor both radially and axially in simulations and is thus expected to be suitable for ultralow magnetic field experiments with ultracold atoms.

tens of cm) this leads to a relatively detailed mesh over large areas, giving rise to a great number of vertex elements for the relevant problem equations to be solved over. This naturally leads to lengthy computation times with a single iteration of computing the flux density distribution over the geometry taking multiple hours and the requisite number of iterations to achieve a sufficiently precise result taking multiple days.

The problem is posed as a spherical boundary with a known value of field (set to 50 $\mu$T, typical of Earth’s field) containing our shields (set as having relative permeability $\mu_r = 5 \times 10^4$, typical of $\mu$-metal). From the known, fixed field values at the boundaries of the problem (which are sufficiently far from the shields to avoid proximity effects) fields are iteratively calculated over the entire problem geometry in order to evaluate the flux density distribution within the shields. A minimum mesh size of 0.5 mm was used in order to capture edge effects at the mouth of the
shield’s tubulations. The relative alignment of the external field with the axis of the shields was varied between parallel with the axis of the cylinders and perpendicular to this in order to capture the anisotropy of the shielding factor.

Results from these simulations, shown in figure 3.29 estimate that the axial shielding factor of our shield design is $S_{ax} \approx 10^{10}$ and the radial shielding factor is $S_{rad} \approx 10^{11}$. An error tolerance of $10^{-7}$ was used as a trade-off between accuracy and speed of simulation. This led to some numerical noise on the very lowest fields reached, as in the case of an external magnetic field perpendicular to the axis of the cylinders (see figure 3.29 (b)) where the shielding factor is very high. The exact details of this region of the simulation are not particularly interesting as the field is already well below our required target and the behaviour of the field is expected to be smooth in this region based on previous simulations. As expected, the $S_{ax} < S_{rad}$ however $S_{ax}$ is still sufficiently higher than the required $S_{req} = 10^8$ to provide the low total field magnitude we require regardless of the alignment of the external field to perform our experiments. We have intentionally over-engineered the shielding performance (by a factor of around 100) in order that we have a large overhead wherein we can tolerate losing shielding performance, e.g. through manufacturing imperfections, mild mechanical shocks to the shields, imperfect degaussing, etc., without the integrity of the experiment being affected.
Figure 3.29 Results from simulations of our passive shielding design, shown in figure 3.28, for an external field of 50 µT aligned (a) with the shield axis and (b) orthogonal to the shield axis. The non-smooth noise seen in (b) is due to using an error tolerance of $1 \times 10^{-7}$ for this simulation, meaning that changes below this level are viewed as converged. One can readily predict that the behaviour in this region will be a smooth change of field across the inside of the innermost shield to the values at the edges and do not require the results in this region. It is more important to us that these simulations tell us how the shielding performance varies along the axis of the shield. NB: we require fields of $\leq 1$ µG ($= 1 \times 10^{-3}$ mG) in order to observe dipolar effects within our BEC, which these shields very comfortably achieve in simulation.
Figure 3.30 Our overall experimental setup. The main vacuum chamber (shaded green here) is seen on the left, with attached telescopes and other components to produce our 2D MOT. The glass cell, protruding to the right, is largely obstructed by mounts and optics for the 3D MOT, optical lattice, and dipole trap. Surrounding the glass cell optics are the mu-metal shields (shown here transparent and halved) employed to reach the ultralow fields required for our experiments.
Active magnetic shielding

Central to our experiment is the achievement and maintenance of an ultralow magnetic field environment. We have previously discussed the nature of the ambient magnetic field within the laboratory which can be separated into 4 parts: near-DC fields (<1 Hz), low-frequency AC fields (<1 kHz), high-frequency AC fields (>1 kHz), and transient or pulsed magnetic fields. The passive shielding system we have designed is highly effective at shielding both near-DC and >1 kHz AC fields however is less effective at shielding <1 kHz AC fields and transient fields. We know \textit{a priori} that there will be significant and unavoidable noise sources in the region between DC and 1 kHz due to currents within the mains circuit (50 Hz and higher harmonics due to nonlinear loads), equipment with large motors (air conditioning
units, ca. 70 Hz, vacuum pumps, ca. >100 Hz), and from fluorescent lighting (ca. 100 Hz and higher harmonics due to using full-wave-rectification of the mains line). Further, one can reasonably expect to experience transient magnetic fields due to movement of large ferrous bodies such as cars on nearby roads, elevators, and magnetic equipment moved by hand. Active magnetic shielding systems can provide effective shielding from DC to their bandwidth (ca. 1 kHz) and importantly also against transient fields down to periods approaching their inverse bandwidth (ca. 1 ms). In order to protect against such noise affecting our experiment we chose to supplement our passive shielding system with an active one.

At their core, active compensation systems of any kind (e.g. for temperature\textsuperscript{[78]}, angular acceleration\textsuperscript{[79]}, or magnetic field\textsuperscript{[80–86]}) comprise a sensing system coupled to a means of affecting the sensed quantity via a feedback loop. Being able to monitor the actual output, as opposed to the desired output, of the system enables the possibility of adjusting the desired output dynamically in order to stabilise the actual output. As an example, a fan with a fixed speed placed near an open window can be used to reduce the temperature of a room by increasing the flow of cool air, however this may cause the temperature of the room to become colder than desired when left on for a long period of time. On the other hand, an air conditioning unit is able to measure the room temperature and adjust its fan speed accordingly to achieve the desired room temperature indefinitely within some margin of error. This concept can be employed here to enable the output of a magnetic field sensor to drive an electromagnet via a Proportional-Integral-Derivative (PID) controller with the net effect being control (in a parametric sense) of the ambient magnetic field at the position of the sensor. The overall performance is dependent on the dynamic range, bandwidth and noise floor of the total system. In order to achieve the greatest performance one should design the feedback system to have a lower noise floor and higher bandwidth than (or similar to) the sensor used, such that the resulting system will be limited by the sensor. Several trade-offs have to be made
when designing such a system, for example between bandwidth and noise floor, and should be made with consideration of the performance requirements.

We are only able to effect active control of the ambient magnetic field within a region of space around the sensor, the size of which depends on the configuration of the coils used to produce the compensation field. We can calculate the expected size of this “controlled volume” by considering the profile of the magnetic field generated by our coils. These consist of two circular coils of copper wire (200 $\mu$m diameter, 10 turns) with an approximate diameter of 19.2 cm which are aligned axially and separated by approximately 10 cm. When currents are run through these coils in series, such that the direction of the magnetic field produced by each coil is the same, they produce a field profile along their common axis which depends on the ratio of the diameter, $d$, of the coils compared to the separation, $l$, along their common axis. For the Helmholtz condition of $l = d/2$ the field profile produced along the coils’ common axis has a region around the midpoint of the two coils’ centres which spatially satisfies the condition of $\frac{\partial^n}{\partial x^n} B(x) = 0$ up to fourth order (i.e. $n = 4$)\cite{87}. What this means practically is that the axial component of the magnetic flux density produced at the midpoint of the two coils has a very well-defined value over a certain region and any spatial field gradients introduced in this region can be deemed negligible.

**Theory**

4.1

A practical measure of a system’s noise floor is the size of the peak-to-peak noise during normal operation. When this noise represents random fluctuations within the system, as when the system is minimally limited, this should be evenly distributed over all frequencies. Sampled data points of such noise follow a Gaussian distribution, the standard deviation of which can be estimated from the noise power spectral density and bandwidth of the system under test. The standard deviation
Figure 4.1 A sampled random signal (right) and a histogram of the data points, fitted to a Gaussian distribution (left). The black lines indicate one standard deviation ($\sigma$) of this distribution. For uncorrelated Gaussian noise, the peak-to-peak of the signal can be estimated as $6.6\sigma$.

of noise can be calculated by multiplying the power spectral density (a single value over the spectrum for white noise) by the square root of the system’s bandwidth. It follows that the noise within a system can be lowered by reducing the bandwidth, however one must consider the minimum bandwidth that can be tolerated before performance degrades due to a slower response.

The power spectral density (PSD) of a signal can be estimated using discrete timeseries data, such as that acquired from an oscilloscope. By comparing the PSD of the amplified sensor output with compensation on versus off we can see the effectiveness of the system over frequency. The power spectral density can be shown to be equivalent to the modulus squared of the discrete Fourier transform scaled by the frequency bin size via the Wiener-Khinchin theorem\textsuperscript{[88]}. Taking many of such measurements and averaging them together allows us to lower the statistical error and provides a better picture of the true nature of the spectral distribution of noise within the system.

**Design**

The overall design of any electronic circuit, especially instrumentation, is somewhat iterative. A combination of parts need to be chosen initially and their performance
estimated then compared with the desired specification before modifying parts to better meet this specification. Fortunately, this circuit was mostly “right first time” with any remaining improvements offering little extra value compared to their required effort. This work was undertaken as part of a secondment within the group of Dr. Fabrice Gerbier at the Laboratoire Kastler Brossel of École Normale Supérieure. Some direction and guidance was given to me by Dr. Fabrice Gerbier and Dr. Tilman Zibold but the work is all my own. In the following sections I will present the components used, the expected performance from these parts, then compare this to the measured system performance.

### Components

4.2.1

The compensation system used is based around an HMC1001 1-axis magnetic field sensor which delivers an exceptionally high bandwidth of 5 MHz. Internally the sensor comprises four anisotropic magnetoresistive elements wired in a Wheatstone bridge configuration, giving a differential output signal. Anisotropy of the resistive elements of the bridge gives rise to the directionality of the sensor and the differential nature of the output signal allows for common-mode noise rejection of electromagnetic interference picked up in the long lead wires connecting to the sensor. The sensor is powered with $\pm 5$ V supplied by a buffered AD588 precision voltage reference to provide stable, low-noise power rails which can source a sufficiently high current to excite the internal resistive bridge of the sensor. The differential output of the sensor is amplified by a factor of 1000 using an AD524 precision instrumentation amplifier. Such an amplifier is chosen to provide the highest common-mode noise rejection on the sensor signal and to produce a high precision single-ended replication of the sensor signal for further processing. A PID controller is constructed using a number of OP07 op-amps which drive two voltage-controlled current sources (VCCS). One VCCS is a standard Howland current pump circuit\[89\] based around an op-amp (OPA633) which is able to drive a high current (using a BUF634 unity gain
buffer) and is designed to have a bipolar output with high bandwidth (> 100 kHz). A second VCCS is based on a low-side current sensing circuit using an op-amp (OPA2188) to servo a high power transistor (MJ11016) and is designed to drive very high currents with precision DC performance at the expense of having very low bandwidth (< 100 Hz). These two current sources are used as parallel feedback elements via two pairs of Helmholtz coils, to cancel DC and AC fields respectively. The I-output of our PID (i.e. low frequency feedback) is sent to the low bandwidth, high current VCCS to compensate for DC and very low frequency fields whilst the P- and D-outputs are sent to our high bandwidth, low current VCCS to compensate for AC fields. The use of these two separate feedback elements eases the requirements of the current sources. It was initially expected that there may be some interaction between the two pairs of coils due to their mutual inductance, however this was not observed in experiments. It is expected that this is because the coils themselves were tightly wound around each other with little space in between. A schematic diagram of the active compensation system can be seen in figure 4.2.
4.2.2 Bandwidth and noise

The bandwidth of the overall system inherently limits the maximum achievable compensation due to raising the noise floor by including higher frequencies of the white noise background arising from Johnson noise within the sensor. White noise has a uniform power spectrum which means that each 1 Hz bin contains the same amount of noise power, thus a higher system bandwidth includes more of these bins and in turn has a higher noise level. The Wheatstone bridge within the sensor has a sensitivity of 3.2 mV/V/G and in our case is powered with \( \pm 5 \text{ V} = |10 \text{ V}| \) giving an output of 32 mV/G. Thermally excited currents within the resistive elements of the bridge give rise to noise on the output voltage of the sensor. The resulting thermal voltage noise, \( V_{Nth} \), due to thermal currents excited within a resistor, \( R \), over a given bandwidth, \( \Delta f \), at a temperature, \( T \), can be calculated using \([90]\)

\[
V_{Nth} = \sqrt{4kTR\Delta f},
\]

(4.1)

where \( k \) is Boltzmann’s constant. Noise figures are more commonly presented in terms of spectral noise density in units of V/\( \sqrt{\text{Hz}} \) in a 1 Hz bandwidth as the noise density may change over the bandwidth of the device, which can be conveyed using a graph of the spectral noise density against frequency. For the HMC1001 bridge resistance of 850 \( \Omega \) at 25\(^\circ\)C a voltage noise spectral density of 3.74 nV/\( \sqrt{\text{Hz}} \) is produced by thermal currents, which is only slightly less than the datasheet quoted noise figure of 3.8 nV/\( \sqrt{\text{Hz}} \). The AD524 amplifying the sensor signal has an input-referenced voltage noise spectral density of 7 nV/\( \sqrt{\text{Hz}} \), bringing the noise floor up to \( \sqrt{3.8^2 + 7^2} \approx 8 \text{ nV/}\sqrt{\text{Hz}} \). The AD524 has a gain bandwidth product (GBP) of 25 MHz and produces a gain of 1000, giving the amplified output signal a GBP-limited bandwidth of 25 kHz. It follows that the RMS voltage noise at the output
of the combined sensor and amplifier system is

\[ V_{\text{RMS}} = \left( 8 \text{ nV}/\sqrt{\text{Hz}} \right) \left( \sqrt{25 \text{ kHz}} \right) (1000) = 1.26 \text{ mV} (\equiv 40 \mu\text{G}). \]  

(4.2)

As the RMS amplitude of a sampled white noise signal with no DC component is equal to the standard deviation (\( \sigma \)) of the samples, a peak-to-peak (pk-pk) amplitude for a defined percentage of the samples can be calculated by multiplying \( V_{\text{RMS}} \) by the number of standard deviations required to include this percentage of samples. The industry standard is to include 99.9% of samples, or equivalently 6.6 \( \sigma \). Hence from our RMS noise amplitude we can calculate a pk-pk noise amplitude of 8349 nV \( \equiv 260 \mu\text{G} \). The residual noise observed at the output of the AD524 after tuning the system to provide optimal compensation was 12 mV \( \equiv 375 \mu\text{G} \), thus we expect that with this configuration we are approaching the electronic noise floor of the system. In order to achieve a pk-pk noise level of 100 \( \mu\text{G} \) by simply reducing the bandwidth we would need to lower the bandwidth to around 3.5 kHz, highlighting the diminishing returns from the square-root scaling of the noise level with bandwidth. Such a diminution of the bandwidth would certainly affect transient performance but this trade-off may be worthwhile as most steady state noise sources are below 1 kHz.

The datasheet for the HMC1001 mentions that the resolution of the sensor when powered with 5 V is 27 \( \mu\text{G} \) in a 10 Hz bandwidth. Assuming this bandwidth starts at DC, we will need to take the 1/f noise into account which is 30 nV/\( \sqrt{\text{Hz}} \) at 1 Hz. Repeating our previous calculations for the region 0.1–10 Hz we expect a pk-pk noise of 6.6(30\( \sqrt{\ln(10/0.1)} \) nV)/(32 mV/G) = 13 \( \mu\text{G} \) for this sensitivity and bandwidth. The difference between this and the value quoted in the datasheet is due to our powering the sensor with 10 V rather than 5 V. The resolution quoted is limited by 1/f noise near DC and thus field resolution should be higher at higher frequencies (i.e. smaller fields can be detected within the same bandwidth at higher frequencies where we only have white noise).
Offset

4.2.3

The datasheet for the HMC1001 states that the zero offset for a bridge voltage of 8 V can vary from $-60 \text{ mV} (-2.3 \text{ G})$ to $30 \text{ mV} (1.2 \text{ G})$, with a typical offset of $-15 \text{ mV} (-0.59 \text{ G})$. The equivalent field figures are based on the average sensitivity of $3.2 \text{ mV/V/G}$, however this can also vary from unit to unit being as low as $2.5 \text{ mV/V/G}$ meaning this offset could equivalently range from $-3 \text{ G}$ to $1.5 \text{ G}$ in the worst case. In our case we are able to account for this offset by changing the output reference voltage of the amplifier. Residual DC fields will be highly attenuated by passive shielding around the experimental region, however such offsets should be considered if the absolute DC field after compensation is critical.

Performance

4.3

In practical compensation, 50 Hz from mains is the dominant component of the noise spectrum. It is easy to measure small signals at this frequency by line-triggering an oscilloscope and measuring the sensor signal with suitable averaging. Using this method, a residual 50 Hz pk-pk of $33.2 \text{ mV} \equiv 1.04 \text{ mG}$ was measured without any compensation and $1.8 \text{ mV} \equiv 56 \mu\text{G}$ with compensation. This measurement was made with a sampling interval of 50 ms and thus a Fourier-limited bandwidth of $1/2(50 \text{ ms}) = 10 \text{ Hz}$ which should have comparable noise to the figures calculated in section 4.2.2. These results demonstrate field detection below the broadband noise level ($260 \mu\text{G}$) for a given frequency component and approaches the limits of the system’s sensitivity based on the electronic noise floor ($27 \mu\text{G}$ in a 10 Hz bandwidth).

The PSD of the sensor output with and without active compensation can be seen in figure 4.3. It can be seen that, as expected, the ambient noise power mainly consists of a peak at 50 Hz due to mains currents and higher harmonics of this. The effectiveness of the active compensation is clearly demonstrated by the near flat noise spectrum when the system is on, demonstrating a reduction of noise power
Figure 4.3  Power spectral densities of the amplified sensor output with (red) and without (black) active compensation. One can clearly see that without compensation applied there is a large amount of noise power at the 50 Hz mains frequency and higher harmonics of this. When active compensation is turned on the noise floor is brought down to that of the op-amps in the feedback loop, leaving no features in the spectrum.

at 50 Hz by more than 3 orders of magnitude. With compensation applied the noise floor is limited by that of the op-amps used to implement the feedback loop at around 8 nV/$\sqrt{\text{Hz}}$, however this is close to the limit of the sensor’s intrinsic noise at around 4 nV/$\sqrt{\text{Hz}}$.

The bandwidth of the system was estimated by measuring the amplitude of an injected noise signal at a given frequency with the compensation system on versus off. This noise signal was generated by driving a low inductance coil with a sine wave from a frequency generator via a voltage-controlled current source with high bandwidth. Acquiring this data on an oscilloscope triggered on the noise signal it is possible to use averaging to reduce noise from other frequency components in order to get a more accurate measurement at each point. The magnetic field reduction with the compensation system turned on versus frequency can be seen in figure 4.4. It can be seen that the system essentially behaves as a low-pass filter and provides
Figure 4.4 Reduction of noise versus frequency for the active compensation system described here. The black points are data and the red line is a guide to the eye. The amount of compensation is reduced by 10 dB with respect to low frequencies at around 2 kHz, which can be thought of as the bandwidth of the compensation system.

As well as the steady-state performance of the compensation system, we are also interested in the transient performance as we may require to switch magnetic fields from one stable value to another within our experimental sequence. In order to measure the settling time of the system to a step change in field I again injected noise, with the compensation system on, in the same manner as above but with a square wave rather than a sine wave. The result of this measurement can be seen in figure 4.5. The step change of magnetic field causes the feedback loop to ring at its resonant frequency (typically near the bandwidth of the system) then decay back to its steady-state. Fitting this with an exponentially decaying cosine wave we can extract a decay time constant of $\tau = 145 \mu s$. For an exponential decay, one can assume that steady-state is reached again after roughly $5\tau = 725 \mu s$, meaning that
Figure 4.5 Output of the amplified sensor to a step change in field with active compensation applied. The data is fitted to an exponentially decaying cosine wave, giving rise to a decay time constant $\tau = 145 \mu s$. After $5\tau$ has passed the output signal should have returned to its steady-state value, giving rise to a minimum response time of around $725 \mu s$ (i.e. < 1 ms), which is sufficiently rapid to be altered as part of an automated experimental sequence for many cold atoms experiments.

our compensation system is able to provide stable fields after a change in set-point or ambient field on a millisecond timescale. This is well-suited to most cold atoms experiments where much of the preparation stages of an experimental run take place on a millisecond timescale.

Based on the points discussed above we can assume that this system is optimised to near the electronic limits of the system for the bandwidth we have chosen. The noise floor could be reduced by using a different instrumentation amplifier with a lower voltage spectral noise density and/or reducing the system bandwidth. The former should be more effective and without detriment whereas the latter would affect transient performance, which is undesirable. As testament to the value and quality of this work this system has been replicated by collaborators at the Institut für Laserphysik of Universität Hamburg and is also intended to be installed in
collaborators' labs at the Laboratoire Kastler Brossel of École Normale Supérieure. A publication of the design, implementation, and performance of the active magnetic shielding system described in this thesis and its integration into an ultracold atoms experiment is currently being prepared with collaborators at the Institut für Laserphysik of Universität Hamburg and the Laboratoire Kastler Brossel of École Normale Supérieure.
Outlook

The results presented in this thesis have outlined the design and construction of an experimental apparatus capable of producing an ultralow magnetic field environment where an atomic physics experiment can be performed. This was achieved through careful material choices around the experiment region, design of a high performance passive magnetic shield, and development of a state-of-the-art active magnetic field compensation system. Several issues were encountered during the assembly and testing of the vacuum system which hindered the overall progress of the experiment, with the methods presented here being solutions to the problems faced. Specifically, issues with indium sealing of rectangular windows onto flat surfaces were particularly troublesome. The method developed using a milled channel to provide a sealing
face was very effective and solves several issues regarding indium sealing in general. Further issues regarding potential microleaks within the epoxy seals of our glass cell caused delays to progress but seem to have been resolved by switching to a frit glass bonded cell.

Potential future issues for the experiment are that stray reflections by beams in the glass cell due to the uncoated internal faces may cause interference fringes in our images. These can be mitigated using Fourier filtering of the images to selectively remove the spatial frequency of these fringes. Further concerns are the long-term stability of the optical alignment of components within the region around the glass cell. With the passive shielding in place, these components are not directly accessible and as such are designed to be “set and forget”. It is likely that some re-alignment will be necessary after a period of time however if this is required on a weekly or monthly basis then this could be detrimental as each removal and replacing of the passive shield’s end caps risks damaging the shield. Whilst the performance of our passive shielding has been simulated it is unclear how well this will perform in practice. To mitigate the effects of manufacturing imperfections and mechanical shocks to the shield the performance has been specified two orders of magnitude higher than is required. It is hoped that the performance of our active compensation system will be able to ease the requirements of the passive shield further by reducing and stabilising the ambient magnetic field in the volume which the passive shields sit.

Despite the technical challenges ahead, a significant number of major issues regarding the realisation of this experiment have been overcome. The apparatus is currently operational (without passive shielding) and we have been able to demonstrate loading of the 3D MOT. From here we need only align our dipole trap beam with the 3D MOT and begin optimisation of our experimental sequence (regarding ramps and timings) in order to load the dipole trap and attempt to evaporatively cool to BEC. This will be a large milestone in the project, proving that the under-
lying apparatus is fit for purpose. From then the next challenge will be to test and integrate the passive shielding, ensuring that BEC can still be achieved inside of the shields. Once this is done, we will have realised our ambitions of producing BEC in an ultralow magnetic field and will be poised to perform novel experiments in this previously unreached parameter regime.

With the wealth of avenues of research available with such a system, including testing the Einstein-de Haas effect in a quantum system\textsuperscript{[17–20]}, producing macroscopic entanglement\textsuperscript{[29,30]}, and observing novel ground state phases\textsuperscript{[14–16]}, our main question will be — what to do first?
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