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The Preprocessor system of the ATLAS Level 1 Calorimeter Trigger processes analogue signals from the 7168 trigger towers in the electromagnetic and hadronic calorimeters. Almost all of the processing takes place in the Multi-Chip Module, which has been replaced by an upgraded version of the device for operation during the second long data-taking period of the Large Hadron Collider. The development and demonstration of the signal processing and noise suppression techniques incorporated into its design to reduce the sensitivity to the effects of event pile-up is presented. With these new pile-up suppression methods it is possible to maintain sufficient performance for missing transverse energy and multijet triggers at a luminosity of approximately $2 \times 10^{34}$ cm$^{-2}$s$^{-1}$.

A search for resonant and nonresonant Higgs boson pair production in the $hh \to b\bar{b}\tau\tau$ channel is presented for 20.3 fb$^{-1}$ of $\sqrt{s} = 8$ TeV data taken by the ATLAS experiment at the Large Hadron Collider. The results of this analysis are also combined with the corresponding results obtained in the $hh \rightarrow WW^{*}\gamma\gamma$, $b\bar{b}\gamma\gamma$ and $b\bar{b}b\bar{b}$ analyses. Evidence for their production is not observed and upper limits are set at the 95% confidence level on the production cross sections. For nonresonant $hh$ production an upper limit of 0.69 (0.47) pb is observed (expected), which corresponds to 70 (48) times the Standard Model cross section for $gg \rightarrow hh$. The observed (expected) upper limits for resonant $hh$ production from the decay of a heavy Higgs boson vary between 2.1 (1.1) pb at 260 GeV and 0.011 (0.018) pb at 1000 GeV. Interpretations of these results are made in the cases of two Minimal Supersymmetric Standard Model scenarios.
The success of the ATLAS experiment has been the result of the efforts of thousands of dedicated people who have contributed to its design, construction and operation over many years. I have been fortunate to play a part in a number of different aspects of the experiment by contributing to its early operation, physics analysis and upgrade. While at CERN I played an active part in the operation of the trigger during the 2012–2013 data-taking period. This included time spent as the online trigger shifter in the ATLAS control room and the primary Level 1 Calorimeter Trigger (L1Calo) expert on call.

I have also contributed significantly to the performance and calibration of L1Calo. This began with the introduction of noise cuts designed to suppress pile-up effects in the forward region of the calorimeter in 2012. The procedure used in obtaining these noise cuts is summarised in Reference [1]. I then went on to study methods to suppress the effects of pile-up on the Preprocessor system that included the use of the autocorrelation Finite Impulse Response filter coefficients, the development of an average pedestal correction and an alternative noise cut strategy. Much of this work is presented in Chapter 6 and Chapter 7 of this thesis and was awarded a prize within the ATLAS TDAQ community “for the best improvement of selection efficiencies over the background rate using new features for 2015” — one of the Athens workshop champagne challenges.

I assisted colleagues at Heidelberg and Rutherford Appleton Laboratory with the integration and support of these new features in the firmware of the new Multi-Chip Module and the data readout in time for the start of Run 2. Alongside this, I contributed to the implementation of these new features into the Run 2 simulation software. This included the derivation of suitable autocorrelation Finite Impulse Response filter coefficients and noise cuts, as well as assisting Daniel Narrias Villar with a parameterised version of the pedestal correction. The details of the software
implementation are not discussed in this thesis, but are covered in some detail in ATLAS internal documentation [2]. My final contribution as part of L1Calo was assisting Falk Bartels with the derivation and commissioning of autocorrelation Finite Impulse Response filter coefficients and noise cuts for operation with 25 ns and 50 ns bunch spacings in 2015.

As part of the $H \rightarrow ZZ^{(*)} \rightarrow 4\ell$ working group I have contributed to a number of ATLAS publications [3, 4, 5] and preliminary results [6] since summer 2012. I performed studies on the mass resolution performance of the analysis selection in each of the final states, with and without the use of a $Z$ mass constraint. This work is not described in this thesis, though is explained in detail in an approved ATLAS internal document [7]. I also studied the performance of the lepton selection with the application of the additional isolation and impact parameter cuts imposed by the $H \rightarrow ZZ^{(*)} \rightarrow 4\ell$ analysis to obtain estimates of the associated systematic uncertainties. This analysis is presented in Appendix A of this thesis. Using a similar analysis, I was also able to assist with the validation of the muon corrections tools for Monte Carlo using $Z \rightarrow \mu\mu$ events.

I have participated in the analysis of $\sqrt{s} = 8$ TeV data collected by ATLAS in the search for Higgs boson pair production in the $hh \rightarrow b\bar{b}\tau\tau$ channel. This analysis is presented in Chapter 8 of this thesis. Chapter 9 presents the combination of this analysis with the other ATLAS Higgs boson pair production channels, where I was involved in the setting of the $hh$ production limits using a likelihood-based technique. The results from these two chapters are part of the ATLAS paper [8], forming the final contribution to the Higgs boson pair production for Run 1 and the published material is also included in Appendix B of this thesis.
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Definitions Of Acronyms

$E_T$ transverse energy

$E_x$ $x$-component sum of all jet element $E_T$ values

$E_y$ $y$-component sum of all jet element $E_T$ values

$E_T^{\text{miss}}$ missing transverse energy

$E_x^{\text{miss}}$ $x$-component of the $E_T^{\text{miss}}$ vector

$E_y^{\text{miss}}$ $y$-component of the $E_T^{\text{miss}}$ vector

$N_{\text{vtx}}$ number of reconstructed primary vertices

$p_T$ transverse momentum

$\sum E_T$ total transverse energy

ADC Analogue-to-Digital Converter

ALICE A Large Ion Collider Experiment

AnIn Analogue Input

ATLAS A Toroidal LHC ApparatuS

ASIC Application Specific Integrated Circuit

BC Bunch Crossing

BC-mux BC-multiplexing

BCID Bunch Crossing Identification
BCM Beam Conditions Monitor
BDT Boosted Decision Tree
BSM Beyond the Standard Model
CAN Control Area Network
CDF Collider Detector at Fermilab
CERN European Organisation for Nuclear Research
CL Confidence Level
CMM Common Merger Module
CMX Common Merger module eXtended
CMS Compact Muon Solenoid
CMT Configuration Management Tool
CP Cluster Processor
CPM Cluster Processor Module
CR Control Region
CSC Cathode Strip Chamber
CTP Central Trigger Processor
DAC Digital-to-Analogue Converter
DAQ Data Acquisition
EB Extended Barrel
ECal Electromagnetic Calorimeter
EF Event Filter
EM Electromagnetic
EMB Electromagnetic Barrel
EMEC Electromagnetic Endcap
ESD Event Summary Data
EVNT Event File
EW Electroweak
EWSB Electroweak Symmetry Breaking
FCal  Forward Calorimeter
FIR  Finite Impulse Response
FPGA  Field Programmable Gate Array
ggF  gluon-gluon Fusion
GUT  Grand Unified Theory
HCal  Hadronic Calorimeter
HEC  Hadronic Endcap Calorimeter
HL-LHC  High Luminosity LHC
HLT  High Level Trigger
IBL  Insertable B-Layer
ID  Inner Detector
IW  Inner Wheel
JEM  Jet/Energy-sum Module
JEP  Jet/Energy-sum Processor
JES  Jet Energy Scale
JVF  Jet-Vertex Fraction
L1  Level 1
L1A  Level 1 Accept
L1Calo  Level 1 Calorimeter Trigger
L1Muon  Level 1 Muon Trigger
L1Topo  Level 1 Topology Processor
L2  Level 2
LAr  Liquid Argon Calorimeter
LB  Luminosity Block
LCD  LVDS Cable Driver
LEP  Large Electron-Positron collider
LH  Likelihood
LHC  Large Hadron Collider
LHCb  LHC beauty  
LHCC  LHC Committee  
LHCF  LHC forward  
LEIR  Low Energy Ion Ring  
LO  Leading Order  
LS1  Long Shutdown 1  
LS2  Long Shutdown 2  
LS3  Long Shutdown 3  
LSB  Least Significant Bit  
LSP  Lightest Supersymmetric Particle  
LUCID  LUminosity measurement using Cherenkov Integrating Detector  
LVDS  Low-Voltage Differential Signalling  
LUT  Look-Up Table  
MC  Monte Carlo  
MCM  Multi-Chip Module  
MDT  Monitored Drift Tube  
MIP  Minimum Ionising Particle  
MMC  Missing Mass Calculator  
MoEDAL  Monopole and Exotics Detector At the LHC  
MS  Muon Spectrometer  
MSSM  Minimal Supersymmetric Standard Model  
MTP  Mid-Term Plan  
NLO  Next-to-Leading Order  
nMCM  new Multi-Chip Module  
NNLO  Next-to-Next-to-Leading Order  
NNLL  Next-to-Next-to-Leading Logarithm  
OW  Outer Wheel  
PDF  Parton Distribution Function
PMT  Photo-Multiplier Tube
PoI  Parameter of Interest
PPM  Preprocessor Module
PS  Proton Synchrotron
PSB  Proton Synchrotron Booster
QCD  Quantum Chromodynamics
QED  Quantum Electrodynamics
RAL  Rutherford Appleton Laboratory
Rem  Readout Merger
RF  Radio Frequency
RDO  Raw Data Object
RoI  Region of Interest
RPC  Resistive Plate Chamber
SCT  Semi-Conductor Tracker
SF  Scale Factor
SLT  Single Lepton Trigger
SM  Standard Model
SPS  Super Proton Synchrotron
SR  Signal Region
STFC  Science and Technology Facilities Council
STVF  Soft-Term Vertex-Fraction
SUSY  Supersymmetry
TDAQ  Trigger and Data AcQuisition
TDR  Technical Design Report
TES  Tau Energy Scale
TGC  Thin Gap Chamber
TOB  Trigger Object
TOTEM TOTal cross section, Elastic scattering and diffraction dissociation Measurement at the LHC

TRT Transition Radiation Tracker

TTC Trigger Timing and Control

UA1 Underground Area 1

UA2 Underground Area 2

USA15 Underground Service Area 15

VBF Vector Boson Fusion

vdM van der Meer

VME Versa Module Europa
It is over a century since the birth of elementary particle physics, with J. J. Thom-
son’s discovery of the electron using cathode rays in 1897 [10]. This began the
development of the early atomic model of matter, with the first accurate model for
hydrogen by Niels Bohr in 1914 and the subsequent discovery of the proton and
neutron. It was established that atoms are largely empty space and consist of a posi-
tively charged nucleus containing protons and neutrons, surrounded by negatively
charged electrons. The electron is still considered an elementary particle of nature
and at first subsequent particle discoveries were also thought of as elementary, but
have since been found to have complex structure.

The realisation of the quantum nature of the Electromagnetic (EM) interaction and
the development of the theories of quantum mechanics and relativity laid the foun-
dation for the description of particles and their interactions in terms of quantum
fields. In the 1960s and 1970s, the theory of fundamental particles and their in-
teractions known as the Standard Model (SM) of particle physics was established.
Built on the theoretical framework of *quantum field theory*, it incorporated all that was known about subatomic particles at the time and predicted the existence of additional particles. It describes three of the four fundamental forces of nature, and puts *quarks* and *leptons* as the fundamental building blocks which constitute all matter. A triumph of the SM was the prediction and subsequent discovery of the massive $W^\pm$ and $Z$ bosons responsible for the weak interaction at CERN in 1983 by the Underground Area 1 (UA1) [11,12] and Underground Area 2 (UA2) experiments [13,14], and later the top quark at the Tevatron collider by the Collider Detector at Fermilab (CDF) [15] and DØ [16] experiments in 1995. Until its discovery in 2012, the Higgs boson was the last predicted particle of the SM. The Higgs boson arises as a consequence of spontaneous Electroweak Symmetry Breaking (EWSB), which is the mechanism by which the SM particles acquire mass.

Despite the great success of the SM, it is not considered to be the final fundamental theory of particle physics. There remain many theoretical problems and cosmological observations for which it is not able to offer any explanation. One important realisation is that matter as we know it only makes up a small fraction (about 4.9%) of the mass-energy density of the observable universe. Much of the universe actually consists of *dark matter* (about 26.8%), and the remaining 68.3% is accounted for by *dark energy* [17], though we have no idea what this actually is. The SM does not include a viable dark matter candidate to explain the observed fraction of dark matter in the universe. This motivates the development of theories Beyond the Standard Model (BSM) and the search for new physics at the energy frontier. The Minimal Supersymmetric Standard Model (MSSM) is one possible extension to the SM that incorporates the minimal choice of new particle states and interactions of Supersymmetry (SUSY) that is consistent with phenomenology.

The Large Hadron Collider (LHC) was primarily conceived to explore the mechanism by which EWSB occurs and the search for signs of new physics at the energy frontier. The A Toroidal LHC ApparatuS (ATLAS) detector is one of the largest general purpose high energy particle physics experiments ever constructed. It is based at Europe’s premier site for nuclear research on the Franco-Swiss border near
Geneva, called CERN. The LHC has successfully operated since the start of low energy commissioning in November 2009, where it reached a centre-of-mass energy of $\sqrt{s} = 2.36 \text{ TeV}$, beating the Tevatron’s previous record of $\sqrt{s} = 1.96 \text{ TeV}$ held for eight years [18]. In March 2010, the LHC began its high-energy commissioning phase with proton-proton ($pp$) collisions at a centre-of-mass energy of $\sqrt{s} = 7 \text{ TeV}$ at a small instantaneous luminosity of the order $10^{27} \text{ cm}^{-2} \text{s}^{-1}$.

To date the LHC has enabled a large variety of important SM measurements as well as being credited with a number of new observations and discoveries, including composite particles like the $\chi_b$ (3P) bottomonium state [19] and the rare decay $B_s^0 \rightarrow \mu\mu$ [20]. The search for the Higgs boson has taken place at many facilities, including the Large Electron-Positron collider (LEP) [21] and the Tevatron [22]. The main highlight of Run 1 was the observation of the neutral boson consistent with the SM Higgs boson by ATLAS [23] and Compact Muon Solenoid (CMS) [24] at a mass of approximately 125 GeV$.^1$ A summary of the combined search results by the ATLAS experiment is shown in Figure 1.1. This resulted in the Nobel prize in Physics 2013 being awarded to François Englert and Peter W. Higgs for their “theoretical discovery of a mechanism that contributes to our understanding of the origin of mass of subatomic particles” [25]. Since then there has been a increased effort to search for evidence of additional Higgs sectors beyond the SM at the LHC.

The bulk of the Run 1 $pp$ physics data set was delivered during 2011 and 2012. The LHC had delivered beams of colliding protons up to a centre-of-mass energy of $\sqrt{s} = 8 \text{ TeV}$, where ATLAS recorded a maximum peak instantaneous luminosity of $7.73 \times 10^{33} \text{ cm}^{-2} \text{s}^{-1}$ for stable collisions. At such a high beam intensity, the average peak number of $pp$ interactions achieved per bunch crossing was approximately 37. The challenge for the experiment is to identify the production of vector and Higgs bosons amongst the large number of these additional soft-scale interactions known as pile-up.

The ATLAS Level 1 Calorimeter Trigger ($\text{L1Calo}$) is responsible for making the ini-
Figure 1.1: Summary of the combined search results for the observation of the Higgs boson by the ATLAS experiment [23]. Subfigure (a) shows the observed (solid black line) 95% CL upper limit on the signal strength as a function of $m_H$ and the expectation (dashed black line) under the background-only hypothesis. The green and yellow bands show the ±1σ and ±2σ uncertainties on the expected limit, respectively. Subfigure (b) shows the observed (solid black line) local $p_0$ as a function of $m_H$ and the expectation (dashed black line) under a SM Higgs boson signal hypothesis. Subfigure (c) shows the best-fit signal strength (solid black line) as a function of $m_H$ and its ±1σ uncertainty (blue band).
tial event selection based on low-granularity calorimeter information to reduce the
event rate from the bunch crossing frequency down to around 70 kHz. The coarse
granularity of trigger towers, particularly in the more forward region of the detector
means the trigger is very susceptible to the effects of pile-up. Triggers which require
global sums such as $E_T^{\text{miss}}$, large sums of trigger towers such as low threshold multijet
triggers or triggers including a forward jet are most strongly affected. Figure 1.2
shows the Level 1 trigger rates as a function of the instantaneous luminosity for the
lowest threshold unprescaled single object triggers used during 2012. The rates for
most triggers depend linearly on the instantaneous luminosity, however there is a
clear non-linear dependence for $E_T^{\text{miss}}$ at high luminosity, due to the increasing rate
of fake triggers.

Many improvements were made to increase the overall performance of the $E_T^{\text{miss}}$
trigger for 2012 and these resulted in better $E_T^{\text{miss}}$-based triggers compared to 2011,
despite the increased luminosity [26]. An important part of this improvement came
from L1Calo. For 2012 the noise thresholds in the forward ($\eta > 2.5$) part of the
calorimeters were raised to up to 10 GeV for certain Level 1 towers to reduce the
sensitivity of $E_T^{\text{miss}}$ triggers to the significant effects of pile-up in this region [1].
This meant that the Level 1 threshold could be reduced from 50 GeV during 2011
to 40 GeV in 2012. An additional option to veto at Level 1 the first three bunches
in an train, which were found to be the most sensitive to varying pile-up condi-
tions, allowed to further lower the Level 1 $E_T^{\text{miss}}$ thresholds. The impact of these
improvements on SUSY searches was significant.

During Run 2, the LHC is expected to achieve its original design centre-of-mass
energy of $\sqrt{s} = 14$ TeV and to approach twice its original design luminosity of
$1 \times 10^{34}$ cm$^{-2}$ s$^{-1}$. For the L1Calo trigger to successfully operate in these demand-
ing conditions new features are required in the processing of calorimeter signals in
addition to noise cuts to suppress the pile-up effects.
1.1 Document Structure

This document starts with an overview of the relevant theoretical background and the expected phenomenology of the SM Higgs sector at the LHC, as well as that of some MSSM scenarios that include different extended Higgs boson sectors. Chapter 3 gives a brief introduction to the CERN laboratory and the LHC. This is followed by an introduction to the ATLAS experiment in Chapter 4, including details about the data sample used for the analyses contained in this thesis.

The first major topic addressed in this thesis is the improvement of the signal processing performance of L1Calo and the mitigation of pile-up effects for Run 2. This
starts with an introduction of the L1Calo system and the program of upgrades during the first long shutdown of the LHC in Chapter 5. Chapter 6 covers the development of new signal processing techniques for the upgraded Multi-Chip Module (MCM), using toy simulation studies of the Preprocessor system. Chapter 7 explores the optimisation of noise cuts after the implementation of the new signal processing methods, in the context of jet and $E_T^{\text{miss}}$ trigger performance, using Monte Carlo (MC) simulated for conditions similar to those expected at the end of Run 2.

The following chapters cover the main physics analysis presented in this thesis. Chapter 8 presents the search for Higgs boson pair production in the $hh \rightarrow b\bar{b}\tau\tau$ channel and the combination of this analysis with other similar searches for Higgs boson pair production is discussed in Chapter 9. Chapter 10 then finishes this thesis with some concluding remarks.
2.1 The Standard Model

The Standard Model (SM) of particle physics [28, 29, 30] is a theory that describes the fundamental forces acting between the elementary particles of nature with the exception of gravity. It has been used successfully to describe data from a wide range of experiments and with the LHC all of its predicted elementary particles have now been verified. The SM is a renormalisable quantum field theory whose interactions are described by a Lagrangian which is invariant under the $SU(3)_C \times SU(2)_L \times U(1)_Y$ local gauge symmetry.

The SM includes twelve elementary particles with half integer spin known as fermions. They are divided into six quarks and six leptons and grouped to form three generations of matter. The first generation of fermions do not decay and therefore form the majority of the matter in our universe. Each of the fermions has its own antiparticle...
with identical properties except for having equal and opposite charge. Fermions are assumed to be point-like particles whose interactions are mediated by the strong, weak and EM forces. The quarks are defined as the only fermions that carry colour charge and thus interact via the strong force. The three neutrino flavours do not carry electric charge and therefore only interact via the weak force. This makes them very difficult to detect as they rarely interact with normal matter. However, the remaining leptons are electrically charged and will therefore interact electromagnetically. The properties of the fermions are summarised in Table 2.1, where the neutrino masses are given as upper bounds set by current experimental limits.

Table 2.1: The SM spin-\(\frac{1}{2}\) fermions, composed of quarks and leptons and divided into three generations of matter. The electric charge is in units of the electron charge and the mass values are quoted from Reference [31] unless stated otherwise. The limits quoted for the neutrino masses correspond to direct measurements made from the kinematics of the tritium \(\beta\)-decay.

<table>
<thead>
<tr>
<th>Type</th>
<th>Generation</th>
<th>Name</th>
<th>Symbol</th>
<th>Mass</th>
<th>Charge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quark</td>
<td>I</td>
<td>up</td>
<td>(u)</td>
<td>(2.3^{+0.7}_{-0.5}) MeV</td>
<td>(+2/3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>down</td>
<td>(d)</td>
<td>(4.8^{+0.5}_{-0.3}) MeV</td>
<td>(-1/3)</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>charm</td>
<td>(c)</td>
<td>(1.275 \pm 0.025) GeV</td>
<td>(+2/3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>strange</td>
<td>(s)</td>
<td>(95 \pm 5) MeV</td>
<td>(-1/3)</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>top</td>
<td>(t)</td>
<td>(173.34 \pm 0.76) GeV [32]</td>
<td>(+2/3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>bottom</td>
<td>(b)</td>
<td>(4.18 \pm 0.03) GeV</td>
<td>(-1/3)</td>
</tr>
<tr>
<td>Lepton</td>
<td>I</td>
<td>electron</td>
<td>(e)</td>
<td>(0.511) 00 MeV</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>electron-neutrino</td>
<td>(\nu_e)</td>
<td>&lt; 2 eV</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>II</td>
<td>muon</td>
<td>(\mu)</td>
<td>(105.658) MeV</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>muon-neutrino</td>
<td>(\nu_\mu)</td>
<td>&lt; 2 eV</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>III</td>
<td>tau</td>
<td>(\tau)</td>
<td>(1776.82 \pm 0.16) MeV</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>tau-neutrino</td>
<td>(\nu_\tau)</td>
<td>&lt; 2 eV</td>
<td>0</td>
</tr>
</tbody>
</table>

The fundamental forces of the SM are mediated via spin-1 vector boson particles. The EM interactions are carried by the photon and act on electrically charged particles. The weak force acts on all fermions and is carried by the massive gauge bosons \(W^\pm\) and the \(Z\). The strong force is mediated via a family of eight massless gluons that act on particles carrying colour charge. The properties of the gauge bosons...
are summarised in Table 2.2. Gravity is many orders of magnitude weaker than the other three forces at the distance scales relevant to elementary particle physics and is therefore generally neglected.

Table 2.2: The SM spin-1 gauge bosons. The electric charge is in units of the electron charge and the mass values are quoted from Reference [31].

<table>
<thead>
<tr>
<th>Force</th>
<th>Name</th>
<th>Symbol</th>
<th>Mass</th>
<th>Charge</th>
</tr>
</thead>
<tbody>
<tr>
<td>EM</td>
<td>photon</td>
<td>$\gamma$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>weak</td>
<td>$W^\pm$</td>
<td>$W^\pm$</td>
<td>$80.385 \pm 0.015$ GeV</td>
<td>$\pm 1$</td>
</tr>
<tr>
<td>strong</td>
<td>gluon</td>
<td>$g$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

The SU(2)$_L \times$U(1)$_Y$ symmetry unifies the description of the EM and weak interactions within an Electroweak (EW) theory. This combines the weak isospin SU(2)$_L$ gauge symmetry of the weak force and the hypercharge U(1)$_Y$ symmetry of Quantum Electrodynamics (QED). The SU(3)$_C$ symmetry describes the strong interaction in the non-abelian gauge theory of Quantum Chromodynamics (QCD). An important property of QCD interactions is confinement, in which the coupling strength decreases and the interaction becomes asymptotically free at high energy, and conversely leading to quarks being bound at distances of approximately 1 fm in hadrons.

The addition of the Higgs mechanism introduces a scalar field, which results in a single spin-0 particle known as the Higgs boson. The fermions and massive gauge bosons acquire mass through interactions with this Higgs field. This is discussed further in Section 2.2.

2.2 The Higgs Mechanism

In quantum field theory a symmetry is considered to be spontaneously broken if the Lagrangian remains invariant whilst the vacuum state does not [33]. The Brout–Englert–Higgs mechanism [34, 35, 36] achieves this by introducing a weak isospin
The Higgs Mechanism

2.2. The Higgs Mechanism

A doublet of complex scalar fields to electroweak theory of:

\[ \phi = \begin{pmatrix} \phi^+ \\ \phi^0 \end{pmatrix}, \]  

where \( \phi^+ \) and \( \phi^0 \) can be defined in terms of the real scalar fields \( \phi_i \) as:

\[ \phi^+ = \frac{\phi_1 + i\phi_2}{\sqrt{2}}, \quad \phi^0 = \frac{\phi_3 + i\phi_4}{\sqrt{2}}. \]  

The Lagrangian for this scalar field is given by:

\[ \mathcal{L}_\phi = (D_\mu \phi)^\dagger (D_\mu \phi) - V(\phi), \]  

where \( D_\mu \) is the covariant derivative and the field’s potential \( V(\phi) \) is given by:

\[ V(\phi) = \mu^2 \phi^\dagger \phi + \lambda (\phi^\dagger \phi)^2, \]  

where \( \mu \) and \( \lambda \) are constants that parametrise the masses and self-interactions of the scalar fields. The value of \( \lambda \) is expected to be positive and by choosing \( \mu^2 < 0 \) the result is a potential as shown in Figure 2.1. This is commonly referred to as the ‘wine bottle’ or ‘Mexican hat’ potential, where there is a central maximum and stable minima exist for \( \phi^\dagger \phi = \frac{\mu^2}{2\lambda} \). This results in a non-zero vacuum expectation value \( v \) corresponding to the minima of the potential, which are given by:

\[ \langle 0 | \phi | 0 \rangle = \sqrt{\frac{1}{2}} \begin{pmatrix} 0 \\ \frac{1}{\nu} \end{pmatrix}, \quad \text{with} \quad \nu = \frac{|\mu|}{\sqrt{\lambda}} \approx 246 \text{ GeV}. \]  

The inclusion of the Higgs doublet provides a mechanism for generating masses for the \( W^\pm \) and \( Z \) bosons while leaving the photon massless. The Higgs field potential results in the spontaneous symmetry breaking of three of the four generators of \( SU(2)_L \times U(1)_Y \), where this gives rise to three massless Goldstone bosons. The \( W^\pm \) and \( Z \) become massive by absorbing the unphysical Goldstone bosons giving rise
to the longitudinal polarisation degrees of freedom of the $W^\pm$ and $Z$. The fourth unbroken generator is therefore the massless photon, corresponding to $U(1)_Y$. The remaining degree of freedom introduced by the scalar doublet can be interpreted as the Higgs boson itself.

This offers an explanation for the origin of the masses of the $W^\pm$ and $Z$ bosons, however does not explain the fermion masses. The fermions obtain their masses through Yukawa interactions with the Higgs field when this field acquires a non-zero vacuum expectation value. The strength of this interaction is defined by each particles coupling to the field, which is proportional to its mass.

The Higgs boson is itself a massive scalar boson associated with the Higgs field. Its mass is given by:

$$m_H = \sqrt{2\lambda v} \approx 125 \text{ GeV}.$$  \(2.6\)

The value of the Higgs self-coupling $\lambda$ is a free parameter in the SM and therefore the Higgs boson mass is not predicted.
2.3 Standard Model Higgs Boson Searches

The LHC is a \( pp \) collider where the initial state particles are hadrons and the hard collisions actually occur between the proton constituents known as partons. Therefore, Parton Distribution Functions (PDFs) are required to describe the four-momentum distribution of quarks and gluons within the proton in such collisions.

Higgs boson production is a relatively rare occurrence when compared to other SM processes. Figure 2.2 shows how the production cross section evolves with the centre-of-mass energy for a number of SM processes, including the production for a SM Higgs boson with a mass of 125 GeV. The production cross section for the Higgs boson is some \( 10^9 \) times smaller than the total \( pp \) cross section, which will provide significant sources of background in many of the search channels. In order to maximise the potential of observing events with rare processes at the LHC, it is therefore necessary to collect large numbers of collisions. To this end, the LHC is designed to operate at very high beam luminosities.

The coupling strengths of the Higgs boson to fermions and bosons are proportional to their masses, therefore Higgs production generally involves heavy particles i.e. the \( W \) and \( Z \) bosons, the top quark and to a lesser extent the bottom quark. There are several mechanisms contributing to the production of the SM Higgs boson in high-energy proton collisions; the most common processes are shown in Figure 2.3. The dominant production mechanism at the LHC is from gluon-gluon Fusion (\( ggF \)), where gluons from the two colliding protons interact through a quark loop to produce the Higgs boson. The quark loop is dominated by the top quark because of its large mass, meaning that contributions from the other quarks can be ignored. In the Higgs-Strahlung production process the Higgs boson is produced in association with a \( W \) or a \( Z \) boson. In this mode, the colliding quarks produce an off-shell \( W \) or \( Z \) boson which decays back to a real \( W \) or \( Z \) boson after emitting a Higgs boson. The Vector Boson Fusion (\( VBF \)) process occurs when two quarks radiate a pair of off-shell \( W \) or \( Z \) bosons that fuse to produce the Higgs boson. This leads to a signature of
Figure 2.2: Expected cross sections for various physics processes as a function of the centre-of-mass energy. The lines highlight the operational energy of the Tevatron and LHC at different points in its history. The discontinuities arise from differences between $pp$ and proton-antiproton collisions. Taken from [38].

the Higgs boson decay products and two well separated jets in pseudorapidity with a high invariant mass. Figure 2.4 shows the predicted cross sections for the different SM Higgs boson production processes as a function of $m_H$ for $\sqrt{s} = 8$ TeV at the LHC.

The branching fractions to different decay channels are shown in Figure 2.5 as a
function of $m_H$. There are a variety of different accessible decay channels for low Higgs boson masses. These include the decays to $bb$, $WW$, $\tau\tau$, $ZZ$ and $\gamma\gamma$ pairs. Above a mass of around 130 GeV the decays to $WW$ and $ZZ$ pairs become more kinematically favourable and dominate. The most sensitive channels are $ZZ$ and $\gamma\gamma$ due to their clean signatures and excellent mass resolution.

Both the ATLAS and CMS experiments have released updated results on each of the SM Higgs boson analyses after Run 1, as well as the results of their combination. Combining the mass measurements of the ATLAS and CMS experiments using the full Run 1 data set gives a value of $m_H = 125.09 \pm 0.21$ (stat.) $\pm 0.11$ (syst.) GeV [41]. Figure 2.6 shows a summary of the individual measurements in the high resolution $H \rightarrow \gamma\gamma$ and $H \rightarrow ZZ^{(*)} \rightarrow \ell\ell\ell\ell$ channels by each of the experiments that went into this combination.
Figure 2.4: Cross sections and their uncertainties for different SM Higgs boson production processes in $pp$ collisions at the LHC as a function of the Higgs boson mass $m_H$ at $\sqrt{s} = 8$ TeV [39].

Figure 2.5: Branching ratios and their uncertainties for the SM Higgs boson into different decay channels as a function of the Higgs boson mass $m_H$ [40].
Figure 2.6: Summary of the individual ATLAS and CMS Higgs boson mass measurements and their combination for Run 1 data [41].

It is of great importance to establish that this boson is indeed the result of the mechanism responsible for EWSB and to identify whether any effects indicative of new physics are involved in the symmetry breaking mechanism. A fit to the combined ATLAS and CMS Run 1 data for the $H \rightarrow ZZ, WW, \gamma\gamma, \tau\tau, bb$ and $\mu\mu$ decay modes gives a global signal yield relative to the SM expectation of $1.09 \pm 0.11$ [42]. Other measurements include the total decay width, spin and $CP$ quantum numbers [43,44]. A precise measurement of its couplings to gauge bosons and fermions [45,46,47,48] is also required to verify the key prediction that their strength is proportional to the particle mass. The results from LHC Run 1 data show all these properties to be consistent with the expectation of a SM Higgs boson.

Higgs boson self-interaction is the only way to reconstruct the scalar potential of the Higgs doublet field responsible for EWSB. Rewriting this potential in terms of a physical Higgs boson leads to the trilinear Higgs boson coupling $\lambda_{HHH}$ [49]:

$$\lambda_{HHH} = 6\lambda v = \frac{3m_H^2}{v}. \tag{2.7}$$

One can see here the relationship between the Higgs boson self-coupling and the trilinear Higgs boson coupling. The trilinear coupling is only accessible via Higgs
boson pair production \([50,51,52]\). One of the main production mechanisms at hadron colliders is \(gg \rightarrow HH\) through a triangle diagram as in Figure 2.3a, where the offshell Higgs boson decays to two Higgs bosons, making this contribution sensitive to the triple Higgs coupling. This is a very challenging measurement as the cross section is relatively small and there are large backgrounds from single Higgs boson production. It has been estimated that such measurements may be possible in the \(hh \rightarrow b\bar{b}\tau\tau\) channel with 600–1000 fb\(^{-1}\) of data at the LHC \([53]\). In extensions of the SM, such as models with an extended Higgs sector, the self-couplings of the Higgs boson may be significantly enhanced from the SM predictions \([54]\).

2.4 Motivation for BSM Theories

Despite the great success of the SM, it is known to have many shortcomings, which suggest there may be an alternative theory that better accommodates experimental observations. It is unable to incorporate the last fundamental force of gravity. The SM does not predict a candidate particle to account for the observed dark matter in the universe. It also does not predict non-zero neutrino masses, which are inferred from the experimental observation of neutrino oscillations \([55]\). The SM cannot sufficiently explain the asymmetry between matter and antimatter that has resulted in the matter dominated universe we observe today. The coupling constants of the strong and electroweak interactions do not intersect at high energy scales, assuming there is a Grand Unified Theory (GUT) \([56]\). One final inadequacy of the SM of particular relevance to the Higgs sector is known as the hierarchy problem.

It is generally accepted that the SM is an effective theory up until some energy scale \(\Lambda\), where the effect of new physics becomes important. The tree-level mass of the Higgs boson is given in (2.6) and radiative corrections due to the virtual effects of particles that couple to the Higgs field alter the Higgs boson squared mass as follows:

\[
m_H^2 = 2\lambda v^2 - \Delta m_H^2.
\] (2.8)
The radiative corrections are illustrated in Figure 2.7 for both a fermion and boson loop. Taking the fermion loop diagram, which will be dominated by the top quark due to its strong coupling with the Higgs field given its large mass, the coupling to fermions of the form $-\lambda_f \bar{\psi} \psi$ results in corrections to the Higgs boson squared mass of [57]:

$$\Delta m^2_H = -\frac{|\lambda_f|^2}{8\pi^2} \Lambda^2 + ...$$  \hspace{1cm} (2.9)

The issue here is that $\Lambda$ can be as high as the Planck scale where these quantum corrections become enormously large and must be finely balanced to give cancellation that would result in a light Higgs boson. This amount of fine-tuning is considered unnatural in the SM [58].
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Figure 2.7: Feynman diagrams of the one-loop radiative corrections to the Higgs boson mass for (a) a fermion $f$ and (b) a scalar boson $S$.

There are many BSM theories that offer a solution to this hierarchy problem. One of the favoured theories is called Supersymmetry (SUSY) in which a new symmetry between fermions and bosons is introduced giving rise to supersymmetric partner particles [31]. Each of the SM fermions receives a boson superpartner and each of the SM bosons receives a fermion superpartner, each differing by half a unit of spin. This feature can be used to cancel the divergences arising from the $\Delta m^2_H$ terms by exploiting the fact that the additional loop corrections contribute with opposite signs. If SUSY were an unbroken symmetry the masses of the superpartners would be identical to their SM partner. The fact that these superpartners have not yet been observed implies that SUSY must be a broken symmetry in which the masses of the superpartners are larger than their SM counterparts. There are motivations
to suggest that the SUSY scale should not be much larger than $\mathcal{O}(1 \text{ TeV})$ to avoid additional fine-tuning [59].

## 2.5 MSSM Higgs Sector

The Minimal Supersymmetric Standard Model (MSSM) is the simplest addition of SUSY to the SM [60]. A couple of the principal motivations for the MSSM as an extension of the SM are that it allows for gauge coupling unification and that providing $R$-parity is conserved the Lightest Supersymmetric Particle (LSP) makes a good dark matter candidate. The $R$-parity quantum numbers are +1 for SM particles and −1 for their supersymmetric partners. It is required to be conserved in order to explain the stability of the proton [31]. The MSSM introduces two complex Higgs doublets $\phi_u$ and $\phi_d$ to provide masses for up- and down-type fermions via spontaneous symmetry breaking. Assuming that the MSSM Lagrangian does not contain new sources of $CP$ violation, this leads to the existence of five Higgs bosons: one $CP$-odd neutral pseudoscalar $A$, two $CP$-even neutral scalars $h$ and $H$, and two charged $H^\pm$ particles [61]. Here, the neutral scalar $h$ is taken to be lighter than the $H$ boson$^1$.

There are only two additional parameters required to describe the MSSM Higgs sector with respect to the SM at tree-level. A common choice for these are the mass of the $CP$-odd Higgs boson $m_A$ and the ratio of the vacuum expectation values of the two Higgs doublet fields:

$$\tan \beta = \frac{v_u}{v_d},$$

(2.10)

where the value for $\tan \beta$ is expected to lie in the range $1 < \tan \beta < 60$ [62]. Beyond the lowest order the MSSM Higgs sector depends on further parameters, which are fixed at specific values in various MSSM benchmark scenarios.

At tree-level, the masses of the Higgs bosons and their mixing can be expressed in

---

$^1$This convention is followed throughout the rest of this thesis
terms of the gauge boson masses $m_W$ and $m_Z$ plus the two additional parameters:

$$m^2_{H^\pm} = m_A^2 + m_W^2,$$

$$m^2_{h,H} = \frac{1}{2} \left( m_A^2 + m_Z^2 \pm \sqrt{(m_A^2 + m_Z^2)^2 - 4m_A^2m_Z^2\cos^2 2\beta} \right).$$

(2.11)

(2.12)

The dependence of the Higgs boson masses on the value of $m_A$ is illustrated in Figure 2.8 for two different values of $\tan \beta$. In the decoupling limit where $m_A \gg m_Z$, the mixing angle between the $CP$-even states simplifies to $\alpha \approx \beta - \pi/2$. In this limit all the heavier Higgs particles decouple from the SM spectrum and only the lightest neutral scalar $h$ remains with SM-like properties. The tree-level mass of the light neutral scalar $h$ becomes approximately constant. Figure 2.8 also demonstrates how for larger values of $\tan \beta$ the decoupling behaviour is very sudden as $m_A$ reaches $m_Z$, whereas for lower values of $\tan \beta$ this onset is delayed.
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Figure 2.8: Masses of the $h$, $H$ and $H^\pm$ bosons at tree-level in the MSSM as a function of the pseudoscalar mass $m_A$, for two different values of $\tan \beta$ [63].
The tree-level prediction for the mass of the lightest $CP$-even Higgs boson has a upper bound given by:

$$m_h \leq m_Z |\cos 2\beta|, \quad (2.13)$$

suggesting that $m_h$ cannot exceed the mass of the $Z$ boson. This appears to contradict the mass of the observed Higgs boson of 125 GeV, however the mass of the lightest Higgs is subject to large quantum corrections. The dominant contributions arise from the one-loop effects of the top quark and its scalar superpartner the top squark (stop). The incomplete cancellations of such effects can push the maximum value of $m_h$ up to around 135 GeV [61]. The newly discovered boson is usually interpreted as the light neutral scalar $h$ in the MSSM and is treated as a constraint on the unknown SUSY parameters, where the theoretical uncertainty on the determination of the $h$ mass in the MSSM is approximately 3 GeV [64].

It is possible to probe the MSSM with more precise measurements of the properties of the observed Higgs boson to identify small deviations from the SM predictions. An additional approach is to pursue direct searches for the heavier $A$, $H$ and $H^\pm$ states.

2.5.1 MSSM at Low $\tan \beta$

Common to a number of MSSM scenarios is that although the mass of the lighter neutral scalar Higgs bosons remains consistent with 125 GeV over a large region of phase space, the value of $m_h$ generally becomes too light at very low values of $\tan \beta$ [64]. Searches at the LHC for neutral Higgs bosons in the MSSM have already excluded large regions of phase space at high values of $\tan \beta$ [65, 66]. As a result, there is increased interest in analyses capable of probing the low $\tan \beta$ region.

The low $\tan \beta$ region was originally excluded by searches performed at LEP [67], however it is possible to reopen the investigation of this region in the following discussion. The Higgs boson observation at 125 GeV suggests that the magnitude of the SUSY scale $M_{\text{SUSY}}$ is rather high in the MSSM as this mass value is close to the
predicted upper limit for $m_h$ [62]. This fact is also supported by the absence of any SUSY particles in direct searches performed at the LHC to date. The low tan $\beta$ region can be reopened if the value of $M_{\text{SUSY}}$ is allowed to be higher than 1 TeV [68]. In order to avoid significant fine tuning, the value of $M_{\text{SUSY}}$ is typically expected to be lower than around 3 TeV in the MSSM, otherwise the $h$ mass becomes too low to be consistent with the observed value [59]. However, given that the allowed amount of fine-tuning in a model is somewhat subjective, these types of scenarios are receiving more attention.

Figure 2.9 illustrates how the value of $M_{\text{SUSY}}$ depends on the value of tan $\beta$ for a range of fixed $m_h$ values close to 126 GeV in the decoupling limit. One can see how $M_{\text{SUSY}}$ starts to rapidly increase for particular values of $m_h$ as low tan $\beta$ values are approached. It is possible to accommodate acceptable values for $m_h$ close to tan $\beta$ as low as 1 providing that $M_{\text{SUSY}}$ is within the range of between 100–10000 TeV. However, for slightly larger values of tan $\beta$ within approximately 2–5 it is possible to achieve the required mass range for $M_{\text{SUSY}}$ values of only a few TeV.

![Figure 2.9: Contours for fixed values of $m_h$ around 125 GeV in the ($M_{\text{SUSY}}$, tan $\beta$) plane in the decoupling limit $M_A \gg M_Z$ [68].](image)
CHAPTER 2. THE HIGGS BOSON

In this low tan $\beta$ scenario the production and decay of the heavier Higgs bosons has a rich phenomenology. Figure 2.10 shows the production cross sections of the heavier Higgs bosons for processes relevant at the LHC with a centre-of-mass energy of $\sqrt{s} = 8$ TeV. In this case tan $\beta = 2.5$ is assumed and the radiative corrections are made to give a fixed values of $m_h = 126$ GeV. The gluon fusion process is found to dominate over the $b$-associated production mechanisms.

Figure 2.11 shows the branching ratios for the $A$, $H$ and $H^\pm$ decays as functions of their masses for the same case. For the heavier $CP$-even $H$ there are significant branching ratios for decays to massive gauge bosons $H \rightarrow WW/ZZ$ and Higgs bosons $H \rightarrow hh$, below the threshold for the decay to a top quark pair. In the mass region $2m_h < m_H < 2m_t$ the branching ratio for the $H \rightarrow hh$ decay is enhanced.

The decay branching ratios of the light $CP$-even $h$ are shown in Figure 2.12 with respect to the SM values. The figure shows the main search channels currently pursued at the LHC that include the decays $h \rightarrow b\bar{b}$, $\tau\tau$, $\gamma\gamma$, $ZZ$ and $WW$. The branching ratios can differ significantly from the SM prediction at low values of $m_A$, but gradually begin to approach the SM as $m_A$ increases towards infinity.

Chapter 8 and Chapter 9 present the searches for four different channels of the $H \rightarrow hh$ decay by ATLAS and the combined search results are interpreted in the context of the two following low tan $\beta$ scenarios.

The hMSSM Scenario

The hMSSM scenario [69, 70] assumes that the light $CP$-even $h$ is the observed Higgs boson and fixes its mass to 125 GeV throughout the phase space. To some extent this scenario may be considered “model independent” as the Higgs boson properties do not depend explicitly on the details of the SUSY sector. It makes certain assumptions about the mass matrix of the $CP$-even Higgs boson states and their radiative corrections. It also considers that the masses of SUSY particles are sufficiently large in order to avoid detection at the LHC and so many of their effects
2.5. MSSM Higgs Sector
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Figure 2.10: Production cross sections of the heavier MSSM Higgs bosons at $\sqrt{s} = 8$ TeV as a function of $m_A$ assuming $\tan \beta = 2.5$. Radiative corrections have been made such that $m_h = 126$ GeV. Taken from [68].
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Figure 2.11: Branching ratios for the heavier MSSM Higgs bosons $A$ (left), $H$ (centre) and $H^\pm$ (right) assuming $\tan \beta = 2.5$ as a function of their masses. Radiative corrections have been made such that $m_h = 126$ GeV. Taken from [68].
on the Higgs sector can be neglected. The theory is well defined providing that the mass of the \( CP \)-odd Higgs boson is above a minimum value such that a fixed value of \( m_h \) can be maintained. However, it can be reasoned that this region where the theory breaks down is already excluded by experimental measurements [70]. Figure 2.13a shows the branching ratio for \( H \to hh \) in the hMSSM scenario.

The low-\( tan \beta \)-high Scenario

The approach followed in the low-\( tan \beta \)-high MSSM scenario [63] differs by making explicit choices for the SUSY-breaking parameters to obtain an approximate mass of 125 GeV for the light Higgs boson in much of the phase space. The scale of \( M_{\text{SUSY}} \) varies between a few TeV at high \( m_A \) or \( tan \beta \) up to 100 TeV at low \( m_A \) or \( tan \beta \) in order to keep the value of \( m_h \) in the desired range. In the region of \( tan \beta < 3 \) the
value steadily increases from approximately 122 GeV at \( m_A \approx 250 \text{ GeV} \) to 125 GeV as \( m_A \) approaches infinity. Figure 2.13b shows the branching ratio for \( H \to hh \) in the low-tan \( \beta \)-high scenario.

The plots show that in this low \( \tan \beta \) regime the branching ratios for \( H \to hh \) can be greater than 50\% for \( \tan \beta < 4 \) for values of \( m_A \) between the kinematic threshold for the decay to a light-scalar pair and the threshold for the decay to a top quark pair. The branching ratios for \( H \to hh \) in each of the scenarios are qualitatively very similar in \( m_A \) and \( \tan \beta \), but with the low-tan \( \beta \)-high scenario reaching larger values.

Figure 2.13: Branching ratios for the decay \( H \to hh \) as computed in (a) the hMSSM scenario and (b) the low-tan \( \beta \)-high scenario in the plane of \((m_A, \tan \beta)\) [63]. The hatched region in (b) is where the \( H \to hh \) decay is below threshold and the small width to off-shell scalars is not computed.
CHAPTER 3

THE LARGE HADRON COLLIDER

The European Organisation for Nuclear Research (CERN) is an international organisation founded in September 1954 that operates the largest particle physics laboratory in the world. It has performed a significant part in the development of fundamental physics that includes the discovery of the $W$ and $Z$ bosons in 1983 [71], the determination of the number of light neutrino families in 1989 [72], and the first creation of anti-hydrogen atoms in 1995 [73]. It is also credited as the birth place of the World Wide Web.

The laboratory employs around 2500 full-time staff members and has over 10000 visiting scientists from more than 600 universities and research facilities around the world. The accelerator complex is located in the landscape between the Jura mountains and Geneva airport, as shown in the aerial photograph in Figure 3.1. It is also the site of the LHC [74], which is the world’s largest and highest energy $pp$ and heavy ion synchrotron collider.
3.1 CERN Accelerator Complex

The CERN accelerator complex is the result of the requirements of a long history of experiments and provides particle beams of various types to a number of different experimental areas, represented by the schematic in Figure 3.2. To provide the high energy particle beams for the LHC a complex chain of particle accelerators is required, where each machine in the chain further increases the energy of particle beams. This process of filling the LHC and the machines involved are described in this section.

There are two operational linear accelerators at CERN that are the starting points of protons and lead ions for the LHC. A third linear accelerator is currently under construction and will eventually replace Linac 2 as the starting point for protons in 2020. The proton source is a bottle of hydrogen gas that is ionised using an electric field before entering the accelerator. The protons are accelerated by Linac 2 through alternately charged cylindrical conductors, powered by Radio Frequency (RF) cav-
ties, to an energy of 50 MeV. These protons are injected into the Proton Synchrotron Booster (PSB), where they are collated and bunched in the four vertically stacked synchrotron rings and accelerated up to 1.69 GeV for injection into the Proton Synchrotron (PS). Linac 3 has been in operation since 1994 and since 2006 it has been used to inject lead ions into the Low Energy Ion Ring (LEIR), where they are bunched and accelerated to 72 MeV before being passed to the PS.

The PS has operated since 1959 and was CERN’s first synchrotron accelerator. It has a circumference of 628 m and is used to accelerate protons delivered by the PSB or heavy ions from the LEIR up to 26 GeV for injection into the Super Proton Synchrotron (SPS). The SPS started operation in 1976 and is the second-largest machine at CERN, with a circumference of 7 km. In the past it had been operated as a proton-antiproton collider and an accelerator of electrons and positrons for injection to the LEP collider. It is now predominately used to provide beams of protons and lead ions for the LHC at injection energies of 450 GeV and 177 GeV, respectively. Both of these synchrotrons use conventional electromagnets that operate at room-
temperature, including dipole magnets used to bend the beams round the rings.

The LHC occupies an underground tunnel previously constructed for the LEP collider that has a circumference of 26.7 km and lies at depth that varies between 45–170 m below the surface, on an inclined plane of 1.4% slope. It is octagonal in shape with eight straight sections and eight curved sections, as shown in Figure 3.3. To bend the beam around its eight arched sections 1232 superconducting dipole magnets are required to operate at a cryogenic liquid helium temperature of 1.9 K and can sustain a current of 11.9 kA that generates an 8.3 T magnetic field in the niobium-titanium (Nb-Ti) type II superconducting windings. Each LHC dipole is 14.3 m long and incorporates both beam pipes within a common cryostat design, due to space restrictions of the tunnel. Additionally the LHC requires 392 arc quadrupole magnets for beam focusing and the remaining magnets are primarily used for orbit correction and during beam injection and dump.

---

Figure 3.3: Schematic diagram of the LHC ring segments. Derived from [74].
At each of the eight straight sections in the LHC ring is either an experimental location or utility insertion. The clockwise rotating beam is injected near Point 2 and the anticlockwise rotating beam is injected near Point 8. These are also the locations of two of the experimental caverns, with the other two located at Point 1 and Point 5. The beam dumps are located at Point 6 and allow for the safe extraction of the beams at the instant of a failure in the system or at the end of the beams’ useful lifetime. A system of kicker magnets must each ramp to 0.43 T m during the abort gap and maintain this field long enough to safely eject the beam in one full revolution. The LHC is operated at a cavity RF of just over 400 MHz that introduces a total of 35640 RF buckets spaced around the ring. The RF systems are located at Point 4 on the ring. There are a total of eight 2 MV superconducting RF cavities per beam at the LHC that provide an acceleration gradient of 485 keV/turn during the 20 minute ramping phase. There are also two regions on the LHC ring where the beam is cleaned using collimators designed to absorb the beam halo and protect the accelerator elements and experiments from beam loss. Momentum cleaning occurs at Point 3 and betatron cleaning takes place at Point 7 on the ring.

Every one in ten of the LHC RF buckets may hold a particle bunch and is assigned a Bunch Crossing Identification (BCID) number from 0 to 3563. Each of the LHC beams must be filled in a number of stages due to the smaller circumferences of the preceding accelerators. One fill of the PS defines the nominal bunch train in the LHC of 72 bunches in length, either consecutively or alternately filled in the case of 25 ns or 50 ns operation, respectively. The remaining 12 bunches in the PS are required to be empty to allow sufficient time for the kicker magnets to ramp when injecting from the PS to the SPS. The SPS can accumulate up to four of these bunch trains where each is separated by eight empty bunches (short gaps). These bunch trains are then injected into one of the LHC beams. Typically it takes 11 or 12 fills of the SPS to fill a LHC beam where 36 empty bunches are reserved (long gap) between each fill. The remaining empty bunches in the LHC form the abort gap. The exact filling scheme can depend on a number of factors that include the bunch spacing as well as performance considerations.
3.2 LHC Experiments

There are four major experiments at the LHC:

- A Toroidal LHC ApparatuS (ATLAS) [76] and Compact Muon Solenoid (CMS) [77] are both large general-purpose experiments which share many of the same physics goals and have complementary detector designs. The ATLAS experiment is described in detail in Chapter 4. The CMS detector has a compact design where tracking and calorimetry are encased within a single large solenoid magnet and surrounded by alternating layers of muon chambers and iron return yoke.

- A Large Ion Collider Experiment (ALICE) [78] is an experiment optimised to study the collisions of lead ions at the LHC to better understand the physics of strongly interacting matter and a state of matter at high temperature and densities called a quark-gluon plasma, replicating the conditions of the early universe.

- LHC beauty (LHCb) [79] is an experiment dedicated to precision measurements of the parameters of CP violation in the interactions and rare decays of b-hadrons. These studies aim to help explain the matter-antimatter asymmetry of the Universe.

The other smaller experiments at the LHC include TOTEM [80], an experiment designed to measure the total cross-section, elastic scattering and diffractive dissociation at the LHC, which has detectors installed either side of the CMS experiment at Point 5. The LHC forward (LHCf) [81] experiment is specially designed to study energetic π^0 particles generated in the forward region of the ATLAS experiment at Point 1 and aims to give insight into the origin of ultra-high-energy cosmic rays. The primary goal of the Monopole and Exotics Detector At the LHC (MoEDAL) experiment [82] is to perform a direct search for the magnetic monopole and other highly ionising stable massive particles and shares the cavern at Point 8 with LHCb.
3.3 LHC Upgrade Schedule

The planned schedule for the LHC accelerator complex upgrade program is shown in Figure 3.4 according to the Mid-Term Plan (MTP) presented at the CERN Council session in June 2015 [83]. The Run 1 pp data set includes data collected during 2011 and 2012 with a 50 ns bunch spacing. In this time the LHC reached approximately 75% of its nominal design luminosity and delivered an integrated luminosity of approximately $30 \text{ fb}^{-1}$. The LHC ceased operation in early 2013 after a period of lead-proton collisions for Long Shutdown 1 (LS1), to allow for major machine upgrades to take place to prepare it to run at its nominal configuration. An number of upgrades were also made to ATLAS during this time. The LHC restarted for Run 2 in 2015 at a centre-of-mass energy of $\sqrt{s} = 13$ TeV and initially a bunch spacing of 50 ns that was later changed to 25 ns.

The further accelerator and detector upgrades are expected to be progressively installed during the next two major shutdowns. During Long Shutdown 2 (LS2) ATLAS will commence its Phase 1 upgrade program [85]. Run 3 is expected to start in 2021 and continue until the end of 2023, by which point it is hoped an integrated luminosity of $300 \text{ fb}^{-1}$ will have been delivered. It will be followed by Long Shutdown 3 (LS3), which will see the final commissioning and integration of the Phase 2 upgrades that are currently being reviewed for Run 4 [86]. It also includes the installation of the High Luminosity LHC (HL-LHC). The intention thereafter is to run three years of operation separated by one year of shutdown during the HL-LHC program, accumulating a total of around $3000 \text{ fb}^{-1}$ and obtaining a maximum luminosity of $7.5 \times 10^{34} \text{ cm}^{-2} \text{s}^{-1}$. Note that the schedule presented may be revised by the LHC Committee (LHCC) at a later date.
Figure 3.4: The planned LHC upgrade schedule according to the MTP that includes the proposed HL-LHC program. Taken from [84].
A Toroidal LHC ApparatuS (ATLAS) (Figure 4.1) is located at Point 1 of the LHC ring and is by volume the largest detector ever installed at a collider facility. It is approximately 44 m in length, 25 m in diameter and weighs about 7000 tonnes. The detector is forward-backward symmetric with respect to the interaction point and covers almost entirely a $4\pi$ solid angle. The general layout of the detector comprises a central barrel region constructed of many sensitive concentric layers, sandwiched between two endcap regions. This highly hermetic design is essential to infer the presence of neutrinos, which pass through undetected and must be identified by measuring a momentum imbalance within a bunch crossing. The main detector subsystems include an inner detector for the precise tracking of charged particles, calorimeters to measure the energy of easily stopped particles and a muon system to make secondary measurements of highly penetrating muons. This chapter introduces many of the technical aspects of the ATLAS experiment, where much of this is described at length in the ATLAS Technical Design Report (TDR) [87].
Figure 4.1: Cut-away view of the ATLAS detector. ©CERN.
4.1 Coordinate System

The spatial coordinate system of ATLAS takes the nominal interaction point at the centre of the detector as its origin. It uses a right handed Cartesian coordinate system in which the positive z-axis points in the anticlockwise beam direction and the positive x and y-axes point towards the LHC ring centre and vertically upward, respectively. It is also common to refer to the positive and negative z-sides of the detector as side-A and side-C, respectively. In terms of cylindrical polar coordinates: R is defined as $\sqrt{x^2 + y^2}$, the azimuthal angle around the beam axis is labelled $\phi$ and the polar angle taken relative to the beam axis is labelled $\theta$.

It’s useful to describe particle trajectories at hadron colliders in terms of rapidity:

$$ y = \frac{1}{2} \ln \left| \frac{E + p_z}{E - p_z} \right|, $$ \hspace{1cm} (4.1)

where $E$ and $p_z$ are the particle’s energy and longitudinal momentum, respectively. For highly relativistic particles it can be assumed that a particle is massless and Equation (4.1) approximates to pseudorapidity, defined as:

$$ \eta = -\ln \tan \left( \frac{\theta}{2} \right). $$ \hspace{1cm} (4.2)

Due to the parton nature of hadrons, collisions are typically boosted in the z-direction even with symmetric beam energies. However the difference in the pseudorapidity of two particles is independent of Lorentz boost along the beam axis and so particle production is approximately constant with unit pseudorapidity. The angular separation $\Delta R$ between two objects in $\eta$-$\phi$ space is defined as $\Delta R = \sqrt{\Delta \eta^2 + \Delta \phi^2}$.

The fact that the momenta of incoming partons are not known in hadron colliders makes it impossible to exploit longitudinal momentum conservation, as well as the fact that too much of the momenta disappears down the beam pipe. However, the initial momentum in the transverse direction is known to be zero and therefore momentum conservation can be applied in the transverse plane. It is therefore
4.2 Magnet System

ATLAS operates a combination of two magnetic systems that provide the large magnetic flux required to bend the trajectories of charged particles so that their momenta can be measured. The Inner Detector (ID) is surrounded by a superconducting solenoid magnet that produces a 2 T axial field at a nominal current of 7.7 kA. The design has been optimised to keep the material thickness in front of the calorimeter as low as possible. This is achieved by having a thickness of only 10 cm that contributes only 0.66 radiation lengths\(^1\) \((X_0)\) and sharing a common vacuum vessel with the Liquid Argon Calorimeter (LAr). The magnetic flux is returned via the steel of the Tile calorimeter and its support structure.

Three large air-core toroids are used to generate a B-field for the muon chambers located in and around the toroidal structure. The barrel toroid consists of eight individual ‘racetrack-shaped’ vacuum vessels supported by rings of inner and outer struts, which provide much of the mechanical support structure for ATLAS. The endcap toroids are constructed from a single cold mass bolted and glued to form a rigid structure and inserted into their own cryostats. The bending power is maximised by positioning the two endcap toroids within the ends of the main barrel toroids, such that their coils are at 22.5° with respect to each other. When operational the total stored energy in the toroid system is 1.6 GJ, producing a non-uniform magnetic field which varies between 0.2 and 3.5 T.

\(^1\)The characteristic length for electromagnetic interactions in material
4.3 Inner Detector

The ID is the closest detector system to the interaction point and features three independent tracking systems with an inner system of high-resolution detectors and an outer system of continuous tracking elements. They must provide excellent momentum resolution and measurement of the primary interaction vertex as well as secondary decay vertices associated with relatively long-lived particles such as $b$-hadrons. These systems must operate robustly under the high radiation environment and are capable of identifying particles with transverse momentum down to 100 MeV in the innermost layers. The ID provides tracking up to $|\eta| < 2.5$, with electron identification over $|\eta| < 2.0$ and for a wide range of energies between 0.5 and 150 GeV. A cut-away view of the ID showing the various detector components is given in Figure 4.2.

Figure 4.2: Cut-away view of the ATLAS inner detector. ©CERN.
4.3.1 Pixel Detector

The pixel detector is the innermost tracking detector. The sensors are 250\(\mu\text{m}\) thick n-type silicon wafers, highly oxygenated to increase radiation tolerance, with readout pixels mounted on the n\(^+\)-implanted side. There are a total of 1744 pixel sensor boards forming the three layers of the detector, with each sensor board containing 47232 pixels. This makes the pixel detector the highest granularity detector in ATLAS with more than 80 million readout channels. The pixel cells are of nominal size 50 \(\times\) 400\(\mu\text{m}\) and segmented in \(R-\phi\) and \(z\).

4.3.2 Semiconductor Tracker

The Semi-Conductor Tracker (SCT) forms four cylindrical double layers of precision tracking around the pixel detector. To reduce costs and ensure operational reliability the SCT uses a more common single-sided p-in-n silicon design. The rectangular barrel modules are constructed from two 6 cm long sensors with a strip pitch of 80\(\mu\text{m}\) and daisy-chained together. In the endcap region trapezoidal sensors are run radially in wheels, with strips of constant azimuth and a mean pitch of 80\(\mu\text{m}\). The SCT modules use two layers of micro-strip sensors mounted back-to-back with a stereo angle of 40 mrad between them. This arrangement allows limited knowledge of the position along the strip where the hit occurred to be gained. The intrinsic resolution of the barrel modules is 17\(\mu\text{m}\) in \(R-\phi\) and 580\(\mu\text{m}\) in \(z\). The SCT has around 6.3 million readout channels.

4.3.3 Transition Radiation Tracker

The Transition Radiation Tracker (TRT) occupies the outermost part of the ID and consists of gas filled straw tubes that provide tracking information for \(|\eta| < 2.0\). It is a high volume and low density detector that produces on average around 36 hits per track. The straws in the barrel are 114 cm in length and are arranged parallel to
the beam axis, while in the endcap region 37 cm long straws are arranged radially in wheels. Each straw tube is 4 mm in diameter and is filled with a 70% Xe, 27% CO$_2$ and 3% O$_2$ gas mixture. The straw tubes act as cathodes and contain a gold plated tungsten anode wire. The straws have an intrinsic $R$-$\phi$ accuracy of 130 $\mu$m. The TRT complements the more accurate silicon components by providing a much larger number of measurements and extending the length over which tracks are measured to improve the momentum resolution.

The straw tubes are also interleaved with material to induce transition radiation to aid in electron identification. Electrons produce significant amounts of transition radiation due to their low mass. This is absorbed by the Xe gas and results in many high-threshold hits, significantly higher in energy than for Minimum Ionising Particles (MIPs). The front-end electronics of the TRT incorporates separate high-pass and low-pass filters that are used to discriminate between tracking signals and transition radiation.

### 4.4 Calorimetry

The ATLAS calorimeters are designed to absorb the energy of particle showers produced by electrons, photons and hadrons emerging from the interaction point. They consist of a number of sampling detectors, where layers of active sampling medium are alternated with a dense absorber material, which promotes and sustains cascading EM and hadronic showers. Liquid Argon is widely used as the active medium for its homogeneity, intrinsic linear response and radiation hardness.

Contrary to the $p_T$ resolution measurement of charged particles from the curvature of their tracks, the calorimeters’ energy resolution improves with increasing energy. The fractional energy resolution achieved by a sampling calorimeter can be described by the following expression for a particle of energy $E$:

$$\frac{\sigma_E}{E} = \frac{a}{\sqrt{E}} \oplus \frac{b}{E} \oplus c.$$  

(4.3)
Here $a$ is the sampling term used to quantify the statistical and sampling fluctuations in the development of showers within the layers of absorber and active medium. The noise term $b$ includes contributions due to electronics noise and pile-up which dominates the resolution at low energies. The constant term $c$ includes effects such as longitudinal shower leakage and therefore is dependent on total depth of the calorimeter. This sets the performance limit at high energies.

The overall calorimeter detector system is shown in Figure 4.3, which consists of LAr calorimeters surrounded by the hadronic Tile calorimeter. The calorimetry has full $\phi$-symmetry and coverage around the beam axis and up to $|\eta| = 4.9$. Figure 4.4 shows schematics of the LAr accordion structure and of a single Tile module.

### 4.4.1 Electromagnetic Calorimetry

The Electromagnetic Calorimeters (ECals) measure precisely the energy deposited by high-energy electrons and photons. The ECal is a lead-LAr sampling calorimeter with accordion geometry, giving complete symmetry in $\phi$ and without any azimuthal cracks. The barrel section covers the region up to $|\eta| = 1.475$ and the endcaps between $1.375 < |\eta| < 3.2$, each contained within their own cryostat. Mechanically, the barrel calorimeter is divided into two identical half barrels at $z = 0$, while the endcaps are divided into two coaxial wheels providing an inner and outer coverage.

Figure 4.4a clearly shows the accordion geometry of the ECal and the segmentation into three active sampling depths, where the largest fraction of the shower energy is deposited in the second layer. A separate presampling layer is also used to correct for energy losses within the ID prior to reaching the main calorimetry.

### 4.4.2 Hadronic Calorimetry

The ATLAS Hadronic Calorimeters (HCals) comprise two different calorimetry systems: a LAr hadronic endcap calorimeter and scintillating tile barrel calorimeters. The Tile calorimeter barrel covers up to $|\eta| < 1.0$ with two extended barrels covering
Figure 4.3: Overview of the ATLAS calorimetry systems. ©CERN.

Figure 4.4: Schematic view of (a) the LAr accordion structure and (b) a single Tile module or ‘drawer’ [27].
the regions $0.8 < |\eta| < 1.7$. The design incorporates steel absorber and active plastic scintillation tiles with a total thickness of 9.7 nuclear interaction lengths$^2$ ($\lambda$). The photomultiplier tubes and front-end electronics are mounted onto 1.4 m aluminium units called drawers which provide the analogue sums from groups of channels to form trigger towers. The LAr Hadronic Endcap Calorimeter (HEC) consists of a front and rear wheel in each endcap cryostat giving coverage between $1.5 < |\eta| < 3.2$ and is constructed from layers of flat copper absorber plates.

4.4.3 Forward Calorimetry

The LAr Forward Calorimeter (FCal) provides coverage in the high-\(\eta\) region $3.1 < |\eta| < 4.9$ and is exposed to very large particle fluxes. The FCal is integrated into the endcap cryostats providing good uniformity between the detector systems and is set back further from the interaction point than the Electromagnetic Endcap (EMEC) calorimeter to reduce the build-up of neutrons in the ID region. The restricted available depth requires a high density design approximately $10 \lambda$ deep.

The FCal consists of three modules stacked behind each other. The first module (FCal1) is optimised for EM energy measurement while two other modules (FCal2 and FCal3) provide measurement for hadronic interactions. To optimise resolution and heat removal FCal1 is constructed using a copper absorber and the hadronic modules from tungsten in order to provide good shower containment and minimise the lateral spread. To reduce the beam backgrounds entering the endcap muon system a shielding plug made from a copper alloy is mounted behind FCal3.

Each module is constructed from a metal matrix with regularly spaced channels filled by an electrode structure of small diameter rods orientated parallel to the beam axis. This design helps both to reduce the build-up of ions and provide the highest material density possible. This results in very small LAr gaps which give much shorter drift times and hence a faster signal pulse than the other calorimeters.

$^2$The mean path length required to reduce the numbers of charged particles by the factor $1/e$
4.5 Muon System

The Muon Spectrometer (MS) forms the outer-most layer of the ATLAS detector and provides a measure of the muon’s momentum based on the magnetic deflection from the large toroidal magnetic system. Muons are much heavier than electrons and therefore do not undergo bremsstrahlung processes very readily, leaving minimal ionisation energy in the inner detector and calorimeters. As a result they are the only particles which pass beyond the calorimeters other than neutrinos which are not detected. An overview of the various muon systems is given in Figure 4.5.

![Overview of the ATLAS muon systems. ©CERN.](image)

Three layers of chambers are arranged in cylindrical layers around the beam axis in the barrel region, while in the endcap region chambers are arranged in planes perpendicular to the beam. Precision momentum measurement is performed by the Monitored Drift Tube (MDT) chambers providing coverage up to $|\eta| < 2.7$. The MDTs
consist of layers of drift tubes 30 mm in diameter filled with an ArCO$_2$ gas mix, where each tube is capable of an average resolution of 80$\mu$m or 35$\mu$m per chamber. The inner-most layer of the forward region instead uses Cathode Strip Chambers (CSCs) due to the higher muon flux. The CSCs are multi-wire proportional chambers with cathode planes segmented into strips in the orthogonal direction. The resolution of a chamber is 40$\mu$m in the bending plane and about 5 mm in the transverse plane.

The precision tracking chambers are complemented with a system of fast tracking chambers to provide the muon system with triggering capability. The barrel region uses Resistive Plate Chambers (RPCs) which consist of parallel electrode-plates in a gaseous mixture, whereas the endcaps use a type of multi-wire proportional chamber called Thin Gap Chambers (TGCs). The good time resolution of these trigger chambers means that reliable bunch crossing identification can be performed.

4.6 Trigger and Data Acquisition

The ATLAS Trigger and Data AcQuisition (TDAQ) system is responsible for online event selection and data-flow off the detector through to permanent storage. At the nominal LHC bunch crossing frequency of 40 MHz and with an approximate event size of 1.6 MB, the raw data rate would significantly exceed what can be feasibly processed and stored. To achieve the required level of rate reduction while preserving events likely to contain interesting physics processes, ATLAS operates a three-level trigger system, as shown in Figure 4.6. The first level is hardware-based and the subsequent levels, collectively known as the High Level Trigger (HLT), are based on software running on separate large-scale commercial computing farms. Each trigger level has a prescale set designed to randomly sample some proportion of events satisfying a particular trigger item. This allows much lower thresholds to be used for processes with larger production rates and can be adjusted to satisfy different luminosity conditions.

The Level 1 (L1) trigger is a fixed-latency pipelined system constructed of custom
electronics, which performs initial event selection based on reduced granularity information from the calorimeters and MS. It is composed of L1Calo (discussed further in Chapter 5), the Level 1 Muon Trigger (L1Muon) and the Central Trigger Processor (CTP). It searches for electrons, photons, muons, tau leptons and jets, as well as identifying events with large missing and total transverse energy. The latency budget of $2.5\,\mu s$ is defined by the size of the digital pipeline memories on detector that buffer the full data from each event while the Level 1 decision is determined. If the CTP decides that an event satisfies the selection criteria, it issues a Level 1 Accept (L1A) signal that initiates the retrieval of the event data from the pipelines and the transmission of Regions of Interest (ROIs), which specify the coordinates of the Level 1 objects and indicate the thresholds passed. The maximum Level 1 accept rate that could be sustained by the detector readout systems during Run 1 was approximately $75\,kHz$. This limit has since been upgraded to $100\,kHz$ for Run 2, which is relevant for the studies in Chapter 7.
The Level 2 (L2) trigger uses highly optimised algorithms to refine the identification of physics objects, based on the full granularity detector information in the regions defined by RoIs. It is required to further reduce the event rate to approximately 6.5 kHz with a mean processing time of around 40 ms per event. The Event Filter (EF) is the last stage of the trigger processing that builds the full event topology and uses more sophisticated algorithms to make a final decision on whether to record an event to permanent storage for further offline analysis. The EF must reduce the rate to around 600 Hz and has a mean processing time of 4 s per event.

Events passing the EF are assigned to one or more inclusive data streams, depending on the type of trigger menu items satisfied. This allows events containing similar signatures to be grouped together to help simplify offline analysis, at the expense of some data duplication. As well as streams designed for physics analysis, there are also streams designed for the monitoring and calibration of different detector subsystems. The Level 2 and EF have since been merged into a single processing unit running in a homogeneous HLT farm for Run 2 [85].

### 4.6.1 Single Lepton Triggers

The lowest threshold unprescaled Single Lepton Triggers (SLTs) are the primary triggers for many important physics analyses, including the $hh \rightarrow b\bar{b}\tau\tau$ analysis presented in Section 8. They are composed of isolated electron and muon triggers combined with higher threshold triggers without isolation. The details of the electron and muon triggers are explained in References [89] and [90], respectively.

The Level 1 trigger searches for electrons by identifying RoIs with an EM cluster $E_T$ above the trigger threshold. The Level 2 algorithm builds clusters from calorimeter cells within RoIs and applies corrections based on the offline reconstruction algorithms to improve the resolution of the cluster position and energy. Tracking information confined to the RoI centre is also available at Level 2 for fast pattern recognition and track reconstruction. Finally, the EF is able to use offline-like recon-
struction algorithms with the full online cell and tracking information. The electron trigger efficiencies are shown in Figure 4.7 at each stage of the trigger chain as a function of the electron $E_T$ and $\eta$ for the combined single electron trigger used in the 8 TeV analyses.

![Efficiency Plot](image)

Figure 4.7: Single electron trigger efficiencies after the L1, L2 and EF selections as a function of (a) the offline electron $E_T$ for pseudorapidity ranges of $|\eta| < 1.37$ or $1.52 < |\eta| < 2.37$ and (b) the offline electron $\eta$ for $E_T > 25$ GeV. The efficiencies were measured with a tag-and-probe method using $Z \rightarrow ee$ decays for the e24vhi_medium OR e60_medium trigger and are shown with combined statistical and systematic uncertainties [91].

Muons are identified at Level 1 by the spatial and temporal coincidence of hits in either the RPCs or TGCs pointing back to the interaction point. The Level 2 trigger constructs a track using data from the MDT chambers to get a more precise estimate of the track parameters. In the EF, muon candidates are first formed by using the muon detectors and then attempts are made to combine these with tracks in the ID. Figure 4.8 shows the single muon trigger efficiencies as a function of the muon $p_T$ for the barrel and endcap regions.

### 4.7 Data Sample

The results presented later in this thesis are based on ATLAS data taken during Run 1. The cumulative luminosity for $pp$ collisions at 7 and 8 TeV centre-of-mass
Figure 4.8: Single muon trigger efficiencies after the L1, L2 and EF selections as a function of offline reconstructed muons for (a) the barrel region and (b) the endcap region. The efficiencies were measured with a tag-and-probe method using $Z \rightarrow \mu \mu$ decays for the mu24i.tight OR mu36.tight trigger and are shown with statistical uncertainties [90].

energy collected during 2011 and 2012 are shown in Figure 4.9. The delivered luminosity (green) is that delivered by the LHC to the ATLAS experiment during stable beams. The recorded luminosity (yellow) takes into account the inefficiency in the Data Acquisition (DAQ) system and data loss during the “warm start” phase of ATLAS. The good for physics data (blue) includes all data that satisfies the offline data quality requirements, ensuring all detector components were operating normally. High data-taking and data quality efficiencies of 96.5% and 89.9% (2011), 95.5% and 95.3% (2012) where achieved, respectively. The searches for Higgs boson pair production presented in this document only make use of the 8 TeV data sample because the larger centre-of-mass energy and greater sample size make it significantly more sensitive.

### 4.7.1 Luminosity Measurement

An accurate measurement of the beam luminosity delivered to ATLAS is an important component of the physics programme as it is often a major source of systematic uncertainty for cross section measurements, and is essential in evaluating
Figure 4.9: Cumulative luminosity versus time for 2011 and 2012 $pp$ collisions [27].

background levels to determine the sensitivity to new physics signatures. The luminosity measurement in ATLAS is divided into time intervals referred to as Luminosity Blocks (LBs) that are one minute in duration. The total integrated luminosity is determined by the sum of the integrated luminosities in LBs that pass the data quality criteria.

The LUminosity measurement using Cherenkov Integrating Detector (LUCID) and the Beam Conditions Monitor (BCM) provide ATLAS with independent online monitoring of the instantaneous luminosity measured on a bunch-by-bunch basis. LUCID consists of sixteen 1.5 m long aluminium tubes filled with C$_4$F$_{10}$ gas that surround the beam pipe at a distance of 17 m either side of the interaction point, and covers the pseudorapidity range $5.6 < |\eta| < 6.0$. The Cherenkov light is collected by Photo-Multiplier Tubes (PMTs) at the back end of each tube. The BCM consists of four diamond sensors, arranged around the beam pipe on each side of the interaction point at $\pm 184$ cm, corresponding to $|\eta| = 4.2$. The primary function of the BCM is to monitor background levels and issue a beam-abort request in the event beam instabilities risk damage to the ID.

Each detector and algorithm is calibrated to determine its absolute luminosity scale
via dedicated van der Meer (vdM) beam scans [92]. The luminosity can be expressed in terms of the accelerator parameters as:

\[
L = \frac{n_b f_r n_1 n_2}{2\pi \Sigma_x \Sigma_y},
\]

where \(n_b\) is the number of colliding bunches, \(f_r\) is the revolution frequency, \(n_1\) and \(n_2\) are the number of protons per bunch in each beam, and \(\Sigma_x\) and \(\Sigma_y\) are the horizontal and vertical beam profile widths [93].

4.7.2 Pile-up

The consequence of the high luminosities produced at the LHC is that multiple \(pp\) interactions occur within each bunch crossing. These additional collisions contribute a background of soft energy depositions that can have adverse effects on the performance of the trigger and reconstruction of physics objects. There are two forms of pile-up experienced by ATLAS. In-time pile-up refers to the effects contained within the same bunch crossing and therefore scales with the number of interactions. Out-of-time pile-up refers to contributions from other bunch crossings that occur as a consequence of the electronic pulse durations in the calorimeters being larger than a single bunch crossing interval.

The number of \(pp\) interactions per bunch crossing follows a Poisson distribution with mean value \(\mu\) and is related to the instantaneous luminosity by the following relationship:

\[
\mu = \frac{L \sigma_{pp}}{n_b f_r},
\]

where \(\sigma_{pp}\) is the inelastic \(pp\) cross section. The number of interactions averaged over all bunch crossings and averaged over the data analysed will be referred to as \(\langle \mu \rangle\). The distributions of the average number of interactions per bunch crossing are shown in Figure 4.10 for the 2011 and 2012 \(pp\) data samples. The overall mean number of simultaneous interactions was 9.1 for the 2011 sample and 20.7 for the 2012 sample. The levels of in-time pile-up experienced during Run 1 were larger
than intended for the achieved luminosity, due to the LHC operating with a bunch spacing of 50 ns, instead of the design bunch spacing of 25 ns.

Figure 4.10: Luminosity-weighted distribution of the mean number of interactions per bunch crossing for 2011 and 2012 pp collisions [27].
The Level 1 Calorimeter Trigger (L1Calo) is a hardware-based system located entirely off-detector in the adjacent cavern Underground Service Area 15 (USA15). Simple algorithms are implemented within fast custom logic based on Application Specific Integrated Circuits (ASICs) and Field Programmable Gate Arrays (FPGAs). L1Calo must process signals from the calorimeters to identify jets, local clusters of EM and hadronic activity, and to calculate the total and missing transverse energy of each event. These tasks must be performed at the LHC bunch crossing frequency of 40 MHz\(^1\) and within an overall fixed latency of 2.5\(\mu\)s. This chapter introduces many of the technical aspects of L1Calo as operated during Run 1, where much of this is described at length in the Level 1 Trigger TDR [88]. A brief description of the upgrades made to L1Calo for Run 2 is given in Section 5.4.

The basic Run 1 architecture of L1Calo comprises three main processing blocks, as illustrated in Figure 5.1. The ATLAS calorimeters contain over 200000 channels

\(^1\)To be more precise, the LHC clock is in fact 40.08 MHz
which must all be processed at the bunch crossing frequency. To achieve this within
the required latency, the Level 1 trigger system operates with reduced granularity.
The analogue signals from calorimeter cells are summed on detector into 7168 trigger
towers approximately $\eta \times \phi = 0.1 \times 0.1$ in size (with coarser granularity above
$|\eta| > 2.5$) with separate signals received from the EM and hadronic calorimeters. At
this point corrections for the gain, shape and timing of the different signals being
added are performed and the LAr signals are converted to transverse energy using
$\eta$-dependent gain factors. These signals are carried off the detector via twisted pair
cables around 70 m in length and are fed into the receivers located in USA15, where
the Tile signals are converted to transverse energy and gain corrections are applied
to the $E_T$ scale. The analogue signals are then carried via shorter cables for digital
processing in the Preprocessor. The output of the Preprocessor is then used as the
source for the Cluster Processor (CP) and Jet/Energy-sum Processor (JEP). Finally,
the results of the algorithms implemented in the CP and JEP are collated by the
Common Merger Modules (CMMs) and are sent to the CTP along with the output
of the L1Muon for a trigger decision.

5.1 Preprocessor

The main purpose of the Preprocessor system is to serve as a digital signal source
for the subsequent processors. The Preprocessor system also performs an important
operation called Bunch Crossing Identification (BCID), which is responsible for as-
associating a signal with a particular LHC bunch crossing, and is described in detail
in Section 5.1.1. It also performs the BC-multiplexing (BC-mux) for input to the CP
system and the $2 \times 2$ trigger tower $E_T$ sums (jet elements) for input into the JEP
system. The function and performance of this system is described at length in [94].

The Preprocessor system primarily consists of 124 Preprocessor Modules (PPMs)
installed in eight standard VME crates that provide full calorimeter coverage. Figure 5.2 shows the physical layout of a PPM, where the data flow is from the front
Figure 5.1: Overview of the L1Calo system architecture during Run 1. The black data paths represent the real-time data flow, while the grey data paths represent additional output to be utilised by the HLT and to be recorded by the readout systems. Taken from [76].
5.1 Preprocessor

panel on the left to the backplane on the right. A number of important tasks are performed on daughter boards to allow for easy replacement in case of hardware failure. Each PPM handles the analogue calorimeter signals for up to 64 trigger towers that are routed to the four Analogue Input (AnIn) daughter boards. At this point a voltage offset is added to the input signals by a Digital-to-Analogue Converter (DAC) that is calibrated to ensure the correct pedestal level for the Analogue-to-Digital Converters (ADCs) located on the Multi-Chip Module (MCM) of 32 counts. The analogue signal is also rescaled by an operational amplifier to match the linear digitisation range of the ADC which has a size of about 1 V. The signals are passed on to sixteen MCMs that each process the signals for four trigger towers. The digitisation of the calorimeter signals is performed by four 10-bit ADCs located on each MCM, operating at a sample frequency of 40 MHz. The timing of the digitisation can be adjusted in 1 ns steps by PHOS4 chips to ensure sampling of the signal peak [95]. This is known as the fine-timing calibration. The bulk of the signal processing is performed by an ASIC on each MCM, where the BCID algorithm and $E_T$ measurement are implemented. The real-time data are transmitted to the CP and JEP via a LVDS Cable Driver (LCD). The Readout Merger (ReM) FPGA controls the data readout on the arrival of a L1A signal.

5.1.1 Bunch Crossing Identification

The ability to extract timing and energy information from analogue pulses is an essential requirement for L1Calo. The function of BCID is to convert broad signal pulses into a single digitised $E_T$ estimate related to the bunch crossing it originated from. The most significant challenges for the BCID system occur at small pulse heights where noise is significant and at very large pulse heights where saturation effects cause distortions to the pulse shape. The problems presented by these two regimes are sufficiently different that separate algorithms are required. Almost all signals are identified using the unsaturated BCID, as saturation is a rare occurrence by design. In total, there are three possible methods of BCID available to L1Calo.
Figure 5.2: Photograph of the PPM front panel (left) and the board top view (right). The analogue signals enter the module on the left-hand side and are managed by four AnIn boards. At the centre are sixteen MCMs which digitise the signals and perform the BCID algorithms programmed into an on-board ASIC. The right-hand side of the board contains one LCD, one TTC Decoder, one CAN module, and a ReM FPGA. Taken from [94].

Figure 5.3: Overview of Preprocessor MCM ASIC logic for one channel. The ADC data enters the processing logic from the left-hand side and the results are sent on to the systems marked on the right-hand side.
5.1. Preprocessor

Unsaturated BCID

The shape of the signal pulses in the unsaturated regime is required to be independent of amplitude in order to preserve the timing information and enable an accurate $E_T$ estimate. At the heart of the unsaturated BCID algorithm is a Finite Impulse Response (FIR) filter that operates at the bunch crossing frequency over a window of ADC samples. Typically this window is limited to five samples, but can be extended up to fifteen for specialist studies. Five samples is sufficient to cover the entire positive amplitude of most pulse shapes, from which BCID is determined. The filter coefficients are selected in order to maximise the signal-to-noise ratio for the expected signal pulse shape, where the use of multiple samples in the filter helps to naturally suppress the effects of incoherent noise. The FIR filter output is a weighted sum of the ADC data computed using the following expression with time step $t$:

$$f(t) = \sum_{i=0}^{n-1} a_i \cdot d(t + i - 2), \quad (5.1)$$

where $d(i)$ are the input ADC data and $a_i$ are the coefficients. The output of the FIR filter is operated on by a peak-finder, which compares the values for neighbouring bunch crossings to identify local energy maxima satisfying the condition $f(t - 1) < f(t) \geq f(t + 1)$. The final $E_T$ estimate is calculated in a Look-Up Table (LUT) that requires the precision of the FIR output to be reduced to 10 bits in a so-called dropbits operation prior to this. The LUT performs a pedestal subtraction and computes an $E_T$ value calibrated in GeV and encoded in 8-bits. Noise suppression by means of a threshold cut on low $E_T$ values is also applied in the LUT. The peak-finder algorithm continues to identify the correct bunch crossing into the saturation region and therefore provides overlap between these two methods.

There are three parameters which require calibration for the LUT calculation, namely the slope, offset and noisecut. The slope determines the scale between the input and output of the LUT and can be finely tuned to the calorimeter EM scale through dedicated calibration studies with data. The offset is the equivalent of the pedestal...
level in the LUT and thus is dependent on the sum of the filter coefficients as follows:

$$\text{offset} = \text{pedestal} \times \text{slope} \times \sum_{i=0}^{n-1} a_i - \frac{\text{slope}}{2^{\text{dropbits}}}.$$  \hspace{1cm} (5.2)

To have a LUT output > 0 the product of the LUT input and slope must be greater than or equal to the sum of the offset and noisecut.

**Saturated BCID**

The dynamic range for trigger tower signals extends up until 255 GeV in transverse energy, up to which point they are required to scale linearly. At energies greater than this the precise determination of the $E_T$ is not important as the event will be triggered regardless, however the identification of the correct bunch crossing remains critical. Very high energy signals will cause saturation and as a consequence the pulse shape can be significantly affected. This presents a major challenge for reliable BCID.

The nature of the saturation can be either analogue or digital. Analogue saturation can occur at three different points inside the summing chain of the LAr trigger tower electronics. These are the linear mixer, including the preamplifier and shaper, the layer sum board, and the tower builder board. Figure 5.4 illustrates saturation occurring at each of these stages using simulated signals with a transverse energy of about 1 TeV. In these cases large distortions occur to the trailing edge of the signals. Digital saturation occurs when a signal exceeds the digitisation range of the 10-bit ADC (corresponding to about 2.5 V) and it simply becomes truncated at this point. Analogue saturation begins to occur at a voltage of approximately 3.4 V and therefore always occurs after digital saturation by design.

The BCID algorithm used for saturated signals operates directly on the ADC output. It relies on the leading edge of the pulse and is therefore robust against the wide variations in shape observed in the trailing edges of saturated signals. It works by comparing the two samples before saturation to different programmable thresholds, referred to as $s_{\text{low}}$ and $s_{\text{high}}$. Additionally, the algorithm is only evaluated if the programmable saturation level $s_{\text{level}}$ is reached. To maximise the available range of
the algorithm this is set to be identical to the ADC saturation of 1023 counts. The configuration of separate thresholds means the algorithm can be tuned to work with calorimeter pulses of different shapes, where these thresholds are high enough such that the algorithm is insensitive to noise. The saturated BCID algorithm has been proved to work well up until the point where too many samples saturate, at around 3.5 TeV [97].

The algorithm is only activated on the first saturated ADC sample and is rearmed on the first sample to drop below the saturation level, to ensure the identification is only performed once per signal. The algorithm is illustrated for an example saturated signal in Figure 5.5. The Saturated BCID can assign the identification to the first or the second saturated ADC sample based on the following logic: if \( d_{s-1} > s_{\text{high}} \) and \( d_{s-2} > s_{\text{low}} \) then sample \( s \) is the identified bunch crossing, otherwise it is assigned to sample \( s + 1 \).

### External BCID

The final method of BCID was foreseen as a back-up solution for saturated signals. It was intended to enable BCID to be issued externally to L1Calo using a single
Figure 5.5: Illustration of the BCID algorithm for saturated signals. The two ADC values $d_{s-2}$ and $d_{s-1}$ are compared to the programmable thresholds $s_{\text{low}}$ and $s_{\text{high}}$ to determine if the correct bunch crossing is $s$ or $s + 1$. In this case, the peak-finder BCID fires one bunch crossing late.

Comparison on the leading edge of the analogue pulse before digitisation. In practice, most of the available effort has been concentrated on the digital solution and so little work on the calibration of the discriminator threshold or timing has ever been done. As a result, this method has not been used during data-taking.

Decision Logic

A final piece of logic is required to make a decision on which of the different BCID algorithms to use depending on the energy region of the signal. The energy regions are based either on the direct ADC value or the LUT input, depending on the selection of the decision source. During Run 1 the default operation mode has been to use the latter of these. For signals in the low energy region the peak-finder is used to determine the correct bunch crossing, while signals in the high energy region make use of the saturated algorithm. It is intended that the decision logic should always select whichever of these algorithms fires earliest. If the saturated BCID is
selected, the saturated value of 255 GeV is assigned as the $E_T$ estimate, and if the unsaturated BCID is selected, the LUT output is assigned. In all other cases the output will be zeroed. By the design of the system it is not possible to set the BCID on two successive bunch crossings for the same trigger tower.

### 5.2 Cluster Processor

The CP identifies candidate electrons, photons and hadronically decaying tau leptons using trigger tower data from both the EM and hadronic calorimeter layers within the region $|\eta| < 2.5$. This is achieved by operating a *sliding window* algorithm of $4 \times 4$ trigger towers in size as illustrated by Figure 5.6. The algorithm identifies clusters summed across both the EM and hadronic layers of $2 \times 2$ trigger towers in size, known as RoIs, that are found to be local maxima in $E_T$ compared to their eight nearest neighbours. This is to ensure that candidates are not counted multiple times as a consequence of overlapping window arrangements.

For electrons and photons the most energetic of the horizontal ($2 \times 1$) or vertical ($1 \times 2$) cluster sums in the EM layer must be greater than a predefined threshold. This EM cluster can be required to pass certain isolation requirements, such that the EM or hadronic isolation ring and hadronic core must be less than a corresponding predefined threshold. This helps to discriminate between single objects and broader hadronic jets. For tau lepton candidates, the EM cluster sum is combined with the hadronic core of trigger towers to produce a hadronic cluster. As a consequence of this, the hadronic core isolation requirement is removed.

The processing is handled by four crates of electronics that each operate in one quadrant in $\phi$ of the calorimeter, with each of these crates containing 14 Cluster Processor Modules (CPMs). Each CPM scans a core region of $16 \times 4$ trigger towers and must share data across boundaries in order to provide the full coverage of trigger towers required by the sliding window. There are sixteen possible trigger thresholds which can be set within the hardware to identify cluster RoIs. Eight of
Figure 5.6: Cluster Processor sliding window electron/photon and tau/hadron algorithm that operates on the trigger towers from the EM and hadronic calorimeters. Taken from [76].

These thresholds are dedicated to EM cluster triggers and the rest are individually programmable to be either EM or hadronic cluster triggers. The numbers of objects passing each trigger item are counted in the merging logic of the CMM which presents the total multiplicities to the CTP.

5.3 Jet/Energy-Sum Processor

The JEP is designed to identify jets as well as calculate $E_{\text{miss}}^T$, total-$E_T$ and $E_{\text{miss}}^T$ significance. These algorithms operate on jet elements that are formed by summing over $2 \times 2$ trigger towers in both the EM and hadronic calorimeter layers. The jet
algorithm is similar to the sliding window algorithm implemented in the CPM and identifies local energy maxima RoIs of $2 \times 2$ jet elements in size. The jet algorithm calculates cluster sums of $2 \times 2$, $3 \times 3$ or $4 \times 4$ jet elements in size, as shown in Figure 5.7. These sums are then compared to predefined jet $E_T$ thresholds which are different for each of the cluster sizes. The jet algorithm covers the region $|\eta| < 4.9$, however special treatment of the jet elements is required in the region of the FCal $3.2 < |\eta| < 4.9$, where the granularity is much coarser in both $\eta$ and $\phi$. This means that triggering jets in this region is less reliable and susceptible to pile-up noise. Eight independent combinations of jet $E_T$ threshold and window size are available for trigger menus.

The JEP is contained in two crates consisting of 16 Jet/Energy-sum Modules (JEMs) each that handle two opposite quadrants in $\phi$. Each JEM processes a core area of $8 \times 4$ jet elements in size and calculates sums of $E_T$ and also determines the $E_x$ and $E_y$ components of this based on the $\eta$ and $\phi$ of jet elements for the missing energy calculation. This includes all jet elements within $|\eta| < 4.9$. The CMMs count the total jet multiplicities and perform the final system-level energy-sums for the CTP.

---

**Figure 5.7:** Jet trigger algorithm operates on jet elements indicated by the $0.2 \times 0.2$ grid. The three available $E_T$ cluster sizes of $2 \times 2$, $3 \times 3$ and $4 \times 4$ jet elements are shown with the corresponding RoIs given by the shaded regions. Taken from [76].
5.4 Upgrades for Run 2

A number of upgrades have been made to L1Calo during LS1 and an overview of the new architecture is shown in Figure 5.8. Many of these upgrades have been made necessary due to the introduction of topological triggering at the Level 1 trigger for Run 2. To allow for such triggers the firmware of the CP and JEP modules will no longer output threshold multiplicities and will instead output Trigger Objects (TOBs) that comprise the location, $E_T$, and type of object identified. The new extended merger modules (CMX) are capable of sending more trigger signals to the CTP, increasing the number of available selection and isolation thresholds for each of the EM (16), TAU (16), J (25), XE (8), TE (8) and XS (8) triggers.

Figure 5.8: Overview of the L1Calo system architecture during Run 2. Pre-exisiting components are shown in blue and the new components are shown in green. Taken from [85].

TOBs above a certain threshold are sent to the Level 1 Topology Processor (L1Topo), which also receives data from L1Muon. L1Topo forms combined trigger objects, based on full event topology. Topological requirements enable selections which are often applied at the analysis level to be applied immediately at the Level 1 trigger, which can sometimes provide significant rate reductions. Example topological calculations performed by the L1Topo module include $\Delta \eta$ (DETA), $\Delta \phi$ (DPHI), $\Delta R$ (DR), invariant mass (INVM) and the $p_T$ sum of all jets (HT). The CTP has also been upgraded
5.4. Upgrades for Run 2

5.4.1 New Preprocessor Multi-Chip Module

The upgraded MCM is intended to increase the resources available for processing signals and provide greater flexibility and an evolution of the features and algorithms implemented in the original design. A layout of the new Multi-Chip Module (nMCM) board design is shown in Figure 5.9. It features two dual-channel ADCs that digitise at twice the bunch crossing rate (80 MHz). Instead of the ASIC used in the previous design, the main functions for the MCM are programmed into one Xilinx Spartan-6 FPGA. It offers the possibility of improved signal processing, which is investigated in the next chapter.

Figure 5.9: The topside view of the new Preprocessor MCM. The four analogue trigger tower signals enter the module on the left-hand side and are digitised by the dual ADCs before entering the FPGA, where the main processing occurs. Taken from [85].
DEVELOPMENT OF THE L1CALO SIGNAL PROCESSING

6.1 Introduction

During Run 1 the processing of calorimeter signals in L1Calo was limited by the ASIC design of the MCM, where the main strategy available to suppress pile-up effects was to increase the noise cut. This approach is intended as a last resort and the fact that the thresholds cannot be configured dependent on the position within a bunch train inevitably results in overcompensation for the majority of events in order to suppress the large pedestal shift contribution for early bunch crossings in a train (described in Section 6.5). It is therefore much preferred to seek alternative signal processing techniques to minimise the use of noise cuts. The introduction of the FPGA based nMCM during LS1 provides the ideal opportunity to add additional functionality for Run 2 as well as the possibility for future firmware updates to accommodate further improvements.
6.2 Calorimeter Noise

To assess the performance of prospective signal processing techniques it was necessary to simulate analogue calorimeter signals representative of high pile-up conditions. This chapter assesses the performance of different FIR filter strategies to identify and reconstruct unsaturated trigger tower pulse signals. The simulated beam conditions are intended to represent the peak luminosity expected for the first year of Run 2 data-taking, corresponding to an average number of interactions per bunch crossing of 40, assuming a bunch spacing of 25 ns at a centre-of-mass energy of 13 TeV.

To adequately explore a wide range of capabilities possible with the aMCM a toy simulation called ToyMC was created to model the expected noise conditions for a trigger tower at any given $|\eta|$-bin. The ToyMC simulation models the full history of the analogue signal inputs over the circulation of the LHC with a sampling frequency of any given multiple of the bunch crossing frequency. It is also capable of producing the expected bunch filling schemes and bunch luminosity profiles to accurately simulate the effects of in-time and out-of-time pile-up on the performance of the aMCM. It also provides a true emulation of a possible hardware implementation of the signal processing functionality.

6.2 Calorimeter Noise

Noise is an important consideration for the performance of L1Calo and affects the system in the following ways. Firstly it reduces the efficiency of the BCID algorithm for identifying small signals of less than about 3 GeV in transverse energy\textsuperscript{1} as well as degrading the resolution achieved for identified signals. These factors will affect the performance of all trigger types. Significant noise levels will also reduce the effectiveness of the isolation cuts applied to EM and hadronic $\tau$ objects. Finally the noise sets the limit on the minimum $E_T$ threshold in order to avoid a high rate of fake jets, due to the large number of trigger towers which are summed together.

\textsuperscript{1}This is true for trigger towers where pile-up noise is not the main contributor
There are two principal sources contributing to incoherent noise, which are *thermal noise* and *pile-up noise*. Thermal noise has a white spectrum and depends on the detector characteristics and signal processing electronics such as amplifiers and cables. Pile-up noise is the result of the constant bombardment of calorimeter cells from physics processes with high cross sections, due to the multiple interactions occurring at each bunch crossing.

Another noise source arises from the quantisation of the analogue calorimeter signals, which introduces an error due to the truncation performed by the ADCs. This quantisation noise has a uniform $E_T$ distribution and for counts with a Least Significant Bit (LSB) of 0.25 GeV is computed to be approximately 75 MeV, given by the rule $\text{LSB}/\sqrt{12}$ [98].

Each of these noise sources is taken into account, where their standard deviations in the ToyMC are shown as a function of $|\eta|$ in Figure 6.1 for trigger towers in the EM and hadronic calorimeters. Note that other types of noise including coherent noise and crosstalk are of secondary importance to the purposes of this investigation and therefore are not considered as their magnitudes are small by design.

![Figure 6.1: Calorimeter noise as transverse energy determined by the standard deviation of ADC distributions as a function of the trigger tower $|\eta|$ for (a) thermal noise and (b) pile-up noise. See Sections 6.2.1 and 6.2.2 for more detail.](image)
6.2.1 Thermal Noise

The thermal noise experienced by trigger towers depends on their rapidity. This is due to the fact that the transverse component of a given noise energy scales with $\sin \theta$, leading to a relatively smaller contributions in $E_T$ at higher rapidity. There are also variations due to the different calorimeter detector types, changes within the structure of the different subdetectors which result in relatively smaller or larger noise contributions at given boundaries. No significant alterations are expected to the processing of the analogue signals received by the Preprocessor during LS1 and other than increases in noise due to the ageing of electronics and exposure to radiation it is reasonable to assume that contributions from the calorimeter electronics will remain very similar to Run 1. Early tests indicate that the noise handling of the nMCM is expected to be improved over the old design, with an approximate channel noise of 50 MeV [99]. However, the TOYMC adopts the worst case scenario by assuming an equivalent performance to the old MCM.

The thermal noise was measured using real experimental data by considering a bunch crossing containing no particle bunches which was sufficiently displaced in time from any other colliding bunches to avoid out-of-time contributions. This provides the most accurate representation of the thermal noise present while the detector is in full operation without any contributions from collisions.

The average noise distribution for a trigger tower at a given pseudorapidity was determined by binning the ADC data obtained in $|\eta|$ and subtracting the mean pedestal per trigger tower. The noise was estimated by taking the standard deviation obtained from a Gaussian fit to each of the distributions. To obtain a final estimate of the thermal noise, the expected quantisation noise must then be subtracted in quadrature. The results are shown in Figure 6.1a as a function of $|\eta|$ for trigger towers in the EM and hadronic calorimeters. The trigger tower noise at the centre of the detector is approximately 350 MeV, reducing to around 200 MeV for $|\eta| = 3$. There is a significant peak in the hadronic layer noise at $|\eta| = 1.8$ which corresponds to the transition point between the Tile Extended Barrel (EB) and the HEC.
The ToyMC models uncorrelated thermal noise by sampling random numbers from a Gaussian probability density function with a mean of zero and a standard deviation equal to that given in Figure 6.1a. This contribution is added to the pedestal level of the analogue input signal at the sampling frequency for all samples.

6.2.2 Pile-up Noise

Pile-up noise depends on the machine luminosity and therefore will vary with time as the bunch currents decay during a fill. It also depends on sampling depth, as deeper sections of the calorimeter are shielded from low energy particles. The pile-up noise is non-Gaussian and correlated between samples due to the calorimeter pulse shapes, which result in contributions both in-time and out-of-time.

Figure 6.2 shows example distributions of in-time pile-up experienced by trigger towers in different calorimeter regions. The distributions are obtained from MC simulation of minimum-bias data for an isolated bunch crossing, with a centre-of-mass energy of 13 TeV and \( \langle \mu \rangle = 40 \). The data sample was generated with the ATLAS Run 2 detector geometry, which includes the Insertable B-Layer (IBL) [100]. The shapes were acquired for each \( |\eta| \)-bin by subtracting the pedestal from the central ADC sample, where each ADC count corresponds to approximately 250 MeV. The large size of the FCal trigger towers in \( \eta-\phi \) space mean they are exposed to significant levels of pile-up, causing a large shift in the peak of the distribution to around 5 GeV.

The ToyMC generates an in-time pile-up contribution for every filled bunch crossing with an amplitude randomly chosen by sampling distributions based on the luminosity of the bunch, which scales linearly with \( \langle \mu \rangle \). The calorimeter pulse shape for that trigger tower is multiplied by this amplitude and the result is added to the pedestal, where the pulse peak is centred on the current bunch crossing. The process is repeated to build up the analogue input signal for the full LHC circulation for processing by the nMCM emulation.
6.2. Calorimeter Noise

When expressed in units of transverse energy, the pile-up noise amplitude is a slowly varying function of rapidity for $|\eta| < 3$ [101]. However the considerably coarser granularity of the trigger towers in the inner-wheel region of the calorimeter endcaps and FCal results in a significant increase in the pile-up noise experienced. The noise for simulated pile-up with a 25 ns bunch spacing has been measured in the ToyMC from the standard deviation of the analogue input signal sampled for filled bunch crossings, where the effects of the average baseline shift have been accounted for.

The results are shown in Figure 6.1b where the typical noise observed in the EM and hadronic layers for $|\eta| < 2.5$ is approximately 500 MeV and 100 MeV, respectively. This means that for the Tile calorimeter thermal noise is by far the dominant source, while for the Electromagnetic Barrel (EMB) the pile-up noise is the more significant contributor. Excluding trigger towers in the transition region between the endcap calorimeter and FCal, the pile-up noise completely dominates. The total incoherent noise for a trigger tower at the centre of the detector in the EM layer is therefore 600 MeV and for a hadronic layer is 400 MeV.

Figure 6.2: Example in-time pile-up distributions shown as a function of $E_T$ obtained from minimum-bias MC data with $\langle \mu \rangle = 40$ at $\sqrt{s} = 13$ TeV obtained for trigger towers in different calorimeter regions.
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6.3 Calorimeter Pulse Shapes

The general pulse shape characteristics depend on the calorimeter technology and shaping used. The analogue pulses from the LAr calorimeters extend over hundreds of nanoseconds, due to the relatively slow charge collection time. The Tile calorimeter produces narrower pulses from the rapid decay of the scintillation light. These signals then receive shaping which has been optimised to give a peaking time of about 45 ns, to minimise the total noise for a bunch spacing of 25 ns at the nominal LHC luminosity of $10^{34} \text{cm}^{-2} \text{s}^{-1}$ [102]. In the case of the LAr calorimeters the pulses have bipolar shaping, designed to give a net area close to zero to minimise the average baseline shift within a bunch train\(^2\). The Tile signals are instead able to use unipolar shaping.

The pulse shapes from physics collisions have been measured using an oscilloscope in many different regions of the EM and hadronic calorimeters, where typical signals from different calorimeter regions are shown in Figure 6.3. There is significant variation in the LAr pulse shapes as a function of $|\eta|$, as a result of changing argon gap sizes and discontinuities occurring at a number of transition regions. The drift time depends on the size of the LAr gaps, where a typical gap size for the EMB is around 2.1 mm, however to reduce space charge effects the FCal gap size is only 0.25 mm and results in a much smaller pulse length of around 350 ns.

The oscilloscope pulse shapes are used by the TOYMC to correctly model the out-of-time effects expected in data and are sampled according to the operational frequency. The signals are recorded with a 1 ns precision which enables detailed modelling of timing jitter and systematic shifts in timing. The TOYMC makes the assumption that the pulse amplitudes will scale linearly with energy for the range of unsaturated signals.

\(^2\)In practise the pulse shapes generally have a slightly larger negative area, which results in a negative baseline shift.
Figure 6.3: Example trigger tower pulse shapes for different calorimeter regions and normalised to a peak height of unity.
6.4 Bunch Luminosity Filling Scheme

It is an important requirement that a representative LHC filling scheme is used in the simulation in order to properly model the out-of-time effects as a result of the finite bunch train lengths and the spacing between them. Figure 6.4a shows the filling scheme chosen for study in the ToyMC, which is based on the general train structure used during 2012. Trains of 72 bunches are grouped together in batches of either four or two and separated by a small gap of 8 bunches. Each batch is separated by a long gap of 36 bunches without beam in the pattern 4–4–2 of the number of bunch trains, until the abort gap is reached.

The individual bunch luminosities achieved by the LHC are not uniform and tend to fluctuate with a similar pattern that depends on the position within a train. A model of these bunch-to-bunch luminosity variations from 2012 data was used to produce a profile for a 25 ns bunch separation, with an overall average number of interactions per bunch crossing of 40. The distribution of the number of pile-up interactions for the individual bunches of this profile are shown in Figure 6.4b, where the variations are of the level of 10%.

6.5 Pedestal Shifts

The combination of the calorimeter pulse shapes and the filling scheme results in shifts in the average baseline within a bunch train with respect to the nominal pedestal value. These shifts are proportional to the average number of interactions per bunch crossing. The average pedestal shifts for trigger towers in different calorimeter regions are shown in Figure 6.5 for uniform and realistic bunch luminosities corresponding to \( \langle \mu \rangle = 40 \), for a bunch train following after a long bunch gap and a second train following after a short bunch gap. In the ToyMC the nominal pedestal measures at an average of 31.5 ADC counts without the presence of beam.

The spacing between bunch trains means that pulses of the Tile and FCal calorime-
In the LAr calorimeters the bipolar shaping is unable to fully compensate for the positive areas of the pulses in the early bunches of a bunch train, resulting in a large positive shift lasting for the first 10 bunch crossings in FCal and more than 25 bunch crossings elsewhere. In FCal the peak of the shift occurs at the second bunch in a train, however in other regions the peaks occur after the fifth and eighth crossing for bunch trains following a short and long beam gap respectively. The magnitude of the shift is particularly extreme in those regions which experience the largest pile-up, and in FCal1 particularly the maximum shift is approximately 45 ADC counts above pedestal (approximately 11 GeV). The shifts are larger for bunch trains after long gaps.

\[^3\]Assuming uniform bunch luminosities
Once the baseline has stabilised there is a small overall negative shift as a result of the larger negative net area of the LAr pulse shapes. At this point the realistic bunch luminosities cause fluctuations in the baseline which can vary significantly from one bunch to the next. At the end of a bunch train the pulse undershoots dominate which has a significant negative shift on the last bunch in the train.

The Tile calorimeter unipolar shaping results in a relatively constant positive shift throughout a bunch train which is very small at about 0.18 ADC counts due to the low pile-up.

### 6.6 Simulation Summary

There are two main parts to the ToyMC simulation. The first part generates an analogue signal trace for a circulation of the LHC beam and the second part processes this with an emulation of the nMCM hardware, which is easily modified in software to include new functionality. The advantage over real experimental data is that it is easy to produce large statistics samples under specific conditions to accurately compare the performance of different nMCM configurations and features.

As discussed in the previous sections the ToyMC includes both thermal and pile-up noise contributions into the trigger tower simulation by taking into account both the properties of the calorimeters and the setup of the LHC. In addition the ToyMC can randomly inject well separated ‘signal’ pulses with a range of amplitudes. The ability of the nMCM to identify these signals and accurately reconstruct their transverse energy will be used to optimise the performance of the nMCM.

The operation of the FIR filter is illustrated in Figure 6.6 for a section of a trace from an EMB trigger tower with an injected 10 GeV signal. The baseline coloured as red includes the original pedestal level and the sum of the thermal noise and negative areas of the calorimeter pulses. The blue and yellow areas represent the sum of the positive areas of the pile-up and signal pulses respectively.
Figure 6.5: Example pedestal shifts for uniform and realistic bunch luminosities in different calorimeter regions.
The FIR filter acts to remove distortions of the original signal due to noise, resulting in an improved signal-to-background ratio, the correct identification of the bunch crossing and accurate measurement of its transverse energy.

### 6.7 Measuring Filter Performance

A critical part of the filter performance is its ability to identify low $E_T$ signals, commonly referred to as the BCID efficiency. The ToyMC defines this as the efficiency of the peak-finder to correctly associate an injected signal pulse with the bunch crossing it originated from. In addition the simulation categorizes those signals which failed the peak-finder identification in order to understand the relative contributions of possible inefficiencies.

One possible source of inefficiency is that the peak-finder incorrectly identifies the signal to be in another bunch crossing and is defined in the ToyMC as the case where the peak-finder fires one bunch crossing early or late. This contribution is of significant concern, as it will diminish the performance of the EM isolation and potentially cause triggers in the wrong bunch crossing. In all other cases the signal is considered to have been completely ‘missed’ by the peak-finder. There is also another possibility not considered here, that the very nature of the peak-finder algorithm prevents the identification of signals in consecutive bunch crossings, which would lead to one signal being effectively vetoed by the peak-finder decision. This is expected to occur infrequently and in any case the current Level 1 trigger is incapable of triggering on consecutive crossings due to simple deadtime.

Other important parts of the filter performance include the trigger tower response and resolution, which requires that a bunch crossing contains a correctly identified signal pulse. The trigger tower response is defined as

$$\mathcal{R} = \langle E_T^{\text{LUT}} / E_T^{\text{truth}} \rangle,$$  \hspace{1cm} (6.1)
Figure 6.6: An example of a digitised trace for an EMB trigger tower at different stages of the MCM signal processing using a matched filter. The different components going into forming the trace and the $E_T$ output are shown for a single bunch train containing a ToyMC simulated 10 GeV signal event at a BCID number of 64.
where $E_T^{\text{LUT}}$ is the $E_T$ as determined by the trigger tower LUT, $E_T^{\text{truth}}$ is the true $E_T$ of the injected signal pulse and the mean is taken from a Gaussian fit to the $E_T^{\text{LUT}}/E_T^{\text{truth}}$ distribution. Additionally cuts are applied to clean-up the distributions at very low $E_T$ by requiring the signal is well timed, with a local maximum central ADC and transverse energy cuts of LUT > 0, ADC > 40 and $E_T^{\text{truth}} > 2$ GeV to remove tails from badly reconstructed signals.

The response of a trigger tower can depend significantly on the position within a bunch train for the LAr calorimeters as a result of the average baseline shift. The shifts also generally act in opposite directions for bunches early in a train and those later. Therefore the response is measured separately for bunches in the start and the bulk of the train, where the transition is defined by the point where the shift changes from positive to negative with respect to the nominal pedestal for uniform bunch luminosities.

The trigger tower resolution ($\sigma_{R'}$) is given by the standard deviation of the Gaussian fit to the response distribution, where the distortions due to the average baseline shift have been corrected for, in order to represent the true intrinsic resolution of the filter. The corrected response is defined as

$$ R' = \left\langle \frac{E_T^{\text{LUT}} - \delta(\text{BCID})}{E_T^{\text{truth}}} \right\rangle, \quad (6.2) $$

where the mean shift $\delta$ is determined per BCID from a simulation without signal pulses. The magnitude of the fluctuations in the trigger tower $E_T$ reconstruction is determined by the fractional resolution, defined as $\sigma_{R'}/R'$, and is modelled as a function of the signal pulse $E_T^{\text{truth}}$. The TOYMC assumes no fluctuations in the pulse height due to the statistical processes of shower developments, as well as losses due to longitudinal shower leakage. Therefore we need only consider the noise term ($N$), which can be obtained from a fit to the TOYMC data using the following function:

$$ \frac{\sigma_{R'}}{R'} = \frac{N}{E_T^{\text{truth}}}. \quad (6.3) $$
6.8 FIR Filter Strategies

The correct selection of the FIR filter coefficients is crucial for optimising the trigger tower BCID efficiency and $E_T$ resolution. Three different filter strategies are considered that could be easily implemented in the nMCM.

The simplest of all is a *trivial* filter. It uses just a single multiplier to pass through the ADC data effectively unmodified. This means that only contributions in-time are included, helping to minimise pile-up contributions. However, this makes the filter susceptible to incoherent white noise that would otherwise approximately cancel over many independent samples. The *matched* filter approach was adopted during Run 1, where the coefficients are chosen to be proportional to the calorimeter pulse amplitude at each sample. This is the optimal configuration of filter coefficients for white noise \[103\]. *Autocorrelation* filters take advantage of the cross-correlation of a signal with itself at different samples and are effective at identifying the presence of periodic signals which are obscured by noise. The structure of the correlation will depend on the pulse shape and bunch spacing, while the strength of the correlation will depend on the pile-up conditions. It is therefore possible to produce autocorrelation coefficients optimised for a specific set of these conditions.

The TOYMC calculates the noise autocorrelation matrix of linear correlation coefficients using the sample Pearson correlation method \[104\]:

$$R_{ij} = \frac{n \sum S_i S_j - \sum S_i \sum S_j}{\sqrt{(n \sum S_i^2 - (\sum S_i)^2)(n \sum S_j^2 - (\sum S_j)^2)}}, \quad (6.4)$$

where $S_i$ and $S_j$ are the values of the ADC data samples for particular positions in the sample window and $n$ is the number of sample windows considered. The matrix is determined by randomly selecting independent windows of ADC data centred on a filled bunch crossing, for a simulation including only thermal and pile-up noise. The set of autocorrelation coefficients $a$ are extracted by multiplying the inverse of
the noise correlation matrix by the normalised pulse shape $g$ [105]:

$$a = R^{-1} \cdot g.$$  \hspace{1cm} (6.5)

The correlation matrix for a FCal1 trigger tower with a sample frequency of 40 MHz and a bunch spacing of 25 ns is given in Figure 6.7a. The diagonal elements show perfect correlation between a sample and itself, while the correlation between different off-diagonal elements becomes weaker the further they are separated, and eventually show anti-correlation as a result of the pulse entering undershoot. The strength of the correlation is very similar for samples separated by the same distance, which is connected to the 25 ns bunch spacing.

The result of the autocorrelation calculation is shown in Figure 6.7b by the black points, which have been normalised to the central sample amplitude of the calibrated integer coefficients, given by the blue dashed line. The contributions to the FIR sum either side of the central sample are strongly negatively weighted by the coefficients. The filter is less dependent on the pedestal level than other filters due to the small coefficient sum, which is of significant advantage in areas that experience large pedestal shifts.

The performance of these three filter types is shown in Figure 6.8 for a FCal1 trigger tower. The autocorrelation filter demonstrated a significantly better BCID efficiency than the other filters in this high pile-up environment and reaches full efficiency at approximately 12 GeV. The trivial filter is found to perform better than the matched filter, as used during Run 1. This is because the thermal noise is insignificant in this region of the calorimeter compared to the pile-up noise and therefore the matched filter, which is optimised for white noise no longer performs well. The response of the different filters is dominated by their sensitivity to pedestal shifts and is related to the sum of the coefficients used. In the case presented, the single coefficient used for the trivial filter has a value of 15 in order to maximise the use of the LUT. The autocorrelation filter therefore has the greatest independence of the pedestal as a
result of the large negative coefficients used. Finally, the autocorrelation filter is also found to have the best resolution. The autocorrelation filter proves to have the best performance in each aspect, offering a significant improvement over the Run 1 performance in an environment dominated by pile-up noise.

6.9 Sampling Frequency

The ADCs of the nMCM digitise at a frequency of 80 MHz. One of the main motivations for choosing a higher sampling frequency is to extend the reliability of the saturated BCID algorithm to higher $E_T$. However, it is also possible to take advantage of the higher frequency samples in the FIR filter. Figure 6.9a shows the correlation matrix obtained for an EMEC Inner Wheel (IW) trigger tower with a sample frequency of 80 MHz and a bunch spacing of 25 ns. In this case, nine samples taken symmetrically about the peak sample are used so that the filter covers the same time window as that for five 40 MHz samples. The corresponding coefficients are shown in Figure 6.9b.
Figure 6.8: The performance of different filter strategies used in FCal1 as a function of transverse energy. Subfigure (a) shows the BCID efficiency for correctly identified signals. Subfigures (b) and (c) show the response for events at the start and bulk of the bunch train, respectively. Subfigure (d) shows the fractional resolution.
Figure 6.9: Calibration of filter coefficients for a trigger tower in the EMEC IW with 80 MHz sampling and 25 ns bunch spacing. (a) shows the correlation matrix $R$ between samples and (b) shows the corresponding filter coefficients $\alpha$ after normalisation.

Figure 6.10: Performance of a trigger tower in the EMEC IW for 40 MHz and 80 MHz sampling frequencies as a function of transverse energy. (a) shows the BCID efficiency for correctly identified signals and (b) shows the fractional resolution.
Figure 6.10 compares the performance between autocorrelation filters designed for 40 MHz and 80 MHz operation. There is an improvement observed in both the BCID efficiency and fractional resolution when operating at 80 MHz. This is also true in the other calorimeter regions except FCal1, where there is no significant difference.

The large number of channels in L1Calo places constraints on the data volume that can be readout and still achieve the maximum L1A rate. It is also a founding principle that enough data is readout such that the L1Calo trigger decision can be fully recreated offline. To this end, operating the FIR filter at 80 MHz would mean a large increase in the data volume that does not represent enough of a gain in performance when compared to the correction of the pedestal shifts. It is therefore decided to retain the FIR filter operation at 40 MHz.

6.10 Number and Precision of Coefficients

The benefit of increasing the nominal sampling window from five samples to seven was investigated, as well as increasing the nominal bit precision of the coefficients from four signed bits to five signed bits. In each of these cases there is no systematic benefit observed over the nominal configuration in the context of autocorrelation filters. Increasing the sampling window would also have the disadvantage of increasing the latency for a trigger decision.

6.11 Pedestal Correction

The pedestal shift experienced at the start of a bunch train is one of the largest factors affecting the signal processing performance. It has meant that significantly larger noise cuts than ideally necessary have been required during Run 1 to compensate for the high event rates generated by this effect alone. This effect can only be controlled up until a certain luminosity point at which the $E_T$-shift surpasses the
noise cuts. It is also possible for large noise cuts to produce large $E_{T}^{\text{miss}}$. The shifts also cause a bias on the peak-finder algorithm to favour certain bunch crossings over others that may contribute to triggers being issued in the wrong bunch crossing. Although the autocorrelation filters are far more robust against such shifts due to the smaller coefficient sums than the matched filters, an additional solution is required.

The most favourable option is to apply an average correction to the FIR filter output, because at this point all the individual FIR sums have been combined into a single uncalibrated $E_{T}$ estimate for the bunch crossing and the finest precision is available. Additionally, a correction at this point will not only affect the final $E_{T}$ estimate calculated by the LUT, but will also alter the result of the peak-finder BCID decision. It is also important to compute an average for every bunch crossing independently. Represented mathematically, the corrected FIR output is given by subtracting a correction term from the original FIR output:

$$f'(t) = f(t) - \langle f \rangle_{\text{BCID}} - f_{p},$$

where $f_{p} = \sum_{i=0}^{n-1} a_i \times p$. (6.6)

Here the parameter $f_{p}$ takes into account the expected pedestal level in the FIR output and is computed by the sum of the products of each filter coefficient and the measured pedestal ($p$) in ADC counts. The parameter $\langle f \rangle_{\text{BCID}}$ represents the average FIR output computed for the current bunch crossing identifier number.

In the ToyMC, signal pulses are not added into the simulation until all these averages have been measured for the simulated conditions, to prevent distortions to averages measured. The average used in the ToyMC is a simple mean, calculated by accumulating the FIR output values for a given bunch crossing and dividing by the number of samples. More complex schemes such as a moving average are also possible and may prove more robust against bursts of noise during real operation, depending on the number of samples accumulated.
6.12 Firmware Implementation

Figure 6.11 shows an overview of the FPGA logic for the nMCM that is structurally similar to the ASIC design. In addition to the old MCM functionality there are blocks dedicated to the computation and correction of the average pedestal shift per bunch crossing, and separate LUTs for output to the CP and JEP systems. Note that separate monitoring and readout of each of the LUTs is required, as well as readout of the pedestal correction value. The FIR output sums are accumulated in 32-bit memories during a programmable number of LHC orbits. Once completed, the 16-bit average of each sum is computed through a bit shifted division operation. Finally the ‘PedCorr’ block applies the correction as shown in (6.6) by accessing the relevant average and the value of the expected pedestal level.

Figure 6.11: Overview of Preprocessor nMCM FPGA logic for one channel that includes both the MCM logic shown in Figure 5.3 and processing blocks for the pedestal correction and additional LUT.

6.13 Results

Considering the performance and practicality of the different options presented in the previous sections, the final setup proposed for Run 2 is to use autocorrelation filters with five 4-bit signed precision coefficients and a 40 MHz sampling frequency
in combination with the pedestal correction. The results discussed in this section compare the performance of signal processing for the Run 1 and Run 2 configurations in the TOYMC at $\langle \mu \rangle = 40$ for trigger towers in different calorimeter regions. An example of the calibration used for the matched and autocorrelation filters in these different regions is given in Table 6.1. The smaller sum of the coefficients for autocorrelation filters means that in almost all cases a lower range is used, as well as a smaller offset. In regions where pile-up is a small contribution, as in the central region of the hadronic calorimeter layer, negative autocorrelation coefficients do not appear. Typically in FCal, where the pile-up is dominant and the pulse shape narrower, the second and fourth coefficients have significant negative weights. Otherwise, the negative weights tend to appear for the first and fifth coefficients. There is a much greater variation in the calibration of the autocorrelation filters which adds complexity.

Table 6.1: Example matched (Run 1) and autocorrelation (Run 2) FIR coefficients and their corresponding LUT calibration parameters for different calorimeter regions determined in the TOYMC.

<table>
<thead>
<tr>
<th>Run</th>
<th>Region</th>
<th>Coefficients</th>
<th>dropbits</th>
<th>offset</th>
<th>slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 1</td>
<td>EMB</td>
<td>0 9 15 11 7</td>
<td>5</td>
<td>42994</td>
<td>1036</td>
</tr>
<tr>
<td></td>
<td>EMEC OW</td>
<td>1 10 14 10 6</td>
<td>5</td>
<td>43052</td>
<td>1063</td>
</tr>
<tr>
<td></td>
<td>EMEC IW</td>
<td>1 10 14 10 6</td>
<td>5</td>
<td>43052</td>
<td>1063</td>
</tr>
<tr>
<td></td>
<td>FCal1</td>
<td>0 4 11 6 0</td>
<td>4</td>
<td>43243</td>
<td>1042</td>
</tr>
<tr>
<td></td>
<td>Tile</td>
<td>2 10 15 11 5</td>
<td>5</td>
<td>45220</td>
<td>1064</td>
</tr>
<tr>
<td></td>
<td>HEC OW</td>
<td>2 10 15 11 5</td>
<td>5</td>
<td>45220</td>
<td>1064</td>
</tr>
<tr>
<td></td>
<td>HEC IW</td>
<td>0 9 15 11 6</td>
<td>5</td>
<td>43376</td>
<td>1071</td>
</tr>
<tr>
<td></td>
<td>FCal23</td>
<td>0 4 11 6 0</td>
<td>4</td>
<td>43492</td>
<td>1048</td>
</tr>
<tr>
<td>Run 2</td>
<td>EMB</td>
<td>-8 4 12 3 -1</td>
<td>4</td>
<td>20085</td>
<td>1030</td>
</tr>
<tr>
<td></td>
<td>EMEC OW</td>
<td>-5 3 6 1 -2</td>
<td>3</td>
<td>12271</td>
<td>1067</td>
</tr>
<tr>
<td></td>
<td>EMEC IW</td>
<td>-14 9 13 -2 -4</td>
<td>4</td>
<td>3766</td>
<td>1076</td>
</tr>
<tr>
<td></td>
<td>FCal1</td>
<td>4 -11 15 -6 0</td>
<td>3</td>
<td>8183</td>
<td>1091</td>
</tr>
<tr>
<td></td>
<td>Tile</td>
<td>1 9 15 10 4</td>
<td>5</td>
<td>43428</td>
<td>1128</td>
</tr>
<tr>
<td></td>
<td>HEC OW</td>
<td>0 2 4 3 1</td>
<td>3</td>
<td>42107</td>
<td>1066</td>
</tr>
<tr>
<td></td>
<td>HEC IW</td>
<td>-1 5 9 5 1</td>
<td>4</td>
<td>38663</td>
<td>1031</td>
</tr>
<tr>
<td></td>
<td>FCal23</td>
<td>1 -4 6 -1 0</td>
<td>2</td>
<td>16120</td>
<td>1040</td>
</tr>
</tbody>
</table>

The BCID efficiencies for the three scenarios described in Section 6.7 in the TOYMC are shown in Figure 6.12 for the Run 1 and Run 2 configurations for different
calorimeter regions. In the Run 1 configuration there is a substantial inefficiency that is most significant at very low $E_T$, due to signals being missed altogether. This contribution is substantially reduced by the autocorrelation filters and provides much of the improvement in the efficiency of the correctly identified signals. It appears that below approximately 1 GeV many of the signals which were previously being missed are instead identified one bunch crossing early or late in the EM layer and forward hadronic regions. In some respects it is preferable to miss a signal than to identify it in an incorrect bunch crossing, but given that these signals are mostly below the typical noise cut there will be no significant effect on the behaviour of the trigger. There is also a reduction in the tail of the wrongly identified signals that is mostly responsible for the inefficiency at higher $E_T$ values and will have a significant effect on the behaviour of the trigger. The calorimeter regions which benefit most greatly with the Run 2 configuration are those that have large contributions from pile-up noise. Although the contribution of missed signals is reduced for the Tile and HEC Outer Wheel (OW), there is a slight increase in the tail for signals that are identified in the wrong bunch crossing.

The linearity for signals occurring at the start of the bunch train and the fractional resolution performance for the Run 1 and Run 2 configurations are shown as a function of $E_T$ in Figure 6.13 and Figure 6.14, respectively. The results for calorimeter regions with similar effects have been grouped together. The Run 1 configuration for particularly the EMEC IW and FCal1 is greatly affected by the pedestal shift at the start of the bunch train. After the application of the autocorrelation filters and pedestal correction the linearity for all the different calorimeters remains consistent over the full $E_T$ range, until low $E_T$.

The fractional resolution performance is worst for trigger towers with $|\eta| > 2.5$ in the EM calorimeter layer, followed by the corresponding region in the hadronic calorimeter, with the best performance seen in the central regions. In all regions there is an improvement in the fractional resolution, except for trigger towers with $|\eta| < 2.5$ in the hadronic calorimeter layer, where there is a small degradation in the performance using the Run 2 configuration. The largest performance improvements
Figure 6.12: The BCID efficiency for different calorimeter regions in the ToyMC using (a) Run 1 and (b) Run 2 configurations. The black points show the BCID efficiency for correctly identified signals. The solid blue line shows where the peak-finder fires one bunch crossing early or late. The yellow dashed line shows the remaining case in which the signal is considered to have been missed by the peak-finder.
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Figure 6.13: Trigger tower $E_T$ response in the ToyMC as a function of the signal pulse $E_T$ in different calorimeter regions. Subfigures (a) and (b) are for the Run 1 and Run 2 configurations at the start of the bunch train. Subfigures (c) and (d) are for the Run 1 and Run 2 configurations in the bulk of the bunch train.

Figure 6.14: Fractional trigger tower $E_T$ resolution in the ToyMC as a function of the signal pulse $E_T$ for different calorimeter regions for the (a) Run 1 and (b) Run 2 configurations.
are seen in the EM layer. The results for the fitted fractional resolution curves are given in Table 6.2.

Table 6.2: The fitted fractional resolution performance in GeV for different calorimeter regions in the ToyMC for the Run 1 and Run 2 configurations, indicated by the measured noise term. The statistical uncertainties are insignificant compared to the quoted precision.

<table>
<thead>
<tr>
<th>Setup</th>
<th>EM Central</th>
<th>EMEC IW</th>
<th>FCal1</th>
<th>Had. Central</th>
<th>Had. Forward</th>
</tr>
</thead>
<tbody>
<tr>
<td>Run 1</td>
<td>0.704</td>
<td>1.109</td>
<td>3.569</td>
<td>0.410</td>
<td>0.781</td>
</tr>
<tr>
<td>Run 2</td>
<td>0.619</td>
<td>0.824</td>
<td>2.422</td>
<td>0.415</td>
<td>0.757</td>
</tr>
</tbody>
</table>

6.13.1 Timing Stability

Fluctuations in the timing of signal pulses as well as systematic shifts with respect to signals perfectly timed for the centre of the bunch crossing will degrade the performance of the signal processing. The autocorrelation filter coefficients in FCal often contain large negative coefficients neighbouring the large positive central coefficient. This is likely to make the performance of these filters more sensitive to small shifts in the timing of signals. Figure 6.15a compares the BCID efficiency for 5 GeV signals in the Run 1 and Run 2 configurations for systematic shifts in timing from −5 ns to +5 ns. Negative shifts indicate that the pulse peaks earlier than expected. Despite a significant drop in the identification efficiency at large positive shifts, causing signals to be identified in the wrong bunch crossing, the Run 2 configuration provides the best performance over the full range. A similar comparison is shown in Figure 6.15b of the response for a 30 GeV signal. In this case, positive shifts cause the response of the Run 2 configuration to rapidly diverge from unity. It is possible to achieve fine-timing calibration for signals with a total uncertainty of ±2.4 ns [106]. Therefore, it is essential that the timing of signals in FCal are kept stable and within this limit.
Figure 6.15: FCal1 performance comparison in the TOYMC between the Run 1 and Run 2 configurations for systematic timing shifts from $-5$ ns to $+5$ ns. Subfigure (a) shows the BCID efficiency for 5 GeV signals. The black points show correctly identified signals, the blue lines show where the peak-finder fires one bunch crossing early or late, and the yellow lines show the signals missed by the peak-finder. Subfigure (b) shows the response for 30 GeV signals.

6.14 Summary

The autocorrelation FIR filter approach improves the BCID performance significantly in high pile-up environments over the matched filter, as well as offering improvements in resolution. The average pedestal correction significantly improves the response behaviour as a function of the position in a bunch train. Combing both of these strategies together offer a large improvement in performance for Run 2 and can be accommodated within the design of the nMCM.
7.1 Introduction

The careful optimisation of the L1Calo trigger tower noise cuts is a necessary part of the pile-up suppression strategy in order to maintain the lowest feasible trigger thresholds for high luminosity collisions, and was key to the successful operation of $E_T^{\text{miss}}$ triggers during 2012. The introduction of the nMCM during LS1 has enabled the use of new signal processing techniques, better suited to the pile-up effects experienced by L1Calo, and will help to minimise the magnitude of the required noise cuts and achieve an equivalent or better trigger performance at high luminosity. The proposed mode of operation for processing trigger tower signals during Run 2 is established in Chapter 6 as the use of autocorrelation FIR filter coefficients and an average pedestal correction in combination. It is important to also develop a strategy for the optimisation of noise cuts for the average conditions expected during Run 2.
with the new signal processing features.

Noise cuts are applied in the LUT of the MCMs and act to zero energies below a given threshold value. It is not possible to reconfigure the LUT without loss of data and so this value cannot be changed during collisions to meet the specific pile-up conditions at any given time. Noise cuts have a significant impact on the behaviour of L1Calo, with implications for the whole trigger system. It is therefore more practical to maintain a fixed set of noise cuts suitable for an entire run period to minimise the demands on the trigger operation and the configuration of the MC. These limitations require that noise cuts are chosen carefully to give close to optimal performance over the widest possible range of the expected luminosity.

In the following study, MC samples have been used with a simulated centre-of-mass energy of $\sqrt{s} = 14$ TeV, an average number of interactions per beam crossing of $\langle \mu \rangle = 60$, and a bunch spacing at 25 ns intervals. This represents the conditions the LHC machine expects to achieve before the end of Run 2 and approximately corresponds to a beam luminosity of $2 \times 10^{34}$ cm$^{-2}$ s$^{-1}$. These samples use a description of the ATLAS detector geometry including the IBL, which was installed during LS1. The data sets used have been produced by reprocessing simulated events with the proposed Run 2 signal processing configuration and for five sets of noise cuts. The trigger performance is measured in each case and compared to that of the default simulation for Run 1.

Low-$p_T$ jet and $E_T^{\text{miss}}$ triggers are extremely sensitive to pile-up, and the nMCM is critical for keeping the thresholds reasonably low during Run 2. For high-$p_T$ jets, there is a significant rate increase compared to Run 1, due to the rise in the centre-of-mass energy of the LHC from 8 to 14 TeV. Apart from raising trigger thresholds, the only other way to keep the rates under control is to use combined object triggers. Therefore this study is primarily concerned with the optimisation of noise cuts for the lowest threshold unprescaled multijet and $E_T^{\text{miss}}$ triggers in an effort to achieve equal or better performance compared to that measured in the Run 1 simulation. The nMCM features separate LUTs for input to the cluster processors and jet/energy-
sum processors, which allows a general approach to be taken in optimising noise cuts for jets and $E_T^{\text{miss}}$ without interfering with the performance of EM and TAU triggers. Opposed to the jet and $E_T^{\text{miss}}$ triggers, the optimisation of noise cuts for EM and TAU triggers requires consideration of the interplay with isolation requirements.

Final states with multiple jets are important for the study of high-order QCD, for measurements of $t\bar{t}$ production in the fully hadronic decay channel, and for many searches for new physical phenomena. A large $E_T^{\text{miss}}$ is a key signature for searches of new physics processes such as stable weakly interacting SUSY particles.

The ATLAS integrated luminosity near $\sqrt{s} = 14$ TeV is expected to total around 150 fb$^{-1}$ by the end of Run 2. This data set will enable precise measurements of the Higgs boson production rates and properties, and search in a large phase space for physics Beyond the Standard Model (BSM). The Level 1 trigger must provide comprehensive and efficient coverage of all triggers needed for SM and Higgs physics, while serving the diverse needs of the BSM searches. Much of the trigger space is covered by the decays of electroweak particles which have masses in the range of 80 to 125 GeV. Decays of these particles are to leptons and jets, resulting in objects with an offline $p_T$ greater than about 30 GeV.

7.2 Monte Carlo Samples

The ATLAS software framework is named ATHENA [107] and is built upon a flexible high-energy physics data processing framework called GAUDI [108]. ATHENA uses PYTHON to configure and load individual software packages written in C++, where the package structure is managed by the Configuration Management Tool (CMT). Packages with similar functionality are grouped into projects, for example Atlas-Trigger and AtlasReconstruction. An overview of the ATLAS data flow is shown in Figure 7.1 for both simulated events and real experimental data. Processes, which include applications and algorithms, are marked in square-cornered boxes and persistent data objects are marked in slanted boxes.
Generators produce events in standard HepMC format \cite{109} and can be filtered at generation time so that only events containing certain properties are stored. The generator is responsible for any prompt decays such as those of $W$ or $Z$ bosons, but any particles considered to be stable are stored as they are expected to propagate far enough to interact with detector material before decaying. EVNT files hold the four-vectors and production/decay vertices of particles from the different event generators, used to simulate physics processes. The generated events are processed by the ATLAS detector simulation \cite{110} which propagates each particle through the detector within the GEANT4 framework \cite{111}, recording any energy deposits in sensitive parts of the detector as hits. The digitisation software takes these hits and converts them into voltages or currents, taking into account the response of the different detectors and signal shaping. At this point detector noise is added to the event and a pile-up overlay is included. The digits of each subdetector are written out as Raw Data Objects (RDOs), which is the MC equivalent of the RAW data format produced by the bytestream conversion of real ATLAS data. The ATLAS reconstruction runs over either RAW or RDO files to produce identical output, from which point data and simulation use the same framework. Event Summary Data (ESD) files contain the full output of the ATLAS reconstruction algorithms, but also retain the detector hit information that forms the input to the reconstruction. It is therefore possible to reprocess trigger algorithms with different configurations using...
this data format, without having to do the full reconstruction. This method has been used to produce the data samples used in this study. Finally, the reconstructed data are converted into data formats used for analysis.

Simulated data sets for a number of different types of physics processes are used in this study with a mixture of signatures including jets and $E_T^{\text{miss}}$. Minimum-bias events are used to represent the background event rate and are important in understanding the conditions expected for high luminosity $\sqrt{s} = 14$ TeV collisions. Events from the $t\bar{t}$ process were produced using the Next-to-Leading Order (NLO) matrix element generator POWHEG [112,113,114,115] interfaced with PYTHIA8 [116] to perform showering and hadronization, and include all $t\bar{t}$ final states involving at least one lepton. A sample of simulated $ZH \rightarrow \nu\bar{\nu}b\bar{b}$ events was produced with the PYTHIA8 generator, and has a final state topology consisting of $E_T^{\text{miss}}$ from the $Z \rightarrow \nu\bar{\nu}$ decay and two $b$-jets from the decay of the Higgs boson. The final process considered is $H \rightarrow \tau\tau$, where one tau lepton decays leptonically and the other decays hadronically and was produced using POWHEG interfaced with PYTHIA8. In this sample the Higgs boson is produced via the VBF mechanism, which results in a topology containing two high-$p_T$ jets with a large separation in $\Delta\eta$, as well as the tau decay signatures. The mass of the Higgs boson in each of these samples is set to 125 GeV.

7.3 nMCM Simulation

The trigger tower simulation was updated to support the important new functionality of the nMCM in order to provide a good representation of the potential Run 2 performance. Firstly, suitable autocorrelation filter coefficients were derived using the method as given in Section 6.8 for simulated ADC data and pulse shapes. The minimum-bias data set provides an excellent representation of the background physics processes the detector will experience and is therefore best suited to the derivation of the autocorrelation filter coefficients, pedestal correction values and
noise cuts. The simulation contains five different calorimeter pulse shapes corresponding to different subdetectors, the shapes of which are given in Table 7.1 for the five 40 MHz samples centred on the pulse peak. The results of the autocorrelation calculation and the calibrated coefficients are given in Table 7.2.

Table 7.1: The five 40 MHz samples of the simulation pulse shapes per calorimeter region, centred on the pulse peak and normalised to a peak height of unity.

<table>
<thead>
<tr>
<th>Calorimeter</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMB/EMEC</td>
<td>0.10</td>
<td>0.47</td>
<td>1.00</td>
<td>0.60</td>
<td>0.12</td>
</tr>
<tr>
<td>HEC</td>
<td>0.03</td>
<td>0.61</td>
<td>1.00</td>
<td>0.76</td>
<td>0.39</td>
</tr>
<tr>
<td>FCal1</td>
<td>0.00</td>
<td>0.21</td>
<td>1.00</td>
<td>0.30</td>
<td>-0.45</td>
</tr>
<tr>
<td>FCal23</td>
<td>0.00</td>
<td>0.26</td>
<td>1.00</td>
<td>0.52</td>
<td>-0.23</td>
</tr>
<tr>
<td>Tile</td>
<td>0.06</td>
<td>0.56</td>
<td>1.00</td>
<td>0.67</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Table 7.2: Example autocorrelation FIR coefficients and their corresponding LUT calibration parameters for different calorimeter regions determined from minimum-bias simulated events.

<table>
<thead>
<tr>
<th>Region</th>
<th>Coefficients</th>
<th>dropbits</th>
<th>offset</th>
<th>slope</th>
</tr>
</thead>
<tbody>
<tr>
<td>EMB</td>
<td>-1 -1 8 1 -2</td>
<td>3</td>
<td>20495</td>
<td>1051</td>
</tr>
<tr>
<td>EMEC OW</td>
<td>-2 -2 9 0 -3</td>
<td>3</td>
<td>8190</td>
<td>1092</td>
</tr>
<tr>
<td>EMEC IW</td>
<td>0 -3 6 -1 -1</td>
<td>2</td>
<td>7935</td>
<td>1058</td>
</tr>
<tr>
<td>FCal1</td>
<td>3 -7 10 -3 0</td>
<td>3</td>
<td>12340</td>
<td>1073</td>
</tr>
<tr>
<td>Tile</td>
<td>-3 4 10 5 0</td>
<td>4</td>
<td>33453</td>
<td>1062</td>
</tr>
<tr>
<td>HEC OW</td>
<td>-4 2 6 2 -2</td>
<td>3</td>
<td>16182</td>
<td>1044</td>
</tr>
<tr>
<td>HEC IW</td>
<td>-12 4 15 1 -5</td>
<td>4</td>
<td>5671</td>
<td>1031</td>
</tr>
<tr>
<td>FCal23</td>
<td>2 -8 10 -1 0</td>
<td>4</td>
<td>43492</td>
<td>1048</td>
</tr>
</tbody>
</table>

It is not feasible to produce a true emulation of the pedestal correction within the ATHENA simulation framework as it would take excessively long to accumulate the FIR output sums necessary on-the-fly. Physics samples are also not representative of typical collisions and as a result will distort such a correction. It is more practical to provide pre-computed correction values based on the location of the trigger tower, the current simulated BCID, and \( \langle \mu \rangle \) conditions. For the purposes of this analysis a demonstrator method was devised to accept pre-computed correction values obtained by measuring the mean FIR output per \(|\eta|\)-bin and per BCID for minimum-bias data with the application of the autocorrelation filter coefficients. The limitation
of this method is that it does not provide independent trigger tower corrections, but effectively an averaged correction per $|\eta|$-bin. Figure 7.2 shows the average FIR output measured for $|\eta|$-bins in the EM and hadronic layer with minimum-bias data and for one bunch train, where the scale of the values depends on the sum of the coefficients. These values are then used in the pedestal correction as given in (6.6).

![Figure 7.2: Average FIR output of the autocorrelation filters in minimum-bias simulated events per $|\eta|$-bin and over one bunch train for trigger towers in (a) the EM and (b) hadronic calorimeter layers.](image)

### 7.4 Derivation of Noise Cuts

The nominal noise cut applied at the trigger tower level is approximately 1 GeV and during 2012 larger noise cuts were applied to the EMEC IW and FCal in order to suppress the effects of pile-up. A more general noise cut strategy was proposed for 2015 in an effort to maintain a uniform response to physics processes over the whole detector, with the aim of maximising the physics acceptance while achieving the lowest background rates. The pile-up noise is non-Gaussian in nature and its effect on the digital processors in the Level 1 trigger system depends on the BCID efficiency of a given channel. So, instead of defining noise cuts based on some number of standard deviations of the noise, it has been decided to measure the trigger tower occupancy. This approach aims to maintain a constant value of occupancy over the
detector by treating each $|\eta|$-bin of trigger towers independently.

The trigger tower occupancy per $|\eta|$-bin is defined as the average fraction of trigger towers per event where the peak-finder has fired and is measured as a function of $\text{FIR}/2^{\text{dropbits}} \times \text{slope} - \text{offset}$. Measuring the occupancy in such a way provides a finer scale than the LUT output, which one can fit with an exponential function in order to extract the value for $\text{noisecut}$ for a given occupancy working-point via interpolation. The noise cuts using this method have been obtained for five different occupancy scenarios for the Run 2 configuration (MC15): 0.25, 0.5, 1.0, 2.0, 4.0% and are shown in Figure 7.3 converted into units of GeV along with those noise cuts for the Run 1 configuration used in 2012 (MC12) for reference.

![Figure 7.3: Noise cut thresholds in GeV as a function of the trigger tower $|\eta|$ for (a) the EM and (b) hadronic calorimeter layers for MC12 and different occupancy values in MC15.](image)

### 7.5 Trigger Optimisation

The substantial increase in the centre-of-mass energy and peak luminosity for Run 2 means that the Level 1 trigger rates are expected to be a factor of five higher using
the same Run 1 trigger menu. The main constraint on the trigger menu design is therefore the maximum L1A rate and much effort has gone into increasing this limit from 70 kHz in Run 1 to around 100 kHz for Run 2. It is therefore important to consider how the Level 1 trigger menu design must evolve to accommodate all the physics requirements of the experiment for Run 2 conditions, within this limited bandwidth and the limited number of items available.

The strategy has been to design a menu similar to that of Run 1 with slight increases to the trigger thresholds to cope with the increased rate. This is only possible with significant upgrades to the Level 1 trigger system during LS1 (as mentioned in Section 5.4), which notably include the upgraded MCM, the ability to use trigger items with restricted $\eta$ ranges and topological requirements. The rates can be further controlled with the optimisation of the isolation requirements for EM and hadronic tau objects. The only other available option is to resort to heavier use of combined object triggers.

The most useful Level 1 trigger signatures for electroweak-scale particles are from isolated electrons and muons. The main goal for Run 2 is to preserve the low-$p_T$ trigger thresholds at Level 1 for single electrons and muons that were used successfully in Run 1. The ability to maintain unprescaled Level 1 triggers on these objects not only maximises the data samples for Higgs studies, but also produces data samples that can be thoroughly understood and lead to high quality physics results with small systematic uncertainties. Another important goal in Run 2 is to maintain the experiment’s ability to do physics with electroweak decays to hadronically-decaying tau leptons, jets and $E_T^{\text{miss}}$ from neutrinos and other non-interacting particles. Bandwidth allocations must balance the physics requirements from different working groups and are based on detailed arguments and agreed in the menu coordination group. Typically roughly equal shares are given to electrons and muons, with a large share reserved for jets, $E_T^{\text{miss}}$, tau leptons and multi-object triggers.

Table 7.3 shows a list of the proposed Level 1 trigger menu items for a luminosity of $2 \times 10^{34} \text{ cm}^{-2} \text{ s}^{-1}$ and their expected rates. The electromagnetic triggers (electrons
and photons) are denoted by the prefix ‘EM’. The rates of these triggers can be controlled by adding hadronic core isolation (‘H’), adding electromagnetic isolation (‘E’), or by varying the thresholds with $\eta$ to account for energy losses (‘V’). The muon triggers are denoted by the prefix ‘MU’. The tau lepton triggers are denoted by the prefix ‘TAU’. Jet triggers are denoted by the prefix ‘J’, and $E_T^{\text{miss}}$ triggers by ‘XE’. The number given before these object prefixes represent the minimum multiplicity required, while the subsequent number gives the threshold in GeV. The default $|\eta|$-region for jet triggers is assumed to be $|\eta| < 3.2$ throughout this document, with other ranges specified explicitly in the trigger name. For example, the Run 2 convention for a forward jet passing a 20 GeV threshold is J20.32ETA49, signifying the range greater than 3.2 and less than 4.9 in $|\eta|$. Topological requirements, such as the $\Delta R$ between two objects (‘DR’), are followed by the objects that must satisfy the requirement. The proposal already significantly exceeds the hard limit of about 100 kHz and there is a 20% systematic uncertainty associated with the rate calculations.

The driving force behind the optimisation of the L1Calo noise cuts is the event rate of the lowest threshold unprescaled triggers. It is important that the thresholds for such triggers are as low as possible in order to maximise the potential physics coverage. This analysis considers the effect of different noise cut sets on the main single jet threshold (J100), the multijet trigger (4J20), and the main Level 1 $E_T^{\text{miss}}$ trigger (XE70) in selecting the best overall optimisation.

Figure 7.4 shows the Level 1 four-jet and $E_T^{\text{miss}}$ trigger rates as a function of the Level 1 $E_T$ threshold for each of the five noise cut scenarios as well as the default 2012 configuration. It is clearly demonstrated that the event rates in the Run 2 simulation experience a much better dependence on the trigger threshold, due to the superior pile-up control of the pedestal correction and autocorrelation filters. This leads to a substantial rate reduction in the threshold ranges of interest. The noise cuts provide a further control of the rates, with the lower occupancy noise cut sets giving a consistent decrease in the expected rate for all triggers.
Table 7.3: A sample of the proposed Run 2 Level 1 trigger menu for a luminosity of $2 \times 10^{34}$ cm$^{-2}$ s$^{-1}$ at $\sqrt{s} = 14$ TeV. Errors given in the table are statistical uncertainties from the rate estimation tool. There is an additional 20% systematic uncertainty in the rate predictions which is not quoted. Rate numbers without errors come from a different source of estimation. Note that rate overlaps are non-trivial thus unique rates of all triggers do not add up to the total rate. [117]

<table>
<thead>
<tr>
<th>Trigger</th>
<th>Rate (kHz)</th>
<th>Unique Rate (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MU20</td>
<td>19</td>
<td>18</td>
</tr>
<tr>
<td>2MU10</td>
<td>3.5</td>
<td>2.1</td>
</tr>
<tr>
<td>3MU6</td>
<td>1.2±0.6</td>
<td>0.8</td>
</tr>
<tr>
<td>EM15VH_MU10</td>
<td>2.2±0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>2EM8VH_MU10</td>
<td>1.0±0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>EM8VH_2MU6</td>
<td>1.0±0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>EM24VHI</td>
<td>21.7±1.1</td>
<td>16.0</td>
</tr>
<tr>
<td>EM50</td>
<td>8.4±0.8</td>
<td>1.3</td>
</tr>
<tr>
<td>2EM15VH</td>
<td>6.2±0.7</td>
<td>2.6</td>
</tr>
<tr>
<td>3EM7V_EM15VHI</td>
<td>5.0±0.5</td>
<td>1.4</td>
</tr>
<tr>
<td>TAU60V</td>
<td>10.1±0.9</td>
<td>1.7</td>
</tr>
<tr>
<td>TAU20_XE45_J20</td>
<td>5.5±0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>TAU12I_TAU20I_J25_DR28-TAU12I-TAU20I</td>
<td>13.3±1.2</td>
<td>4.4</td>
</tr>
<tr>
<td>TAU12I_TAU20I_J20.32ETA49_DR28-TAU12I-TAU20I</td>
<td>1.7±0.7</td>
<td>0.6</td>
</tr>
<tr>
<td>TAU12I_TAU20I_XE35</td>
<td>4.1±0.7</td>
<td>0.9</td>
</tr>
<tr>
<td>EM15VHI_TAU12I_J25_DR28-TAU12I-EM15VHI</td>
<td>4.8±0.7</td>
<td>0.7</td>
</tr>
<tr>
<td>EM15VHI_TAU12I_J20.32ETA49</td>
<td>0.7±0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>EM15VHI_TAU40</td>
<td>3.2±0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>EM15VHI_TAU12I_XE35</td>
<td>1.9±0.5</td>
<td>0.1</td>
</tr>
<tr>
<td>TAU12I_MU10_J25_DR28-TAU12I-MU10</td>
<td>4.6±0.5</td>
<td>1.4</td>
</tr>
<tr>
<td>TAU12I_MU10_J20.32ETA49</td>
<td>0.5±0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>TAU20I_MU10</td>
<td>3.2±0.3</td>
<td>1.0</td>
</tr>
<tr>
<td>TAU12I_MU10_XE35</td>
<td>0.9±0.2</td>
<td>1.2</td>
</tr>
<tr>
<td>J100</td>
<td>5.8±0.7</td>
<td>0.5</td>
</tr>
<tr>
<td>J100.32ETA49</td>
<td>0.1±0.1</td>
<td>0</td>
</tr>
<tr>
<td>3J50</td>
<td>1.1±0.4</td>
<td>0.1</td>
</tr>
<tr>
<td>4J20</td>
<td>4.5±0.7</td>
<td>1.4</td>
</tr>
<tr>
<td>5J15.0ETA26</td>
<td>3.1±0.9</td>
<td>1.1</td>
</tr>
<tr>
<td>XE70</td>
<td>6.3±2.6</td>
<td>3.5</td>
</tr>
<tr>
<td>J75_XE40</td>
<td>5.9±0.8</td>
<td>0.2</td>
</tr>
<tr>
<td>J40_XE50_10DPHIALL-XE50-J20.0ETA25</td>
<td>5.0</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Total: $>100$
Figure 7.4: Level 1 trigger rate as a function of the $E_T$ threshold for (a) four-jet and (b) $E_T^{\text{miss}}$ triggers in MC12 and MC15 with different noise cut configurations.

The trigger efficiency is defined as the probability to satisfy the trigger as a function of an observable such as $p_T$ or $\eta$, and is calculated as the ratio of the jet distributions in events that passed the trigger with respect to a reference distribution. The efficiency per event is defined as the probability that the jets in a given event would satisfy the trigger condition. The trigger threshold for each noise cut set is selected such that the 90% efficiency points of the turn-on curves match the same point as for the MC12 reference trigger. The trigger rates for the corresponding thresholds are then compared to determine the best performing noise cuts. Table 7.4 contains the results of the matching process. The results for a single jet trigger are also included to assess whether the noise cuts have a detrimental impact on the performance of this trigger which requires consideration when selecting an optimisation. Therefore from this point onward MC15 is assumed to represent the optimisation including the autocorrelation filters, average pedestal correction and noise cuts based on 0.5% occupancy.

Figure 7.5 compares the performance achieved by the MC12 and MC15 simulations for four-jet triggers in $t\bar{t}$ events and $E_T^{\text{miss}}$ triggers in $ZH \rightarrow \nu\bar{\nu}b\bar{b}$ events in terms of their event efficiency turn-on curves for the same trigger rate. From the shape of
Table 7.4: Trigger thresholds and rates for different MC15 noise cut configurations matched at the 90% efficiency point with MC12.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Sample</th>
<th>Threshold (GeV)</th>
<th>Rate (kHz)</th>
<th>Threshold (GeV)</th>
<th>Rate (kHz)</th>
<th>Threshold (GeV)</th>
<th>Rate (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC12</td>
<td>J 4J XE</td>
<td>100</td>
<td>14.4±0.7</td>
<td>20</td>
<td>882.1±5.2</td>
<td>70</td>
<td>425.2±3.6</td>
</tr>
<tr>
<td>MC15 + 0.25%</td>
<td>J 4J XE</td>
<td>97</td>
<td>7.8±0.5</td>
<td>18</td>
<td>4.9±0.4</td>
<td>69</td>
<td>4.7±0.4</td>
</tr>
<tr>
<td>MC15 + 0.5%</td>
<td>J 4J XE</td>
<td>101</td>
<td>7.6±0.5</td>
<td>20</td>
<td>4.7±0.4</td>
<td>74</td>
<td>4.9±0.4</td>
</tr>
<tr>
<td>MC15 + 1.0%</td>
<td>J 4J XE</td>
<td>103</td>
<td>7.7±0.5</td>
<td>22</td>
<td>5.1±0.4</td>
<td>79</td>
<td>7.3±0.5</td>
</tr>
<tr>
<td>MC15 + 2.0%</td>
<td>J 4J XE</td>
<td>107</td>
<td>7.4±0.5</td>
<td>25</td>
<td>5.0±0.4</td>
<td>83</td>
<td>12.5±0.6</td>
</tr>
<tr>
<td>MC15 + 4.0%</td>
<td>J 4J XE</td>
<td>110</td>
<td>7.7±0.5</td>
<td>28</td>
<td>6.8±0.5</td>
<td>88</td>
<td>12.7±0.6</td>
</tr>
</tbody>
</table>

The signal distributions it is clear that there is a dramatic improvement in the signal acceptance with the MC15 simulation of 27.6% for the four-jet trigger and 15.6% for the $E_T^{miss}$ trigger. Multijet trigger performance depends on both the resolution for isolated jets and the resolution for separating nearby jets. The four-jet triggers are not fully efficient on the plateau, reaching approximately 93% for MC12 and 97% for MC15. This is because the coarse granularity of Level 1 jet algorithm limits the ability to resolve nearby jets. The four-jet trigger reaches its plateau efficiency 111 GeV earlier while the $E_T^{miss}$ trigger reaches full efficiency 123 GeV earlier.

![Figure 7.5: Level 1 event efficiency turn-on curves for (a) four-jet triggers in $t\bar{t}$ events and (b) $E_T^{miss}$ triggers in $ZH \rightarrow \nu\bar{\nu}b\bar{b}$ events. The trigger thresholds indicated in the legends have been selected for the same trigger rate in the MC12 and MC15 simulations.](image-url)
7.6 Jet Performance

Jet production is the dominant hard process at the LHC. The main requirement on the Level 1 jet trigger is to discriminate on the basis of the $E_T$ and multiplicity of jets. The following sections compare the results of the MC12 and MC15 simulations for various jet performance criteria.

The Level 1 jet $E_T$ estimate used in this study corresponds to the $0.8 \times 0.8$ cluster definition in $\Delta \eta \times \Delta \phi$, constructed from the sum of $4 \times 4$ jet elements. The reference jets used are reconstructed using the anti-$k_t$ algorithm [118] with a radius parameter $R = 0.4$. The inputs to the jet algorithm are either energy deposits in the calorimeter or stable ‘truth’ particles from the event generator, and the jets produced are referred to as calorimeter jets and truth jets, respectively. Calorimeter jets are built from topological clusters of calorimeter cells (topoclusters) [119] with a significant energy signal above noise and reconstructed at the electromagnetic scale (EM-scale). The inputs to truth jets are simulated particles with a lifetime longer than 10 ps, excluding final-state muons and neutrinos as they leave little or no visible energy in the calorimeters.

In order to compare the Level 1 jet performance of the MC12 and MC15 simulations, the jet RoIs must be geometrically matched to jets reconstructed using the anti-$k_t$ algorithm. The adopted method first selects all anti-$k_t$ jets and identifies those which are isolated from other jets with $\Delta R > 1.0$. Of the remaining isolated jets only those which are marked as of good quality are accepted for matching to Level 1 jet RoIs. Bad jets include calorimeter jets which fail to satisfy the ‘looser’ quality criteria discussed in detail in [120], or have been faked by a truth electron or tau lepton lying within $\Delta R < 0.3$ of the jet axis. Taking each good jet, the nearest jet RoI with a cluster $E_T > 10$ GeV is identified, with the additional check that the jet RoI fails to better match any other anti-$k_t$ jet in the event, including those marked as bad. The angular distance is typically measured by the $\Delta R$ between the RoI coordinate and anti-$k_t$ jet axis, however since in the FCal there is no $\eta$ granularity available to
the Level 1 jet algorithm, $|\Delta \phi|$ is used there instead. The results of the matching procedure up until this point are shown in Figure 7.7 and will be discussed later in detail. Only those jet pairs with a $\Delta R < 0.4$ for central jet RoIs, or $|\Delta \phi| < 0.4$ for forward jet RoIs are considered to be matched.

Whenever a jet cluster contains a saturated trigger tower or the cluster $E_T$ is exceeded, the corresponding RoI is assigned a value of 1023. Under these circumstances the Level 1 $E_T$ estimate is no longer important and an L1A will be immediately triggered. Since these jets do not properly reflect a true $E_T$ estimate they are rejected from studies which require $E_T$ comparison with reference jets.

### 7.6.1 Multiplicity

Background from thermal noise and pile-up can become a significant problem when attempting to identify multiple low $E_T$ jets. It is important that an accurate count of the jet multiplicity above the required thresholds is provided even in complex multijet environments. The multiplicity depends on the jet resolution, which includes effects from BCID efficiency and noise cuts, as well as the sensitivity of the calibration to pedestal shifts.

Figure 7.6a shows the average number of Level 1 jets passing a set of low $E_T$ thresholds for bunch trains following a long and a short bunch gap in the MC12 and MC15 simulations. The Level 1 jet multiplicity is dramatically affected by the pedestal shift at the start of the bunch train in MC12, however no such dependence is observed for the MC15 simulation. Figure 7.6b reflects this in showing the inclusive rate at which different Level 1 jet multiplicities are satisfied for the same thresholds.

The mean number of jets per bunch crossing with $E_T > 10$ GeV in MC12 reaches a maximum of approximately 60 at the start of bunch trains; the maximum in any given event is 77. The excessive number of RoIs produced has implications for the Level 1 hardware due to the limited number that can be handled by an individual JEM before an overflow occurs of four. In the event of an overflow, a L1A is issued,
resulting in a fake trigger rate that, if significant, will limit the performance of the trigger. The mean number of jets in the stable region of the bunch train is consistently lower for the MC15 simulation, with this difference becoming increasingly smaller for higher $E_T$ thresholds. This effect is driven by the generally larger noise cuts used in the MC15 simulation, but would otherwise be more significant if not for the better BCID efficiency of the autocorrelation filters. It is also worth noting that much smaller fluctuations in the jet multiplicity are observed in the MC15 simulation, indicating less sensitivity to noise and pile-up.

The optimisations in the MC15 simulation result in significantly better behaviour of the jet multiplicity triggers, where ultimately the pedestal correction is the most significant contributor. Substantial rate reductions are observed, for example the rate for at least four jets with $E_T > 10, 15$ and $20 \text{GeV}$ is reduced by a factor of approximately 35, 81 and 277, respectively.
7.6.2 Spatial Resolution

The RoI coordinate resolution largely depends on the step size of the jet algorithm and RoI definition, both of which will remain the same in Run 2. However, the spatial resolution at low-$E_T$ is more sensitive to noise contributions, and so the noise cuts and the performance of the trigger tower signal processing is important. It is necessary to provide accurate coordinates of the jet RoI for the HLT as these can be used in seeding HLT jet algorithms. There is an additional importance in Run 2, as the spatial resolution will have an effect on the formation of topological selections based on the angular distances between TOBs at the Level 1 trigger.

Figure 7.7 shows distributions of the angular distance measured between the RoI coordinate and the nearest calorimeter jet, normalised by the number of matched jets, for minimum-bias events in the offline $E_T$ range $15 < E_T^{\text{jet}} < 50$ GeV. As mentioned previously, the lack of any resolution in $\eta$ for jet RoIs which occur in FCal means that the $\Delta \phi$ has been plotted, rather than $\Delta R$. There is a significant reduction in the tail of the $\Delta R$ distribution, resulting in the fraction of matched jets within 0.2 rad ($f^{0.2}/0.4$) improving by 8.3%, while the peak of the distributions remain closely matched as expected. The poor granularity available to the jet algorithm in the FCal means that any improvement is difficult to realise, but a gain of 4.6% in the fraction of matched jets within 0.2 rad is achieved.

The peaks of the distributions are firmly constrained by the jet algorithm itself and therefore will not change by much between the simulations. The peak of the $\Delta R$ distribution is fitted with a Landau function convolved with a Gaussian resolution, while the peak of the $\Delta \phi$ distribution is fitted with a double Gaussian function. As indicated on the plots, the $\Delta R$ distributions peak at values slightly larger than 0.1 rad, with the MC15 result shifted to slightly larger values. The $\Delta \phi$ distribution peaks are found to be slightly asymmetric, where once again the MC15 result is shifted to a greater value. This asymmetry can be explained by the nature of the RoI declustering algorithm that causes well-contained showers to be biased towards Level 1 coordinates with greater $\eta$ and $\phi$ values [88,121]. It appears that the greater
Figure 7.7: Closest distance between Level 1 and calorimeter jets with $15 < E_{\text{jet}} < 50 \text{ GeV}$, normalised to the number of matched jets for MC12 and MC15, using minimum-bias events. The $\Delta R$ for Level 1 RoIs outside FCal is shown in (a), while (b) shows the $\Delta \phi$ for Level 1 RoIs within FCal.

noise suppression in the MC15 simulation is acting to slightly enhance this bias.

7.6.3 Transverse Energy Linearity

It is generally expected that the jet $E_T$ is underestimated by the Level 1 jet cluster as energy may leak outside the cluster window and smaller energy deposits further from the jet axis are easily lost due to finite BCID efficiency and noise cuts. Ultimately this is not a critical problem for the jet trigger as this fact is simply compensated for by setting lower $E_T$ thresholds, which are easily configured in the trigger menu. Hence the jet $E_T$ thresholds at Level 1 are dependent on the configuration of the Preprocessor. The trigger towers are also calibrated to the calorimeter EM-scale and so the energy deposits from hadronic showers are not properly compensated for. The possibility exists to use a non-linear LUT-scale in the nMCM during Run 2, which could better calibrate Level 1 jet clusters to the hadronic energy scale and therefore improve the jet resolution, but this is not considered here. The following compares the Level 1 jet cluster $E_T$ to that of calorimeter jets, which are also calibrated to
the EM-scale and hence constitute the target jet $E_T$ for the present trigger tower LUT calibration.

Figure 7.8 shows the $E_T$ correlation between Level 1 jet clusters and reconstructed calorimeter jets for $t\bar{t}$ events in the MC12 and MC15 simulations. The long tails present in the MC12 correlation plot at lower $E_T$ values are largely the result of the pedestal shift at the start of the bunch train. This effect is completely removed in the MC15 simulation, however there remains a residual tail that corresponds to where the anti-$k_t$ algorithm has identified two or more jets in FCal with similar positions in $\phi$ and as a result of the poor granularity available to the Level 1 jet algorithm here, these are merged into a single jet RoI with a higher cluster $E_T$.

The jet response ($R$) is defined as the ratio between the Level 1 jet cluster $E_T$ and the reference jet $E_T$ reconstructed with the anti-$k_t$ algorithm, and matched according to the criteria in Section 7.6. Figure 7.9 shows the distributions of the jet response to calorimeter jets for $15 < E_T^{\text{jet}} < 50$ GeV that are separated by the position in the bunch train and pseudorapidity. A comparison between the mean and width of
the different distributions in each simulation is given in Table 7.5, where the results have been obtained by comparing the values measured from a Gaussian fit to the core of each distribution.

It is immediately clear that there is a much greater similarity between the distributions in the MC15 simulation, where the overall response is most consistent with that of MC12 central jets in the bulk of the bunch train. The MC12 distributions have a much larger mean response at the start of the bunch train, while jets present in the bulk of the bunch train have a slighter lower mean response, with respect to MC15. This is the result of the pedestal shifts experienced in different parts of the bunch train, which have been compensated for in MC15 by the average pedestal correction. The widths of the distributions are also improved on in MC15, except for central jets occurring in the bulk of the bunch train where there is no significant change. The improvement in resolution for forward jets in the bulk of the bunch train is due to the autocorrelation filters. On average the 0.8 \times 0.8 jet cluster in the MC15 simulation underestimates the calorimeter jet $E_T$ by about 14% in this low-$E_T$ region.

![Figure 7.9: Response distributions between Level 1 and anti-$k_t$, $R = 0.4$ EM-scale jets with $15 < E_{T1}^T < 50$ GeV for (a) MC12 and (b) MC15 using $t\bar{t}$ data. The distributions are separated by the position in the bunch train and for $|\eta| < 2.5$ and $|\eta| > 2.5$.](image-url)
Table 7.5: Comparison between MC12 and MC15 of the fitted mean ($\mu$) and standard deviation ($\sigma$) in the distributions of Figure 7.9.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>$\mu_{MC12} - \mu_{MC15}$</th>
<th>$\sigma_{MC15}/\sigma_{MC12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Start, $</td>
<td>\eta</td>
<td>&lt; 2.5$</td>
</tr>
<tr>
<td>Start, $</td>
<td>\eta</td>
<td>&gt; 2.5$</td>
</tr>
<tr>
<td>Bulk, $</td>
<td>\eta</td>
<td>&lt; 2.5$</td>
</tr>
<tr>
<td>Bulk, $</td>
<td>\eta</td>
<td>&gt; 2.5$</td>
</tr>
</tbody>
</table>

7.6.4 Transverse Energy Resolution

The precision of the jet transverse energy measurement is also of significant importance to the jet trigger in achieving sharp trigger turn-on, as well as an important contributor to the determination of the missing transverse energy. The following describes the measurement of the Level 1 jet resolution with respect to the truth jet $E_T$, where the jets were matched according to the method described in Section 7.6.

The jet energy resolution is measured from the $E_T$ response distributions between matched pairs of Level 1 clusters and truth jets in bins of the truth jet energy, as well as for two different regions in $|\eta|$. To minimise the distortions to the jet resolution due to the pedestal shift, events occurring at the start of the bunch train have been discarded. The averaged jet response ($\langle R \rangle$) is defined as the peak position of a Gaussian fit to the core of the jet response distribution and the jet resolution ($\sigma_{\langle R \rangle}$) is given by the standard deviation of the fit. The fractional jet resolution ($\sigma_{\langle R \rangle}/\langle R \rangle = \sigma_{E_T}/E_T$) is used to determine the size of the fluctuations in the Level 1 jet energy cluster.

The fractional jet $E_T$ resolution can be parameterised as a function of the truth jet $E_T$ according to the standard calorimeter-based resolution function containing the noise ($N$), stochastic ($S$), and constant ($C$) terms:

$$\frac{\sigma_{E_T}}{E_T} = \frac{N}{E_T} \oplus \frac{S}{\sqrt{E_T}} \oplus C. \quad (7.1)$$
The $N$ term includes noise sources from the calorimeter electronics and pile-up that dominate in the low-$E_T$ region. The statistical fluctuations in the development of showers arising from the sampling nature of the calorimeters are represented by the $S$ term, and are the main limiting factor in the intermediate $E_T$ range. The $C$ term contains sources independent of the jet $E_T$ that include energy lost to the passive material in the detector. This term is important in the high-$E_T$ region.

The fractional resolution curves for $|\eta| < 2.5$ and $|\eta| > 2.5$ are shown in Figure 7.10 for the MC12 and MC15 simulations. The bands mark the statistical uncertainty of the fitted points at the 68% confidence level and the values of the fitted parameters are given in Table 7.6. In general the $S$ term is smaller for more central jets, but both the $N$ and $C$ terms are larger. The jet resolution is substantially improved in the MC15 simulation for the more forward region, due to improvements in both the $N$ and $S$ terms. There is an improvement in the $S$ term in the central region, which leads to an improved resolution in the intermediate $E_T$ range of $75 < E_T^{\text{truth}} < 300\,\text{GeV}$ important for single jet thresholds, however the $N$ and $C$ terms are degraded and lead to poorer resolution elsewhere. The resolution for a 100 GeV truth jet in the central region is $21.1\,\text{GeV}$ in the MC12 and $20.5\,\text{GeV}$ in MC15. The corresponding resolutions for the forward region are $21.6\,\text{GeV}$ in the MC12 and $18.3\,\text{GeV}$ in MC15.

Table 7.6: Fitted values for the noise, sampling and constant terms in the jet $E_T$ resolution parametrisation for the MC12 and MC15 simulations for the given ranges in $|\eta|$, taking $E_T$ to be in units of GeV.

<table>
<thead>
<tr>
<th>Term</th>
<th>MC12</th>
<th>MC15</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$</td>
<td>\eta</td>
</tr>
<tr>
<td>$N$</td>
<td>$14.8\pm0.1$</td>
<td>$11.8\pm0.2$</td>
</tr>
<tr>
<td>$S$</td>
<td>$1.41\pm0.02$</td>
<td>$1.81\pm0.02$</td>
</tr>
<tr>
<td>$C$</td>
<td>$0.053\pm0.002$</td>
<td>$0.010\pm0.002$</td>
</tr>
</tbody>
</table>
7.6.5 Identification Efficiency

Another way to assess the jet trigger performance is to study the efficiency to identify individual jets as a function of the jet $p_T$ and $\eta$. The difference between the per event and per jet approach is that all jets in the event that pass the trigger contribute to the efficiency per event, while only reference jets that are matched to trigger jets are considered in the per jet efficiency.

The efficiency of the jet trigger has been evaluated for truth jets reconstructed with the anti-$k_t$ algorithm with radius parameter $R = 0.4$. The efficiency is defined as the fraction of truth jets that match a trigger jet, according to the method described in Section 7.6, and pass the corresponding trigger threshold. Examples of the jet identification efficiencies obtained for central and forward jets for a 15 GeV threshold are shown in Figure 7.11, for the MC12 and MC15 simulation as a function of the truth jet $p_T$. Only events occurring later in the bunch train have been considered in order to remove distortions to the turn-on curves at low-$p_T$ in the MC12 simulation, due to pedestal shifts. The results therefore more closely reflect the differences in the filter performance and noise cuts than the pedestal correction. The efficiency
curves in Figure 7.11 have been described assuming Gaussian resolution using the following function:

$$
\epsilon(x) = \frac{\varepsilon}{2} \left[ 1 + \text{erf} \left( \frac{x - \mu}{\sqrt{2\sigma}} \right) \right],
$$

(7.2)

where $\mu$ represents the efficiency mid-point, $\varepsilon$ the plateau efficiency value and $\sigma$ the turn-on width. In each case the turn-on width is improved by the MC15 simulation, most significantly in the more forward region.

Some efficiency is lost on the turn-on curve for jets with $|\eta| < 2.5$ due to fact the noise cuts are significantly larger in the MC15 simulation. However, after 50 GeV the difference is insignificant and the trigger reaches full efficiency at the same $p_T$ in each of the simulations. The efficiency curve in the forward region has a slower turn-on due to the reduced trigger tower granularity, but the efficiency improvement in the MC15 simulation is considerable. The turn-on width is improved by 1.9 GeV and the 99% efficiency point is reached 9.7 GeV earlier. These gains are the result of the improved jet energy resolution from the much greater BCID efficiency and better pile-up noise suppression of the autocorrelation filters.

Figure 7.12 shows the jet efficiency as a function of $|\eta|$ for truth jets passing a 15 GeV threshold in the MC12 and MC15 simulation for the $p_T$ ranges on the turn-on curve of $40 < \pTtrue < 70$ GeV and near plateau with $\pTtrue > 70$ GeV. The low-$p_T$ region exhibits a strong dependence on $|\eta|$, particularly in the regions at $|\eta| \sim 1.5$ and 3.2, which correspond to the barrel–endcap and IW–FCal transition regions, as well as at high-$|\eta|$ where jets begin to fall outside the FCal acceptance. The poorer low-$p_T$ performance of MC15 observed for the central region appears to be dominated by the barrel, while the improvement is evident everywhere in the forward region. For the high-$p_T$ region the jet trigger begins to reach full efficiency for the whole calorimeter under both simulations.
Figure 7.11: The efficiency in MC12 and MC15 for anti-$k_t$ $R = 0.4$ truth jets in $t\bar{t}$ events to satisfy a Level 1 threshold of 15 GeV as a function of the truth jet $p_T$, integrating over (a) $|\eta| < 2.5$ and (b) $|\eta| > 2.5$. Only events occurring in later bunches in a train are used.

Figure 7.12: The efficiency in MC12 and MC15 for anti-$k_t$ $R = 0.4$ truth jets in $t\bar{t}$ events to satisfy a Level 1 threshold of 15 GeV as a function of the truth jet $|\eta|$ for (a) $40 < p_T^{\text{truth}} < 70$ GeV and (b) $p_T^{\text{truth}} > 70$ GeV.
7.7 Missing Transverse Energy Performance

The goal of the $E_{\text{T}}^{\text{miss}}$ trigger is to select events with an imbalance in the total measured momentum due to non-interacting particles which pass through the detector. Large missing transverse energy is an important signature for the discovery of new physics at the LHC. Some 2012 Level 1 $E_{\text{T}}^{\text{miss}}$ triggers omitted the first three bunches in a train in order to reduce the fake $E_{\text{T}}^{\text{miss}}$ trigger rate due to pedestal shifts.

The $E_{\text{T}}^{\text{miss}}$ trigger performance is process-dependent and so a few different signatures have been considered. The simulated event samples used include minimum-bias events and processes with large jet multiplicities and/or large missing transverse momentum such as $\text{VBF } H \rightarrow \tau \tau$, $t \bar{t}$ and $ZH \rightarrow \nu \bar{\nu} b \bar{b}$. The $ZH \rightarrow \nu \bar{\nu} b \bar{b}$ decay was selected in 2012 by the $E_{\text{T}}^{\text{miss}}$ trigger with a Level 1 threshold set to 40 GeV. Increasing the $E_{\text{T}}^{\text{miss}}$ threshold at Level 1 rapidly suppresses signal acceptance. For Run 2, combinations of $E_{\text{T}}^{\text{miss}}$ and jet requirements along with topological selections can be used to suppress trigger rates. Ultimately it is likely that both standalone $E_{\text{T}}^{\text{miss}}$ triggers and combined topological triggers will be pursued.

Whenever a trigger tower is saturated or an overflow occurs, the corresponding Level 1 jet element is set to 1023 GeV and the energy sums ($E_x$, $E_y$, and $E_{\text{T}}^{\text{miss}}$) are set to 4032 GeV. In this situation the energy sums no longer represent true estimates and the triggering is instead handled by saturation flag bits. As a result, these events are rejected from the following results.

Even in events where there is no intrinsic $E_{\text{T}}^{\text{miss}}$, imperfect calorimeter resolution will give rise to non-zero values of $E_{\text{T}}^{\text{miss}}$. Figure 7.13 compares the Level 1 $E_{\text{x}}^{\text{miss}}$, $E_{\text{y}}^{\text{miss}}$, $E_{\text{T}}^{\text{miss}}$, and $\sum E_{\text{T}}$ distributions in the MC12 and MC15 simulation for minimum-bias events. In each of the transverse energy distributions the MC12 simulation displays significant tails due to the pedestal shifts at the start of the bunch train. The distribution of $\sum E_{\text{T}}$ is highly sensitive to noise and, as well as reducing the tail, the implementation of the autocorrelation filters and noise cuts has shifted the distribution peak to lower values.
Figure 7.13: Distributions of the Level 1 (a) $E^\text{miss}_x$, (b) $E^\text{miss}_y$, (c) $E^\text{miss}_T$ and (d) $\Sigma E_T$ as measured in minimum-bias events for the MC12 and MC15 simulations.
### 7.7.1 Missing Transverse Energy Linearity

The reference offline $E_T^{miss}$ algorithm used in this study accounts for the energy deposited in topological clusters based on uncalibrated calorimeter energy measurements, referred to here as *Topo* $E_T^{miss}$. It provides the best offline performance for uncalibrated $E_T^{miss}$ measurements and it therefore constitutes the targeted $E_T^{miss}$ reconstruction for the Level 1 trigger. It is also the same algorithm used to calculate the $\sum E_T$.

Figure 7.14 shows the $E_T^{miss}$ correlation between the Level 1 trigger and topological cluster estimates for $ZH \to \nu\bar{\nu}b\bar{b}$ events in the MC12 and MC15 simulations. Except for low values of $E_T^{miss}$ the Level 1 trigger underestimates the offline $E_T^{miss}$ on average. Similarly to the jet correlation plots, there are large tails in the MC12 distribution where the $E_T^{miss}$ is overestimated due to the large pedestal shift at the start of the bunch train. This effect is completely compensated for by the pedestal correction in the MC15 simulation.

![Figure 7.14](image.png)

**Figure 7.14:** Correlation between the Level 1 and Topo $E_T^{miss}$ for $ZH \to \nu\bar{\nu}b\bar{b}$ events in (a) the MC12 and (b) the MC15 simulations. The overlaid data points and vertical error bars represent the mean and standard deviation of the distributions of Level 1 $E_T^{miss}$, respectively.
The distributions of the difference between the Level 1 and truth $E_T^{\text{miss}}$ are shown in Figure 7.15 for $ZH \rightarrow \nu \bar{\nu} b \bar{b}$ and $t\bar{t}$ events with $E_T^{\text{miss, truth}} > 100$ GeV. The events have been divided according to whether they occurred at the start or within the bulk of the bunch train. In general the true $E_T^{\text{miss}}$ in the event is underestimated at Level 1 as it is based on the EM-scale provided by the trigger towers LUTs, rather than on calibrated trigger objects. The Level 1 $E_T^{\text{miss}}$ estimate is very dependent on the pedestal shift, with the distributions for the start of the bunch train in MC12 shifted to greater values by approximately 12 GeV for either process. There is even a small effect of around 1–2 GeV visible for the bulk of the bunch train where the pedestal correction has compensated for the shift in the opposite direction. The spread of the distributions depends on the amount of activity in the event, as greater activity causes the Level 1 $E_T^{\text{miss}}$ resolution to degrade.

![Figure 7.15: Distributions of the difference between the Level 1 and Topo $E_T^{\text{miss}}$ for (a) $ZH \rightarrow \nu \bar{\nu} b \bar{b}$ events and (b) $t\bar{t}$ events in the MC12 and MC15 simulation with $E_T^{\text{miss, truth}} > 100$ GeV and separated by the position in the bunch train.](image)

### 7.7.2 Missing Transverse Energy Direction

For events with genuine missing transverse momentum, the $E_T^{\text{miss}}$ angular resolution depends in general on the event topology. Figure 7.16 shows the $E_T^{\text{miss}}$ azimuthal
resolution as a function of the true $E_T^{\text{miss}}$ for different physics processes in the MC12 and MC15 simulation. The resolution has been obtained from the width of a Gaussian fit to the core of the distributions of the minimum angular difference between the Level 1 and truth $E_T^{\text{miss}}$ vector directions. The accuracy of the direction measurement rapidly degrades for low values of $E_T^{\text{miss}}$, however at high $E_T^{\text{miss}}$ accuracies approaching the size of jet elements of 0.2 rad are achieved for all samples. The measurement of the $E_T^{\text{miss}}$ azimuth is clearly least accurate for $t\bar{t}$ events due to their complex topology, involving a significant amount of hadronic activity. In this case there is almost no difference in the direction resolution between MC12 and MC15. The resolutions for $ZH \to \nu\bar{\nu}b\bar{b}$ and VBF $H \to \tau\ell\tau_h$ events are similar in size and for each process there is a small improvement in resolution, which becomes most significant at low $E_T^{\text{miss}}$.

Figure 7.16: Azimuthal resolution of the $E_T^{\text{miss}}$ vector as a function of the true $E_T^{\text{miss}}$ in MC12 and MC15 for three different physics processes: $ZH \to \nu\bar{\nu}b\bar{b}$, semi-leptonic $t\bar{t}$ and VBF $H \to \tau\ell\tau_h$ events. The data points for each process have different offsets with respect to the bin centre for clarity.

The improvement observed for $ZH \to \nu\bar{\nu}b\bar{b}$ events is of some benefit to triggering this process in Run 2. It has been proposed that in addition to the $E_T^{\text{miss}}$ trigger used in Run 1 these events can be selected by a combined trigger with topological
requirements to achieve a rate sufficiently low for incorporation into the menu [85].

The intention is to combine a lower $E_{\text{miss}}$ threshold of 50 GeV with an inclusive jet trigger with $p_T > 40$ GeV. In this process the direction of the $E_{\text{miss}}$ is likely to point far away from any jet, which gives good discrimination against the QCD background. This fact can be exploited by requiring the presence of central jets with $p_T > 20$ GeV and $|\eta| < 2.5$, where the minimum value of the azimuthal angular distance between the Level 1 $E_{\text{miss}}$ and central jets, denoted $|\Delta \phi (E_{\text{miss}}, \text{jets})|$, is greater than 1.0. Lowering the $E_{\text{miss}}$ threshold significantly increases the signal acceptance while the additional jet and topological requirements suppress backgrounds by many times with very little loss in signal.

7.7.3 Missing Transverse Energy Resolution

A more quantitative evaluation of the $E_{\text{miss}}$ performance at Level 1 can be obtained by studying its resolution with respect to offline algorithms. The resolution of the $E_{\text{miss}}^x$ and $E_{\text{miss}}^y$ components of the $E_{\text{miss}}^T$ generally depends on the overall activity in the event, which can be quantified by the $\sum E_T$ deposited in the calorimeters. The greater the activity present in the event, the more the observed $E_{\text{miss}}^T$ resolution is degraded, and the presence of large event pile-up only acts to degrade it further.

Non-zero values of $E_{\text{miss}}^T$ can arise for events which do not contain any non-interacting particles due to limited detector coverage, finite detector resolution, presence of dead material and different sources of noise producing fake $E_{\text{miss}}^T$. Therefore, minimum-bias data can be a useful indicator of the $E_{\text{miss}}^T$ resolution at low $\sum E_T$, as well as those events which contain real $E_{\text{miss}}^T$. The results in this section calculate the resolution of the two $E_{\text{miss}}^T$ components using the offline Topo reconstruction and so similar resolutions should be observed for different processes.

The resolution is estimated by the width of a Gaussian fit to the core of the combined distribution of the differences between the Level 1 and Topo $E_{\text{miss}}^T$ components, for bins of the total transverse energy. The resolution of the two $E_{\text{miss}}^T$ components
approximately follows a stochastic behaviour as a function of the $\sum E_T$, which can be modelled using the following function:

$$\sigma_{x(y)}^{\text{miss}} = k \cdot \sqrt{\sum E_T}, \quad (7.3)$$

where $k$ is a fitting parameter which quantifies the $E_T^{\text{miss}}$ resolution that depends directly on the jet resolution. Deviations from this behaviour are expected for very low $\sum E_T$, where noise contributions are important, and for very high values of $\sum E_T$, where the constant term in the resolution of the calorimeter energy dominates.

Figure 7.17 shows the $E_T^{\text{miss}}_{x, y}$ resolution as a function of the total transverse energy in the event for a number of different processes. A combined fit to the minimum-bias and signal processes is made for each simulation for values of $\sum E_T$ between 400 and 1500 GeV and the values of $k$ obtained are $0.993 \pm 0.001 \text{GeV}^{1/2}$ for the MC12 simulation and $0.9460 \pm 0.0005 \text{GeV}^{1/2}$ for MC15. The MC15 simulation shows an improvement in the resolution of approximately 5%.

Figure 7.17: $E_T^{\text{miss}}_{x, y}$ resolution as a function of the total transverse energy in (a) MC12 and (b) MC15 for four different physics processes: minimum-bias, $ZH \rightarrow \nu\bar{\nu}b\bar{b}$, semileptonic $tt$ and VBF $H \rightarrow \tau\ell\ell_h$ events. The black line shows the combined fit to the data points and the value of the fitting parameter $k$ is given in the legend.

In addition to the improvements discussed in this chapter relating to the trigger tower performance and optimisation of noise cuts, it is believed that further improvements in the $E_T^{\text{miss}}$ reconstruction at Level 1 can be achieved in Run 2 using a
Kalman filter method to obtain correction factors for jet TOBs as a function of $p_T$ and $\eta$, which can be implemented within a LUT in L1Topo [122].

### 7.8 Results with Data

This section describes some of the early performance results of the Level 1 trigger with Run 2 data collected at $\sqrt{s} = 13$ TeV during 2015. This data was collected using the strategy proposed in this thesis of autocorrelation filters operated in combination with an average pedestal correction and noise cuts derived for approximately 0.5% trigger tower occupancy. The performance is compared to that expected with the Run 1 filter coefficients and without the use of the pedestal correction. Figure 7.18 shows the normalised autocorrelation FIR coefficients obtained from 25 ns data for the EM and hadronic layers using the method presented in Section 6.8. The $|\eta|$ bins are numbered in order of increasing $|\eta|$, where the coefficients share the same characteristics as those derived by the ToyMC. The initial LUT calibration corresponding to these coefficients has been optimised according to the same pulse shape assumed in the derivation of the coefficients. The collected data will enable more detailed offline analysis methods [123] to refine this calibration further.

Figure 7.18: Normalised autocorrelation FIR filter coefficients for a 25 ns bunch spacing for each $|\eta|$-bin in (a) the EM layer and (b) the hadronic layer [124].
A comparison of the matched and autocorrelation FIR filter BCID efficiency as a function of the offline calorimeter cell-based $E_T$ estimate is shown in Figure 7.19 for trigger towers in the EMEC IW and the two most forward |$\eta$|-bins in FCal1. The matched filter performance has been obtained by emulating the filter behaviour in a reprocessing of the original ADC data with the Run 1 coefficients. As predicted by the TOYMC studies presented in Chapter 6, there is a significant performance gain by using autocorrelation filters in regions with substantial pile-up noise.

Figure 7.19: The efficiency that a calorimeter pulse is identified in the correct bunch crossing as a function of the offline $E_T$ [124]. The performance of the matched filter is compared to the autocorrelation filter for (a) the EMEC IW and (b) FCal1.

Figure 7.20 compares the Level 1 trigger rate per bunch as a function of the instantaneous luminosity per bunch for the $E_T^{\text{miss}}$ trigger with a 35 GeV threshold, with and without the application of the average pedestal correction. The trigger rates without the pedestal correction show that despite the use of autocorrelation filters, which are less sensitive to the pedestal shifts than the matched filters, a significant non-linear increase in the trigger rate is still observed as in Run 1. However, the application of the pedestal correction results in trigger rates that depend linearly on luminosity. In Run 1, the noise cuts applied in the forward region were relatively harsh in order to cope with the large pedestal shifts produced at the start of bunch trains at high luminosities. The consequence of this was that at lower luminosities the event rate was very low. The new noise cut strategy works well in combina-
tion with the pedestal correction as higher event rates can be accepted at lower luminosities without exceeding the bandwidth at high luminosity.

Figure 7.20: Level 1 trigger rate per bunch as a function of the instantaneous luminosity per bunch for the $E_{\text{T}}^{\text{miss}}$ trigger with a 35 GeV threshold [124]. The rates are shown with and without the pedestal correction applied.

### 7.9 Summary

In this chapter a new noise cut strategy was proposed for Run 2 that relies on the measurement of the trigger tower occupancy. The trigger performance was studied for a number of noise cut sets combined with autocorrelation filters and a pedestal correction. There are significant improvements found in almost all aspects of the jet and $E_{\text{T}}^{\text{miss}}$ trigger performance, especially in the uniformity of response with position in the bunch train. These proposals were used in 2015 data-taking and performed as predicted.
SEARCH FOR HIGGS BOSON PAIR PRODUCTION

8.1 Introduction

Presented here are searches for the Higgs boson pair production in the $hh \rightarrow b\bar{b}\tau\tau$ decay channel for the final state where one tau lepton decays leptonically ($\tau \rightarrow \ell \nu \bar{\nu}$ with $\ell = e, \mu$) and the other decays hadronically ($\tau \rightarrow$ hadrons+$\nu$). The nonresonant search includes the SM production modes where Higgs boson pairs are produced through Higgs boson self-coupling and the Higgs-fermion Yukawa interactions. The resonant production of Higgs boson pairs from the decay of a new heavy $CP$-even neutral Higgs boson is considered as part of the resonant search. In each of these searches only the gluon fusion production mechanism is assumed. The leading order Feynman diagrams for each of these processes are shown in Figure 8.1. The potential interference between nonresonant and resonant production is ignored.

The $b\bar{b}\tau\tau$ channel has the third largest branching ratio for the decays of Higgs boson
8.1. Introduction

Figure 8.1: Leading order Feynman diagrams for the nonresonant production of Higgs boson pairs in the SM through (a) the Higgs boson self-coupling and (b) the Higgs-fermion Yukawa interactions and the BSM resonant Higgs boson production shown in (c).

Pairs in the SM of approximately 7%. This channel can be divided into three final states depending on the decays of the tau leptons. The lepton-hadron, hadron-hadron and lepton-lepton final states occur around 45.6%, 41.9% and 12.4% of the time, respectively. The final states including an electron (muon) are referred to as $e\tau_{\text{had}}$ ($\mu\tau_{\text{had}}$). The larger branching ratio and clean lepton signature makes the lepton-hadron final state the most sensitive. Comparatively, the $b\bar{b}b\bar{b}$ channel has the largest branching ratio for the decays of Higgs boson pairs but suffers from large multijet backgrounds, and despite its clean signature the $b\tau\gamma\gamma$ channel has a branching ratio more than 25 times smaller than that for decays to $b\tau\tau$. These factors combined with the accurate reconstruction of the ditau mass (discussed in Section 8.5) makes the $b\bar{b}\tau\tau$ decay a promising search channel.

Although the data collected during Run 1 is expected to be insensitive to the Higgs boson self-coupling in the SM [125], it is still important to quantify the sensitivity of this data set and develop the foundations of future measurements. Furthermore, enhancements in the rates of both nonresonant and resonant production are expected in alternative Higgs BSM models.
8.2 Background Processes

This analysis considers single SM Higgs boson production processes as background. Processes that contain one Higgs boson decaying to a pair of tau leptons or pair of $b$-quarks with one lepton in the final state are included. Therefore the production modes $ggh$, $qqh$, $Vh$ and $t\bar{t}h$ are used for $h \rightarrow \tau\tau$ decays and $Vh$ and $t\bar{t}h$ for $h \rightarrow b\bar{b}$ decays. Here $V$ is used to indicate a $W$ or $Z$ vector boson.

The decays of $t\bar{t}$ events form the dominant background to this analysis. If both $W$ bosons (from $t \rightarrow bW$) decay leptonically, these events create signatures with real $E_T^{\text{miss}}$, electrons, muons or tau leptons that can result in a visible final state that is identical to the signal. In addition, the hadronic decay products of a $W$ boson can potentially be misidentified as a hadronic tau candidate. Single-top production via the s- or t-channel contributes to the background if the $W$ boson decays leptonically and the tau lepton is faked by a misidentified hadronic jet. In the case of $Wt$ production, the tau lepton comes from the decay of the second $W$ boson.

$Z/\gamma^* \rightarrow \tau\tau$ plus heavy flavour events constitute a large irreducible background as they have two real tau leptons and produce the same final state as the signal. $Z/\gamma^* \rightarrow ee$ plus heavy flavour and $Z/\gamma^* \rightarrow \mu\mu$ plus heavy flavour events can also be background providing one of the leptons or an accompanying hadronic jet are misidentified as a tau lepton. For simplicity, these $Z/\gamma^*$ processes are hereafter referred to as $Z \rightarrow \tau\tau$, $Z \rightarrow ee$ and $Z \rightarrow \mu\mu$, respectively.

$W$ production in association with jets provides a significant source of background due to its relatively large cross section and the combination of a lepton and $E_T^{\text{miss}}$ from a leptonic decay of the $W$ boson in the final state. Hadronic jets accompanying the $W$ boson can be misidentified as hadronic tau decays and $b$-jets.

The EW production of pairs of vector bosons can contribute to the background. The production of $ZZ$ can lead to $b\bar{b}\tau\tau$ final states if one of the $Z$ bosons decays to a ditau pair and the other to a $b\bar{b}$ pair. In addition, $WW$ and $WZ$ processes can be
background if the events have one or two fake lepton/tau/b-jets. All of these sources contribute a relatively small background.

The large cross sections for QCD dijet or multijet processes result in a background contribution if one of the jets is misidentified as a hadronic tau decay and another jet as an electron or muon. In this case, the lepton can also arise from the semileptonic decays of $b$ or $c$ hadrons.

### 8.3 Data and Monte Carlo Samples

This analysis uses the full $pp$ collision data set recorded in 2012 at a centre-of-mass energy of 8 TeV with the ATLAS detector, corresponding to an integrated luminosity of 20.3 fb$^{-1}$. Only data which pass the requirements for the normal operation of all subdetectors are included. The analysis uses events collected by the lowest threshold unprescaled electron and muon SLTs that pass into the EGamma and Muon data streams, respectively. The thresholds for both of these triggers are 24 GeV and both require isolated objects.

The MC samples for signal and background are simulated with different event generators each interfaced to Pythia8 [116] for parton shower, hadronisation and underlying event simulation. The events from minimum-bias interactions were simulated using the AU2 [126] parameter tuning of Pythia8. Tauola [127] and Photos [128] are used to simulate the tau decay and additional photon radiation from charged leptons to fit the data, respectively. The set of PDFs CT10 [129] is used for the Powheg samples, while CTEQ6L1 [130] is used for the Pythia8 and Alpgen samples. The detector simulation in all the MC samples is performed with Geant4 [111] and the reconstruction is made with the same software as is used for data. All MC samples are then corrected to better reproduce the data, using official recommendations from combined performance groups. An overview of the generators and PDFs used for the signal and background processes is given in Table 8.1.
Table 8.1: List of the MC generators and PDFs used to model the signal and background processes at $\sqrt{s} = 8$ TeV for the $hh \rightarrow b\bar{b}\tau\tau$ analysis.

<table>
<thead>
<tr>
<th>Process</th>
<th>Event generator</th>
<th>PDF set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background processes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V + \text{jets}$</td>
<td>ALCGEN + PYTHIA8</td>
<td>CTEQ6L1</td>
</tr>
<tr>
<td>Diboson: $WW$</td>
<td>POWHEG + PYTHIA8</td>
<td>CT10</td>
</tr>
<tr>
<td>Diboson: $WZ$</td>
<td>POWHEG + PYTHIA8</td>
<td>CT10</td>
</tr>
<tr>
<td>Diboson: $ZZ$</td>
<td>POWHEG + PYTHIA8</td>
<td>CT10</td>
</tr>
<tr>
<td>$t\bar{t}$</td>
<td>POWHEG + PYTHIA8</td>
<td>CT10</td>
</tr>
<tr>
<td>Single top: $t$-channel</td>
<td>ACERMC + PYTHIA8</td>
<td>CTEQ6L1</td>
</tr>
<tr>
<td>Single top: $s$-channel</td>
<td>POWHEG + PYTHIA8</td>
<td>CT10</td>
</tr>
<tr>
<td>Single top: $Wt$</td>
<td>POWHEG + PYTHIA8</td>
<td>CT10</td>
</tr>
<tr>
<td>$gg \rightarrow h$</td>
<td>POWHEG + PYTHIA8</td>
<td>CT10</td>
</tr>
<tr>
<td>$qq \rightarrow qh$</td>
<td>POWHEG + PYTHIA8</td>
<td>CT10</td>
</tr>
<tr>
<td>$qq \rightarrow V h$</td>
<td>PYTHIA8</td>
<td>CTEQ6L1</td>
</tr>
<tr>
<td>$qq/gg \rightarrow tth$</td>
<td>PYTHIA8</td>
<td>CTEQ6L1</td>
</tr>
<tr>
<td>Signal processes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonresonant $gg \rightarrow hh$</td>
<td>MADGRAPH5 + PYTHIA8</td>
<td>CTEQ6L1</td>
</tr>
<tr>
<td>Resonant $gg \rightarrow H \rightarrow hh$</td>
<td>MADGRAPH5 + PYTHIA8</td>
<td>CTEQ6L1</td>
</tr>
</tbody>
</table>

The nonresonant and resonant Higgs boson pair production signal processes are produced with the Leading Order (LO) MADGRAPH5 generator [131]. The nonresonant production is modelled using the SM di-Higgs model [132,133]. The resonant production of the heavy scalar $H$ decaying to two Higgs bosons is generated using the HeavyScalar model [134]. A narrow decay width of 10 MeV is assumed for the heavy scalar $H$, which is significantly smaller than the detector resolution.

The single SM Higgs background is simulated for each of the production mechanisms individually. The simulation of $ggF$ and VBF process samples is based on the NLO perturbative calculation, including finite bottom quark and top quark mass effects [135], using the POWHEG event generator [112,113,114]. The Higgs boson $p_T$ spectrum of the $ggF$ process is matched with the calculated spectrum at Next-to-Next-to-Leading Order (NNLO) and Next-to-Next-to-Leading Logarithm (NNLL) [136] in QCD corrections. The PYTHIA8 generator is used to simulate events for associated production and $t\bar{t}h$. These backgrounds are all normalised to the state-of-the-art theoretical cross sections provided by References [137,39,40].
8.3. Data and Monte Carlo Samples

The ALPGEN program [138] is used to produce the $W + \text{jets}$ and $Z + \text{jets}$ samples. This generator employs the MLM matching scheme [139] between the hard process, calculated with LO matrix elements for up to five jets, and the parton shower. The POWHEG generator is used to simulate $t\bar{t}$ events as well as the $s$-channel and $Wt$ processes of single top production. The AcerMC program [140] is used to simulate the single top $t$-channel process. The diboson backgrounds are simulated with the POWHEG generator.

The $Z \rightarrow \tau\tau$ background sample is obtained using a hybrid data and MC technique known as embedding that was originally developed for the SM $H \rightarrow \tau\tau$ analysis and is described extensively in Reference [141]. This technique offers a way of modelling the $Z \rightarrow \tau\tau$ background in a largely data-driven approach, as existing MC simulations of $Z + \text{jets}$ events have been shown not to be entirely consistent with data [142].

Due to the difficulties associated with obtaining a pure high statistics $Z \rightarrow \tau\tau$ sample in data without contamination of Higgs boson decays to tau lepton pairs, the embedding method works by tagging $Z \rightarrow \mu\mu$ events in data and replacing the muons with simulated tau lepton decays. The tau lepton kinematics are matched to the kinematics of the muons they are replacing accounting for the mass difference between the muons and the tau leptons. The small coupling of the Higgs boson to muons means that $Z \rightarrow \mu\mu$ events provide a virtually signal-free signature.

The $Z \rightarrow \mu\mu$ selection in data requires that collision events pass either a single muon trigger with a $p_T$ threshold of 24 GeV, or a dimuon trigger with leading muon threshold of 18 GeV and a subleading muon threshold of 8 GeV. There must be at least two reconstructed muons with pseudorapidity of $|\eta| < 2.5$ and a leading (subleading) muon transverse momentum $p_T > 20$ (15) GeV. The muons must have track isolation in a cone of size $\Delta R < 0.4$ to be less than 20% of the muon $p_T$. There must be at least one opposite-charge muon pair with invariant mass $m_{\mu\mu} > 40$ GeV. For events with more than two muon candidates, all possible oppositely-charged pairs with a common vertex are formed, and the muon pair with $m_{\mu\mu}$ closest to the $Z$ boson resonance is chosen as the $Z \rightarrow \mu\mu$ candidate decay products.
8.4 Object Selection

The $hh \rightarrow b\bar{b}\tau\tau$ analysis uses a wide variety of physics objects that include electrons, muons, jets, hadronically decaying tau leptons and $E_T^{\text{miss}}$. In addition, this analysis required that jets are $b$-tagged using a specifically designed algorithm. This section briefly describes the reconstruction and identification of these physics objects by the ATLAS detector and the selection used in the $hh \rightarrow b\bar{b}\tau\tau$ analysis. The object definitions and event selection largely mirror those of the existing ATLAS SM $H \rightarrow \tau\tau$ analysis [143].

Electrons

Electron candidates are reconstructed from clusters of energy in the EM calorimeters matched to a track in the ID. The tracks are fitted using a Gaussian Sum Filter [144] that allows for energy losses due to bremsstrahlung to be accounted for. A set of cut-based identification criteria provide background discrimination from hadronic jets by using information about the longitudinal and transverse shower profiles available from the calorimeter and information about the ID track and high-threshold TRT hits.

Electrons are required to pass the tight identification criteria with a transverse energy $E_T > 15$ GeV and to be in the fiducial volume of the barrel or the endcaps, defined by $|\eta| < 1.37$ or $1.52 < |\eta| < 2.47$. The typical reconstruction and identification efficiencies for electrons satisfying these selection criteria range between approximately 65% and 85% depending on $E_T$ and $\eta$ [145]. Isolation is required such that the calorimeter energy in a cone of radius $\Delta R = 0.2$ around the electron is less than 6% of the electron’s $E_T$. Additionally, track isolation is imposed by requiring that the $p_T$ sum of additional tracks with $p_T > 1$ GeV in a cone of radius $\Delta R = 0.4$ is less than 6% of the electron’s track $p_T$. Corrections are applied to MC to account for mismodelling of the electron reconstruction and identification efficiencies and calorimeter isolation.
8.4. Object Selection

Muons

Muon candidates are reconstructed using an algorithm that combines information from the MS and ID. Muon tracks are reconstructed in the MS by identifying local track segments in each of the chamber layers and combining these into a full MS track. The ID provides an independent measurement of the muon track close to the interaction point. Combined muons are identified by successfully matching an MS track with an ID track to form a combined measurement of the muon track parameters. Additional muon quality criteria on the number of ID hits is also applied to reduce the misidentification rate.

The analysis requires muons to have transverse momenta $p_T > 10$ GeV and pseudorapidity $|\eta| < 2.5$. The efficiencies for muons satisfying these selection criteria are typically above 95% [146]. Similarly as for electrons, calorimeter isolation is imposed by requiring that the additional energy deposited in the calorimeters in a cone of radius $\Delta R = 0.2$ around the muon is less than 6% of the muon’s $p_T$. Track isolation is also required such that the $p_T$ sum of additional tracks with $p_T > 1$ GeV in a cone of radius $\Delta R = 0.4$ is less than 6% of the muon’s track $p_T$. Correction factors are applied to MC to account for observed differences in the $p_T$ resolution and identification efficiency between data and simulation, as well as for calorimeter isolation.

Hadronic $\tau$

In 65% of cases tau leptons decay hadronically, for which a specialised algorithm is required to reconstruct candidates [147]. The hadronic tau reconstruction starts from jets formed by the anti-$k_t$ algorithm [118] with distance parameter $R = 0.4$, using calorimeter topoclusters [119] with a local hadronic calibration [148] as input. To seed a hadronic tau candidate the jets are required to have $p_T > 10$ GeV and $|\eta| < 2.5$. To improve reconstruction efficiency in increased pile-up the tau lepton production vertex is identified with a dedicated tau vertex association algorithm.
This enables the association of tracks with the reconstructed jet and to build the system in which identification variables are calculated. The hadronic decay products predominately contain either one or three charged pions which can be identified by the number of reconstructed tracks and are referred to as 1-track and 3-track hadronic taus, respectively. The tau reconstruction provides very little rejection against jet backgrounds. The offline tau identification uses various discriminating variables combined in separate Boosted Decision Trees (BDTs) to help discriminate against both jets and electrons.

The hadronic tau candidates in the $hh \rightarrow b\bar{b}\tau\tau$ analysis are required to have $p_T > 20$ GeV and to pass the medium jet discriminator identification. Additionally, they must have one or three associated tracks with a total charge of $\pm 1$, determined by summing the charges of the associated tracks. Hadronic taus with 1-track are required to have a cluster within $|\eta| < 2.47$ and a track within $|\eta| < 2.47$, while 3-track hadronic taus need only a cluster within $|\eta| < 2.5$. The identification efficiency for hadronic tau candidates satisfying the medium criteria is of the order of 55–60% [147]. In the $e\tau_{\text{had}}$ channel, hadronic tau candidates are additionally required to pass the medium electron discriminator.

**Jets**

Jets are reconstructed using the anti-$k_t$ algorithm with distance parameter $R = 0.4$ using as input topological clusters calibrated with the local hadronic calibration scheme. The jet energies are corrected for contributions from pile-up using a technique based on jet area [149] and are calibrated using $p_T$- and $\eta$-dependent correction factors determined from data and simulation [150,151].

Jets are required to have $p_T > 30$ GeV and $|\eta| < 4.5$. For those within the acceptance of the tracking detectors, the vertex information for associated tracks is used to compute the so-called Jet-Vertex Fraction (JVF). The JVF is defined as the ratio of the transverse momentum sum of the tracks matched to the jet that are associated
to the primary vertex and the transverse momentum sum of the tracks matched
to the jet that are associated to any vertex in the event. Jets with $|\eta| < 2.4$
and $p_T < 50$ GeV are required to have $|\text{JVF}| > 0.5$ in order to suppress pile-up
contributions. Jets are explicitly used in the event selection and categorisation, and
to propagate jet energy uncertainties to missing transverse momentum.

**B-Tagging**

The identification of jets originating from $b$-quarks is important to suppress back-
ground processes containing mainly light flavour jets. The relatively long lifetime
of $b$-hadrons means they travel some distance before they decay, leaving a displaced
secondary vertex. Different algorithms exist in ATLAS that exploit the main signa-
tures of such decays and their outputs are combined to further improve the tagging
efficiency and reduce the mistag rate [152].

This analysis uses the MV1 neural network based discriminator to tag $b$-jets [153].
Tagged jets are required to be in the pseudorapidity range $|\eta| < 2.5$, as the algo-
rithms require tracking information, and to pass the 80% efficiency working point
for $b$-jets in simulated $t\bar{t}$ events. The corresponding light-quark misidentification
probability is around 10% depending on the $p_T$ and $\eta$ of the jet.

**Overlap Removal**

There is the possibility that multiple objects, as defined by the criteria given above,
actually correspond to the same physical object in the detector. In such instances an
“overlap removal” scheme is followed to retain the object most likely to be correct.
Objects are considered to be overlapping if they lie within $\Delta R < 0.2$ and the overlap
is resolved by selecting objects in the following order of priority: muons, electrons,
tau leptons and then jet candidates. For the purpose of overlap removal, the isolation
requirements are dropped from the muon and electron identification and the loose
identification for electrons is used. Additionally, in order to improve the rejection of
fake tau candidates caused by misidentified low-$p_T$ muons, the muon $p_T$-threshold is lowered to 4 GeV when checking for overlaps between muon and tau candidates only. To provide further rejection against tau candidates faked by electrons, electrons found in the transition region between the barrel and endcap calorimeters ($1.37 < |\eta| < 1.52$) fulfilling the medium identification are also used to check overlaps with tau candidates.

**Missing Transverse Energy**

The $E_T^{\text{miss}}$ is an event-level quantity based on the energy deposited in the calorimeters and on muons reconstructed in the MS [154]. Its magnitude and direction are constructed from the vector sums of visible calibrated objects and soft contributions from pile-up and the underlying event. The calorimeter energy deposits are calibrated according to the reconstructed physics object to which they belong, with the following precedence: electrons, photons, hadronically decaying tau leptons, jets and muons. Energy deposits not associated with these objects are taken into account in the soft term of the $E_T^{\text{miss}}$ calculation. This summation is performed over the range $|\eta| < 4.5$. The vector sum of calibrated muon transverse momenta is also added and the parameterised energy loss in the calorimeter associated with these muons is subtracted to avoid double counting.

In order to suppress pile-up in $E_T^{\text{miss}}$, each jet with $|\eta| < 2.4$ is weighted with the JVF (forward jets are taken uncorrected) and the energy contributions not associated to physics objects are scaled using the so-called Soft-Term Vertex-Fraction (STVF). The STVF is the ratio of the transverse momentum sum of the tracks unmatched to physics objects that are associated to the primary vertex and the transverse momentum sum of the tracks unmatched to physics objects that are associated to any vertex in the event [155]. In MC simulations, corrections applied to the energy of electrons and muons are propagated to the missing transverse momentum.
8.5 Mass Reconstruction

The motivation for and implementation of the ditau invariant mass reconstruction technique used in the $hh \to b\bar{b}\tau\tau$ analysis is detailed in [156]. The accurate reconstruction of a resonance decaying to a pair of tau leptons is complicated by the presence of one or two neutrinos per tau lepton decay. The simplest reconstruction methods rely on partial reconstruction of the ditau invariant mass, such as the mass of the visible decay products, while alternative approximations are based on assumptions about the invisible decay products, such as the collinear mass approximation [157]. Each of these techniques have drawbacks, including poor mass resolution, strong assumptions about the ditau system, or even lack of calculability in some cases.

In this analysis, the ditau invariant mass is fully reconstructed using the Missing Mass Calculator (MMC) [156] method, which has been successfully used in the SM $H \to \tau\tau$ analysis [143]. It has the benefit of making no assumptions about the ditau decay kinematics, while fully reconstructing an accurate invariant mass. This requires solving an underconstrained system of equations for seven unknowns: $x$-, $y$-, and $z$-components of the momentum carried by the neutrinos for each of the tau leptons in the event, and the invariant mass of the neutrinos from the leptonic tau decay. However, there are only four equations available:

\begin{align*}
E_{x}^{\text{miss}} &= p_{\text{miss}1} \sin \theta_{\text{miss}1} \cos \phi_{\text{miss}1} + p_{\text{miss}2} \sin \theta_{\text{miss}2} \cos \phi_{\text{miss}2} \\
E_{y}^{\text{miss}} &= p_{\text{miss}1} \sin \theta_{\text{miss}1} \sin \phi_{\text{miss}1} + p_{\text{miss}2} \sin \theta_{\text{miss}2} \sin \phi_{\text{miss}2} \\
m_{\tau1}^{2} &= m_{\text{miss}1}^{2} + m_{\text{vis}1}^{2} + 2 \sqrt{p_{\text{vis}1}^{2} + m_{\text{vis}1}^{2}} \sqrt{p_{\text{miss}1}^{2} + m_{\text{miss}1}^{2}} - 2 p_{\text{vis}1} p_{\text{miss}1} \cos \Delta \theta_{\text{vis-miss}1} \\
m_{\tau2}^{2} &= m_{\text{miss}2}^{2} + m_{\text{vis}2}^{2} + 2 \sqrt{p_{\text{vis}2}^{2} + m_{\text{vis}2}^{2}} \sqrt{p_{\text{miss}2}^{2} + m_{\text{miss}2}^{2}} - 2 p_{\text{vis}2} p_{\text{miss}2} \cos \Delta \theta_{\text{vis-miss}2}
\end{align*}

Here the $E_{x}^{\text{miss}}$ and $E_{y}^{\text{miss}}$ are the $x$- and $y$-components of the $E_{T}^{\text{miss}}$ vector, $p_{\text{vis}1,2}$, $m_{\text{vis}1,2}$, $\theta_{\text{vis}1,2}$, $\phi_{\text{vis}1,2}$ are the momenta, invariant masses, polar and azimuthal angles of the visible tau decay products, and $m_{\tau}$ is the tau lepton invariant mass. The rest of the variables constitute the unknowns, which are the combined invisible momenta...
\( p_{\text{miss}} \) carried away by the neutrinos for each of the tau decays and the invariant mass of the neutrinos in the leptonic tau decay \( m_{\text{miss}_1} \). Finally, \( \Delta \theta_{\text{vis-miss1,2}} \) is the angle between the \( p_{\text{miss}} \) and \( p_{\text{vis}} \) vectors for each of the tau leptons.

The calculation uses the constraints from the measured components of the \( E_T^{\text{miss}} \) vector, and the visible masses of both tau lepton decays. A scan is performed over the two components of the \( E_T^{\text{miss}} \) vector and the yet undetermined variables. These constraints are combined with a two-dimensional likelihood function to solve for the seven kinematic parameters. Each scan point is weighted by its probability according to the tau decay topologies and the \( E_T^{\text{miss}} \) resolution. The most likely value for the ditau mass \( m_{\tau\tau}^{\text{MMC}} \) is chosen.

The MMC algorithm is highly efficient at finding a valid solution for signal and \( Z \to \tau\tau \) events, while a low efficiency is observed for background samples, providing an extra handle against them. As a result, events which fail the mass reconstruction are rejected from the analysis. The algorithm also gives a good mass resolution and discrimination between \( Z \to \tau\tau \) events and the Higgs boson signal. This separation is demonstrated in Figure 8.2a for the reconstructed mass distributions in the nonresonant search for simulated signal and the tau-embedded background sample.

The dijet mass (\( m_{bb} \)) is calculated using the two leading \( b \)-tagged jets, if two or more jets are \( b \)-tagged, or from the \( b \)-tagged jet and the highest \( p_T \) untagged jet if only one jet is \( b \)-tagged. Similar resolutions are achieved by \( m_{bb} \) and \( m_{\tau\tau}^{\text{MMC}} \) for the signal, however a longer tail is present in the \( m_{bb} \) distribution. The mass of the heavy resonance (\( m_{bb\tau\tau} \)) is reconstructed using the dijet and MMC ditau four-momenta. To improve the mass resolution a simple rescaling is applied to each of these of \( m_h/m_{bb} \) and \( m_h/m_{\tau\tau}^{\text{MMC}} \) respectively, where \( m_h \) is set to the value used in the simulation of 125 GeV. Figure 8.2b shows the signal distributions for the reconstructed and constrained \( \bar{b}b\tau\tau \) mass in the resonant search. It is established from simulation studies that the resolution of \( m_{bb\tau\tau} \) varies from 2.4\% at \( m_H = 260 \) GeV to 4.8\% at 1000 GeV. The rescaling improves the mass resolution most significantly at low mass and varies between a factor of three gain at 260 GeV to a third at 1000 GeV.
8.6 Event Selection

As previously mentioned, the events used in this analysis are selected using the SLTs. To ensure that these triggers are nearly fully efficient for events passing the final selection the \( p_T \) requirements on the selected lepton are set at 2 GeV higher than the trigger threshold. This section describes the series of selection criteria imposed on these events, as well as the factors used to categorise them into different signal regions. The various background processes shown in the plots in this section are estimated with the methods described later in Section 8.7.

One of the limitations of this analysis is the relatively high SLTs thresholds for the leptonic tau decay without the inclusion of combined lepton and hadronic tau triggers to help improve the signal acceptance. This has an impact on the sensitivity of the analysis to lower mass resonances. Simulation studies indicate that if the SLT thresholds were lower by even 2 GeV there would be a relative improvement in the signal acceptance after the full analysis selection for a resonance of mass 300 GeV of around 10%.

Figure 8.2: Mass distributions of (a) the reconstructed \( m_{\tau\tau}^{\text{MMC}} \) for \( hh \to b\bar{b}\tau\tau \) and \( Z \to \tau\tau \) events in MC simulation and embedding respectively and (b) the reconstructed and constrained \( m_{bb\tau\tau} \) for four simulated heavy Higgs boson masses.
8.6.1 Preselection

The event preselection is designed to select only the basic event topology. Each event requires a primary vertex with at least four tracks with transverse momentum $p_T > 400\text{ MeV}$. This helps to reject non-collision events, such as cosmic rays and beam halo. If more than one such vertex exists, the vertex candidate with the largest sum of the squared transverse momenta of all the associated tracks is selected. Events are required to have exactly one isolated electron or muon with $p_T > 26\text{ GeV}$ and exactly one hadronic tau with $p_T > 20\text{ GeV}$ of opposite sign charge to the selected lepton. Events with more than one lepton passing the object preselection described in Section 8.4 are rejected to suppress $Z \rightarrow e\bar{e}, \ Z \rightarrow \mu\mu, \ t\bar{t} \text{ and } Wt$ single top processes. For the purpose of this dilepton veto, the isolation requirements are dropped from the electron and muon identification, and a looser identification requirement is used for electrons. The final requirement is for at least two jets with $p_T > 30\text{ GeV}$, where between one and three of these selected jets must be $b$-tagged.

Figures 8.3a and 8.3b show the observed distributions in data and those expected from background events of the $m_{\tau\tau}^{\text{MMC}}$ and $m_{bb}$ after the preselection. The selection is dominated by contributions from top quark production and fake tau, and to a lesser degree $Z \rightarrow \tau\tau$ backgrounds. The distributions also contain signal for nonresonant Higgs boson pair production and a resonantly produced heavy Higgs signal with a mass of 300 GeV, both normalised to a production cross section of 20 pb. The signal yield for the nonresonant production is significantly larger than for lower mass resonances, assuming the same cross section. This is largely the result of the harder $p_T$ spectrum of the Higgs boson in the nonresonant production. Data in all distributions are well modelled by the background predictions. Events passing the preselection cuts form the baseline event sample from which the final analysis categories and several control regions are defined, as described in the subsequent sections.
Figure 8.3: Distributions after preselection comparing data with the expected background contributions: (a) ditau mass $m_{\tau\tau}$ reconstructed using the MMC method, (b) dijet mass $m_{bb}$ and (c) the transverse mass $m_{T\nu}$ of the lepton and the $E_{T}^{miss}$ system [8]. The top quark background includes contributions from both $t\bar{t}$ and the single top processes. The $Z \rightarrow \tau\tau +$ jets background is estimated using tau-embedded data. The background labelled as “Others” is composed of the diboson and $Z \rightarrow ee/\mu\mu$ contributions. The fake $\tau$ background is estimated with the fake factor method. Single SM Higgs boson contributions are included on these distributions, but are not significant enough to be visible. The uncertainties associated with the total background estimate is given by the black hatched bands. The expected signal distributions for simulated nonresonant and resonant Higgs boson pair production are overlaid assuming a production cross section of 20 pb. The resonant production signal shown here is for $m_{H} = 300$ GeV. The overflows are included in the last bin of each distribution.
8.6.2 Event Categorisation

To exploit the differences in contributions from signal and background in different kinematic regions, events passing the preselection are divided amongst four analysis categories according to the number of $b$-jets $n_{b\text{-}jet}$ and the transverse momentum of the ditau system $p_{\tau\tau}^T$ for both the nonresonant and resonant searches. Although two $b$-jets are expected in the final state, events are categorised into those containing only one $b$-tagged jet and those with at least two $b$-tagged jets to maximise the signal efficiency. There is however a maximum of three $b$-tagged jets allowed, in order for this analysis to remain statistically independent of the $hh \rightarrow bbb\bar{b}$ analysis in the Higgs pair production combination, presented in Chapter 9. Events are further divided into low and high $p_{\tau\tau}^T$ categories defined by a cut at 100 GeV, where the value of $p_{\tau\tau}^T$ used is that computed by the MMC. The four categories used in the final statistical fitting are summarised in Table 8.2.

<table>
<thead>
<tr>
<th>Category name</th>
<th>$n_{b\text{-}jet}$</th>
<th>$p_{\tau\tau}^T$ (GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $b$-tag, low $p_{\tau\tau}^T$</td>
<td>1</td>
<td>$&lt; 100$</td>
</tr>
<tr>
<td>1 $b$-tag, high $p_{\tau\tau}^T$</td>
<td>1</td>
<td>$&gt; 100$</td>
</tr>
<tr>
<td>2 $b$-tag, low $p_{\tau\tau}^T$</td>
<td>2 or 3</td>
<td>$&lt; 100$</td>
</tr>
<tr>
<td>2 $b$-tag, high $p_{\tau\tau}^T$</td>
<td>2 or 3</td>
<td>$&gt; 100$</td>
</tr>
</tbody>
</table>

Figure 8.4 shows the distributions of $p_{\tau\tau}^T$ after preselection for 1 $b$-tag and 2 $b$-tag category events. The background composition in each of these regions is very different. The categories with two or three $b$-tagged jets are more sensitive to signal events than those with one $b$-tagged jet, while higher resonant masses are more likely to have a large $p_{\tau\tau}^T$, where the backgrounds are smaller. Although the categories with one $b$-tagged jet are less sensitive to signal, they will help constrain the background in the combined likelihood fit, discussed in Section 8.9.
8.6. Event Selection

Figure 8.4: Distributions of $p_T^{\tau\tau}$ after preselection for (a) events with one $b$-tagged jet and (b) events with two or three $b$-tagged jets. The expected signal distributions for a cross section of 100 pb are overlaid for both nonresonant Higgs boson pair production and for 300 GeV and 500 GeV resonances.

8.6.3 Final Selection

To increase the sensitivity of the analysis, a set of additional kinematic cuts are considered after the preselection to further suppress backgrounds. The first of these cuts is on the transverse mass between the lepton and the $E_T^{miss}$ system, which helps to discriminate between signal and backgrounds with $W \rightarrow \ell \nu \ell$. It is defined by:

$$m_{\ell\nu}^T = \sqrt{2p_T^\ell E_T^{miss}(1 - \cos \Delta\phi)},$$  

(8.1)

where $p_T^\ell$ is the transverse momentum of the lepton and $\Delta\phi$ is the angle between the lepton and $E_T^{miss}$ in the plane perpendicular to the beam direction. It can be seen in Figure 8.3c that signal events are more likely to have small values of the transverse mass. This results in a cut requiring events to have $m_{\ell\nu}^T < 60$ GeV to reduce contributions from the fake tau and top quark background processes, while retaining an approximate signal efficiency of 90%.

Additional suppression of the top and $W +$ jets background is provided by a requirement on the $E_T^{miss}$ $\phi$ centrality. It quantifies whether the $E_T^{miss}$ is between the lepton and tau in the transverse plane as is typical in true ditau systems. The variable is maximised when the $E_T^{miss}$ points directly between the lepton and tau.
candidates, and minimised when it points directly opposite. Events are required to have $E_T^{\text{miss}} \phi$ centrality $> 1$, which ensures that the $E_T^{\text{miss}}$ is between the lepton and tau candidates.

A significant source of the fake tau background is produced by the semileptonic decays of $t\bar{t}$ events, where one $W$ boson decays leptonically and the other one decays hadronically. In this case, the reconstructed tau is a result of one of the jets from the hadronic decay of the $W$ boson. To reduce this background source, a selection is made in the two-dimensional plane of the reconstructed $W$ mass $m_{\tau j}$ and the reconstructed top mass $m_{\tau jb}$. The hadronic $W$ mass is reconstructed using the tau jet and the nearest untagged jet. The top mass is reconstructed by the addition of the $b$-jet that minimises the mass sum $m_{tb} + m_{\tau b}$. The following elliptical requirement is imposed in the two-dimensional plane, taking the form of a $\chi^2$:

$$\left( \frac{\Delta m_W \cos \theta - \Delta m_t \sin \theta}{28 \text{ GeV}} \right)^2 + \left( \frac{\Delta m_W \sin \theta - \Delta m_t \cos \theta}{18 \text{ GeV}} \right)^2 > 1 \quad (8.2)$$

Here $\Delta m_W = m_{\tau j} - m_W$, $\Delta m_t = m_{\tau jb} - m_t$ and $\theta$ is a rotation angle given by $\tan \theta = m_t / m_W$ used to account for the average correlation between $m_{\tau j}$ and $m_{\tau jb}$.

Figure 8.5 shows the reconstructed $m_{\tau j}$ versus $m_{\tau jb}$ for simulated semileptonic $t\bar{t}$ events and the resonant signal, where events inside the ellipse are rejected.

A cut is also made to improve the rejection of $t\bar{t}$ events whose decays produce an identical visible final state to the signal, in the case where one $W$ decays to an electron or muon and the other to a tau lepton which then decays hadronically. In signal events the $p_T$ of the lepton will tend to be softer than that of the hadronic tau due to there being more neutrinos in the leptonic decay of the tau. The $p_T$ of the lepton or muon is therefore required to satisfy $p_T^\ell < p_T^{\tau} + 20 \text{ GeV}$.

To be consistent with the expectation of the $h \rightarrow b\bar{b}$ decay, events must pass the mass window cut of $90 < m_{bb} < 160 \text{ GeV}$. This is the final cut made in the nonresonant search and the final discriminant used to extract the signal is the ditau invariant mass $m_{\tau\tau}^{\text{MMC}}$. The resonant search places an additional mass window cut to the ditau
8.7 Background Estimation

The estimation of the numbers of background events and their associated kinematic distributions is provided by a mixture of data-driven and simulation-based methods. The normalisation of the most important background contributions is performed by comparing the simulated samples of individual background sources to data in regions which have a small or negligible contamination from signal or other background events.

Background contributions from jets that are misidentified as hadronically decaying tau leptons (fake backgrounds) are estimated by using a fake factor method. The invariant mass of $100 < m_{\tau\tau}^{\text{MMC}} < 150$ GeV to ensure that events are consistent with the $h \rightarrow \tau\tau$ decay. The efficiency for the nonresonant signal after the full analysis selection is 0.57%. The resonant signal selection efficiency improves consistently for increasing values of $m_H$ varying from 0.2% at 260 GeV to 1.5% at 1000 GeV.

Figure 8.5: Distribution of $m_{\tau j}$ versus $m_{\tau j b}$ for simulated (a) semileptonic $t\bar{t}$ events and (b) resonant signal with $m_H = 260$ GeV passing the preselection. The normalisation scales are arbitrary. Events falling inside the ellipse are rejected.
$Z \rightarrow \tau\tau$ background kinematic distributions are provided by the tau-embedded data sample described in Section 8.3. Contributions from various other physics processes are estimated using the simulation and are normalised to the theoretical cross sections. The following sections discuss in more detail the estimation of the various background components.

### 8.7.1 Fake Factor Method

The fake factor method is used to derive estimates of the fake background resulting from jets misidentified as hadronic tau candidates that cause events to pass the analysis selection. It accounts for the QCD and multijet, $W + \text{jets}$, $Z + \text{jets}$, and semileptonic $t\bar{t}$ backgrounds. The fake factor method uses a control sample requiring that tau candidates pass the object selection criteria but fail the medium identification. These objects are referred to here as ‘antitau’ candidates. The antitau selection for the control sample is chosen to minimise the differences from identified tau leptons as far as possible, while maintaining sufficient statistics for a reliable background estimate. This is achieved by placing a lower cut on the hadronic tau identification BDT score of $0.7 \times$ the loose identification working point.

The values of the identification cuts are dependant on the transverse momentum of the tau candidate as shown in Figure 8.6. This means that the antitau selection includes values that lie approximately between 0.35 and 0.65. The flavour composition of these candidates can be seen in Figure 8.7, where the antitau selection reduces the pile-up and gluon content to better resemble the medium identification region.

The fake tau background in the Signal Regions (SRs) is estimated with the following calculation:

$$n_{\text{fake } \tau}^{\text{SR}} = \left( n_{\text{antitau} \text{ data}}^{\text{SR}} - n_{\text{antitau} \text{ real}}^{\text{SR}} \right) \times FF,$$

(8.3)

where $n_{\text{antitau data}}^{\text{SR}}$ is the antitau contribution from data, $n_{\text{antitau real}}^{\text{SR}}$ accounts for events with real hadronic tau objects that fail identification and FF is the transfer factor referred to as the fake factor. The $n_{\text{antitau real}}^{\text{SR}}$ component also includes contributions
from $\ell \to \tau_{\text{had}}$ fakes and is estimated using MC and tau-embedded events. In events where there are more than one antitau candidate present, each is considered in a separate antitau event.

The fake factor is defined as the ratio of the number of reconstructed hadronic tau candidates passing the *medium* identification to the number satisfying the antitau selection discussed above:

$$\text{FF} = \frac{n_{\text{had}}^{\text{CR}}}{n_{\text{antitau}}^{\text{CR}}}.$$  

(8.4)

The fake factor estimate is derived for a Control Region (CR) that excludes events entering the signal region and should be void of signal. However, there are a number
of different processes that contribute significantly to antitau events in this analysis
and so their fake factors must be considered individually. The fake factors were
measured using data in the following dedicated control regions:

- QCD: Apply preselection, but with relaxed lepton isolation
- $W + \text{jets}$: Apply preselection without the $b$-tag selection and $m_{T\ell} > 70 \text{ GeV}$
- $Z + \text{jets}$: Apply preselection, but with the dilepton veto inverted
- Top: Apply preselection and require $m_{T\ell} > 70 \text{ GeV}$

The fake factor is determined for bins in $p_T$ of the hadronic tau candidate, as well
as for the number of tracks. Figure 8.8 shows the fake factor measured in data for
each of the QCD, $W + \text{jets}, Z + \text{jets}$ and top control regions for 1-tack and 3-track
hadronic tau candidates. The values of the fake factor measured in the different
control regions do not show significant deviation within statistical uncertainty.

![Graph showing fake factors for different processes](image)

Figure 8.8: Fake factors for the $W + \text{jets}, QCD, Z + \text{jets}$ and top control regions
as a function of the hadronic tau candidate $p_T$. The error bars show the statistical
uncertainty only.

It is not possible to predetermine which process is responsible for an antitau event
and so a combined fake factor is used which accounts for the relative fraction of each process in the antitau sample. The combined fake factor is given by:

\[
FF(p_T, n_{\text{track}}) = \sum_i R_i \cdot FF_i(p_T, n_{\text{track}}),
\]  

(8.5)

where \( R_i \) is the fraction of antitau events contributed by the background CR \( i \) and \( FF_i \) is the fake factor specific to that background CR. The values for \( R_i \) are determined using MC estimates for the antitau contribution of \( Z + \text{jets} \) and \( \text{top} \) processes, except for QCD and \( W + \text{jets} \). For \( W + \text{jets} \), this fraction is estimated using a data-driven technique involving the antitau \( W + \text{jets} \) control region and a MC-based extrapolation from the antitau \( W + \text{jets} \) control region to the antitau signal region:

\[
R_{W+\text{jets}} = \frac{n_{\text{SR, } W+\text{jets }}}{n_{\text{antitau}}}/ \left( \frac{n_{\text{SR, } W+\text{jets } \text{MC}}}{n_{\text{antitau}}} + n_{\text{SR, QCD }} \right),
\]  

(8.6)

where \( n_{\text{antitau}} \) is estimated by

\[
n_{\text{antitau}}^{\text{SR, } W+\text{jets }} = n_{\text{antitau}}^{\text{CR, } W+\text{jets data}} \times \frac{n_{\text{SR, } W+\text{jets MC}}}{n_{\text{antitau}}^{\text{CR, } W+\text{jets MC}}},
\]  

(8.7)

and \( n_{\text{antitau}}^{\text{SR, QCD}} \) is estimated by

\[
n_{\text{antitau}}^{\text{SR, } W+\text{jets }} = n_{\text{antitau}}^{\text{SR, data}} - \left( n_{\text{antitau}}^{\text{SR, } W+\text{jets real}} + n_{\text{antitau}}^{\text{SR, real}} \right).
\]  

(8.8)

The value for \( R_{\text{QCD}} \) can then be obtained by requiring the ratios sum to unity:

\[
R_{\text{QCD}} = 1 - R_{W+\text{jets}} - R_{Z+\text{jets}} - R_{\text{top}}
\]  

(8.9)

The values obtained for the background fractions are given in Table 8.3.

Table 8.3: Fraction of antitau candidates from different processes contributing to the fake tau background in the analysis signal regions.

<table>
<thead>
<tr>
<th>Fraction</th>
<th>( R_{\text{QCD}} )</th>
<th>( R_{W+\text{jets}} )</th>
<th>( R_{Z+\text{jets}} )</th>
<th>( R_{\text{top}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.40</td>
<td>0.46</td>
<td>0.11</td>
<td>0.03</td>
</tr>
</tbody>
</table>
The background estimation is validated using a control region of events with a reconstructed lepton and hadronic tau that have same-sign charge. This type of event will be dominated by fake backgrounds, making an ideal control region. Figure 8.9 shows the distributions of $m_{\tau\tau}^{\text{MMC}}$ and $m_{\ell\ell\tau\tau}$ in the 1 $b$-tag and 2 $b$-tag categories. In order to maximise the available statistics, events used in these validation regions merge the low and high $p_T^{\tau\tau}$ categories. The fake factor uncertainty is taken into account as part of the method validation. Good agreement can be seen between the derived background estimation and the observed data, not only for the event yield but also for the shape of the distributions. The overall estimated yield is $132.4 \pm 26.7$ (132.9 \pm 7.5) in 1 $b$-tag (2 $b$-tag) categories, these numbers agree well with the observation of 130 (33) events.

### 8.7.2 Top Background

The $t\bar{t}$ background is the largest contributor to the 2 $b$-tag category. The semileptonic $t\bar{t}$ estimate is accounted for in the fake tau estimate based on the fake factor method, while the dileptonic $t\bar{t}$ estimate is provided by MC, as described here. In addition to the typical corrections applied to the simulation, the MC is reweighted with a $p_T$-dependent correction factor derived from data to compensate for the mis-modeling of the top and $t\bar{t}$ $p_T$ distributions [158]. The top background estimate is validated using a control region defined by an inversion of the $m_{t\bar{t}}$ mass window cut as given in Section 8.6.3. In order to maximise the available statistics the low and high $p_T^{\tau\tau}$ categories are merged. Figure 8.10 shows the distributions in the top control region for the final discriminants in the nonresonant and resonant searches. Good agreement can be seen between the derived background estimation and the observed data, not only for the event yield but also for the shape of the distribution. The total estimated event yield in the control region is $368.6 \pm 37.1$, which is in good agreement with the observation of 360 events. As a result, no additional normalisation is applied to the top background estimate.
Figure 8.9: Distributions in the fake tau validation region defined by events with same-sign charge passing the nonresonant search selection. The $m_{\tau\tau}$ distribution is shown for (a) events with one $b$-tagged jet and (b) events with two or three $b$-tagged jets. The $m_{bb\tau\tau}$ distribution for (c) events in the 1 $b$-tag categories and (d) events in the 2 $b$-tag categories.
Figure 8.10: Distributions in the top control region defined by an inversion of the $m_{bb}$ mass window cut for (a) the $m_{\tau\tau}^{\text{MC}}$ and (b) the $m_{\ell\ell\tau\tau}$ for 2 $b$-tag category events.

8.7.3 $Z \rightarrow \tau\tau$ Background

The $Z \rightarrow \tau\tau$ background estimate is based on the tau-embedded data sample obtained from $Z \rightarrow \mu\mu$ collision data. The absolute normalisation for the embedded sample was determined with data, by using events in the $Z \rightarrow \tau\tau$-rich window of $40 < m_{\text{vis}}^{\tau\tau} < 70$ GeV after all the preselection requirements, except for the requirements on jets. The embedded sample predictions are normalised to be equal to the data in this mass window minus all other backgrounds. The fraction of signal events in this region is expected to be less than 0.01%. The normalisation factor applied to the embedded sample for the final state with an electron is $0.65 \pm 0.05$, while for the final state with a muon is $0.57 \pm 0.04$. The quoted errors are statistical in nature only.

It is observed that $t\bar{t}$ events containing two true tau leptons represent a non-negligible contribution to the tau-embedded sample. Therefore, to prevent double counting the MC prediction is subtracted. The advantage of using the tau-embedded sample with this normalisation procedure is that it results in a smaller systematic uncertainty with respect to using a $Z \rightarrow \tau\tau$ estimate from simulation.
8.7.4 Other Backgrounds

The $Z \to ee$ and $Z \to \mu\mu$ background estimates are based on the MC simulation and include dedicated corrections to better produce data. The corrections that account for the difference in the misidentification rate of hadronic tau candidates resulting from leptons were obtained from dedicated tag-and-probe studies of data [159,160]. This is particularly important for $Z \to ee$ events where the misidentified hadronic tau candidate has originated from a true electron. The background for the case in which a jet is misidentified as a hadronic tau is included in the fake factor estimate, described earlier in Section 8.7.1. The diboson background estimate is taken directly from the MC simulation as this constitutes a relatively small background in this analysis, hence why the diboson background where a jet fakes a hadronic tau is not included in the fake factor estimate.

8.8 Systematic Uncertainties

This section provides an overview of the systematic uncertainties affecting the $hh \to b\bar{b}\tau\tau$ analysis that arise from either experimental, modelling or theoretical sources. These uncertainties enter into the final result as nuisance parameters in the fit model, as discussed in Section 8.9. The dominant experimental uncertainties arise from the jet and tau energy scales, the jet energy resolution and $b$-tagging. In general, the effects resulting from the uncertainties related to leptons are smaller than those from hadronic taus. The 2 $b$-tag categories typically are associated with larger systematic uncertainties, as are the high $p_T^{\tau}$ categories.

8.8.1 Luminosity

The uncertainty on the integrated luminosity of the 8 TeV data sample is ±2.8% and only affects the normalisation of those MC backgrounds that are not normalised
to data. This uncertainty is determined from the calibration of the luminosity scale with the vdm scans described in Section 4.7.1 that include effects such as the beam centring and stability, the fit model and dependence on the average number interactions per bunch crossing [93].

8.8.2 Lepton

The efficiencies for triggering, reconstructing and identifying electrons and muons as well as isolation are measured in dedicated tag-and-probe studies as described in References [145] and [146], respectively. The uncertainties with these studies arise from the selection choice of the tag object as well as uncertainties associated with the background estimation. The MC samples are corrected for the measured differences with respect to data and the associated uncertainties are propagated through the analysis by varying the corresponding scale factors accordingly. The uncertainties on the electron energy and muon momentum scales and resolution are obtained from calibration techniques using $Z \rightarrow \ell\ell$ and $J/\Psi \rightarrow \ell\ell$ events and are typically of the order of 1% [161,146]. All of these uncertainties lead to normalisation effects on the total number of selected events of approximately 1–3%.

8.8.3 Hadronic Tau

The efficiencies of the reconstruction and identification algorithms are measured in collision data using a tag-and-probe technique described in Reference [147], from which the corresponding corrections to MC are obtained. A sample of enriched $Z \rightarrow \tau\tau$ events are used for this measurement. The total uncertainties on the scale factors for hadronic tau identification are 2.5% for 1-track hadronic tau objects and 4.0% for 3-track hadronic tau objects. The dominant uncertainties with this method come from the jet background model, the tau energy scale and shower model, the underlying event, and the statistics of the sample used. The electron veto efficiency measurement is based on another tag-and-probe technique, which uses a sample of
enriched $Z \rightarrow ee$ events. The total uncertainties on the scale factors vary in the range 8–30% depending on the $\eta$-range considered.

The uncertainty on the energy scale and resolution of hadronic tau decays was estimated using two complementary methods, both described in Reference [147]. The *deconvolution method* studies the uncertainties on the tau energy scale and the modelling, using dedicated measurements and simulation. It works by propagating the uncertainties associated with each of the hadronic tau decay products to the final tau energy scale. The *in-situ* method tests only the modelling and is based on the typical conditions for 2012 collision data. It evaluates the shift on the tau energy scale by reconstructing the visible mass peak in $Z \rightarrow \tau\tau$ events, where one tau decays hadronically and the other to a muon plus neutrinos. Both of these methods give consistent results, with uncertainties on the tau energy scale ranging from 2–4% depending on the number of tracks associated with the hadronic tau decay. The combined effect of these different uncertainties results in normalisation effects of less than 5%, as well as shape changing effects.

### 8.8.4 Jet Energy Scale and Resolution

There are multiple uncertainties assigned to the energy calibration of jets. These include uncertainties on the modelling of in-situ energy calibration, intercalibration across $\eta$ bins, pile-up, as well as uncertainties on jet flavour composition and the varied detector response to different jet flavours [150, 151]. Only those components that have significant effect on the yield and shape are retained to prevent introducing noise into the fit, while preserving the jet energy scale uncertainty. The response of the calorimeters to jets is studied using data-driven techniques as a function of the jet $p_T$ and pseudorapidity by examining the $p_T$ balance in dijet events. The uncertainties on the calibration factors are typically less than 1% for central jets, but increase to 3.5% for low-$p_T$ jets at high $|\eta|$ [151]. The jet energy resolution is determined by different in-situ measurements, with uncertainties arising from experimental selections and simulation modelling. Each of these uncertainties is
accounted for by varying and smearing the jet energy. The combined systematic uncertainty attributed to these effects leads to changes in the normalisation of 2–12%, as well as shape changing effects.

8.8.5 B-Tagging

The scale factors used to correct the difference in $b$-tagging efficiencies measured for data and MC are obtained using dileptonic $t\bar{t}$ events [162, 153]. The uncertainties in the $b$-tagging efficiency measurements are of around 2% for jets with transverse momenta up to 100 GeV. The effects on the normalisation of these are in the range 1–4%.

8.8.6 Missing Transverse Momentum

The uncertainty on the $E_T^{\text{miss}}$ is primarily the result on the uncertainties on the energy scales of the individual $E_T^{\text{miss}}$ components: electrons, hadronic tau leptons, and jets. These uncertainties are propagated through to the computation of the $E_T^{\text{miss}}$ vector as described in Section 8.4. Additionally, the $E_T^{\text{miss}}$ soft term scale and resolution uncertainties that arise from the MC modelling and pile-up are also considered. The combined effect of these on the normalisation is of 1–4%.

8.8.7 Fake Factor Method

An important systematic uncertainty on the background estimation comes from the estimated fake tau background. The two main components that enter into this uncertainty arise from the statistical uncertainty of the samples used to compute the fake factors and the dominant systematic uncertainty on the methodology itself that arises from the composition of the combined fake background. The statistical uncertainty is evaluated by varying the fake factor values within their statistical
uncertainty. This results in an uncertainty on the effective fake factor of 5.1%. The uncertainty on the composition is estimated by varying each fractional contribution by 50%, which affects the effective fake factor by 9.5%. These uncertainties propagate to give a 1–4% combined uncertainty on the prediction.

8.8.8 Top Background

A systematic uncertainty resulting from the top $p_T$ reweighing of 1% (5%) is assigned for the low (high) $p_T^{\tau\tau}$ categories. In addition, an uncertainty for the extrapolation between the control region and signal region is assigned based on the difference in expectation of the POWHEG and MC@NLO [163, 164] generators, corresponding to 2.0% (7.9%) for low (high) $p_T^{\tau\tau}$ categories, in both the resonant and nonresonant search. The effect of these uncertainties combined leads to effects less than 7% on the normalisation.

8.8.9 $Z \rightarrow \tau\tau$ Embedding

There are two sources of systematic uncertainty considered relating to the tau-embedding procedure. The first source is associated with the $Z \rightarrow \mu\mu$ event selection and in particular to the isolation requirement applied to the muons. This uncertainty is estimated by comparing the sample with nominal selection to samples with relaxed and tightened isolation requirements. The second source of systematic uncertainty comes from the subtraction of energy deposits in calorimeter cells associated to the muon in the replacement of the muons with tau leptons. A conservative estimate of this uncertainty is obtained by comparing the nominal sample to that with the subtracted energy scaled up and down by 20%. These two sources result in around a 2% effect on the background normalisation. In addition, a systematic uncertainty of between 8% and 15% is assigned to the subtraction of the $t\bar{t}$ process, which leads to normalisation effects of less than 2%.
8.8.10 Theory

A number of theoretical sources also contribute to uncertainties in signal acceptance. The choice of PDF was evaluated by reweighing the signal samples at reconstruction level to compare the difference between the nominal PDFs and MSTW2008 \cite{165} and NNPDF \cite{166}. Other uncertainties considered in generating signal events include changes in the value of strong coupling constant $\alpha_s$ and the renormalisation and factorisation scales. These three sources are assigned uncertainties of 3%, 3% and 1% across all signal acceptances, respectively. The uncertainty on the branching ratios of $h \rightarrow b\bar{b}$ and $h \rightarrow \tau\tau$ were taken from the LHC Higgs cross section working group \cite{40}.

8.9 Signal Extraction

The discriminating variables used for the signal extraction in the nonresonant and resonant searches are the ditau mass reconstructed with the MMC and the constrained $m_{bb\tau\tau}$ respectively, for the four analysis categories. The statistical analysis of the data in both searches use methods commonly employed at the LHC \cite{167}.

Each analysis category gives a prediction for each bin of the expected number of the background events as well as possible Higgs boson pair production signal events. The consistency of the data with either the background-only or signal-plus-background hypotheses can then be determined using these binned distributions. The binning inherently takes into consideration the shape of the distributions of the discriminant as opposed to a simpler counting experiment.

The parameter of interest in the $hh \rightarrow b\bar{b}\tau\tau$ analysis is the signal strength $\mu$, which represents the unknown rate of signal and can be given with respect to a specific benchmark. In the background hypothesis $\mu = 0$ and for any signal hypothesis $\mu > 0$, with the benchmark corresponding to $\mu = 1$. For the nonresonant search the parameter of interest is defined as $\sigma(gg \rightarrow hh)$ and for the resonant search as
\[ \sigma(gg \rightarrow H) \times \text{BR}(H \rightarrow hh), \] both assuming a production cross section of 1 pb. The nuisance parameters \( \theta \) account for the different systematic uncertainties and normalisations in the fit.

The statistical analysis of the data uses a binned likelihood function \( \mathcal{L}(\mu, \theta) \), constructed as the product of Poisson probability terms that represent the bins from all the analysis categories, considering all the systematics described in the previous section as nuisance parameters. Each nuisance parameter is constrained by a Gaussian probability density in the case of systematic uncertainties and a log-normal probability density in the case of a normalisation. Pulls in the nuisance parameters from their prefit prediction result in a penalty that increases the likelihood.

The test statistic is a single value that can be used to distinguish between two hypotheses and set upper limits on the rate of signal production. The test statistic \( q_\mu \) is constructed according to the profile likelihood ratio:

\[
q_\mu = \begin{cases} 
-2 \ln \frac{\mathcal{L}(\hat{\mu}, \hat{\theta}_\mu)}{\mathcal{L}(\hat{\mu}, \hat{\theta})} & \hat{\mu} \leq \mu \\
0 & \hat{\mu} > \mu
\end{cases}
\] (8.10)

where \( \hat{\mu} \) and \( \hat{\theta} \) are the best fit parameters that maximise the likelihood, and \( \hat{\theta}_\mu \) are the values of the nuisance parameters that maximise the likelihood for the given value of \( \mu \). The constraints imposed here avoid unphysical negative values of the signal strength and prevent the exclusion of any \( \mu \) smaller than the best fit \( \hat{\mu} \), ensuring the construction of a one-sided confidence interval. Large values of \( q_\mu \) indicate poor compatibility between the \( \mu \) hypothesis and data. The \( p \)-value of the signal-plus-background hypothesis can then be defined as the probability of finding a value of \( q_\mu \) at least as large as the observed value \( q_\mu^{\text{obs}} \):

\[
p_\mu = \int_{q_\mu^{\text{obs}}}^{\infty} f(q_\mu|\mu) \, dq_\mu, \] (8.11)

where \( f(q_\mu|\mu) \) is the probability density function for \( q_\mu \).

The procedure followed to set the 95% Confidence Level (CL) upper limit on the
production cross section is to determine the value of $\mu$ that gives a $p_\mu \leq 0.05$. Following this procedure alone can result in the exclusion of hypotheses with a small expected signal yield, due to downward statistical fluctuations of the data [168]. The CL$_s$ method [169] was developed to address this issue by reweighting the exclusion $p$-value according to whether or not the background-only hypothesis also disagrees with the data:

$$p_{\text{CL}_s} = \frac{p_\mu}{1 - p_b}, \quad (8.12)$$

where the $p$-value for the background-only hypothesis $p_b$ is defined as:

$$p_b = \int_{-\infty}^{q_{\text{obs}}^{\text{bns}}} f(q_\mu|0) \, dq_\mu. \quad (8.13)$$

Toy MC pseudo-data are generated from the sum of the signal and background or background-only expectations to determine the probability distribution of $f(q_\mu|\mu)$ and $f(q_\mu|0)$, respectively. It is useful to be able to indicate the sensitivity of an analysis by giving the expected significance that would be achieved under different signal hypotheses. Generating large numbers of toy experiments can be computationally expensive and time consuming. In the limit of a large data sample size, the distribution $f(q_\mu)$ can be computed with a formula known as the asymptotic limit approximation [170]. For these conditions the negative log-likelihood can be shown to follow a Gaussian distribution [171]:

$$-2 \ln \frac{L(\mu, \hat{\theta}_\mu)}{L(\hat{\mu}, \hat{\theta})} = \frac{(\mu - \hat{\mu})^2}{\sigma^2} + \mathcal{O}(1/\sqrt{N}).$$

The standard deviation $\sigma$ can be obtained with a single representative data set that is widely known as the ‘Asimov’ data set.

The statistical significance of an observed signal can be quantified by means of a $p$-value. In the case an excess of events is observed, the $p$-value is used to express the compatibility of the result with the background-only hypothesis. For this, the
test statistic is changed to the following:

\[ q_0 = \begin{cases} 
-2 \ln \frac{L(0, \hat{\theta})}{L(\hat{\mu}, \hat{\theta})} & \hat{\mu} \geq 0 \\
0 & \hat{\mu} < 0 
\end{cases} \quad (8.15) \]

Using this test, the data are not considered to disagree with the background-only hypothesis if the best fit value \( \hat{\mu} \) is determined to be less than zero. The \( p \)-value to observe an excess as large or greater than the observed data can be defined as:

\[ p_0 = \int_{q_0^{\text{obs}}}^{\infty} f(q_0|0) \, dq_0 \quad (8.16) \]

### 8.9.1 Implementation and Nuisance Parameter Treatment

The fit model used for the \( hh \to b\bar{b}\tau\tau \) analysis was implemented using the HIST-FACTORY software package [172] that relies on the ROOFIT/ROOSTATS framework [173, 174]. It constructs the likelihood function based on input histograms of the expected event yields for all signal and background processes as well as for all systematic variations. All four analysis categories are used in separate combined likelihood fits for the nonresonant and resonant searches. The binning used for each discriminant is given in Table 8.4 and was chosen to minimise the number of expected background events in each bin, for the purpose of the fit. However, the binning could be better optimised to take full advantage of the expected signal resolution. For the resonant search in particular, the binning cannot effectively distinguish between signal masses greater than approximately 400 GeV.

All systematic uncertainties described in the preceding section enter the fit as nuisance parameters. Nuisance parameters that affect the normalisation are only included providing that their effect is greater than 0.05%. There are also nuisance parameters that affect the shape of the discriminant, such as systematics relating to Tau Energy Scale (TES), Jet Energy Scale (JES) and \( E_T^{\text{miss}} \). Careful consideration is applied to the shape nuisance parameters as many of the samples contain rela-
Table 8.4: Bins of $m_{\tau\tau}^{\text{MMC}}$ and $m_{bb\tau\tau}$ in GeV used in the fits to extract the signal for the nonresonant and resonant search of the $bb\tau\tau$ analysis. They are chosen to ensure a minimum number of events for the background prediction in each bin. The low and high $p_T^{\tau\tau}$ categories correspond to $p_T^{\tau\tau} < 100$ GeV and $p_T^{\tau\tau} > 100$ GeV.

<table>
<thead>
<tr>
<th>Bin</th>
<th>$n_{b\text{-jet}} = 1$</th>
<th>$n_{b\text{-jet}} \geq 2$</th>
<th>$n_{b\text{-jet}} = 1$</th>
<th>$n_{b\text{-jet}} \geq 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>low $p_T^{\tau\tau}$</td>
<td>high $p_T^{\tau\tau}$</td>
<td>low $p_T^{\tau\tau}$</td>
<td>high $p_T^{\tau\tau}$</td>
</tr>
<tr>
<td>1</td>
<td>0 – 80</td>
<td>0 – 90</td>
<td>0 – 80</td>
<td>0 – 90</td>
</tr>
<tr>
<td>2</td>
<td>80 – 90</td>
<td>90 – 100</td>
<td>80 – 90</td>
<td>90 – 110</td>
</tr>
<tr>
<td>3</td>
<td>90 – 100</td>
<td>100 – 125</td>
<td>90 – 100</td>
<td>110 – 120</td>
</tr>
<tr>
<td>4</td>
<td>100 – 105</td>
<td>125 – 135</td>
<td>100 – 105</td>
<td>120 – 130</td>
</tr>
<tr>
<td>5</td>
<td>105 – 110</td>
<td>135 – 150</td>
<td>105 – 110</td>
<td>130 – 140</td>
</tr>
<tr>
<td>6</td>
<td>110 – 115</td>
<td>150 – 180</td>
<td>110 – 120</td>
<td>140 – 160</td>
</tr>
<tr>
<td>7</td>
<td>115 – 120</td>
<td>180 – 600</td>
<td>120 – 125</td>
<td>160 – 600</td>
</tr>
<tr>
<td>8</td>
<td>120 – 125</td>
<td>125 – 130</td>
<td>125 – 130</td>
<td>310 – 320</td>
</tr>
<tr>
<td>9</td>
<td>125 – 130</td>
<td>130 – 135</td>
<td>130 – 135</td>
<td>320 – 400</td>
</tr>
<tr>
<td>10</td>
<td>130 – 135</td>
<td>135 – 140</td>
<td>135 – 140</td>
<td>400 – 450</td>
</tr>
<tr>
<td>12</td>
<td>140 – 160</td>
<td>160 – 600</td>
<td>160 – 600</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>160 – 600</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
tively low sample sizes after the full analysis selection and so fairly small systematic variations may be subject to significant statistical noise. To prevent noise being introduced into the fit that could potentially cause instabilities, without accidentally removing genuine shape variations, additional modelling steps are applied to the shape systematics before they are entered in the fit. These are summarised in the following:

- **Pruning:** The Kolmogorov-Smirnov compatibility test between the upwards and the downwards shape variation with respect to the nominal is performed. Providing that the result is less than a given probability threshold for either of the upward or downward variation, the shape systematic is retained.

- **Smoothing:** The ratio of the variation to nominal shape is smoothed using the `TH1::Smooth` method of ROOT [175]. The smoothed varied shape is then obtained by multiplying the nominal with the smoothed ratio.

## 8.10 Results

The distributions for the final discriminants in the nonresonant and resonant signal regions after the full analysis selection are shown in Figure 8.11. The observed distribution for the nonresonant search agrees well with expectation. However, there is a small deficit of observed data events for $m_{bb\tau\tau}$ around 300 GeV in the resonant signal region.

The expected event yields from background processes and observed in the data, broken down for each of the four categories after the nonresonant and resonant search selection, are summarised in Tables 8.5 and 8.6, respectively. No evidence of Higgs boson pair production is observed in data for any of the analysis categories belonging to either search. As a result, upper limits are set at the 95% CL on the production cross section for SM nonresonant Higgs boson pair production and on the cross section times branching fraction for resonant Higgs boson pair production,
Figure 8.11: Distributions of final discriminants combining all analysis categories: (a) $m_{\tau\tau}^{\text{MMC}}$ for the nonresonant search and (b) $m_{bb\tau\tau}$ for the resonant search. The single SM Higgs boson background is too small to be seen and the nonresonant signal distribution is shown assuming a cross section of 10 pb for Higgs boson pair production.

As explained in the previous section, the signal for the nonresonant and resonant searches is extracted by dividing the events in these signals regions amongst four analysis categories, defined by the number of $b$-tagged jets and the transverse momentum of the ditau system. The distributions of the discriminating variable in each case are divided into a number of bins of variable mass widths, as defined in Table 8.4. Figures 8.12 and 8.13 show the rebinned distributions for each of the categories for the nonresonant and resonant searches, respectively.

The observed and expected 95% CL upper limits for nonresonant $gg \rightarrow hh$ production are 1.6 pb and 1.3 pb, respectively. The observed and expected 95% confidence level upper limits on the cross section times branching ratio for $gg \rightarrow H \rightarrow hh \rightarrow b\bar{b}\tau\tau$ are shown in Figure 8.14. The observed limits are shown to be considerably lower than the expectation for $m_H$ around 300 GeV. This is consistent with the observed deficit of events in the combined $m_{bb\tau\tau}$ distribution around the same mass.
Table 8.5: The numbers of events predicted for different background processes as well as observed in data that pass the final selection for the four categories in the nonresonant analysis. The expected number of events for nonresonant production of a Higgs boson pair with a cross section of $\sigma(gg \rightarrow hh) = 1$ pb are also indicated. The errors show the combined statistical and systematic uncertainties.

<table>
<thead>
<tr>
<th>Process</th>
<th>$n_{b\text{-jet}} = 1$</th>
<th></th>
<th>$n_{b\text{-jet}} \geq 2$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p_T^{\tau\tau} &lt; 100$ GeV</td>
<td>$p_T^{\tau\tau} &gt; 100$ GeV</td>
<td>$p_T^{\tau\tau} &lt; 100$ GeV</td>
<td>$p_T^{\tau\tau} &gt; 100$ GeV</td>
</tr>
<tr>
<td>SM Higgs</td>
<td>0.7 ± 0.1</td>
<td>0.9 ± 0.2</td>
<td>0.2 ± 0.1</td>
<td>0.4 ± 0.1</td>
</tr>
<tr>
<td>Top quark</td>
<td>56.8 ± 7.1</td>
<td>51.6 ± 8.0</td>
<td>81.6 ± 11.8</td>
<td>74.5 ± 13.2</td>
</tr>
<tr>
<td>$Z \rightarrow \tau\tau$</td>
<td>96.4 ± 8.5</td>
<td>53.9 ± 6.9</td>
<td>16.8 ± 3.0</td>
<td>16.1 ± 3.5</td>
</tr>
<tr>
<td>Fake $\tau_{\text{had}}$</td>
<td>117.4 ± 12.8</td>
<td>39.0 ± 4.6</td>
<td>34.8 ± 4.3</td>
<td>17.9 ± 2.4</td>
</tr>
<tr>
<td>Others</td>
<td>27.4 ± 7.1</td>
<td>9.2 ± 4.9</td>
<td>9.8 ± 3.8</td>
<td>2.6 ± 2.6</td>
</tr>
<tr>
<td>Total background</td>
<td>298.7 ± 18.4</td>
<td>154.6 ± 12.5</td>
<td>143.2 ± 13.4</td>
<td>111.5 ± 14.1</td>
</tr>
<tr>
<td>Data</td>
<td>266</td>
<td>157</td>
<td>118</td>
<td>118</td>
</tr>
<tr>
<td>Signal nonresonant</td>
<td>0.3 ± 0.1</td>
<td>2.3 ± 0.4</td>
<td>0.6 ± 0.1</td>
<td>5.2 ± 0.7</td>
</tr>
</tbody>
</table>

Table 8.6: The numbers of events predicted for different background processes as well as observed in data that pass the final selection for the four categories in the resonant analysis [8]. The expected number of events for the production of a $m_H = 300$ GeV resonance with a cross section of $\sigma(gg \rightarrow H) \times \text{BR}(H \rightarrow hh) = 1$ pb are also indicated. The errors show the combined statistical and systematic uncertainties.

<table>
<thead>
<tr>
<th>Process</th>
<th>$n_{b\text{-jet}} = 1$</th>
<th></th>
<th>$n_{b\text{-jet}} \geq 2$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p_T^{\tau\tau} &lt; 100$ GeV</td>
<td>$p_T^{\tau\tau} &gt; 100$ GeV</td>
<td>$p_T^{\tau\tau} &lt; 100$ GeV</td>
<td>$p_T^{\tau\tau} &gt; 100$ GeV</td>
</tr>
<tr>
<td>SM Higgs</td>
<td>0.5 ± 0.1</td>
<td>0.8 ± 0.1</td>
<td>0.1 ± 0.1</td>
<td>0.2 ± 0.1</td>
</tr>
<tr>
<td>Top quark</td>
<td>30.3 ± 3.6</td>
<td>19.6 ± 2.5</td>
<td>30.9 ± 3.0</td>
<td>23.6 ± 2.5</td>
</tr>
<tr>
<td>$Z \rightarrow \tau\tau$</td>
<td>38.1 ± 4.4</td>
<td>20.2 ± 3.7</td>
<td>6.8 ± 1.8</td>
<td>2.6 ± 1.0</td>
</tr>
<tr>
<td>Fake $\tau_{\text{had}}$</td>
<td>37.0 ± 4.4</td>
<td>12.1 ± 1.7</td>
<td>13.7 ± 1.9</td>
<td>5.4 ± 1.0</td>
</tr>
<tr>
<td>Others</td>
<td>3.2 ± 3.7</td>
<td>0.5 ± 1.5</td>
<td>0.7 ± 1.6</td>
<td>0.2 ± 0.7</td>
</tr>
<tr>
<td>Total background</td>
<td>109.1 ± 8.6</td>
<td>53.1 ± 6.0</td>
<td>52.2 ± 8.2</td>
<td>32.1 ± 5.4</td>
</tr>
<tr>
<td>Data</td>
<td>92</td>
<td>46</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>Signal $m_H = 300$ GeV</td>
<td>0.8 ± 0.2</td>
<td>0.4 ± 0.2</td>
<td>1.5 ± 0.3</td>
<td>0.9 ± 0.2</td>
</tr>
</tbody>
</table>
Figure 8.12: Rebinned $m_{\tau\tau}^{MMC}$ distributions for the nonresonant signal region used in the fit to extract the signal for the (a) 1 b-tag low $p_T^{\tau\tau}$ (b) 1 b-tag high $p_T^{\tau\tau}$ (c) 2 b-tag low $p_T^{\tau\tau}$ and (d) 2 b-tag high $p_T^{\tau\tau}$ categories. The expected signal distribution for SM nonresonant Higgs boson pair production is shown assuming a cross section of 1 pb.
Figure 8.13: Rebinned $m_{bb\tau\tau}$ distributions for the resonant signal region used in the fit to extract the signal for the (a) 1 $b$-tag low $p_T^\tau$ (b) 1 $b$-tag high $p_T^\tau$ (c) 2 $b$-tag low $p_T^\tau$ and (d) 2 $b$-tag high $p_T^\tau$ categories. The expected signal distributions are shown for $m_H = 260, 300$ and $500$ GeV assuming a cross section of 1 pb for Higgs boson pair production.
The limits are correlated for $m_H$ above 400 GeV as this represents a single bin in the statistical fitting of the $m_{bb\tau\tau}$ distribution. In general, the expected limits decrease for increasing values of $m_H$, which is directly related to the increase in selection efficiency for the signal.

Figure 8.14: The observed and expected 95% CL upper limits on $\sigma(gg \rightarrow H) \times \text{BR}(H \rightarrow hh)$ as a function of resonant mass $m_H$. The green and yellow bands represent the ±1σ and ±2σ uncertainty ranges of the expected limits.
8.10. Results
9.1 Introduction

A number of searches have been performed by both the ATLAS and CMS collaborations for resonant and nonresonant Higgs boson pair production [176, 177, 178, 179]. This chapter presents the combined results of the different decay channels considered by ATLAS using the 8 TeV pp collision data set. The decay channels included in this combination are $hh \rightarrow WW^{*}\gamma\gamma \rightarrow \ell\nu qq'\gamma\gamma$, $hh \rightarrow b\bar{b}\gamma\gamma$, $hh \rightarrow b\bar{b}\tau\tau \rightarrow b\bar{b}\ell\tau_{had}3\nu$, and $hh \rightarrow b\bar{b}bb$. The analysis overview and results for the $hh \rightarrow b\bar{b}\tau\tau$ channel have already been presented in Chapter 8. A summary of each of the other analyses in the combination and their results is given in the following sections. The combined results are used to set limits on the production of Higgs boson pairs and for resonant production the results are interpreted within two MSSM specific scenarios, known as hMSSM [69, 70] and low-tan $\beta$-high [63]. These scenarios attempt to accommodate
the observed Higgs boson at 125 GeV by making specific assumptions and/or choices of the parameters in the MSSM. Much of the material presented in this chapter on the combination of these searches is published in Reference [8].

9.2 Summary of $hh \rightarrow WW^*\gamma\gamma$

This section describes the search for Higgs boson pair production in the $hh \rightarrow WW^*\gamma\gamma$ channel, where one Higgs boson decays to a pair of $W$ bosons and the other to a pair of photons. This channel benefits from the ability to tag the Higgs boson through the narrow diphoton mass resonance from the $h \rightarrow \gamma\gamma$ decay, as well as the excellent diphoton mass resolution of the ATLAS detector that aids to strongly suppress background contributions. In addition, the $h \rightarrow WW^*$ decay has the largest branching fraction after $h \rightarrow b\bar{b}$. The $WW^*\gamma\gamma$ analysis examines the final state in which one $W$ boson decays to an electron or muon\(^1\), while the other decays hadronically, resulting in the $\ell\nu qq'\gamma\gamma$ decay signature. This final state helps to maintain sensitivity while suppressing multijet background processes.

This analysis uses the full 8 TeV data set collected by ATLAS passing the data quality requirements, corresponding to 20.3 fb\(^{-1}\). The events were recorded with diphoton triggers that are nearly fully efficient for events passing the offline photon selection. The ATLAS photon reconstruction and identification used in this analysis is discussed in Reference [8] and the photon selection largely follows that of the existing ATLAS $h \rightarrow \gamma\gamma$ production measurement [180]. Events are required to have a pair of isolated photons where the $p_T$ of the leading and subleading photon candidates are greater than 35% and 25% of the diphoton invariant mass, respectively. The invariant mass of the photon pair must also fall within the diphoton mass window $105 < m_{\gamma\gamma} < 160$ GeV, from which the signal region and control regions for estimating the background contributions are defined.

The $h \rightarrow WW^* \rightarrow \ell\nu qq'$ decay signature is identified by also requiring events to

\(^1\) either directly or through a tau lepton
contain two or more jets and exactly one muon or electron. In order to minimise contributions from top production, a veto on $b$-tagged jets is applied. Events are rejected if they contain any jet $b$-tagged using the MV1 algorithm at the 70% efficiency working point for jets origination from the $b$-quark decay in simulated $t\bar{t}$ events. The event selection finally requires a $E_T^{\text{miss}}$-significance of greater than one to reduce multijet backgrounds. The $E_T^{\text{miss}}$-significance is defined as $E_T^{\text{miss}}/\sigma(E_T^{\text{miss}})$ and takes into account the sensitivity of the $E_T^{\text{miss}}$ resolution to pile-up, which degrades proportionally with the square root of the total energy in the calorimeter.

There are only 13 events that are found to satisfy the above selection, from which the final $hh \to WW^*\gamma\gamma$ candidates are required to have a diphoton mass within a signal mass window defined by $\pm2\sigma$ of the Higgs boson mass measured by the $h \to \gamma\gamma$ analysis [4], where the expected resolution is 1.7 GeV. A total of 4 candidate events fall into the signal mass window and due to the low statistics both nonresonant and resonant searches proceed as counting experiments. The signal selection efficiency for the SM nonresonant Higgs boson pair production is estimated to be 2.9% using simulation. The corresponding efficiencies for resonant production are found to vary between 1.7% at 260 GeV and 3.3% at 500 GeV.

This analysis considers background contributions from single SM Higgs boson production and continuum backgrounds. It is possible for events from single Higgs boson production to imitate the final state providing the Higgs boson decays to two photons, leading to a diphoton mass peak at $m_h$, and the event satisfies the $h \to WW^* \to \ell\nuqq'$ identification. The contributions from the various single SM Higgs boson decay mechanisms are estimated with MC simulated events normalised to the SM cross sections [40], where a total of $0.25 \pm 0.07$ events are expected in the signal mass window, with the $ggF$ and VBF processes proving negligible contributors.

The continuum background estimate is based on a fit to sideband data within a relaxed control region, due to the low event yield observed after the full selection. The control region follows the same analysis selection but with the lepton and $E_T^{\text{miss}}$ requirements removed. From simulation studies, a major source of the continuum
background is expected to comprise of $W\gamma\gamma + \text{jets}$ events with a $W \rightarrow \ell\nu$ decay. The continuum background is modelled by an exponential function fitted to the diphoton mass distribution, excluding the region $m_h \pm 5\,\text{GeV}$ to minimise potential signal contamination in the sidebands. The total number of continuum background events expected in the signal mass window is calculated as:

$$N_{\text{bkg}} = N \times \frac{f}{1-f},$$  

(9.1)

where $N$ is the number of events observed in the data sidebands after the full selection and $f$ is the fraction of background events in $105 < m_{\gamma\gamma} < 160\,\text{GeV}$ that fall into the signal mass window, determined from the fit in the control region. Following this method, the continuum background is estimated to be $1.40 \pm 0.47$ events. The control region is shown in Figure 9.1a, where it is observed that the data favour a larger cross section for single SM Higgs boson production. This observation is consistent with that made in the measurement of the $h \rightarrow \gamma\gamma$ production cross section given in Reference [181].

Figure 9.1: Diphoton invariant mass distribution for events passing (a) the relaxed selection and (b) the final selection [8]. The relaxed selection excludes the lepton and $E_T^{\text{miss}}$ requirements. The red line represents the continuum background contribution, shown as a dashed line in the signal mass window. The blue line shows the expected contribution from single SM Higgs boson production.
The total experimental uncertainty for this analysis varies from 4\% to 7\% depending on the signal sample being considered, with the jet energy scale being the most dominant contributor. The uncertainties from theoretical sources are the same as those reported for the $hh \rightarrow b\bar{b}\tau\tau$ analysis in Section 8.8.10.

The $m_{\gamma\gamma}$ distribution for events passing the final selection is shown in Figure 9.1b, where a total of 13 events are found in the mass range $105 < m_{\gamma\gamma} < 160$ GeV. Four events are observed in the signal mass window $m_h \pm 2\sigma$, where the expected number of events from the SM Higgs boson production and continuum background processes is $1.65 \pm 0.47$. The $p$-value of the background-only hypothesis is 3.8\%. For nonresonant production, the number of expected signal events in this window is $0.64 \pm 0.05$. The event yields corresponding to resonances with a mass of 300 and 500 GeV are $0.47 \pm 0.05$ and $0.72 \pm 0.06$, respectively.

9.3 Summary of $hh \rightarrow b\bar{b}\gamma\gamma$

This section summaries the search for Higgs boson production in the $hh \rightarrow b\bar{b}\gamma\gamma$ channel, where one Higgs boson decays to a pair of $b$-quarks and the other to a pair of photons. The $b\bar{b}\gamma\gamma$ channel is a powerful test of Higgs pair production due to the large $h \rightarrow b\bar{b}$ branching ratio and the excellent diphoton invariant mass resolution of the ATLAS detector. Events containing this final state can be identified by tagging the $h \rightarrow \gamma\gamma$ decay with the use of clean diphoton triggers in the same way as the $WW^*\gamma\gamma$ channel, along with the identification of two $b$-tagged jets. This channel is particularly important in the low resonant mass range of $260 < m_H < 500$ GeV, where backgrounds and combinatorics are more challenging for the $b\bar{b}b\bar{b}$ and $b\bar{b}\tau\tau$ channels.

The $b\bar{b}\gamma\gamma$ analysis [176] uses the full 8 TeV data set collected by ATLAS passing the data quality requirements, corresponding to 20.3 fb$^{-1}$. The events were selected using loose diphoton triggers that are nearly fully efficient for events passing the offline photon selection. The photon selection used by this analysis fundamentally
follows that mentioned for the $WW^*\gamma\gamma$ analysis, presented in the previous section. Events are required to contain a pair of isolated photon candidates, where the $p_T$ of the leading and subleading photon candidates are greater than 35% and 25% of the diphoton invariant mass, which itself must fall within the range $105 < m_{\gamma\gamma} < 160$ GeV. In addition, selected events are required to contain two high-$p_T$ $b$-tagged jets with the transverse momentum of the leading (subleading) jet required to be greater than 55 (35) GeV. The dijet mass must also fall within the range $95 < m_{bb} < 135$ GeV, to be consistent with the $h \rightarrow b\bar{b}$ decay. The $b$-tagging is performed by the MV1 algorithm at the 70% efficiency working point.

The backgrounds for the nonresonant and resonant analyses are divided between two different categories. The first of these is the signal region, where events are required to have at least two $b$-tagged jets, while the second category is a control region containing less than two $b$-tagged jets. The two categories are kinematically identical. The nonresonant analysis performs an unbinned signal-plus-background fit to the $m_{\gamma\gamma}$ distribution, comprised of the Higgs boson pair signal, the single SM Higgs boson background, and the continuum background. The $m_{\gamma\gamma}$ resonance is described by the sum of a Crystal Ball function and a wide Gaussian component, to model the tails of the distribution [180]. The continuum background is modelled by an exponential function with a common slope between the two categories, such that the control region constrains the background shape in the signal region. The combined acceptance and selection efficiency for the SM Higgs boson pair production signal is 7.4%. The fits to data in the nonresonant signal and control regions are shown in Figure 9.2a.

From simulation studies it is established that the continuum contribution to the signal region is divided between events with two photons and events with one photon in association with a jet fake. The $b$-tagged jets are comprised of both real heavy-flavour jets and mistagged light-flavour jets. The contributions of the dileptonic decays of $t\bar{t}$ events, where each lepton results in a photon fake is approximately 10% of the total background. The single Higgs boson background is evaluated directly from simulation for each analysis signal region. The contribution from
Figure 9.2: The upper plot in (a) shows the diphoton invariant mass distribution for the nonresonant signal region with the combined signal-plus-background fit. The upper plot in (b) shows the constrained $m_{bb\gamma\gamma}$ distribution in the resonant signal region with a simulated signal for a $m_H = 300$ GeV resonance. The lower plots show the fitted continuum background shape for events in the corresponding fewer than 2 $b$-tag control region. Taken from [176].

other processes is considered to be negligible.

The resonant search starts with the same selection as for the nonresonant analysis, but imposes additional requirements on $m_{bb\gamma\gamma}$. The small number of events expected after these additional cuts requires that the resonant analysis proceeds as a counting experiment, rather than a simultaneous fit. The diphoton mass must be within a signal window $\pm 2\sigma$ of the Higgs boson mass (set to be 125.5 GeV)$^2$, where the expected resolution is 1.6 GeV. The four-momentum of the $bb$-system is constrained to $m_h$ by applying a simple rescaling of $m_h/m_{bb}$, with $m_h$ set to the value used in simulation of 125 GeV. This improves the $m_{bb\gamma\gamma}$ resolution by 30–60% depending on the resonant mass hypothesis, without introducing significant bias to the background shape. The requirements imposed on $m_{bb\gamma\gamma}$ are designed to select the smallest signal window that contains 95% of the simulated $H \rightarrow hh$ signal events, where the width depends linearly on the mass of the resonance being considered. The combined acceptance and selection efficiency for a resonant Higgs boson pair produced signal

---

$^2$The combined mass measured in Reference [3]
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varies from 3.8% at $m_H = 260$ GeV to 8.2% at $m_H = 500$ GeV.

The continuum background in the resonant signal window is evaluated with data by combining estimates of the contribution entering the $m_{\gamma\gamma}$ signal window and the acceptance of the mass-dependent signal window in the resonant signal region. Firstly, the continuum background in the $m_{\gamma\gamma}$ signal window is extrapolated from the number of observed events in the $m_{\gamma\gamma}$ sidebands ($N$) and the fraction of background events in the $m_{\gamma\gamma}$ signal window ($f_{m_{\gamma\gamma}}$). The latter is measured by fitting an exponential function to the diphoton mass sidebands for events with fewer than two $b$-tagged jets, excluding the region $m_b \pm 5$ GeV to minimise contamination from resonant Higgs production. The acceptance of the signal window in $m_{b\bar{b}\gamma\gamma}$ is measured using events that contain fewer than two $b$-tagged jets that pass the $m_{\gamma\gamma}$ signal window cut. The distribution is fitted with a Landau function and is integrated in the signal window to obtain $f_{m_{b\bar{b}\gamma\gamma}}$ for each mass hypothesis. The total number of events expected as part of the continuum background is therefore given by:

$$N_{\text{bkg}} = N \times \frac{f_{m_{\gamma\gamma}}}{1 - f_{m_{\gamma\gamma}}} \times f_{m_{b\bar{b}\gamma\gamma}},$$

where $N_{\text{bkg}}$ and $f_{m_{b\bar{b}\gamma\gamma}}$ are both functions of $m_H$. Figure 9.2b shows the constrained $m_{b\bar{b}\gamma\gamma}$ distribution of events in the resonant signal region that includes a simulated signal for a $m_H = 300$ GeV resonance, and the fitted distribution in the corresponding control region.

There are a large statistical uncertainties associated with the dominant continuum background of 33% as a result of how few events are present in the diphoton mass sideband. As a result, the majority of systematic uncertainties have very little effect on the final result. However, there are some systematic uncertainties with comparable effect that are part of the resonant search. Depending on the resonance mass hypothesis, uncertainties of up to 30% are assigned due to the modelling of the $m_{b\bar{b}\gamma\gamma}$ shape based on the fewer than 2 $b$-tag control region. Additional uncertainties of 16–30% are included to account for the choice of analytic function used to parametrise the shape of $m_{b\bar{b}\gamma\gamma}$. 
The nonresonant analysis expects a total of 1.5 background events, with $1.3 \pm 0.5$ events from the continuum background and $0.17 \pm 0.04$ events from the single Higgs boson, which is dominated by $t\bar{t}h$ production. About 0.04 signal events are expected from Higgs boson pair production. A total of 5 events are observed, corresponding to a small excess of $2.4\sigma$ from the background-only hypothesis. The nonresonant search sets a 95% confidence level upper limit on the cross section of $2.2 (1.0) \text{ pb}$.

The resonant search finds an observed (expected) exclusion on the production cross section of $2.3 (1.7) \text{ pb}$ at $m_H = 260 \text{ GeV}$ and $0.7 (0.7) \text{ pb}$ at $m_H = 500 \text{ GeV}$. The local $p$-value reaches a minimum at $m_H = 300 \text{ GeV}$, corresponding to a $3.0\sigma$ excess and a $2.1\sigma$ global excess after consideration of the look elsewhere effect [182,183].

9.4 Summary of $hh \rightarrow b\bar{b}b\bar{b}$

This section summarises the search for Higgs boson production in the $hh \rightarrow b\bar{b}b\bar{b}$ channel, where each Higgs boson decays to a pair of $b$-quarks. Despite the fully-hadronic final state being subject to large multijet backgrounds, the ATLAS $hh \rightarrow b\bar{b}b\bar{b}$ analysis [177] has good sensitivity for the production of Higgs boson pairs and benefits significantly from the large $h \rightarrow b\bar{b}$ branching ratio. The analysis selects events with a pair of back-to-back, high momentum $b\bar{b}$ systems containing two $b$-tagged jets that have masses consistent with $m_h$. Selecting events with this topology gives excellent rejection of all backgrounds and minimises combinatorial ambiguity in forming Higgs boson candidates.

The data sample used in this analysis, after applying data quality requirements that include the availability of $b$-jet triggers, corresponds to an integrated luminosity of $19.5 \text{ fb}^{-1}$. A combination of five triggers requiring multiple jets or $b$-jets was used to select events to give a high signal efficiency. The selection of events for this analysis greatly benefits from the use of efficient $b$-tagged multijet triggers, where the $b$-jets are identified using a dedicated HLT algorithm [184].

Two different methods are employed when reconstructing the Higgs boson. The
‘resolved’ method attempts to reconstruct the $h \rightarrow b\bar{b}$ decay from a pair of separated nearby $b$-tagged jets, whereas the ‘boosted’ method identifies the $h \rightarrow b\bar{b}$ decay through a single reconstructed jet using a jet substructure technique. For resonance masses above approximately 1000 GeV decaying to a pair of high momentum Higgs bosons, the boosted method becomes particularly effective. The combination of the $hh$ channels presented in this chapter is primarily concerned with masses below this, and so the more sensitive results obtained with the resolved method are used.

The resolved technique reconstructs Higgs bosons from pairs of nearby anti-$k_t$ jets with radius parameter $R = 0.4$, that have been $b$-tagged with the MV1 algorithm at the 70% efficiency working point. The event selection requires at least four $b$-tagged jets, each with $p_T > 40$ GeV. The four highest $p_T b$-tagged jets are selected to form two dijet systems, requiring that the angular separation $\Delta R$ between the two jets in each dijet system to be less than 1.5. The $p_T$ of the leading and subleading dijet systems are also required to be greater than 200 GeV and 150 GeV, respectively. These selection criteria are partly driven by the corresponding jet trigger thresholds and the necessity to suppress backgrounds. This leads to a significant loss of signal acceptance for lower resonance masses and therefore the resonant search only considers masses above 500 GeV.

Due to the differing kinematics over the large resonant mass range, the selection uses mass dependent cuts that are chosen to maintain optimal sensitivity as a function of the four-jet mass $m_{4b}$. These additional cuts, applied to the leading and subleading dijet momentum as well as the maximum difference in pseudorapidity between the dijet systems, were optimised simultaneously in a three-dimensional scan of the threshold values.

After the selection of dijets satisfying the mass dependent requirements, the background composition of $t\bar{t}$ events is approximately 10%. The majority of these events arise from the hadronic decay of both top quarks, where the dijets are formed from the $b$-jet and a mistagged charm jet from the decay of the $W$ boson. To reduce this background while retaining high signal efficiency the analysis utilises a ‘$t\bar{t}$ veto’.
Additional jets in the event are used to reconstruct the $W$ and top candidates by combining them with each of the dijets. The compatibility with the top quark decay hypothesis is determined by the following expression:

$$\sqrt{\left(\frac{m_W - \tilde{m}_W}{\sigma_{m_W}}\right)^2 + \left(\frac{m_t - \tilde{m}_t}{\sigma_{m_t}}\right)^2} < 3.2,$$

(9.3)

where $m_W$ and $m_t$ are the invariant masses of the $W$ and top candidates, $\tilde{m}_W$ and $\tilde{m}_t$ are the $W$ and top quark masses, and $\sigma_{m_W}$ and $\sigma_{m_t}$ represent the dijet and three-jet system mass resolutions. The event is rejected if either dijet satisfies the expression for any possible combination with an extra jet.

The signal region is defined by a cut on the leading ($m_{12}$) and subleading ($m_{34}$) dijet invariant mass values such that they are consistent with the expectations of the $hh \to b\bar{b}b\bar{b}$ decay, as given by:

$$\sqrt{\left(\frac{m_{12} - \tilde{m}_{12}}{\sigma_{12}}\right)^2 + \left(\frac{m_{34} - \tilde{m}_{34}}{\sigma_{34}}\right)^2} < 1.6.$$

(9.4)

Here $\tilde{m}_{12}$ and $\tilde{m}_{34}$ give the peak values expected for the leading and subleading dijet pair from simulation, found to be 124 GeV and 115 GeV respectively, while $\sigma_{12}$ and $\sigma_{34}$ are the dijet mass resolutions, estimated from the simulation to be 10% of the dijet mass values. In the resonant production search a constraint is applied to the two dijet mass systems such that they are equal to the Higgs boson mass, in the same way as the $b\bar{b}\tau\tau$ analysis. This leads to an improvement of approximately 30% in the $m_{4b}$ resolution, with a significant reduction in the low mass tails and little impact on the background. The nonresonant search proceeds as a counting experiment, while the resonant search uses the constrained four-jet invariant mass as the final discriminate in the signal region, from which the upper limit on the potential signal cross section is extracted.

The background composition after the full selection is expected to be more than 90% multijet events, with the remainder mostly originating from $t\bar{t}$ events. The contribution to the total background from $Z +$ jets events is less than 1% and is
modelled using MC simulation. A data-driven approach is used to model the multijet background, based on a control sample of events passing the full selection except that only one of the two selected dijets is $b$-tagged. Corrections are applied to this control sample to account for differences caused by the additional $b$-tagging requirements in the signal sample. The $t\bar{t}$ background is estimated using MC simulations normalised to data in dedicated control regions. Figure 9.3a shows the $m_{bb}$ distribution of events in the control region, where good agreement between the data and predicted background is observed.

![Figure 9.3: The four-jet mass distributions in (a) the control region and (b) the signal region, including two simulated signals for a possible graviton model [177].](image)

The $b$-tagging calibration and the multijet background modelling are the most dominant sources of systematic uncertainty in the analysis, where the impact on the sensitivity of the analysis from these sources is less than 10%. Other sources of systematic uncertainty that contribute at the percent level are the jet energy scale and resolution and $t\bar{t}$ modelling.

A total of 87 events are observed in the data, which agrees well with the SM expectation of $87.0 \pm 5.6$ events. There are also no obviously significant local excesses observed in the four-jet invariant mass distribution, as shown in Figure 9.3b. For the nonresonant search, both the observed and expected 95% CL upper limit on the cross section $\sigma(pp \to hh \to b\bar{b}bb)$ is 202 fb. For the resonant search, the observed (expected) 95% CL upper limit on $\sigma(pp \to H \to hh \to b\bar{b}bb)$ ranges between...
52 (56) fb at $m_H = 500$ GeV and 3.6 (5.8) fb at $m_H = 1000$ GeV.

9.5 Combination Procedure

The combination is made from the results obtained in the signal regions of the four different analysis channels. The combination of the resonant searches considers a low and a high resonant mass region of between 260–500 GeV and 500–1000 GeV, respectively. Not all of the channels are included in the combination of each of these mass regions, either because their contribution to the final limit is insignificant or because of limitations in the analysis. Table 9.1 summarises the number of categories and final discriminants used for each analysis in either search, as well as the mass regions they contribute to in the resonant search.

Table 9.1: A summary of the number of categories and final discriminants used for both the nonresonant and resonant searches [8]. The mass ranges used in the combination of the resonant searches are also given.

<table>
<thead>
<tr>
<th>Search</th>
<th>Channel</th>
<th>Categories</th>
<th>Discriminant</th>
<th>$m_H$ [GeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$hh$</td>
<td>$WW^{*}\gamma\gamma$</td>
<td>1</td>
<td>event yields</td>
<td>$m_{\gamma\gamma}$</td>
</tr>
<tr>
<td></td>
<td>$b\bar{b}\gamma\gamma$</td>
<td>1</td>
<td></td>
<td>$m_{\gamma\gamma}$</td>
</tr>
<tr>
<td></td>
<td>$b\bar{b}\tau\tau$</td>
<td>4</td>
<td>$m_{\tau\tau}^{\text{MMC}}$</td>
<td>$m_{\tau\tau}$</td>
</tr>
<tr>
<td></td>
<td>$b\bar{b}b\bar{b}$</td>
<td>1</td>
<td>event yields</td>
<td>$m_{4b}$</td>
</tr>
<tr>
<td>$H \rightarrow hh$</td>
<td>$WW^{*}\gamma\gamma$</td>
<td>1</td>
<td>event yields</td>
<td>260–500</td>
</tr>
<tr>
<td></td>
<td>$b\bar{b}\gamma\gamma$</td>
<td>1</td>
<td>event yields</td>
<td>260–500</td>
</tr>
<tr>
<td></td>
<td>$b\bar{b}\tau\tau$</td>
<td>4</td>
<td>$m_{b\bar{b}\tau\tau}$</td>
<td>260–1000</td>
</tr>
<tr>
<td></td>
<td>$b\bar{b}b\bar{b}$</td>
<td>1</td>
<td>$m_{4b}$</td>
<td>500–1500</td>
</tr>
</tbody>
</table>

The CL$_s$ method, as discussed in Section 8.9, is adopted for the limit setting. In the combination, different statistical treatments are applied depending on which analyses are included. The nature of the $b\bar{b}\gamma\gamma$ and $WW^{*}\gamma\gamma$ analyses means that the available statistics are very low and so toy MC pseudo-data is generated in order to obtain the limits and $p$-values. This technique is therefore applied to the nonresonant and low mass region of the resonant combination. In the high mass region only the $b\bar{b}b\bar{b}$ and $b\bar{b}\tau\tau$ channels are included and as both analyses have
sufficiently large statistics their combined limits and p-values can be obtained using the asymptotic approach. Smaller mass steps are used in the combination for the $b\bar{b}b\bar{b}$ and $b\bar{b}\gamma\gamma$ analyses, reflecting their better mass resolutions than those of the $b\bar{b}\tau\tau$ and $WW^{*}\gamma\gamma$ analyses.

The Parameters of Interest (PoIs) for each channel are defined as $\sigma(gg \to hh)$ for the nonresonant search and $\sigma(gg \to H) \times BR(H \to hh)$ for the resonant search. Both of these are assumed to be 1 pb in the combination, where SM branching ratios are also assumed for the $h$ decay. The results are all given for a common mass value of $m_h = 125.4$ GeV. After rescaling to the same definition, the PoIs are correlated across all channels in each search. Systematic uncertainties that affect two or more analysis channels in the combination are assigned common nuisance parameters. Examples include the luminosity, jet energy scale and resolution, and $b$-tagging uncertainties. The correlations between nuisance parameters are also checked under a fit to the Asimov data set for the background-only hypothesis to identify any strong correlations.

The different systematic uncertainties have been categorised into relevant groups with respect to their sources and the impact on the cross section limits have been assessed. This was achieved using the signal strength parameter $\mu$, defined to be the ratio of the extracted to the assumed signal cross section. The shifts in $\mu$ are dependent on the value of the signal strength and for illustration these have been evaluated for $\mu = 1$ for a cross section of 1 pb, as in the limit setting. The influence of the most significant sources of systematic uncertainty are given in Table 9.2.

The largest contributors are the background modelling, $b$-tagging, the branching ratios of the $h$ decay, and the jet and $E_T^{miss}$ uncertainties. The fact that the $b$-tagging systematic uncertainty has a significant impact in the nonresonant and high mass region of the resonant search is a reflection of the comparatively strong weight that the $hh \to b\bar{b}b\bar{b}$ analysis has in the combination.
Table 9.2: The percentage impact of the leading sources of systematic uncertainty on the signal strength parameter $\mu$ for the nonresonant and resonant signal, assuming a production cross section of 1 pb [8].

<table>
<thead>
<tr>
<th>Source</th>
<th>$\Delta \mu/\mu$ (%)</th>
<th>$m_H = 300$ GeV</th>
<th>$m_H = 600$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background model</td>
<td>11</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>$b$-tagging</td>
<td>7.9</td>
<td>9.9</td>
<td>6.3</td>
</tr>
<tr>
<td>$h$ BR</td>
<td>5.8</td>
<td>6.9</td>
<td>5.5</td>
</tr>
<tr>
<td>Jet and $E_T^{\text{miss}}$</td>
<td>5.5</td>
<td>5.9</td>
<td>2.7</td>
</tr>
<tr>
<td>Luminosity</td>
<td>3.0</td>
<td>4.0</td>
<td>2.4</td>
</tr>
<tr>
<td>Total</td>
<td>16</td>
<td>21</td>
<td>14</td>
</tr>
</tbody>
</table>

9.6 Results

No significant excesses are observed in the nonresonant searches and so limits are set on the $hh$ production cross section. The expected and observed 95% CL upper limits for each of the decay channels and their combination are given in Table 9.3. The table also shows the cross section limits relative to the SM expectation for the $gg \rightarrow hh$ process of $9.9 \pm 1.3$ fb [185] assuming $m_h = 125.4$ GeV. The combined observed (expected) upper limit on $\sigma(gg \rightarrow hh)$ is 0.69 (0.47) pb, which corresponds to 70 (48) times the expected SM cross section. The channel with the greatest expected sensitivity is $b\bar{b}b\bar{b}$ and is followed by $b\bar{b}\gamma\gamma$, $b\bar{b}\tau\tau$ and lastly $WW^*\gamma\gamma$. The combined observed limit is somewhat higher than that for the $hh \rightarrow b\bar{b}b\bar{b}$ analysis alone, which is partly the result of the observed excess of events in the $hh \rightarrow b\bar{b}\gamma\gamma$ analysis. The compatibility of the combined result with the SM hypothesis as given by the $p$-value is found to be 4.4% or equivalently $1.7\sigma$, where this low value is attributed to the same excess.

The upper limits for the resonant searches on the $\sigma(gg \rightarrow H) \times \text{BR}(H \rightarrow hh)$ are illustrated in Figure 9.4 as a function of the heavy Higgs boson mass $m_H$. It shows the expected limits for each of the analyses individually as well as the expected and observed limits of the combination. The $hh \rightarrow b\bar{b}\gamma\gamma$ analysis is the most significant contributor at low mass, while $b\bar{b}b\bar{b}$ is by far the most important channel in the high
Table 9.3: The observed and expected 95% CL upper limits on the cross section for nonresonant \( gg \rightarrow hh \) production in each of the individual analyses and their combination [8]. The limits are also given with respect to the SM prediction.

<table>
<thead>
<tr>
<th>Channel</th>
<th>Observed</th>
<th>Expected</th>
<th>Observed</th>
<th>Expected</th>
</tr>
</thead>
<tbody>
<tr>
<td>WW*(\gamma\gamma)</td>
<td>11</td>
<td>6.7</td>
<td>1150</td>
<td>680</td>
</tr>
<tr>
<td>(bb\gamma\gamma)</td>
<td>2.2</td>
<td>1.0</td>
<td>220</td>
<td>100</td>
</tr>
<tr>
<td>(bb\tau\tau)</td>
<td>1.6</td>
<td>1.3</td>
<td>160</td>
<td>130</td>
</tr>
<tr>
<td>(bbbb)</td>
<td>0.62</td>
<td>0.62</td>
<td>63</td>
<td>63</td>
</tr>
<tr>
<td>Combined</td>
<td>0.69</td>
<td>0.47</td>
<td>70</td>
<td>48</td>
</tr>
</tbody>
</table>

mass range. The corresponding \(p\)-values are given in Figure 9.5. The most significant excess observed in the combination is at a mass of 300 GeV with a local significance of approximately 2.5\(\sigma\). This is mostly the result of the 3.0\(\sigma\) excess observed in the \(bb\gamma\gamma\) analysis [176], but is reduced in the combination due to the deficit observed in the \(bb\tau\tau\) analysis at the same mass. The combined upper limit varies from 2.1 pb at 260 GeV to 0.011 pb at 1000 GeV.

9.7 Interpretation

The cross section limits are interpreted in the Higgs sectors of two simplified MSSM scenarios referred to as hMSSM and low-tan \(\beta\)-high that were introduced in Section 2.5.1. The results obtained for the upper limits on the \(\sigma(gg \rightarrow H) \times \text{BR}(H \rightarrow hh)\) are interpreted as regions of exclusion in the plane of \((m_A, \tan \beta)\) for each of these scenarios. The combination has sensitivity in the region of \(\tan \beta\) below two and for values of \(m_A\) in the range 200–350 GeV. Effects due to the natural width of the heavy Higgs boson in these scenarios can be neglected as they remain sufficiently small compared to the experimental resolution in the sensitive region of this combination.

Higgs boson production cross sections through the \(ggF\) process are calculated for both scenarios using SUSHi [187, 188, 189]. The branching ratios are calculated
Figure 9.4: The observed and expected 95% CL upper limits on $\sigma(gg \to H) \times \text{BR}(H \to hh)$ as a function of the heavy Higgs boson mass $m_H$, combining resonant searches in the $hh \to bb\gamma\gamma$, $bbb\bar{b}$, $bb\tau\tau$ and $WW^*\gamma\gamma$ channels [8]. The expected limits for individual searches are also shown. The green and yellow bands show the $\pm 1\sigma$ and $\pm 2\sigma$ uncertainties on the expected limits of the combination. The disjoint at $m_H = 500$ GeV reflects different $m_H$ search ranges of the individual analyses.

Figure 9.5: The local $p$-value as a function of the heavy Higgs boson mass $m_H$, combining resonant searches in the $hh \to bb\gamma\gamma$, $bbb\bar{b}$, $bb\tau\tau$ and $WW^*\gamma\gamma$ channels [186]. The $p$-values for the individual searches are also shown with open markers.
with HDECAY [190] following the prescription of Reference [191] for the hMSSM scenario and with FEYNHIGGS [192] for the low-tan \( \beta \)-high scenario. The branching ratios of the light \( CP \)-even Higgs boson in these scenarios depend on \( m_A \) and \( \tan \beta \) and are different from the corresponding SM values used to derive the upper limits shown in Figure 9.4. The branching ratios to gauge bosons are suppressed with respect to their SM value in each of the MSSM scenarios, while those to fermions are enhanced. They however begin to approach the SM values for increasing values of \( m_H \). For example, this enhances the expected yields in the \( b\bar{b}\tau\tau \) channel between approximately 60\% to 20\% in the hMSSM scenario and 55\% to 15\% in the low-tan \( \beta \)-high scenario, for the \( m_H \) range between 260 GeV and 500 GeV. The \( b\bar{b}b\bar{b} \) and \( b\bar{b}\tau\tau \) channels therefore have a relatively stronger weight in the exclusion limit, while the \( WW^*\gamma\gamma \) and \( b\bar{b}\gamma\gamma \) channels are strongly and slightly suppressed, respectively.

To simplify the computation of the exclusion, as this would require generating toy MC pseudo-data for every point in the \((m_A, \tan \beta)\) plane, each of the \( hh \) branching fractions are fixed to their smallest values within expected sensitivity of \( 1 < \tan \beta < 2 \) as a function of \( m_H \). This procedure results in conservative exclusion regions.

The exclusion regions obtained for each of the scenarios are shown in Figure 9.6. Lines of constant \( m_H \) are indicated by grey dashes in the parameter space, as large differences between the values of \( m_A \) and \( m_H \) arise for decreasing values of \( m_A \) or \( \tan \beta \). The region of exclusion in \( m_H \) lies between the kinematic threshold of the \( H \to hh \) decay and the dominant \( H \to t\bar{t} \) decay. The region shaded in grey in the low-tan \( \beta \)-high scenario indicates the exclusion due to the measured mass of the observed light \( CP \)-even Higgs boson of 125 GeV. For both of the scenarios presented, the observed exclusion region is smaller than the expectation, which proves consistent with the small excess observed in the data. The improvement in sensitivity of the expected exclusion following the \( m_H \) contour line at around 260 GeV corresponds to the same improvement in the expected limit on the cross section seen in Figure 9.4. In addition, the reduction in the observed exclusion following the \( m_H \) contour line at around 325 GeV is caused by the small excess in events observed at the same mass in the cross section limits.
Figure 9.6: The observed and expected 95% CL exclusion regions in the \((m_A, \tan \beta)\) plane of MSSM scenarios from the resonant search: (a) the hMSSM scenario and (b) the low-tan \(\beta\)-high scenario \[8\]. The green dotted lines delimit the \(\pm 1\sigma\) uncertainty ranges of the expected exclusion regions. The grey dashed lines show the constant values of the heavy \(CP\)-even Higgs boson mass.
The exclusion results obtained with the combination of the $H \rightarrow hh$ production channels in the hMSSM model can be compared to those obtained for other heavy Higgs boson searches performed by ATLAS. Figure 9.7 shows the 95% CL contours in the $(m_A, \tan \beta)$ plane for the expectation of the SM Higgs sector and the observed data, as marked by dashed lines and solid lines, respectively. The observed exclusions are indicated by the filled or hatched regions of the plot. The $H \rightarrow hh$ searches are complimentary to those of the $H \rightarrow WW$, $H \rightarrow ZZ$ and $A \rightarrow ZH$ channels. Further detail on these results can be found in Reference [193].
High luminosity conditions at the LHC present a challenging environment in which L1Calo must maintain high performance despite ever increasing pile-up. The most significant problem faced by L1Calo has been the large shifts in the average pedestal level at the start of bunch trains. This results in a non-linear scaling of low threshold jet and $E_{\text{miss}}^T$ trigger rates with luminosity, due to the large increase in fake triggers. Large pile-up noise also degrades the performance of the identification and $E_T$ measurement for small signals.

The studies in this thesis have shown that autocorrelation FIR filters offer superior performance with respect to the matched filters used during Run 1. That is with the exception of the Tile calorimeter, where the performance is marginally worse. Despite advantages identified for operating the FIR filter at a higher frequency, it is concluded that the increased data volume would make this unfeasible. The crucial addition of a dynamic pedestal correction per bunch crossing to the signal processing has been very successfully demonstrated in simulation to control the trigger tower
$E_T$ response. These features have been incorporated into the design of the upgraded version of the MCM. A new noise cut strategy based on the occupancy of trigger towers in $|\eta|$-bins was established and optimised using MC incorporating the new signal processing improvements. This determined that in order to sustain sensible multijet and $E_T^{\text{miss}}$ trigger rates at luminosities around $2 \times 10^{34} \text{ cm}^{-2} \text{ s}^{-1}$, a very low occupancy of trigger towers is required, in the region of 0.5%. The improvements in the signal processing are also shown to offer significant improvements in jet and $E_T^{\text{miss}}$ performance, particularly in the region $|\eta| > 2.5$. A very similar approach has been taken with regard to the signal processing and noise cuts for early Run 2 data with great success. Importantly, Level 1 triggers have been shown to no longer demonstrate non-linear behaviour with increasing luminosity.

The discovery of a Higgs boson by the ATLAS and CMS collaborations at a mass of around 125 GeV has been a remarkable success for the theory of EWSB. The new boson presents a great opportunity to test the predictions of the SM in this previously unexplored sector, as well as opening a new region in which to probe for new physics. This includes the possibility of extended Higgs sectors that are predicted by many BSM theories.

ATLAS has performed searches for Higgs boson pair production in a number of decay channels with part of the LHC Run 1 data set. These include the search for SM Higgs boson pair production and the search for a heavy $CP$-even Higgs boson that decays to a pair of light Higgs bosons. Although no evidence for such production mechanism is observed, the combined 95% CL upper limits of these results demonstrate the sensitivity of ATLAS with the Run 1 data set. The LHC has now started Run 2 operations with a much higher centre-of-mass energy of $\sqrt{s} = 13 \text{ TeV}$ that will assist in greatly enhancing the signal rate for Higgs boson production. This new data will further test the compatibility of the Higgs boson with SM predictions to a greater precision and extend the reach for new physics, ensuring that this remains an interesting field of research for many years to come.
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APPENDIX A

$H \rightarrow ZZ^{(*)} \rightarrow 4\ell$ LEPTON SELECTION EFFICIENCIES

A.1 Introduction

The SM Higgs boson production rate and couplings in the decay channel $H \rightarrow ZZ^{(*)} \rightarrow 4\ell$ (where $\ell = e$ or $\mu$) have been measured by ATLAS using the Run 1 dataset [5]. Typically, the Combined Performance groups make recommendations on how to correct MC to match the performance measured in data for different sets of object definitions, however all leptons passing the $H \rightarrow ZZ^{(*)} \rightarrow 4\ell$ analysis selection are subject to additional isolation and impact parameter cuts on top of the lepton identification requirements. It is therefore important to determine whether further efficiency corrections are required for these additional selection cuts as well as the associated uncertainties. Such corrections, based on the ratio of the efficiencies measured in data and MC, are often referred to as Scale Factors (SFs).

Presented here is the study of the lepton selection efficiencies of the isolation and impact parameter cuts specific to this analysis for the 8 TeV dataset. SFs and their estimated uncertainties are determined for the barrel and endcap detector regions as a function of the electron $E_T$ and muon $p_T$, as well as the dependence on the number of reconstructed primary vertices ($N_{vtx}$). The performance of the lepton selection is obtained with a tag-and-probe technique using decays of the $Z$ bosons to electron and muon pairs. Such decays are ideal for this study as they result in a clean signature in much the same way as the decay of $H \rightarrow ZZ^{(*)} \rightarrow 4\ell$. 
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A.2 Data and Monte Carlo Samples

This study is performed on the total 20.3 fb\(^{-1}\) data sample recorded in 2012 at a centre-of-mass energy of 8 TeV, where all events must pass the data-quality requirements of the main analysis. A number of important backgrounds to the decays of \(Z \to \ell\ell\) are considered. These include \(Z \to \tau\tau\) events, where both tau leptons decay leptonically, \(t\bar{t}\) production, where the leptons result from either the leptonic decay of the \(W\) boson or the hadronisation of the \(b\)-quark, and QCD processes which fake the final state.

The \(Z \to ee\) and \(Z \to \mu\mu\) signals are both modelled by the POWHEG event generator \cite{powheg1,powheg2,powheg3,powheg4}, which provides up to NLO calculations for vector boson production. This is interfaced to PYTHIA8 \cite{pythia8} to perform showering and hadronization using the AU2 generator tune \cite{au2} and the CT10 PDF set \cite{ct10}, which is in turn interfaced to PHOTOS \cite{photos} for QED radiative corrections in the final state. The \(Z \to ee\) sample also includes the latest detector geometry definition, which has an improved description of the material present in front of the endcap calorimeter \cite{detector}. The \(t\bar{t}\) background sample is produced in much the same way \cite{ttbar}, but using the Perugia2011C \cite{alpgen} generator tune and the CTEQ6L1 PDF set \cite{cteq6}. The simulation of \(Z \to \tau\tau\) events uses instead the ALPGEN \cite{alpgen} tree-level matrix element calculator in the initial generation step and is interfaced through TAUOLA \cite{tauola} for the decays of the tau lepton. Each MC sample is simulated for a bunch-spacing of 50 ns and events are weighted to reproduce the distribution of the average number of interactions per bunch crossing observed in data.

A data-driven estimate of the QCD background shape is obtained from events with same flavour and same charge leptons. To reduce the contamination fraction from true \(Z \to ee\) events in the QCD background shape a looser cut on the electron Likelihood (\(LH\)) identification discriminant is used. The electron \(LH\) identification is described in detail in Reference \cite{lh}. The background modelling is discussed in more detail in the following section.

A.3 Muon Reconstruction

The ATLAS experiment uses information from the MS, ID and to some extent the calorimeter to identify and reconstruct muons. Muon tracks are reconstructed in the MS by identifying local track segments in each of the chamber layers and combining these into a full MS track. The ID provides an independent measurement of the muon track close to the interaction point. Typically muons are identified by matching full or partial MS tracks with ID tracks, however other criteria are used in areas which lack coverage from either of these systems. This leads to four types of muon candidates which are distinguished by the following reconstruction criteria.
• **Combined**: Combined muons are the primary muon type used in ATLAS analyses and also have the highest purity. These muons are identified by successfully matching an MS track with an ID track to form a combined measurement of the muon track parameters.

• **Segment-tagged**: The segment-tagged muon reconstruction is used to identify muons which cross only one layer of MS chambers, either because they have low $p_T$ or because their trajectories pass through a region of reduced MS acceptance. Segment-tagged muons are identified by an ID track, when extrapolated to the MS is matched to at least one local track segment. The ST muon adopts the measured parameters of the associated ID track.

• **Standalone**: The standalone muon reconstruction is solely based on the tracks reconstructed in the MS. The parameters of the muon track are determined by extrapolating back to the point of closest approach to the beam line, taking into account the energy loss associated with the traversed calorimeter material. Standalone muons are mainly used to extend the acceptance beyond the ID coverage in the region $2.5 < |\eta| < 2.7$.

• **Calorimeter-tagged**: An ID track is identified as a muon if it can be associated to an energy deposit in the calorimeter compatible with a minimising ionising particle. These muons have the lowest purity of all and are primarily used to recover acceptance in the partially instrumented region of the MS for $|\eta| < 0.1$ with a track $p_T > 15$ GeV. The muon track parameters are assigned using the ID track.

A.4 Tag-And-Probe Method

The tag-and-probe method is a data-driven technique used for measuring the efficiency of a set of selection criteria. It relies on the preparation of an unbiased sample of probe objects, from which the efficiencies of the requirements under study can be calculated. Events are selected by means of an independent and well defined tag object which satisfies a set of strict selection criteria. This study uses the invariant mass distribution of the well-known Standard Model process $Z \rightarrow \ell \ell$ to estimate the efficiency of the $H \rightarrow ZZ^{(*)} \rightarrow 4\ell$ selection criteria on probe leptons.

A.4.1 Event Selection

Dilepton events were selected with a combination of the relevant single-lepton triggers, identical to those used in the main analysis, and must contain a primary vertex with at least three associated tracks. For the 8 TeV dataset the $p_T$ threshold of the single-muon triggers and $E_T$ threshold for the single-electron triggers were each 24 GeV.
To remove bias in the selection of the probe, the first reconstructed lepton is always taken to be the tag. If that lepton fails to satisfy the tag requirements the event is discarded. The tag must pass the appropriate lepton identification with $p_T$ or $E_T > 26$ GeV, to ensure fully efficient triggering, and longitudinal impact parameter with respect to the primary vertex of less than 10 mm, to assure association to the primary vertex. The tag must also be the lepton which triggered the event and have relative track isolation within a cone of $\Delta R < 0.2$ of less than 0.05.

A tag muon is required to be a combined muon satisfying the inner detector hit requirements and $|\eta| < 2.7$. Tag electrons must pass the LOOSE LH identification and in order to improve the signal-to-background ratio below the $Z$ peak for low probe $E_T$, the $|\eta|$-range of the tag is made dependent on the selection range of the probe. This is achieved by selecting electron tags within the barrel region $|\eta| < 1.37$ when considering probes in the endcap acceptance of $1.37 < |\eta| < 2.47$, and when considering probes in the barrel acceptance of $|\eta| < 1.37$, tags must fall in the endcap region $1.37 < |\eta| < 2.47$. This approach satisfies the requirement to increase the signal significance at low invariant mass, while maintaining sufficient statistics.

The probe is the remaining highest $p_T$ or $E_T$ lepton passing the selection requirements of the $H \to ZZ^{(*)} \to 4\ell$ analysis. These requirements are that muons must be either combined or segment-tagged with $p_T > 6$ GeV and $|\eta| < 2.7$, calorimeter-tagged with $p_T > 15$ GeV and $|\eta| < 0.1$, or standalone with $p_T > 6$ GeV and $2.5 < |\eta| < 2.7$. Standalone muons must pass the Muon System hits requirements, while the others must satisfy the Inner Detector hits requirements. Probe electrons are required to pass the LOOSE LH identification with $E_T > 7$ GeV and $|\eta| < 2.47$.

Care is also taken to remove overlaps between lepton tracks. For the case where two electron candidates share the same Inner Detector track, the electron with the lowest $E_T$ is removed from the selection. When electron and muon candidates share a common track, the electron is removed from the selection. Additionally standalone muons must have $\Delta R > 0.2$ from the closest segment-tagged muon. Having applied the tag and probe selection, dilepton tag-and-probe pairs are formed with a same flavour and opposite charge requirement.

### A.4.2 Isolation and Impact Parameter Cuts

Described here are the additional isolation and impact parameter cuts applied to muons and electrons in the $H \to ZZ^{(*)} \to 4\ell$ selection.

- **Impact parameter significance** ($|d_0|/\sigma_{d_0}$): the significance of the transverse impact parameter of the track with respect to the primary vertex, where $d_0$ is the distance of closest approach on the transverse plane and $\sigma_{d_0}$ the corresponding uncertainty. For muons this must be less than 3.5 and less than 6.5 for electrons.
• **Relative track isolation**: the sum of the transverse momenta of tracks included in a cone of size $\Delta R = 0.2$ around the lepton, excluding the lepton track, divided by the transverse momentum of the track must be less than 0.15.

• **Relative calorimetric isolation**: for electrons it is computed as the sum of the cluster transverse energies deposited in the calorimeter inside a cone of size $\Delta R = 0.2$ around the electron, divided by the electron $E_T$ and must be less than 0.2. For muons it is defined as the sum of the calorimeter cells inside a cone of size $\Delta R = 0.2$ around the muon direction, divided by the muon $p_T$ and must be less than 0.3 (0.15 in the case of a standalone muon).

### A.4.3 Fit Procedure

A fit to the invariant mass distribution of the tag-and-probe pairs is performed in the mass range 66–116 GeV. In order to minimize the uncertainty of the background estimation, the signal-like lepton yield is estimated within a narrow mass window extending 5 GeV above and below the $Z$ mass peak, taken to be 91.0 GeV in the context of this study. The efficiency estimate is achieved by comparing the yields in this mass window before and after the application of the additional isolation and impact parameter cuts.

The efficiencies are determined in binned intervals of the probe electron $E_T$ and muon $p_T$ separately for probe leptons in either the barrel or endcap detector regions. For muons (electrons) the barrel region is defined as $|\eta| < 1.05$ ($|\eta| < 1.37$) and the endcap region as $1.05 < |\eta| < 2.7$ ($1.37 < |\eta| < 2.47$). Additionally efficiencies are estimated for data binned in $N_{vtx}$.

The data fit model is comprised of templates for the $Z \rightarrow \ell\ell$ signal and background contributions, obtained from the data samples covered in Section A.2. The $Z \rightarrow \ell\ell$ signal template as well as the $t\bar{t}$ and $Z \rightarrow \tau\tau$ background templates are obtained from MC, while the QCD background is described using a template from data of the same charge combination invariant mass distribution before the application of the additional selection cuts. The normalisation for both $t\bar{t}$ and $Z \rightarrow \tau\tau$ backgrounds is fixed to the integrated luminosity, but the $Z \rightarrow \ell\ell$ signal and QCD background normalisations are left free in the fit.

The signal-like event yield in data is therefore determined as the total sum of events in data, subtracting the contributions of each of the background yields in the given mass window. For MC it is possible to obtain an estimate of the signal event yield directly from the $Z \rightarrow \ell\ell$ template and therefore no fit is required. The efficiency is simply computed as the signal yield for probe leptons surviving the selection cuts, divided by the yield before the selection in the mass window. Finally, the scale factors are obtained by simply taking the ratio of the data and MC efficiencies.
A demonstration of the fitting procedure is shown in Figure A.1 for probe electrons with transverse energy between 11 GeV and 15 GeV. Presented are the results of the fits on the opposite and same charge combination distributions before and after applying all the isolation and impact parameter cuts. The total fit model, shown as a solid red line, is found to describe well the invariant mass distribution of the tag-and-probe pairs observed in data, both before and after the selection cuts. Additionally, each component of the model is shown, where the backgrounds are marked as dashed lines and the $Z \rightarrow ee$ signal is shown as a blue solid line. It is apparent that particularly the QCD background is significantly reduced after the application of the additional selection cuts.

Figures A.2 and A.3 show the fits for some example distributions after the application of the additional selection cuts for intervals of the probe $p_T$ or $E_T$ and $N_{vtx}$ for probe muons and electrons respectively. The backgrounds are shown to be relatively small and the QCD contributions become much less significant for higher $p_T$ or $E_T$ probes.

### A.5 Systematic Uncertainties

Different sources of systematic uncertainty are taken into account in the efficiency and scale factor estimates, relating to particular choices made in the fitting procedure. For the evaluation of each systematic uncertainty, the standard fit procedure is followed and the difference each effect has on the result is evaluated independently. The sources considered are as follows:

- **Mass window:** the mass window used is varied from the standard 5 GeV window above and below the $Z$ mass peak to larger windows of 15 and 25 GeV.

- **Fit range:** the standard fit range of 66–116 GeV is expanded to 56–126 GeV.

- **$Z$ signal shape:** an alternative MC sample is used for the signal templates. This sample was generated using ALPGEN interfaced to Herwig [196] for parton shower hadronisation and to Jimmy [197] for the underlying event simulation, using the AUET2 tune [198] and the CTEQ6L1 PDF set.

The final uncertainty for each bin is obtained by combining the largest estimate of each uncertainty in quadrature, where typically the most dominant source comes from the mass window used. The contribution from different mass windows is not included in the efficiency systematics since the actual efficiency is varying when changing the window. This is particularly important in the lowest $p_T$ bin, where in numerous cases the leptons have suffered final state radiation. However, this contribution is included on the systematic uncertainty evaluated for the scale factor.
Figure A.1: The invariant mass distributions for the tag and probe pairs in data, where the probe has a transverse energy between 11 GeV and 15 GeV. The distributions for opposite charge combinations before (a) and after (b) applying all cuts, and for the same charge combinations before (c) and after (d) all cuts. The distribution tails and background composition are clearly illustrated by the logarithmic scale. The QCD background shape derived from the same charge data is shown by teal dashed lines and the green and yellow dashed lines correspond to the $Z \to \tau\tau$ and $t\bar{t}$ background contributions respectively. The total fit is given as a solid red line.
Figure A.2: The fits to the tag-and-probe invariant mass of the $Z \to \mu\mu$ signal after all the impact parameter significance and isolation cuts are applied. The results are given for the $p_T$ bins (a) $6 < p_T < 11$ GeV and (b) $40 < p_T < 45$ GeV, as well as for bins of the number of reconstructed primary vertices (c) $6 < N_{\text{vtx}} < 8$ and (d) $18 < N_{\text{vtx}} < 20$ in the region $|\eta| < 2.47$. 
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Figure A.3: The fits to the tag-and-probe invariant mass of the $Z \rightarrow ee$ signal after all the impact parameter significance and isolation cuts are applied. The results are given for the $p_T$ bins (a) $7 < p_T < 11$ GeV and (b) $40 < p_T < 45$ GeV, as well as for bins of the number of reconstructed primary vertices (c) $6 < N_{vtx} < 8$ and (d) $18 < N_{vtx} < 20$ in the region $|\eta| < 2.47$. 
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(b) 
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A.6 Results

The efficiency estimates for both data and MC can be seen in Figure A.4 as a function of the probe muon $p_T$ and the probe electron $E_T$ for each of the isolation and impact parameter cuts independently. The effect of the impact parameter cut on probe muons and electrons is less than 1% even for the lowest $p_T$ or $E_T$ bin. The largest efficiency loss observed for probe muons results from the track isolation cut, while for probe electrons this occurs after the application of the calorimeter isolation cut.

Figure A.5 shows the efficiency estimates for both data and MC with all the isolation and impact parameter cuts combined, in different detector regions as a function of the probe $p_T$ or $E_T$. The efficiencies for probe muons remain significantly higher in the endcap region compared to barrel region for $p_T < 20$ GeV, while the a similar but smaller effect is present for electrons with $E_T < 15$ GeV. For the inclusive cases the selection efficiency is around 94% for the lowest $p_T$ muons and 91% for the lowest $E_T$ electrons.

Another important consideration is how the efficiency of the cuts depends on the pile-up. This is demonstrated in Figure A.6 as a function of $N_{vtx}$. The trend is that as the pile-up increases the efficiency of the cuts reduces, however the effect is very small at approximately 0.5% over the full range of the sample in either case.

In general the efficiency results for data and MC are found to be fairly consistent within uncertainties. The results for the scale factors for the barrel and endcap regions as a function of the probe muon $p_T$ and electron $E_T$ are shown in Figure A.7 with their total uncertainties. A full break down of these results, including their statistical and systematic uncertainties is given in Table A.1, inclusively as well as for the barrel and endcap. The differences between the data and MC are found to be much less than 1% in almost all cases. The largest differences are observed for electrons in the endcap region of the detector for $E_T < 15$ GeV and also have some of the largest systematic uncertainties.

The results for the scale factors and their total uncertainties as a function of $N_{vtx}$ are given in Figure A.8. The agreement between data and simulation on the pile-up dependence of the cuts is excellent with small uncertainties estimated for both muons and electrons.

A.7 Summary

In all cases the scale factors obtained from the data and MC comparisons are found to be consistent with unity. As a result, no scale factors are applied in the $H \rightarrow ZZ^{(*)} \rightarrow 4\ell$ analysis to correct for the additional isolation and impact parameter cuts and systematics are assigned based on the results of the tag-and-probe study.
Figure A.4: The efficiencies measured in data and MC for probe muons (electrons) after (a) ((d)) the impact parameter significance cut, (b) ((e)) the track isolation cut, and (c) ((f)) the calorimeter isolation cut are applied individually. The last bin represents the efficiency for probes with transverse energy or momenta greater than 50 GeV.
Figure A.5: The efficiencies measured in data and MC for probe muons (electrons) in (a) ((d)) the full acceptance range, (b) ((e)) the barrel region, and (c) ((f)) the endcap region. The last bin represents the efficiency for probes with transverse energy or momenta greater than 50 GeV.
Table A.1: Scale factors and their statistical and systematic uncertainties for the barrel, endcap and inclusive detector regions in intervals of muon probe $p_T$ and electron probe $\not E_T$.

<table>
<thead>
<tr>
<th>$p_T$ or $\not E_T$ (GeV)</th>
<th>Barrel SF</th>
<th>stat.</th>
<th>syst.</th>
<th>Barrel SF</th>
<th>stat.</th>
<th>syst.</th>
<th>Barrel SF</th>
<th>stat.</th>
<th>syst.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muons</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 - 11</td>
<td>0.992</td>
<td>0.003</td>
<td>0.010</td>
<td>0.999</td>
<td>0.001</td>
<td>0.004</td>
<td>0.998</td>
<td>0.001</td>
<td>0.004</td>
</tr>
<tr>
<td>11 - 15</td>
<td>0.998</td>
<td>0.001</td>
<td>0.006</td>
<td>1.000</td>
<td>0.001</td>
<td>0.004</td>
<td>0.998</td>
<td>0.001</td>
<td>0.005</td>
</tr>
<tr>
<td>15 - 20</td>
<td>1.001</td>
<td>0.001</td>
<td>0.004</td>
<td>1.000</td>
<td>0.000</td>
<td>0.002</td>
<td>0.999</td>
<td>0.000</td>
<td>0.003</td>
</tr>
<tr>
<td>20 - 25</td>
<td>0.998</td>
<td>0.000</td>
<td>0.001</td>
<td>1.000</td>
<td>0.000</td>
<td>0.001</td>
<td>0.998</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>25 - 30</td>
<td>0.998</td>
<td>0.000</td>
<td>0.001</td>
<td>1.000</td>
<td>0.000</td>
<td>0.001</td>
<td>0.999</td>
<td>0.000</td>
<td>0.001</td>
</tr>
<tr>
<td>30 - 35</td>
<td>0.998</td>
<td>0.000</td>
<td>0.001</td>
<td>0.999</td>
<td>0.000</td>
<td>0.000</td>
<td>0.999</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>35 - 40</td>
<td>0.998</td>
<td>0.000</td>
<td>0.000</td>
<td>0.999</td>
<td>0.000</td>
<td>0.000</td>
<td>0.999</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>40 - 45</td>
<td>0.998</td>
<td>0.000</td>
<td>0.000</td>
<td>0.999</td>
<td>0.000</td>
<td>0.000</td>
<td>0.999</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>45 - 50</td>
<td>0.998</td>
<td>0.000</td>
<td>0.000</td>
<td>0.999</td>
<td>0.000</td>
<td>0.000</td>
<td>0.999</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>&gt; 50</td>
<td>0.997</td>
<td>0.000</td>
<td>0.004</td>
<td>0.998</td>
<td>0.000</td>
<td>0.002</td>
<td>0.998</td>
<td>0.000</td>
<td>0.003</td>
</tr>
</tbody>
</table>

| Electrons                 |           |       |       |           |       |       |           |       |       |
| 7 - 11                    | 0.999     | 0.004 | 0.013 | 1.010     | 0.004 | 0.025 | 1.012     | 0.003 | 0.027 |
| 11 - 15                   | 1.007     | 0.002 | 0.007 | 1.006     | 0.002 | 0.012 | 1.005     | 0.002 | 0.016 |
| 15 - 20                   | 1.003     | 0.001 | 0.004 | 0.999     | 0.001 | 0.004 | 1.000     | 0.001 | 0.006 |
| 20 - 25                   | 1.001     | 0.001 | 0.002 | 1.000     | 0.000 | 0.002 | 1.001     | 0.000 | 0.002 |
| 25 - 30                   | 1.002     | 0.000 | 0.003 | 1.000     | 0.000 | 0.002 | 1.001     | 0.000 | 0.002 |
| 30 - 35                   | 1.001     | 0.000 | 0.002 | 0.999     | 0.000 | 0.002 | 1.001     | 0.000 | 0.001 |
| 35 - 40                   | 1.000     | 0.000 | 0.003 | 0.999     | 0.000 | 0.003 | 1.000     | 0.000 | 0.001 |
| 40 - 45                   | 0.999     | 0.000 | 0.003 | 1.000     | 0.000 | 0.003 | 1.000     | 0.000 | 0.001 |
| 45 - 50                   | 1.000     | 0.001 | 0.003 | 1.000     | 0.001 | 0.004 | 1.000     | 0.000 | 0.001 |
| > 50                      | 1.001     | 0.001 | 0.003 | 1.002     | 0.001 | 0.004 | 1.001     | 0.000 | 0.001 |
A.7. Summary

Figure A.6: The efficiencies measured in data and MC after the application of all the isolation and impact parameter cuts as a function of the number of reconstructed primary vertices for (a) probe muons and (b) probe electrons.

A nuisance parameter is applied to the measurements made in the $H \rightarrow ZZ^{(*)} \rightarrow 4\ell$ channel to take into account the largest systematic uncertainties for electrons, associated with the first two $E_T$ bins as shown in Table A.1. For electrons in the barrel region an uncertainty of 1.3% is assigned for $7 < E_T < 11$ GeV and 0.7% for the interval $11 < E_T < 15$ GeV. For electrons in the endcap region an uncertainty of 2.5% is assigned for $7 < E_T < 11$ GeV and 1.2% for $11 < E_T < 15$ GeV. The systematic uncertainty associated with the isolation and impact parameter cuts on the signal yield for the $4e$, $2\mu 2e$ and $2e2\mu$ final states as a function of the SM Higgs boson mass $m_H$ is shown in Figure A.9. For a Higgs boson mass $m_H = 125$ GeV the systematic uncertainties on the expected signal yield is 1.18% for decays to $4e$, 0.07% for decays to $2e2\mu$, and 1.10% for decays to $2\mu 2e$. 
Figure A.7: The ratios between the efficiencies measured in data and simulation for electrons and muons after all the impact parameter significance and isolation cuts are applied, shown for (a) and (c) the barrel, and (b) and (d) endcap regions.
Figure A.8: The ratios between the efficiencies measured in data and simulation for (a) muons and (b) electrons after all the impact parameter significance and isolation cuts are applied as a function of the number of reconstructed primary vertices in the event.

Figure A.9: Systematic uncertainties on the signal yield of the electron isolation and impact parameter cut efficiency nuisance parameter (ATLAS_H4l_EL_EFF_ISOIP) as a function of the Higgs mass $m_H$ for the 4e, 2$\mu$2e and 2e2$\mu$ final states [7].
Here follows the $hh \to b\bar{b}\tau\tau$ analysis and its combination with the other searches for Higgs boson pair production presented in this thesis, as published in *Phys. Rev. D* **92**, 092004 (2015)
I. INTRODUCTION

The Higgs boson discovered at the LHC in 2012 [1,2] opens a window for testing the scalar sector of the Standard Model (SM) and its possible extensions. Since the discovery, significant progress has been made in measuring its coupling strengths to fermions and vector bosons [3–6] as well as in studying its spin and its charge-conjugate and parity (CP) properties [7,8]. All results are consistent with those expected for the SM Higgs boson (here denoted by $h$). Within the SM, the existence of the Higgs boson is a consequence of the electroweak symmetry breaking (EWSB). This also predicts self-coupling between Higgs bosons of which is crucial in testing the mechanism of EWSB. The self-coupling is one mechanism for Higgs boson pair production as shown in Fig. 1(a). Higgs boson pairs can also be produced through other interactions such as the Higgs-fermion Yukawa interactions [Fig. 1(b)] in the Standard Model. These processes are collectively referred to as nonresonant production in this paper.

Higgs boson pair production at the LHC as a probe of the self-coupling has been extensively studied in the literature [9–13]. One conclusion [14] is that the data collected so far (approximately 25 fb$^{-1}$ in total) is insensitive to the self-coupling in the SM, because of the expected small signal rates [15–17] and large backgrounds. However, it is essential to quantify the sensitivity of the current data set and to develop tools for future measurements. Moreover, physics beyond the Standard Model (BSM) can potentially enhance the production rate and alter the event kinematics. For example, in the Minimal Supersymmetric Standard Model (MSSM) [18], a heavy $CP$-even neutral Higgs boson $H$ can decay to a pair of lighter Higgs bosons. Production of $H$ followed by its decay $H \rightarrow hh$ would lead to a new resonant process of Higgs boson pair production, in contrast to the nonresonant $hh$ production predicted by the SM (Fig. 1). In composite Higgs models such as those discussed in Refs. [19,20], increased production of nonresonant Higgs boson pairs is also expected.

Both the ATLAS and CMS collaborations have searched for nonresonant and/or resonant Higgs boson pair production [21–23]. In particular, ATLAS has published the results of searches in the $hh \rightarrow bb\tau\tau$, $\gamma\gamma WW^*$ and $bbbb$ channels with the ATLAS detector [24]. At this mass value, the SM predictions for nonresonant Higgs boson pair production are very small. For example, in the Minimal Supersymmetric Standard Model (MSSM) [18], a heavy $CP$-even neutral Higgs boson $H$ can decay to a pair of lighter Higgs bosons. Production of $H$ followed by its decay $H \rightarrow hh$ would lead to a new resonant process of Higgs boson pair production, in contrast to the nonresonant $hh$ production predicted by the SM (Fig. 1). In composite Higgs models such as those discussed in Refs. [19,20], increased production of nonresonant Higgs boson pairs is also expected.

Searches for both resonant and nonresonant Higgs boson pair production are performed in the $hh \rightarrow bb\tau\tau$, $\gamma\gamma WW^*$ final states using 20.3 fb$^{-1}$ of $pp$ collision data at a center-of-mass energy of 8 TeV recorded with the ATLAS detector at the Large Hadron Collider. No evidence of their production is observed and 95% confidence-level upper limits on the production cross sections are set. These results are then combined with the published results of the $hh \rightarrow ibb$ analyses. An upper limit of 0.69 (0.47) pb on the nonresonant $hh$ production is observed (expected), corresponding to 70 (48) times the SM $gg \rightarrow hh$ cross section. For production via narrow resonances, cross-section limits of $1550-7998=2015=92(9)=092004(30) 092004-1 © 2015 CERN, for the ATLAS Collaboration
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1Notations indicating particle charges or antiparticles are generally omitted throughout this paper.
decay fractions of $hh \rightarrow b\bar{b}b\bar{b}$, $bb\tau\tau$, $bb\gamma\gamma$ and $\gamma\gamma WW^*$ are, respectively, 32.6%, 7.1%, 0.26%, and 0.10%. The resonant search assumes that gluon fusion is the production mechanism for a heavy Higgs boson that can subsequently decay to a pair of lighter Higgs bosons, i.e., $gg \rightarrow H \rightarrow hh$. Furthermore, the heavy Higgs boson is assumed to have a width significantly smaller than the detector resolution, which is approximately 1.5% in the best case (the $hh \rightarrow \gamma\gamma bb$ analysis). The potential interference between nonresonant and resonant production is ignored.

This paper is organized as follows. For the $hh \rightarrow bb\tau\tau$ and $hh \rightarrow \gamma\gamma WW^*$ analyses, data and Monte Carlo (MC) samples are described in Sec. II and the object reconstruction and identification are outlined in Sec. III. In Secs. IV and V, the separately published $hh \rightarrow bb\tau\tau$ and $hh \rightarrow bb\gamma\gamma$ analyses are briefly summarized. The $hh \rightarrow bb\tau\tau$ and $hh \rightarrow \gamma\gamma WW^*$ analyses including event selection, background estimations, and systematic uncertainties are presented in Secs. VI and VII, respectively. The statistical and combination procedure is described in Sec. VIII. The results of the $hh \rightarrow bb\tau\tau$ and $hh \rightarrow \gamma\gamma WW^*$ analyses, as well as their combinations with the published analyses are reported in Sec. IX. The implications of the resonant search for two specific scenarios of the MSSM, hMSSM [28,29], and low-th-high [30] are discussed in Sec. X. These scenarios make specific assumptions and/or choices of MSSM parameters to accommodate the observed Higgs boson. Finally, a summary is given in Sec. XI.

**II. DATA AND MONTE CARLO SAMPLES**

The data used in the searches were recorded in 2012 with the ATLAS detector at the Large Hadron Collider in proton-proton collisions at a center-of-mass energy of 8 TeV and correspond to an integrated luminosity of 20.3 fb$^{-1}$. The ATLAS detector is described in detail in Ref. [31]. Only data recorded when all subdetector systems were properly functional are used.

Signal and background MC samples are simulated with various event generators, each interfaced to Pythia v8.175 [32] for parton showers, hadronization and underlying-event simulation. Parton distribution functions (PDFs) CT10 [33] or CTEQ6L1 [34] for the proton are used and NNPDF [36] PDFs are used to evaluate systematic uncertainties. Table I gives a brief overview of the event processes.

<table>
<thead>
<tr>
<th>Process</th>
<th>Event generator</th>
<th>PDF set</th>
<th>Cross section [pb]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Background processes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V$ + jets</td>
<td>Alpgen+Pythia8</td>
<td>CTEQ6L1</td>
<td>normalized to data</td>
</tr>
<tr>
<td>Diboson: WW</td>
<td>Powheg+Pythia8</td>
<td>CT10</td>
<td>55.4</td>
</tr>
<tr>
<td>Diboson: WZ</td>
<td>Powheg+Pythia8</td>
<td>CT10</td>
<td>22.3</td>
</tr>
<tr>
<td>Diboson: ZZ</td>
<td>Powheg+Pythia8</td>
<td>CT10</td>
<td>7.3</td>
</tr>
<tr>
<td>Single top: $t$-channel</td>
<td>AcerMC+Pythia8</td>
<td>CTEQ6L1</td>
<td>87.8</td>
</tr>
<tr>
<td>Single top: $s$-channel</td>
<td>Powheg+Pythia8</td>
<td>CT10</td>
<td>5.6</td>
</tr>
<tr>
<td>Single top: $Wt$</td>
<td>Powheg+Pythia8</td>
<td>CT10</td>
<td>22.0</td>
</tr>
<tr>
<td>$gg \rightarrow h$</td>
<td>Powheg+Pythia8</td>
<td>CT10</td>
<td>19.2</td>
</tr>
<tr>
<td>$q\bar{q}' \rightarrow q\bar{q}' h$</td>
<td>Powheg+Pythia8</td>
<td>CT10</td>
<td>1.6</td>
</tr>
<tr>
<td>$q\bar{q} \rightarrow Vh$</td>
<td>Pythia8</td>
<td>CTEQ6L1</td>
<td>1.1</td>
</tr>
<tr>
<td>$q\bar{q}/gg \rightarrow t\bar{t} h$</td>
<td>Pythia8</td>
<td>CTEQ6L1</td>
<td>0.13</td>
</tr>
<tr>
<td>Signal processes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonresonant $gg \rightarrow hh$</td>
<td>MadGraph5+Pythia8</td>
<td>CTEQ6L1</td>
<td>0.0099</td>
</tr>
<tr>
<td>Resonant $gg \rightarrow H \rightarrow hh$</td>
<td>MadGraph5+Pythia8</td>
<td>CTEQ6L1</td>
<td>model dependent</td>
</tr>
</tbody>
</table>
generators, PDFs and cross sections used for the $hh \rightarrow bb\tau\tau$ and $hh \rightarrow \gamma\gamma WW^*$ analyses. All MC samples are passed through the ATLAS detector simulation program [37] based on GEANT4 [38].

Signal samples for both nonresonant and resonant Higgs boson pair production are generated using the leading-order MadGraph5 v1.5.14 [39] program. The nonresonant production is modeled using the SM DiHiggs model [40,41] while the resonant production is realized using the HeavyScalar model [42], both implemented in MadGraph5. The heavy scalar $H$ is assumed to have a narrow decay width of 10 MeV, much smaller than the experimental resolution. The SM prediction for the nonresonant $gg \rightarrow hh$ production cross section is 9.9 ± 1.3 fb [17] with $m_h = 125.4$ GeV from the next-to-next-to-leading-order calculation in QCD.

Single SM Higgs boson production is considered as a background. The Powheg r1655 generator [43–45] is used to produce gluon fusion (ggF) and vector-boson fusion (VBF) events. This generator calculates QCD corrections up to next-to-leading order (NLO), including finite bottom- and top-quark mass effects [46]. The Higgs boson transverse momentum ($p_T$) spectrum of the ggF process is matched to the calculated spectrum at next-to-next-to-leading order (NNLO) and next-to-next-to-leading logarithm (NNLL) [47] in QCD corrections. Events of associated production $q\bar{q} \rightarrow Vh$ (here $V = W$ or $Z$) and $q\bar{q}/gg \rightarrow hh$ have been calculated at (approximate) NNLO accuracy [51–53]. The Powheg generator is used to simulate diboson backgrounds (WW, WZ, and ZZ). The diboson production cross sections are calculated at NLO in QCD corrections using the MC@NLO program [54,55].

### III. OBJECT IDENTIFICATION

In this section, object reconstruction and identification for the $hh \rightarrow bb\tau\tau$ and $hh \rightarrow \gamma\gamma WW^*$ analyses are discussed. The $hh \rightarrow bb\tau\tau$ and $hh \rightarrow \gamma\gamma WW^*$ analyses are developed following the $h \rightarrow \tau\tau$ [6] and $h \rightarrow \gamma\gamma$ [56] studies of single Higgs bosons, respectively, and use much of their methodology.

Electrons are reconstructed from energy clusters in the electromagnetic calorimeter matched to tracks in the inner tracker. The calorimeter shower profiles of electron candidates must be consistent with those expected from electromagnetic interactions. Electron candidates are identified using tight and medium criteria [57] for the $hh \rightarrow bb\tau\tau$ and $hh \rightarrow \gamma\gamma WW^*$ analyses, respectively. The selected candidates are required to have transverse momenta $p_T > 15$ GeV and be within the detector fiducial volume of $|\eta| < 2.47$ excluding 1.37 $< |\eta| < 1.52$, the transition region between the barrel and endcap calorimeters. Muons are identified by matching tracks or segments reconstructed in the muon spectrometer with tracks reconstructed in the inner tracker. They are required to have $p_T > 10$ GeV and $|\eta| < 2.5$. Both the electrons and muons must satisfy calorimeter and track isolation requirements. The calorimeter isolation requires that the energy deposited in the calorimeter in a cone of size $\Delta R \equiv \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2}$ be 0.2 around the lepton (electron or muon), excluding the energy deposited by the lepton itself, is less than 6% (20%) of the $p_T$ of the lepton for the $hh \rightarrow bb\tau\tau$ ($hh \rightarrow \gamma\gamma WW^*$) analysis. The track isolation is defined similarly: the scalar $p_T$ sum of additional tracks originating from the primary vertex with $p_T > 1$ GeV in a cone of size $\Delta R = 0.4$ around the lepton is required to be less than 6% (15%) of the $p_T$ of the lepton track for the $hh \rightarrow bb\tau\tau$ ($hh \rightarrow \gamma\gamma WW^*$) analysis.

Photons are reconstructed from energy clusters in the electromagnetic calorimeter with their shower profiles consistent with electromagnetic showers. A significant fraction of photons convert into $e^+e^-$ pairs inside the inner tracker. Thus photon candidates are divided into unconverted and converted categories. Clusters without matching tracks are considered as unconverted photons, while clusters matched to tracks consistent with conversions are considered as converted photons. Photon candidates must fulfill the tight identification criteria [58] and are required to have $p_T > 25$ GeV and $|\eta| < 2.37$ (excluding the transition region 1.37 $< |\eta| < 1.52$) and must satisfy both calorimeter and track isolation. The calorimeter isolation requires the additional energy in a cone of $\Delta R = 0.4$ around the photon candidate to be less than 6 GeV while the track isolation requires the scalar $p_T$ sum of additional tracks in a cone of $\Delta R = 0.2$ around the photon to be less than 2.6 GeV.

Jets are reconstructed using the anti-$k_T$ algorithm [59] with a radius parameter of $R = 0.4$. Their energies are corrected for the average contributions from pileup interactions. Jets are required to have $p_T > 30$ GeV and $|\eta| < 4.5$. For the $hh \rightarrow \gamma\gamma WW^*$ analysis, a lower $p_T$ requirement of 25 GeV is applied for jets in the central region of $|\eta| < 2.4$. To suppress contributions from pileup interactions, jets with $p_T < 50$ GeV and within

\(^2\)ATLAS uses a right-hand coordinate system with the interaction point as its origin and the beam line as its $z$ axis. The $x$ axis points to the center of the LHC ring and $y$ axis points upwards. The pseudorapidity $\eta$ is defined as $\eta = -\ln \tan(\theta/2)$, where $\theta$ is the polar angle measured with respect to the $z$ axis. The transverse momentum $p_T$ is calculated from the momentum $p$: $p_T = p \sin \theta$.  
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the acceptance of the inner tracker (|\eta| < 2.4) must have over 50% of the scalar sum of the \( p_T \) of their associated tracks contributed by those originating from the primary vertex. Jets containing \( b \)-hadrons are identified using a multivariate algorithm (\( b \)-tagging) \cite{60}. The algorithm combines information such as the explicit reconstruction of the secondary decay vertices and track impact-parameter significances. The operating point chosen for both \( hh \rightarrow bb\tau\tau \) and \( hh \rightarrow \gamma\gamma WW^* \) analyses has an efficiency of 80% for the \( b \)-quark jets in \( t\bar{t} \) events.

Hadronically decaying \( \tau \) candidates (\( \tau_{\text{had}} \)) are reconstructed using clusters in the electromagnetic and hadronic calorimeters \cite{61}. The tau candidates are required to have \( p_T > 20 \text{ GeV} \) and \(|\eta| < 2.5\). The number of tracks with \( p_T > 1 \text{ GeV} \) associated with the candidates must be one or three and the total charge determined from these tracks must be \( \pm 1 \). The tau identification uses calorimeter cluster as well as tracking-based variables, combined using a boosted-decision-tree method \cite{61}. Three working points, labeled loose, medium, and tight \cite{61}, corresponding to different identification efficiencies are used. Dedicated algorithms that suppress electrons and muons misidentified as \( \tau_{\text{had}} \) candidates are applied as well.

The missing transverse momentum (with magnitude \( E_T^{\text{miss}} \)) is the negative of the vector sum of the transverse momenta of all photon, electron, muon, \( \tau_{\text{had}} \), and jet candidates, as well as the \( p_T \) of all calorimeter clusters not associated with these reconstructed objects, called the soft-term contribution \cite{62}. The \( hh \rightarrow bb\tau\tau \) analysis uses the version of the \( E_T^{\text{miss}} \) calculation in the \( h \rightarrow \tau\tau \) analysis \cite{6}. In this calculation, the soft-term contribution is scaled by a vertex fraction, defined as the ratio of the summed scalar \( p_T \) of all tracks from the primary vertex not matched with the reconstructed objects to the summed scalar \( p_T \) of all tracks in the event. The \( hh \rightarrow \gamma\gamma WW^* \) analysis, on the other hand, uses the \( E_T^{\text{miss}} \)-significance employed by the \( h \rightarrow \gamma\gamma \) study \cite{56}. It is defined as the ratio of the measured \( E_T^{\text{miss}} \) to its expected resolution estimated using the square root of the scalar sum of the transverse energies of all objects contributing to the \( E_T^{\text{miss}} \) calculation.

IV. SUMMARY OF \( hh \rightarrow \gamma\gamma bb \)

The \( hh \rightarrow \gamma\gamma bb \) analysis, published in Ref. \cite{21}, largely follows the ATLAS analysis of the Higgs boson discovery in the \( h \rightarrow \gamma\gamma \) decay channel \cite{156}. The search is performed in the \( \sqrt{s} = 8 \text{ TeV} \) data set corresponding to an integrated luminosity of 20.3 fb\(^{-1}\). The data were recorded with diphoton triggers that are nearly 100% efficient for events satisfying the photon requirements. Events must contain two isolated photons. The \( p_T \) for the leading (subleading) photon must be larger than 35% (25%) of the diphoton invariant mass \( m_{\gamma\gamma} \), which itself must be in the range of 105 < \( m_{\gamma\gamma} \) < 160 GeV. Events must also contain two energetic \( b \)-tagged jets; the leading (subleading) jet must have \( p_T > 55 \text{ (35) GeV} \), and the dijet mass must fall within a window 95 < \( m_{bb} \) < 135 GeV, as expected from the \( h \rightarrow bb \) decay. A multivariate \( b \)-tagging algorithm \cite{60} that is 70% efficient for the \( b \)-quark jets in \( t\bar{t} \) events is applied.

Backgrounds for both the resonant and nonresonant analyses are divided into two categories: events containing a single real Higgs boson (with \( h \rightarrow \gamma\gamma \)), and the continuum background of events not containing a Higgs boson. The former are evaluated purely from simulation, and are small compared to the continuum background, which is evaluated from data in the diphoton mass sidebands (the \( m_{\gamma\gamma} \) range of 105–160 GeV excluding the region of \( m_h \pm 5 \text{ GeV} \)). In the nonresonant analysis, an unbinned signal-plus-background fit is performed on the observed \( m_{\gamma\gamma} \) distribution, with the background from single Higgs bosons constrained to the expectation from the SM. The continuum background is modeled with an exponential function; the shape of the exponential function is taken from data containing a diphoton and dijet pair where fewer than two jets are \( b \)-tagged.

The resonant search proceeds in a similar manner, although it is ultimately a counting experiment, with an additional requirement on the four-object invariant mass \( m_{\gamma\gamma bb} \), calculated with the \( bb \) mass constrained to \( m_h \). This requirement on \( m_{\gamma\gamma bb} \) varies with the resonance mass hypothesis under evaluation, and is defined as the smallest window containing 95% of the signal events based on MC simulation. As in the nonresonant search, the number of background events with real Higgs bosons is estimated from simulation. The continuum background in the \( m_{\gamma\gamma} \) signal window is extrapolated from the diphoton mass sidebands. A resonance with mass between 260 and 500 GeV is considered in the search.

The small number of events (nine) in the diphoton mass sideband leads to large statistical uncertainties (33%) on the dominant continuum background, so that most systematic uncertainties have a small effect on the final result. For the resonant search, however, systematic uncertainties with comparable effect remain. Uncertainties of 0%–30% (depending on the resonance mass hypothesis under consideration) are assigned due to the modeling of the \( m_{\gamma\gamma bb} \) shape using the data with less than two \( b \)-tagged jets. Additional uncertainties of 16%–30% arise from the choice of functional form used to parametrize the shape of \( m_{\gamma\gamma bb} \).

In the nonresonant analysis, extrapolating the sidebands into the diphoton mass window of the signal selection leads to a prediction of 1.3 continuum background events. An additional contribution of 0.2 events is predicted from single Higgs boson production. A total of five events are observed, representing an excess of 2.4 standard deviations (\( \sigma \)). A 95% confidence level (C.L.) upper limit of 2.2 (1.0) pb is observed (expected) for \( \sigma(gg \rightarrow hh) \), the cross section of nonresonant Higgs boson pair production. For the resonant searches, the observed (expected) upper limits
on $\sigma(gg \rightarrow H) \times \text{BR}(H \rightarrow hh)$ are $2.3 (1.7) \text{ pb atm}$. $m_H = 260 \text{ GeV}$ and $0.7 (0.7) \text{ pb atm}$ at $m_H = 500 \text{ GeV}$.

V. SUMMARY OF $hh \rightarrow bbbb$

The $hh \rightarrow bbbb$ analysis [22] benefits from the large branching ratio of $h \rightarrow bb$. The analysis employs resolved as well as boosted Higgs boson reconstruction methods. The resolved method attempts to reconstruct and identify separate $b$-quark jets from the $h \rightarrow bb$ decay, while the boosted method uses a jet substructure technique to identify the $h \rightarrow bb$ decay reconstructed as a single jet. The latter is expected if the Higgs boson $h$ has a high momentum. The boosted method is particularly suited to the search for a resonance with mass above approximately 1000 GeV decaying to a pair of SM Higgs bosons. For the combinations presented in this paper, resonances below this mass are considered and the resolved method is used as it is more sensitive.

The analysis with the resolved method searches for two back-to-back and high-momentum $bb$ pairs with their masses consistent with $m_h$ in a data set at $\sqrt{s} = 8 \text{ TeV}$ corresponding to an integrated luminosity of 19.5 fb$^{-1}$ for the triggers used. The data were recorded with a combination of multijet triggers using information including the $b$-quark jet tagging. The trigger is $> 99.5\%$ efficient for signal events satisfying the offline selection. Candidate events are required to have at least four $b$-tagged jets, each with $p_T > 40 \text{ GeV}$. As in the $hh \rightarrow \gamma \gamma bb$ analysis, a multivariate $b$-tagging algorithm [60] with an estimated efficiency of $70\%$ is used to tag jets containing $b$-hadrons. The four highest-$p_T$ $b$-tagged jets are then used to form two dijet systems, requiring the angular separation $\Delta R$ in $(\eta, \phi)$ space between the two jets in each of the two dijet systems to be smaller than 1.5. The transverse momenta of the leading and subleading dijet systems must be greater than 200 and 150 GeV, respectively. The selection criteria, driven partly by the corresponding jet trigger thresholds and partly by the necessity to suppress the backgrounds, lead to significant loss of signal acceptance for lower resonance masses. The resonant search only considers masses above 500 GeV. The leading ($m_{12}$) and subleading ($m_{34}$) dijet invariant mass values are required to be consistent with those expected for the $hh \rightarrow bbbb$ decay, satisfying the requirement:

$$\sqrt{\left(\frac{m_{12} - m_{12}^0}{\sigma_{12}}\right)^2 + \left(\frac{m_{34} - m_{34}^0}{\sigma_{34}}\right)^2} < 1.6.$$  

Here $m_{12}^0$ (124 GeV) and $m_{34}^0$ (115 GeV) are the expected peak values from simulation for the leading and subleading dijet pair, respectively, and $\sigma_{12}$ and $\sigma_{34}$ are the dijet mass resolutions, estimated from the simulation to be 10% of the dijet mass values. More details about the selection can be found in Ref. [22].

After the full selection, more than 90% of the total background in the signal region is estimated to be multijet events, while the rest is mostly $t\bar{t}$ events. The $Z + \text{jets}$ background constitutes less than 1% of the total background and is modeled using MC simulation. The multijet background is modeled using a fully data-driven approach in an independent control sample passing the same selection as the signal except that only one of the two selected dijets is $b$-tagged. This control sample is corrected for the kinematic differences arising from the additional $b$-tagging requirements in the signal sample. The $t\bar{t}$ contribution is taken from MC simulations normalized to data in dedicated control samples.

The dominant sources of systematic uncertainty in the analysis are the $b$-tagging calibration and the modeling of the multijet background. The degradation in the analysis sensitivity from these uncertainties is below 10%. Other sources of systematic uncertainty include the $t\bar{t}$ modeling, and the jet energy scale and resolution, which are all at the percent level. A total of 87 events are observed in the data, in good agreement with the SM expectation of $87.0 \pm 5.6$ events. Good agreement is also observed in the four-jet invariant mass distribution, thus there is no evidence of Higgs boson pair production. For the nonresonant search, both the observed and expected 95% C.L. upper limit on the cross section $\sigma(pp \rightarrow hh \rightarrow bbbb)$ is 202 fb. For the resonant search, the invariant mass of the four jets is used as the final discriminant from which the upper limit on the potential signal cross section is extracted. The resulting observed (expected) 95% C.L. upper limit on $\sigma(pp \rightarrow H \rightarrow hh \rightarrow bbbb)$ ranges from 52 (56) fb, at $m_H = 500 \text{ GeV}$, to 3.6 (5.8) fb, at $m_H = 1000 \text{ GeV}$.

VI. $hh \rightarrow bb\tau\tau$

This section describes the search for Higgs boson pair production in the $hh \rightarrow bb\tau\tau$ decay channel, where only the final state where one tau lepton decays hadronically and the other decays leptonically, $bb\tau\tau_{\text{had}}$, is used. The data were recorded with triggers requiring at least one lepton with $p_T > 24 \text{ GeV}$. These triggers are nearly 100% efficient for events passing the final selection. Candidate $bb\tau\tau_{\text{had}}$ events are selected by requiring exactly one lepton with $p_T > 26 \text{ GeV}$, one hadronically decaying tau lepton of the opposite charge with $p_T > 20 \text{ GeV}$ meeting the medium criteria [61], and two or more jets with $p_T > 30 \text{ GeV}$. In addition, between one and three of the selected jets must be $b$-tagged using the multivariate $b$-tagger. The upper bound on the number of $b$-tagged jets is designed to make this analysis statistically independent of the $hh \rightarrow bbbb$ analysis summarized in Sec. V. These criteria are collectively referred to as the "preselection".

The backgrounds from $W$ + jets, $Z \rightarrow \tau\tau$, diboson (WW, WZ, and ZZ), and top quark (both $t\bar{t}$ and single top quark) production dominate the surviving sample and their contributions are derived from a mixture of data-driven
methods and simulation. The contribution from events with a jet misidentified as a $\tau_{\text{had}}$, referred to as the fake $\tau_{\text{had}}$ background, are estimated using data with a “fake-factor” method. The method estimates contributions from $W +$ jets, multijet, $Z +$ jets, and top quark events that pass the event selection due to misidentified $\tau_{\text{had}}$ candidates. The fake factor is defined as the ratio of the number of $\tau_{\text{had}}$ candidates identified as medium, to the number satisfying the loose, but not the medium, criteria [61]. The $p_T$-dependent fake factors are measured in data control samples separately for the $\tau_{\text{had}}$ candidates with one or three tracks and for $W +$ jets, multijet, $Z +$ jets, and top quark contributions. The $W +$ jets, multijet, $Z +$ jets, and top quark control samples are selected by reversing the $m_T$ cut (see below), relaxing the lepton isolation requirement, reversing the dilepton veto or by requiring $b$-tagged jets, respectively. The fake factors determined from these control samples are consistent within their statistical uncertainties. They are then applied to the signal control sample, i.e., events passing the selection, except that the $\tau_{\text{had}}$ candidate is required to satisfy the loose, but not the medium, $\tau_{\text{had}}$ identification, to estimate the fake $\tau_{\text{had}}$ background. The composition of the sample is determined from a mixture of data-driven methods and MC simulations and it is found that the sample is dominated by the $W +$ jets and multijet events. Details of the method can be found in Ref. [61]. The method is validated using the same-sign $\ell\tau$ events that are otherwise selected in the same way as the signal candidates.

The $Z \to \tau\tau$ background is modeled using selected $Z \to \mu\mu$ events in data through embedding [63], where the muon tracks and associated energy depositions in the calorimeters are replaced by the corresponding simulated signatures of the final-state particles of tau decays. In this approach, the kinematics of the produced boson, the hadronic activity of the event (jets and underlying event) as well as pileup are taken from data [6]. Other processes passing the $Z \to \mu\mu$ selection, primarily from top quark production, are subtracted from the embedded data sample using simulation. Their contributions are approximately 2% for events with one $b$-tagged jet and 25% for events with two or more $b$-tagged jets. The $Z \to \tau\tau$ background derived is found to be in a good agreement with that obtained from the MC simulation.

The remaining backgrounds, mostly $t\bar{t}$ and diboson events with genuine $\ell\tau_{\text{had}}$ in their decay final states, are estimated using simulation. The small contributions from single SM Higgs boson production and from $Z(\rightarrow ee/\mu\mu)+$ jets events (in which one of the electrons or muons is misidentified as $\tau_{\text{had}}$) are also estimated from simulation. The production rates of these processes are normalized to the theoretical cross sections discussed in Sec. II. For the simulation of the $t\bar{t}$ process, the top quark $p_T$ distribution is corrected for the observed difference between data and simulation [64]. The background from misidentified leptons is found to be negligible.

Figures 2(a) and 2(b) compare the observed ditau ($m_{\tau\tau}$) and dijet ($m_{\text{jj}}$) mass distributions with those expected from background events after the preselection discussed above. The sample is dominated by contributions from top quark production, fake $\tau_{\text{had}}$, and $Z \to \tau\tau$ backgrounds. Also shown in the figures are the expected signal distributions for a Higgs boson pair production cross section of 20 pb as an illustration. The yield of the nonresonant production is significantly higher than that of the resonant production for the same cross section, largely due to the harder $p_T$ spectrum of the Higgs boson $h$ of the nonresonant production. The ditau invariant mass is reconstructed from the electron or muon, $\tau_{\text{had}}$, and $E_{\text{miss}}^{\text{miss}}$ using a method known as the missing mass calculator (MMC) [65]. The MMC solves an underconstrained system of equations with solutions weighted by $E_{\text{miss}}^{\text{miss}}$ resolution and the tau-lepton decay topologies. It returns the most probable value of the ditau mass, assuming that the observed lepton, $\tau_{\text{had}}$, and $E_{\text{miss}}^{\text{miss}}$ stem from a $\tau\tau$ resonance. The dijet mass is calculated from the two leading $b$-tagged jets, or using also the highest-$p_T$ untagged jet if only one jet is $b$-tagged.

Additional topological requirements are applied to reduce the background. As shown in Fig. 2(c), the signal events tend to have small values of the transverse mass $m_T^{\ell\tau}$ calculated from the lepton and $E_{\text{miss}}^{\text{miss}}$ system. Consequently, a requirement of $m_T^{\ell\tau} < 60$ GeV is applied, which reduces the background significantly with only a small loss of the signal efficiency. In addition, the angular separation in the transverse plane between the $E_{\text{miss}}^{\text{miss}}$ and $\tau_{\text{had}}$ is required to be larger than one radian to reduce the fake $\tau_{\text{had}}$ background.

Background events from $t\bar{t} \rightarrow WWbb \rightarrow \ell\nu\ell\nu qqbb$ decay have an identical visible final state to the signal if the tau lepton decays hadronically. For signal $h \rightarrow \tau\tau \rightarrow \ell\tau_{\text{had}}$ events, however, the $p_T$ of the lepton tends to be softer than that of the $\tau_{\text{had}}$ due to the presence of more neutrinos in the $\tau \rightarrow \ell$ decays. Thus the $p_T$ of the electron or muon is required to satisfy $p_T(\ell) < p_T(\tau_{\text{had}}) + 20$ GeV. The $t\bar{t}$ events of the $t\bar{t} \rightarrow WWbb \rightarrow \ell\nu\ell\nu qqbb$ final state with a misidentified $\tau_{\text{had}}$ candidate remain a large background. To reduce its contribution, a $W$ boson candidate is reconstructed from the $\tau_{\text{had}}$ candidate and its closest untagged jet and its mass $m_{\tau_j}$ is calculated. The $W$ candidate is then paired with a $b$-tagged jet to form the top quark candidate with a reconstructed mass $m_{t_jb}$. The pairing is chosen to minimize the mass sum $m_{\tau_j} + m_{t_jb}$ for events with two or more $b$-tagged jets. If only one jet is $b$-tagged, one of the $b$-jets in the mass sum is replaced by the highest-$p_T$ untagged jet. An elliptical requirement in the form of a $\chi^2$ in the $(m_{\tau_j}, m_{t_{j\mu}})$ plane:

$$\left(\frac{\Delta m_W \cos \theta - \Delta m_{\text{si}} \sin \phi}{28 \text{ GeV}}\right)^2 + \left(\frac{\Delta m_W \sin \theta + \Delta m_{\text{ci}} \cos \phi}{18 \text{ GeV}}\right)^2 > 1$$

is applied to reject events with $(m_{\tau_j}, m_{t_{j\mu}})$ consistent with the hypothesis $(m_W, m_t)$, the masses of the $W$ boson and
the top quark. Here $\Delta m_W = m_{t\tau} - m_W$, $\Delta m_t = m_{t\tau b} - m_t$ and $\theta$ is a rotation angle given by $\tan \theta = m_t/m_W$ to take into account the average correlation between $m_{t\tau}$ and $m_{t\tau b}$.

Finally, the remaining events must have $90 < m_{bb} < 160$ GeV, consistent with the expectation for the $h \to bb$ decay. For the nonresonant search, $m_{t\tau}$ is used as the final discriminant to extract the signal, and its distribution is shown in Fig. 3(a). The selection efficiency for the $gg \to hh \to bbt\tau$ signal is 0.57%. For the resonant search, the MMC mass is required to be in the range of $100 < m_{t\tau} < 150$ GeV. The mass resolutions of $m_{bb}$ and $m_{t\tau}$ are comparable for the signal, but the $m_{bb}$ distribution has a longer tail. The resonance mass $m_{bb\tau\tau}$ reconstructed from the dijet and ditau system is used as the discriminant. To improve the mass resolution of the heavy resonances, scale factors of $m_h/m_{bb}$ and $m_h/m_{t\tau}$ are applied respectively to the four-momenta of the $bb$ and $t\tau$ systems, where $m_h$ is set to the value of 125 GeV used in the simulation. The resolution of $m_{bb\tau\tau}$ is found from simulation studies to vary from $2.4\%$ at $m_H = 260$ GeV to $4.8\%$ at $1000$ GeV. The improvement in the resolution from the rescaling is largest at low mass and varies from approximately a factor of 3 at 260 GeV to about 30% at 1000 GeV. The reconstructed $m_{bb\tau\tau}$ distribution for events passing all the selections is shown in Fig. 3(b). The efficiency for the $gg \to H \to hh \to bbt\tau$ signal varies from $0.20\%$ at 260 GeV to $1.5\%$ at 1000 GeV. These efficiencies include branching ratios of...
the tau lepton decays, but not those of heavy or light Higgs bosons.

To take advantage of different signal-to-background ratios in different kinematic regions, the selected events are divided into four categories based on the ditau transverse momentum $p_T^{\tau\tau}$ (less than or greater than 100 GeV) and the number of $b$-tagged jets ($n_b = 1$ or $\geq 2$) for both the nonresonant and resonant searches. The numbers of events expected from background processes and observed in the data passing the resonant $hh \rightarrow bb\tau\tau$ selection are summarized in Table II for each of the four categories. The expected number of events from the production of a Higgs boson with $m_H = 300$ GeV and a cross section of $\sigma(gg \rightarrow H) \times BR(H \rightarrow hh) = 1$ pb for each category is also shown for comparison.

The tau lepton decays, but not those of heavy or light Higgs bosons.

Systematic uncertainties from the trigger, luminosity, object identification, background estimate as well as Monte Carlo modeling of signal and background processes are taken into account in the background estimates and the calculation of signal yields. The impact of these systematic uncertainties varies for different background components and event categories. For the most sensitive $n_b \geq 2$ categories, the main background contributions are from top quark, fake $\tau_{had}$, and $Z \rightarrow \tau\tau$. The jet energy scale and resolution is the largest uncertainty for the top-quark contribution, ranging between 10% and 19% for the nonresonant and resonant searches. The leading source of systematic uncertainty for the fake $\tau_{had}$ background is the “fake-factor” determination, due to the uncertainties of the sample composition. Varying the composition of $W +$ jets,
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**FIG. 3** (color online). Distributions of the final discriminants used to extract the signal: (a) $m_{\tau\tau}$ for the nonresonant search and (b) $m_{hh}$ for the resonant search. The top quark background includes contributions from both $t\bar{t}$ and the single top-quark production. The background category labeled “Others” comprises diboson and $Z \rightarrow ee/\mu\mu$ contributions. Contributions from single SM Higgs boson production are included in the background estimates, but are too small to be visible on these distributions. As illustrations, the expected signal distributions assume a cross section of 10 pb for Higgs boson pair production for both the nonresonant and resonant searches. In (b), a resonance mass of 300 GeV is assumed. The gray hatched bands represent the uncertainties on the total backgrounds. These uncertainties are largely correlated from bin to bin.

**TABLE II.** The numbers of events predicted from background processes and observed in the data passing the final selection of the resonant search for the four categories. The top quark background includes contributions from both $t\bar{t}$ and the single top-quark production. The “others” background comprises diboson and $Z \rightarrow ee/\mu\mu$ contributions. The numbers of events expected from the production of a $m_H = 300$ GeV Higgs boson with a cross section of $\sigma(gg \rightarrow H) \times BR(H \rightarrow hh) = 1$ pb are also shown as illustrations. The uncertainties shown are the total uncertainties, combining statistical and systematic components.

<table>
<thead>
<tr>
<th>Process</th>
<th>$p_T^{\tau\tau} &lt; 100$ GeV</th>
<th>$p_T^{\tau\tau} &gt; 100$ GeV</th>
<th>$p_T^{\tau\tau} &lt; 100$ GeV</th>
<th>$p_T^{\tau\tau} &gt; 100$ GeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM Higgs</td>
<td>0.5 ± 0.1</td>
<td>0.8 ± 0.1</td>
<td>0.1 ± 0.1</td>
<td>0.2 ± 0.1</td>
</tr>
<tr>
<td>Top quark</td>
<td>30.3 ± 3.6</td>
<td>19.6 ± 2.5</td>
<td>30.9 ± 3.0</td>
<td>23.6 ± 2.5</td>
</tr>
<tr>
<td>$Z \rightarrow \tau\tau$</td>
<td>38.1 ± 4.4</td>
<td>20.2 ± 3.7</td>
<td>6.8 ± 1.8</td>
<td>2.6 ± 1.0</td>
</tr>
<tr>
<td>Fake $\tau_{had}$</td>
<td>37.0 ± 4.4</td>
<td>12.1 ± 1.7</td>
<td>13.7 ± 1.9</td>
<td>5.4 ± 1.0</td>
</tr>
<tr>
<td>Others</td>
<td>3.2 ± 3.7</td>
<td>0.5 ± 1.5</td>
<td>0.7 ± 1.6</td>
<td>0.2 ± 0.7</td>
</tr>
<tr>
<td>Total background</td>
<td>109.1 ± 8.6</td>
<td>53.1 ± 6.0</td>
<td>52.2 ± 8.2</td>
<td>32.1 ± 5.4</td>
</tr>
<tr>
<td>Data</td>
<td>92</td>
<td>46</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>Signal $m_H = 300$ GeV</td>
<td>0.8 ± 0.2</td>
<td>0.4 ± 0.2</td>
<td>1.5 ± 0.3</td>
<td>0.9 ± 0.2</td>
</tr>
</tbody>
</table>
Z + jets, top quark and multijet events in the control samples by ±50% leads to a change in the estimated fake \( r_{\text{had}} \) background by 9.5%. The most important source of systematic uncertainty for the Z \( \rightarrow \tau\tau \) background is the \( t\bar{t} \) subtraction from the Z \( \rightarrow \mu\mu \) sample used for the embedding, due to the uncertainty on the \( t\bar{t} \) normalization. Its effect ranges from 8% to 15%. The overall systematic uncertainties on the total background contributions to the high (low) \( p_T^T \) category of \( m_\tau \geq 2 \) are 12% (9%) for the nonresonant search and 14% (14%) for the resonant search. The largest contributions are from jet and tau energy scales and \( b \)-tagging. The modeling of top quark production is also an important systematic uncertainty for the category with two or more \( b \)-tagged jets and high \( p_T^T \).

The uncertainties on the signal acceptances are estimated from experimental as well as theoretical sources. The total experimental systematic uncertainties vary between 12% and 24% for the categories with two or more \( b \)-tagged jets, and are dominated by the jet and tau energy scales and \( b \)-tagging. Theoretical uncertainties arise from the choice of parton distribution functions, the renormalization and factorization scales as well as the value of strong coupling constant \( \alpha_s \) used to generate the signal events. Uncertainties of 3%, 1%, and 3% from the three sources, respectively, are assigned to all signal acceptances.

For the nonresonant search, the observed ditau mass distribution agrees well with that of the estimated background events as shown in Fig. 3(a). For the resonant search, a small deficit with a local significance of approximately 2\( \sigma \) is observed in the data relative to the background expectation at \( m_{bb} \sim 300 \) GeV as is shown in Fig. 3(b). No evidence of Higgs boson pair production is present in the data. The resulting upper limits on Higgs boson pair production from these searches are described in Sec. IX.

VII. \( hh \rightarrow \gamma\gamma WW^* \)

This section describes the search for Higgs boson pair production in the \( hh \rightarrow \gamma\gamma WW^* \) decay channel, where one Higgs boson decays to a pair of photons and the other decays to a pair of W bosons. The \( h \rightarrow \gamma\gamma \) decay is well suited for tagging the Higgs boson. The small Higgs boson width together with the excellent detector resolution for the diphoton mass strongly suppresses background contributions. Moreover, the \( h \rightarrow WW^* \) decay has the largest branching ratio after \( h \rightarrow bb \). To reduce multijet backgrounds, one of the W bosons is required to decay to an electron or a muon (either directly or through a tau lepton) whereas the other is required to decay hadronically, leading to the \( \gamma\gamma e\nu qq \) final state.

The data used in this analysis were recorded with diphoton triggers with an efficiency close to 100% for diphoton events passing the final offline selection. The diphoton selection follows closely that of the ATLAS measurement of the \( h \rightarrow \gamma\gamma \) production rate [56] and that of the \( hh \rightarrow \gamma\gamma bb \) analysis [21]. Events are required to have two or more identified photons with the leading and subleading photon candidates having \( p_T/\gamma \geq 0.35 \) and 0.25, respectively, where \( m_\gamma \) is the invariant mass of the two selected photons. Only events with \( m_\gamma \) in the range of 105 < \( m_\gamma \) < 160 GeV are considered.

Additional requirements are applied to identify the \( h \rightarrow WW^* \rightarrow e\nu qq \) decay signature. Events must have two or more jets, and exactly one lepton, satisfying the identification criteria described in Sec. III. To reduce multijet backgrounds, the events are required to have \( E_T^{\text{miss}} \) with significance greater than one. Events with any \( b \)-tagged jet are vetoed to reduce contributions from top quark production.

A total of 13 events pass the above selection. The final \( hh \rightarrow \gamma\gamma WW^* \) candidates are selected by requiring the diphoton mass \( m_\gamma \) to be within a ±2\( \sigma \) window of the Higgs boson mass in \( h \rightarrow \gamma\gamma \) where \( \sigma \) is taken to be 1.7 GeV. Due to the small number of events, both nonresonant and resonant searches proceed as counting experiments. The selection efficiency for the \( hh \rightarrow \gamma\gamma WW^* \) signal of SM nonresonant Higgs boson pair production is estimated using simulation to be 2.9%. For the resonant production, the corresponding efficiency varies from 1.7% at 260 GeV to 3.3% at 500 GeV. These efficiencies include the branching ratios of the W boson decays, but not those of the Higgs boson decays.

The background contributions considered are single SM Higgs boson production (gluon fusion, vector-boson fusion, and associated production of \( Wh, Zh, \) and \( t\bar{t}h \)) and continuum backgrounds in the \( m_{\gamma\gamma} \) spectrum. Events from single Higgs boson production can mimic the \( hh \rightarrow \gamma\gamma WW^* \) signal if, for example, the Higgs boson decays to two photons and the rest of the event satisfies the \( h \rightarrow WW^* \rightarrow e\nu qq \) identification. These events would exhibit a diphoton mass peak at \( m_\gamma \). As in the \( hh \rightarrow bb\tau\tau \) analysis, their contributions are estimated from simulation using the SM cross sections [27]. The systematic uncertainty on the total yield of these backgrounds is estimated to be 29%, dominated by the modeling of jet production (27%). The total number of events expected from single SM Higgs boson production is therefore 0.25 ± 0.07 with contributions of 0.14, 0.08, and 0.025 events from \( Wh, t\bar{t}h, \) and \( Zh \) processes, respectively. Contributions from gluon and vector-boson fusion processes are negligible.

The background that is nonresonant in the \( \gamma\gamma \) mass spectrum is measured using the continuum background in the \( m_{\gamma\gamma} \) spectrum. The major source of these backgrounds is \( W\gamma + \) jets events with a \( W \rightarrow e\nu \) decay. These events are expected to have a diphoton mass distribution with no resonant structure at \( m_\gamma \) and their contribution (\( N_{\text{est}}^{\text{SR}} \)) in the signal region, \( m_{\gamma\gamma} \in m_h \pm 2\sigma \), is estimated from the \( m_{\gamma\gamma} \) sidebands in the data:

\[
N_{\text{est}}^{\text{SR}} = N_{\text{Data}}^{\text{SR}} \frac{f_{\text{SB}}}{1 - f_{\text{SB}}}.
\]
Here $N_{\text{Data}}^{\text{SB}}$ is the number of events in the data sidebands, defined as the mass region $105 < m_{\gamma\gamma} < 160$ GeV excluding the signal region. The quantity $f_{\text{SB}}$ is the fraction of background events in $105 < m_{\gamma\gamma} < 160$ GeV falling into the signal mass window, and can in principle be determined from a fit of the observed $m_{\gamma\gamma}$ distribution to an ansatz function. However, the small number of events after the final selection makes such a fit unsuitable. Instead, $f_{\text{SB}}$ is determined in a data control sample, selected as the signal region. The quantity $f_{\text{SB}}$ is excluded to minimize potential signal contamination in the sidebands. The fit yields a value of $f_{\text{SB}} = 0.1348 \pm 0.0001$. Varying the fit range of the sidebands leads to negligible changes. Different fit functions, such as a second-order polynomial or an exponentiated second-order polynomial, lead to a difference of 1.4% in $f_{\text{SB}}$. To study the sample dependence of $f_{\text{SB}}$, the fit is repeated for the control sample without the lepton and $E_T^{\text{miss}}$ requirements. Figure 4(a) shows the $m_{\gamma\gamma}$ distribution of events in the control sample. For the fit, an exponential function is used to model the sidebands and a wider region of $m_{\gamma\gamma}$ falling into $m_{\gamma\gamma} < 160$ GeV. The potential difference between the jet energy scale. The theoretical uncertainties from PDFs, the renormalization and factorization scales, and the strong coupling constant are 3%, 1%, and 3%, respectively, the same as for the $hh \rightarrow bb\tau\tau$ analysis.

The $m_{\gamma\gamma}$ distribution of the selected events in the data is shown in Fig. 4(b). In total, 13 events are found with $105 < m_{\gamma\gamma} < 160$ GeV. Among them, 4 events are in the signal mass window of $m_{\gamma\gamma} < 5$ GeV and $m_{\gamma\gamma} > 15$ GeV. The implications of the search for Higgs boson production pair production, the expected number of signal events is $0.64 \pm 0.05$ for the nonresonant production. For the resonant production, the corresponding numbers of events are $0.47 \pm 0.05$ and $0.72 \pm 0.04$ for a resonance mass of 300 GeV and 500 GeV, respectively. The implications of the search for Higgs boson pair production are discussed in Sec. IX.

### VIII. COMBINATION PROCEDURE

The statistical analysis of the searches is based on the framework described in Refs. [67–70]. Profile-likelihood-ratio test statistics are used to measure the compatibility of the background-only hypothesis with the observed data.
and to test the hypothesis of Higgs boson pair production with its cross section as the parameter of interest. Additional nuisance parameters are included to take into account systematic uncertainties and their correlations. The likelihood is the product of terms of the Poisson probability constructed from the final discriminant and of nuisance parameter constraints with either Gaussian, log-normal, or Poisson distributions. Upper limits on the Higgs boson pair production cross section are derived using the CL$_b$ method [71]. For the combinations, systematic uncertainties that affect two or more analyses (such as those of luminosity, jet energy scale and resolutions, $b$-tagging, etc.) are modeled with common nuisance parameters.

For the $hh \rightarrow b\bar{b}\tau\tau$ analysis, Poisson probability terms are calculated for the four categories separately from the mass distributions of the ditau system for the nonresonant search [Fig. 3(a)] and of the $b\bar{b}\tau\tau$ system for the resonant search [Fig. 3(b)]. The $m_{b\bar{b}\tau\tau}$ distributions of the resonant search are rebinned to ensure a sufficient number of events for the background prediction in each bin, in particular a single bin is used for $m_{b\bar{b}\tau\tau} \geq 400$ GeV for each category. For the $hh \rightarrow \gamma\gamma W^+W^-$ analysis, event yields are used to calculate Poisson probabilities without exploiting shape information. The $hh \rightarrow \gamma\gamma bb$ and $hh \rightarrow b\bar{b}bb$ analyses are published separately in Refs. [21,22]. However, the results are quoted at slightly different values of the Higgs boson mass $m_h$ and, therefore, have been updated using a common mass value of $m_h = 125.4$ GeV [24] for the combinations. The decay branching ratios of the Higgs boson $h$ and their uncertainties used in the combinations are taken from Ref. [27]. Table III is a summary of the number of categories and final discriminants used for each analysis.

The four individual analyses are sensitive to different kinematic regions of the $hh$ production and decays. The combination is performed assuming that the relative contributions of these regions to the total cross section are modeled by the MadGraph5 [39] program used to simulate the $hh$ production.

### IX. RESULTS

In this section, the limits on the nonresonant and resonant searches are derived. The results of the $hh \rightarrow b\bar{b}\tau\tau$ and $hh \rightarrow \gamma\gamma W^+W^-$ analyses are first determined and then combined with previously published results of the $hh \rightarrow \gamma\gamma bb$ and $hh \rightarrow b\bar{b}bb$ analyses. The impact of the leading systematic uncertainties is also discussed.

The observed and expected upper limits at 95% C.L. on the cross section of nonresonant production of a Higgs boson pair are shown in Table IV. These limits are to be compared with the SM prediction of $9.9 \pm 1.3$ fb [17] for $gg \rightarrow hh$ production with $m_h = 125.4$ GeV. Only the gluon fusion production process is considered. The observed (expected) cross-section limits are 1.6 (1.3) pb and 11.4 (6.7) pb from the $hh \rightarrow b\bar{b}\tau\tau$ and $hh \rightarrow \gamma\gamma W^+W^-$ analyses, respectively. Also shown in the table are the cross-section limits relative to the SM expectation. The results are combined with those of the $hh \rightarrow \gamma\gamma bb$ and $hh \rightarrow b\bar{b}bb$ analyses. The $p$-value of compatibility of the combination with the SM hypothesis is 4.4%, equivalent to 1.7 standard deviations. The low $p$-value is a result of the excess of events observed in the $hh \rightarrow \gamma\gamma bb$ analysis. The combined observed (expected) upper limit on $\sigma(gg \rightarrow hh)$ is 0.69 (0.47) pb, corresponding to 70 (48) times the cross

### TABLE IV. The expected and observed 95% C.L. upper limits on the cross sections of nonresonant $gg \rightarrow hh$ production at $\sqrt{s} = 8$ TeV from individual analyses and their combinations. SM values are assumed for the $h$ decay branching ratios. The cross-section limits normalized to the SM value are also included.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>$\gamma\gamma bb$</th>
<th>$\gamma\gamma W^+W^-$</th>
<th>$b\bar{b}\tau\tau$</th>
<th>$b\bar{b}bb$</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected</td>
<td>1.0</td>
<td>6.7</td>
<td>1.3</td>
<td>0.62</td>
<td>0.47</td>
</tr>
<tr>
<td>Observed</td>
<td>2.2</td>
<td>11</td>
<td>1.6</td>
<td>0.62</td>
<td>0.69</td>
</tr>
</tbody>
</table>

$\sigma(gg \rightarrow hh)$ is 0.69 (0.47) pb, corresponding to 70 (48) times the cross-section limit relative to the SM prediction.

<table>
<thead>
<tr>
<th>Analysis</th>
<th>$\gamma\gamma bb$</th>
<th>$\gamma\gamma W^+W^-$</th>
<th>$b\bar{b}\tau\tau$</th>
<th>$b\bar{b}bb$</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected</td>
<td>100</td>
<td>680</td>
<td>130</td>
<td>63</td>
<td>48</td>
</tr>
<tr>
<td>Observed</td>
<td>220</td>
<td>1150</td>
<td>160</td>
<td>63</td>
<td>70</td>
</tr>
</tbody>
</table>
section predicted by the SM. The $hh \to bbbb$ analysis has the best expected sensitivity followed by the $hh \to \gamma\gamma bb$ analysis. The observed combined limit is slightly weaker than that of the $hh \to bbbb$ analysis, largely due to the aforementioned excess.

The impact of systematic uncertainties on the cross-section limits is studied using the signal-strength parameter $\mu$, defined as the ratio of the extracted to the assumed signal cross section [times branching ratio $BR(H \to hh)$] for the resonant search. The resulting shifts in $\mu$ depend on the actual signal-strength value. For illustration, they are evaluated using a cross section of 1 pb for $gg \to (H \to hh)/bb$, comparable to the limits set. The effects of the most important uncertainty sources are shown in Table V. The leading contributions are from the background modeling, $b$-tagging, the $h$ decay branching ratios, jet and $E_T^{miss}$ measurements. The large impact of the $b$-tagging systematic uncertainty reflects the relatively large weight of the $hh \to bbbb$ analysis in the combination. For the $hh \to b\bar{b}\tau\tau$ analysis alone, the three leading systematic sources are the background estimates, jet and $E_T^{miss}$ measurements, and lepton and $r_{had}$ identifications.

For the resonant production, limits are set on the cross section of $gg \to H$ production of the heavy Higgs boson times its branching ratio $BR(H \to hh)$ as a function of the heavy Higgs boson mass $m_H$. The observed (expected) limits of the $hh \to b\bar{b}\tau\tau$ and $hh \to \gamma\gamma WW^*$ analyses are illustrated in Fig. 5 and listed in Table VI (along with results from the $hh \to \gamma\gamma bb$ and $hh \to bbbb$ analyses). The $m_H$ search ranges are 260–1000 GeV for $hh \to b\bar{b}\tau\tau$ and 260–500 GeV for $hh \to \gamma\gamma WW^*$. For the $hh \to b\bar{b}\tau\tau$ analysis, the observed limit around $m_H \sim 300$ GeV is considerably lower than the expectation, reflecting the deficit in the observed $m_{b\bar{b}\tau\tau}$ distribution. At high mass, the limits are correlated since a single bin is used for $m_{b\bar{b}\tau\tau} \gtrsim 400$ GeV. The decrease in the limit as $m_H$ increases is a direct consequence of increasing selection efficiency for the signal. This is also true for the $hh \to \gamma\gamma WW^*$ analysis as the event selection is independent of $m_H$.

The $hh \to \gamma\gamma bb$ and $hh \to bbbb$ analyses are published separately and the mass range covered by the two analyses

---

**TABLE V.** The impact of the leading systematic uncertainties on the signal-strength parameter $\mu$ of a hypothesized signal for both the nonresonant and resonant ($m_H = 300, 600$ GeV) searches. For the signal hypothesis, a Higgs boson pair production cross section $[\sigma(gg \to hh) \times BR(H \to hh)]$ of 1 pb is assumed.

<table>
<thead>
<tr>
<th>Source</th>
<th>$\Delta\mu/\mu$ [%]</th>
<th>Source</th>
<th>$\Delta\mu/\mu$ [%]</th>
<th>Source</th>
<th>$\Delta\mu/\mu$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nonresonant search</td>
<td></td>
<td>Resonant search</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Background model</td>
<td>11</td>
<td>Background model</td>
<td>15</td>
<td>$b$-tagging</td>
<td>10</td>
</tr>
<tr>
<td>$b$-tagging</td>
<td>7.9</td>
<td>Jet and $E_T^{miss}$</td>
<td>9.9</td>
<td>$h$ BR</td>
<td>6.3</td>
</tr>
<tr>
<td>$h$ BR</td>
<td>5.8</td>
<td>Lepton and $r_{had}$</td>
<td>6.9</td>
<td>Jet and $E_T^{miss}$</td>
<td>5.5</td>
</tr>
<tr>
<td>Jet and $E_T^{miss}$</td>
<td>5.5</td>
<td>$h$ BR</td>
<td>5.9</td>
<td>Luminosity</td>
<td>2.7</td>
</tr>
<tr>
<td>Luminosity</td>
<td>3.0</td>
<td>Luminosity</td>
<td>4.0</td>
<td>Background model</td>
<td>2.4</td>
</tr>
<tr>
<td>Total</td>
<td>16</td>
<td>Total</td>
<td>21</td>
<td>Total</td>
<td>14</td>
</tr>
</tbody>
</table>

---

**FIG. 5** (color online). The observed and expected upper limit at 95% C.L. on $\sigma(gg \to H) \times BR(H \to hh)$ at $\sqrt{s} = 8$ TeV as a function of $m_H$ from the resonant (a) $hh \to b\bar{b}\tau\tau$ and (b) $hh \to \gamma\gamma WW^*$ analyses. The search ranges of the resonance mass are 260–1000 GeV for $hh \to b\bar{b}\tau\tau$ and 260–500 GeV for $hh \to \gamma\gamma WW^*$. The green and yellow bands represent $\pm 1\sigma$ and $\pm 2\sigma$ ranges on the expected limits, respectively.
are 260–500 GeV and 500–1500 GeV, respectively. The results of these four analyses, summarized in Table VI, are combined for the mass range 260–1000 GeV assuming the SM values of the h decay branching ratios. To reflect the better mass resolutions of the hh → bbbb and hh → γγbb analyses, the combination is performed with smaller mass steps than those of the hh → bbττ and hh → γγWW* analyses. The most significant excess in the combined results is at a resonance mass of 300 GeV with a local significance of 2.5σ, largely due to the 3.0σ excess observed in the hh → γγbb analysis [21]. The upper limit on \( \sigma(gg → H) \times BR(H → hh) \) varies from 2.1 pb at 260 GeV to 0.011 pb at 1000 GeV. These limits are shown in Fig. 6 as a function of \( m_{h} \). For the low-mass region of 260–500 GeV, both the hh → γγbb and hh → bbττ analyses contribute significantly to the combined sensitivities. Above 500 GeV, the sensitivity is dominated by the hh → bbbb analysis. Table V shows the impact of the systematic uncertainties with the largest impact on the sensitivity are from the uncertainties on the background modeling, b-tagging, jet and \( E_{T}^{miss} \) measurements, and the h decay branching ratios. These limits are directly applicable to models such as those of Refs. [72–77] in which the Higgs boson h has the same branching ratios as the SM Higgs boson.

### X. INTERPRETATION

The upper cross-section limits of the resonant search are interpreted in two MSSM scenarios, one referred to as the hMSSM [28,29] and the other as the low-tb-high [30]. In the interpretation, the CP-even light and heavy Higgs bosons of the MSSM are assumed to be the Higgs bosons h and H of the search, respectively. The natural width of the heavy Higgs boson H where limits are set in these scenarios is sufficiently smaller than the experimental resolution, which is at best 1.5%, that its effect can be neglected.

In the hMSSM scenario, the mass of the light CP-even Higgs boson is fixed to 125 GeV in the whole parameter space. This is achieved by implicitly allowing the supersymmetry-breaking scale \( m_{0} \) to be very large, which is especially true in the low tan β region where \( m_{0} \gg 1 \text{ TeV} \), and making assumptions about the CP-even Higgs boson mass matrix and its radiative corrections, as well as the Higgs boson coupling dependence on the MSSM parameters. Here tan β is the ratio of the vacuum expectation values of the two doublet Higgs fields. The “low-tb-high” MSSM scenario follows a similar approach, differing in that explicit choices are made for the supersymmetry-breaking.

---

**TABLE VI.** The expected and observed 95% C.L. upper limits on \( \sigma(gg → H) \times BR(H → hh) \) in pb at \( \sqrt{s} = 8 \text{ TeV} \) from individual analyses and their combinations. The SM branching ratios are assumed for the light Higgs boson decay.

<table>
<thead>
<tr>
<th>( m_{H} ) [GeV]</th>
<th>Expected limit [pb]</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \gamma \gamma bb )</td>
<td>( \gamma \gamma WW^* )</td>
<td>( b \bar{b} \tau \tau )</td>
</tr>
<tr>
<td>260</td>
<td>1.70</td>
<td>11.2</td>
</tr>
<tr>
<td>300</td>
<td>1.53</td>
<td>9.3</td>
</tr>
<tr>
<td>350</td>
<td>1.23</td>
<td>7.8</td>
</tr>
<tr>
<td>400</td>
<td>1.00</td>
<td>6.9</td>
</tr>
<tr>
<td>500</td>
<td>0.72</td>
<td>5.9</td>
</tr>
<tr>
<td>600</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>700</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>800</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>900</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>1000</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

**FIG. 6 (color online).** The observed and expected 95% C.L. upper limits on \( \sigma(gg → H) \times BR(H → hh) \) at \( \sqrt{s} = 8 \text{ TeV} \) as functions of the heavy Higgs boson mass \( m_{H} \), combining resonant searches in hh → γγbb, bbbb, bbττ, and γγWW* final states. The expected limits from individual analyses are also shown. The combination assumes SM values for the decay branching ratios of the lighter Higgs boson h. The green and yellow bands represent ±1σ and ±2σ uncertainty ranges of the expected combined limits. The improvement above \( m_{H} = 500 \text{ GeV} \) is due to the sensitivity of the hh → bbbb analysis. The more finely spaced mass points of the combination reflect the better mass resolutions of the hh → γγbb and hh → bbbb analyses than those of the hh → bbττ and hh → γγWW* analyses.
The mass of the light Higgs boson is not fixed in this scenario, but is approximately 125 GeV in most of the parameter space. The $m_A$ value grows gradually from 122 GeV at $m_A \sim 220$ GeV to 125 GeV as $m_A$ approaching infinity. Higgs boson production cross sections through the gluon-fusion process are calculated with SusHi 1.4.1 following the prescription of Ref. [29] for the hMSSM scenario and with FeynHiggs 2.10.0 for both scenarios. Higgs boson decay branching ratios are calculated with HDECAY 6.42 following the prescription of Ref. [28–30].

The upper limits on $\sigma(gg \rightarrow H) \times BR(H \rightarrow hh)$ can be interpreted as exclusion regions in the $(\tan \beta, m_A)$ plane. In both scenarios, the Higgs boson pair production rate $\sigma(gg \rightarrow H) \times BR(H \rightarrow hh)$ depends on $\tan \beta$ and the mass of the CP-odd Higgs boson ($m_A$), and so does the mass of the heavy CP-even Higgs boson $H$. The values of $m_A$ and $m_H$ are generally different: $m_H$ can be as much as 70 GeV above $m_A$ in the parameter space relevant for this publication with the difference in masses decreasing for increasing values of $\tan \beta$ or $m_A$. Constant $m_H$ lines for a few selected values are shown in Fig. 7. The decay branching ratios of the light Higgs boson in these scenarios depend on $\tan \beta$ and $m_A$ and are different from the corresponding SM values used to derive the upper limits shown in Table VI. The upper limits, as functions of $m_H$, are recomputed; the $hh$ decay fractions for each final state are fixed to their smallest value found in $1 \leq \tan \beta < 2$, the range of the expected sensitivity. This approach yields conservative limits, but simplifies the computation as the limit calculation does not have to be repeated at each $\tan \beta$ value. The results are used to set exclusions in the $(\tan \beta, m_A)$ plane as shown in Fig. 7. The analysis is sensitive to the region of low $\tan \beta$ and $m_A$ values in the range $\sim 200 - 350$ GeV. For $m_A \lesssim 200$ GeV, $m_H$ is typically below the $2m_h$ threshold of the $H \rightarrow hh$ decay, whereas above 350 GeV, the $H \rightarrow hh$ decay is suppressed because of the dominance of the $H \rightarrow \tau \tau$ decay.

FIG. 7 (color online). The observed and expected 95% C.L. exclusion regions in the $(\tan \beta, m_A)$ plane of MSSM scenarios from the resonant search: (a) the hMSSM scenario and (b) the low-tb-high scenario. The green dotted lines delimit the expected exclusion regions. The gray dashed lines show the constant values of the heavy CP-even Higgs boson mass. The improved sensitivity in the expected exclusion on the contour line of $m_H \sim 260$ GeV reflects the improved expected limit on the cross section while the hole or the wedge around the $m_H \sim 325$ GeV contour line in the observed exclusion is the result of a small excess at this mass; see Fig. 6. The gray shaded region in (b) shows the region where the mass of the light CP-even Higgs boson is inconsistent with the measured value of 125.4 GeV. There is no such region in (a) by construction.

XI. SUMMARY

This paper summarizes the search for both nonresonant and resonant Higgs boson pair production in proton-proton collisions from approximately 20 fb$^{-1}$ of data at a center-of-mass energy of 8 TeV recorded by the ATLAS detector at the LHC. The search is performed in $hh \rightarrow b \bar{b} \tau \tau$ and $\gamma\gamma WW^*$ final states. No significant excess is observed in the data beyond the background expectation. Upper limits on the $hh$ production cross section are derived. Combining with the $hh \rightarrow b \bar{b} bb$, $b \bar{b} bb$ searches, a 95% C.L. upper limit of 0.69 pb on the cross section of the nonresonant $hh$ production is observed compared with the expected limit of 0.47 pb. This observed upper limit is approximately 70 times the SM $gg \rightarrow hh$ production cross section. For the production of a narrow heavy resonance decaying to a pair of light Higgs bosons, the observed (expected) upper limit on $\sigma(gg \rightarrow H) \times BR(H \rightarrow hh)$ varies from 2.1 (1.1) pb at 260 GeV to 0.011 (0.018) pb at 1000 GeV. These limits are obtained assuming SM values for the $h$ decay branching ratios. Exclusion regions in the parameter space of simplified MSSM scenarios are also derived.
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