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Abstract

The enormous potential of cloud computing for improved and cost-effective service has generated unprecedented interest in its adoption. However, a potential cloud user faces numerous risks regarding service requirements, cost implications of failure and uncertainty about cloud providers’ ability to meet service level agreements. These risks hinder the adoption of cloud computing.

We motivate the need for a new requirements engineering methodology for systematically helping businesses and users to adopt cloud services and for mitigating risks in such transition. The methodology is grounded in goal-oriented approaches for requirements engineering. We argue that Goal-Oriented Requirements Engineering (GORE) is a promising paradigm to adopt for goals that are generic and flexible statements of users’ requirements, which could be refined, elaborated, negotiated, mitigated for risks and analysed for economics considerations. The methodology can be used by small to large scale organisations to inform crucial decisions related to cloud adoption.

We propose a risk management framework based on the principle of GORE. In this approach, we liken risks to obstacles encountered while realising cloud user goals, therefore proposing cloud-specific obstacle resolution tactics for mitigating identified risks. The proposed framework shows benefits by providing a principled engineering approach to cloud adoption and empowering stakeholders with tactics for resolving risks when adopting the cloud.

We extend the work on GORE and obstacles for informing the adoption process. We argue that obstacles’ prioritisation and their resolution is core to mitigating risks in the adoption process. We propose a novel systematic method for prioritising obstacles and their resolution tactics using Analytical Hierarchy Process (AHP). To assess the AHP choice of the resolution tactics we support the method by stability and sensitivity analysis.
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CHAPTER 1

Introduction

In my beginning is my end

East Coker, T.S. Eliot
Cloud computing is being heralded as the next big thing. Buyya et al. have defined cloud as:

“A Cloud is a type of parallel and distributed system consisting of a collection of inter-connected and virtualized computers that are dynamically provisioned and presented as one or more unified computing resources based on service level agreements established through negotiation between the service provider and consumer” [37].

The ever increasing need for data processing, storage, elastic and unbounded scale of computing infrastructure has provided great thrust for shifting the data and computing operations to the cloud. IBM advocates cloud computing as a cost effective model for service provision [82]. The adoption of cloud computing is gaining momentum because most of the services provided by the cloud are low cost and readily available. The pay-as-you-go structure of the cloud is particularly suited to Small and Medium Enterprises (SMEs) who have little or no resources for IT services [25]. The growing trend of cloud computing has led to many organisations and even individuals moving their computing operations, data, and/or commissioning their e-services to the cloud. Moving to the cloud has reduced the cost of computing and operations due to resource sharing, virtualization, lower maintenance cost, lower IT infrastructure cost, lower software cost, expertise utilization and sharing etc. [114]. For example, the New York Times managed to convert 4TB of scanned images containing 11 million articles into PDF files, which took 24 hours for conversion and used 100 Amazon EC2 Instances [71]. Such relatively quick conversion would be very expensive if done in-house. The term cloud computing may simply refer to different applications over the Internet or the hardware shared between different users [18].

In a cloud, hardware/software are shared and utilized as services at lower cost. The principle that underlies the cloud is provision of services on demand. These services could come with different flavors. Many services are now offered in the realm of cloud computing. Recent years have seen a tremendous increase in adoption of these cloud services. Despite the popularity of the cloud as a paradigm for providing services under the “utility” based model, little has been discussed in systematically engineering the adoption process. Regardless of the type of
cloud service, the fundamentals of adoption tend to be the same.

Adoption has covered several type of cloud services ranging from software, platform, infrastructure, data etc. as a service. For example in Software as a Service (SaaS), services are delivered as single application through the browser to thousands of users. Users are not required to invest in purchasing servers or software licensing. Payment is made on the basis of the data transferred and some fixed rent. Google App Engine is a representative example of SaaS. Another cloud model which is widely adopted is Infrastructure as a Service (IaaS). IaaS is a model in which an organization outsources the equipment required to perform operations like storage, hardware, servers etc. A cloud service provider provides all the hardware needed for operations and is responsible for maintaining it. The client pays for what he uses. Amazon’s Elastic Compute cloud is an example of such a service. Among other models of cloud is Platform as a Service (PaaS) where a cloud provider provides a platform to the user on which a user can develop an application. The applications are delivered to the users through the cloud service provider’s infrastructure. Coghead and Google App Engine are examples of Paas.

While cloud computing offers significant cost advantages, it can expose business organizations to significant risks. For example, cloud clients are often not given in-depth insights into the cloud provider’s infrastructure, and supplier relationships. Such lack of oversight and control if not pro-actively evaluated and managed, already during cloud adoption, can lead to unexpected adverse costs to the business. Furthermore, Service Level Agreements (SLAs) are often one sided and non-negotiable, transferring all liabilities and cost to the client.

According to a 2013 Forbes survey, almost 69% of businesses have established separate cloud budgets, at a mean of 8.2M USD annually, and by 2016 the worldwide cloud computing market is expected to grow at an annual compound rate of 36% to a market size of $19.5B. Although businesses are already embracing the cloud, it is unclear whether businesses, and in particular small to medium size businesses are aware of the range of risks the adoption of cloud computing can expose the business to. For example, according to the aforemen-
tioned Forbes survey, 30% of respondents cited security as their biggest concern during cloud adoption. However, the range of risks businesses can get exposed to is much broader, with security being an important “pain” point, but, certainly not the only significant one. Businesses currently seem to mitigate risks in a whole-sale manner by adopting internal clouds rather than taking more advantage of 3rd party cloud providers. Nevertheless, with a reported significant increase in projects for assessing adoption of external clouds as part of an overall IT strategy, there is clearly a need for offering a methodical approach to support the evaluation and management of cloud adoption risks to business organizations.

Client organizations typically have very limited access and knowledge of the cloud’s internal design. Infrastructure descriptions provided are often high-level and ambiguous. Another risk area is upgrades. Cloud providers retain full control over their systems’ upgrade choices and schedule. As a result, cloud users can be placed in unexpected adverse situations over which they have no control, leaving them at times with last resort choices only, of switching cloud providers. In cloud context, a service level agreement is expected to mediate consumers’ expectations with respect to cloud service provision. As a rule, the cloud is often a “black box”, a user has little or no control over the promises set by cloud’s SLAs. Cloud users mostly are not given an option to negotiate the SLAs with the cloud provider and therefore must agree with the set terms and conditions. Despite the fact that businesses have already started to exploit the potentials of the cloud as a paradigm for services, there is an absence for foundation and methodologies for informing the process of cloud adoption to mitigate the risks.

1.1 Motivation

We looked at a case study of a leading cloud service provider referred to as *Indus* throughout this thesis. The case study revealed that there are many risks associated with cloud adoption. Since the cloud is perceived as a “black box”, a user has little or no control over the promises set by cloud’s SLAs. For instance, the user cannot negotiate the SLAs with the cloud service
provider and hence has to agree with the set terms and conditions.

As an example, Indus sufficiently describes their security mechanisms in the agreement accompanying their SLAs “Indus Web Services Customer Agreement.” Interestingly enough, Indus mentions that the nature of communication over the Internet is unpredictable and largely insecure. Given the vulnerability of the Internet, Indus cannot guarantee the security of users’ content. While Indus strives for a secure environment, the security responsibility and accountability lie solely on the users and the organisation using the services. In the event of any breach in security requirements, Indus is not entirely liable to the user for any unauthorized access, use, deletion, corruption or destruction of the user’s content. The service provider has attempted to win the confidence and trust of the users by publishing the agreement, yet it has failed to ascertain the individual needs of different users. Indus has a shared responsibility environment for the safety of user’s content, where one of the inherent problems with such “joint” responsibility is that it makes accountability difficult. Referring to the SLAs terms and conditions, Indus absolves itself of any responsibility in the wake of anything going wrong. For instance, Indus recommends customers to encrypt data transferred over the network. There are tradeoffs involved with large data encrypted over the network: this will lead to higher processing time, which might affect cloud performance and consequently violate the promises set in the SLA. Despite the promised dynamic elasticity of cloud architecture, resources continue to be scarce. E.g. enhancing security provision may cause a performance bottleneck. As a result, the promised Quality of Service (QoS) often not be met as the SLA terms and conditions stipulate.

While service providers publish SLAs to win the confidence and trust of the users they fail to address individual needs of different users. Instead, broad solutions are suggested, at the expense of clients such as recommendations that customers encrypt data transferred over the network (e.g. section 4.2 of the Indus web services customer agreement). Careful reading of Indus Web Services' customer agreement shows that the company is not liable if your data is altered or deleted, nor if it is affected by any kind of security breach [10]. The only thing the
company promises in the service agreement is that the cloud will be available 99.95% of the time. If it isn’t, the customer gets compensation in the form of credit.

That means if the customer has paid upfront for using the cloud for ten hours, they are tied to the contract, even if the uptime is below 99.95%. All they get if the service was down is more time in the cloud. They don't even get a refund.

This is a significant problem that could put customers off. If a business has stored large amounts of data in a cloud service and there is a fault, the cost of the downtime - even if it is very short - may be significant. It might even be more than the investment made in using the cloud service in the first place.

Getting locked into the wrong cloud in this way is a major concern for users and prevents them from adopting the new service. Due to largely non-negotiable nature of service agreements, users have little recourse if things go wrong. The cloud service provider is always in a win-win situation. We identified a number of other risks that cloud users might come across. These included the potential for insiders with malicious intent to access their data; difficulty accessing the data for other reasons; and the need to comply with certain standards set by the industry. Problems like these could lead to financial losses, a loss of customer trust, damage to business reputation, losing company secrets and even the risk of going bust. The risks are huge and cannot be ignored.

We call for a novel requirements engineering methodology for cloud adoption, which could assist businesses in screening, selecting cloud service providers and negotiating their services and qualities of provision. The framework aims at helping businesses screen, match, and negotiate their requirements against cloud services' provision. The framework will also assist in the problem of managing the tradeoffs associated with matches and mismatches of users’ requirements against cloud's provision. Such provision aims at objectively evaluating the strategic decisions, satisfaction of the technical and operational goals, cost and value of such decisions and the tradeoffs involved in moving to the cloud. Despite the rapid growth
of cloud use, there is a general lack of systematic methodologies aiming at screening the cloud according to user requirements. Decisions regarding the selection of cloud service providers are made on ad hoc basis based on recommendations or on the reputation of the service provider. The lack of such methodologies exposes businesses considering the cloud to unpredictable risks. It would be expensive to get “locked in” with a wrong cloud. Evaluating pre adoption choices at early stages is a cost-effective strategy to mitigate risks of probable losses due to wrong or unjustified selection decisions. Furthermore, the framework aims at assisting users in assessing their requirements against cloud provision. Due to the dynamic nature of the cloud, mismatches may occur between what is required by the user and what is provided by the cloud provider. The framework will assess the suitability of cloud service providers by exploring mismatches, managing risks, and suggesting possible tradeoffs. We use a goal-oriented approach for modelling user requirements for cloud provision. The expected beneficiaries of the work are small to large businesses, educational institutes and even individuals, who wish to exploit the cloud. Such work is novel and bridges an important gap in making the process of cloud adoption more transparent, systematic and user oriented.

1.2 Problem

The adoption of cloud services has gained momentum over the past few years. Almost everyone is signing up to the cloud due to its unbounded scalability and lower costs. Currently, cloud services are adopted after getting inputs from the existing users, cloud SLAs, cloud whitepapers etc. Service-based on demand applications change their features at runtime. Which means, that they have the ability to change thier functionality and quality of the service at runtime. Due to the frequent evolution of the cloud services it becomes extremely difficult for the cloud to adhere to user requirements. The inability of cloud services to satisfy user requirements may result in significant risks. The cloud providers’ SLAs are generally one-sided and static. Due to this static nature of the cloud SLAs, users usually have to compromise on
the set terms and conditions of the service level agreements.

We are the first to develop a framework which systematically helps users in screening and selecting the cloud according to user requirements [177]. Previously, users were unable to evaluate the cloud services and therefore had to sign up to the cloud, accepting the known and unknown risks that may arise due to failure of the cloud to meet their requirements. Since little is known about the internals of the cloud service provider, there has been increasing pressure for benchmarks to evaluate the cloud service at all times. Since cloud services are designed to address the market needs and not of one customer therefore a user will have to engage in requirements negotiation. Negotiation of requirements may result in new requirements and tradeoffs. The new set of requirements after negotiation may result in new risks, we therefore believe that requirements engineering and risk management for cloud is a continuous process. Earlier, there was a complete lack of a risk management framework with respect to user requirements in the process of cloud adoption.

1.2.1 Research Scope

To adopt a cloud according to user requirements it is necessary for the user to understand the SLAs provided by the cloud service provider and any known, and unknown risks that come with those SLAs. It is also important to understand that little is known about the cloud internals and therefore users have to evaluate the cloud according to the easily available information through SLAs, whitepapers, benchmarks etc. The evaluation process for selecting a suitable cloud involves the following group of stakeholders:

- **Cloud Service Consumer/User**: Any organization or user(s) who evaluate a cloud service according to the requirements.

- **Cloud Service Providers**: Companies responsible to provide cloud services of any kind such as Amazon Elastic Compute Cloud or Google App Engine.
The primary motivation of this thesis as discussed earlier is to investigate the process of cloud service evaluation and selection. Another important topic we aim to explore is the risk mitigation process during the cloud service evaluation and selection. More specifically, this thesis addresses the following issues:

**Acquiring, refining and negotiating the requirements** - Cloud computing is a very dynamic environment. User requirements change as rapidly as the features of the cloud services. It is therefore important to continuously involve the stakeholders in the requirements engineering process for the cloud. The generic requirements are first acquired from the users and later refined in the light of cloud SLAs. Since cloud services are not particularly designed for any user therefore, not all requirements may be met. The users should therefore be willing to negotiate their requirements against the cloud service provisions.

**Risk analysis** - The adoption of cloud services involves many risks. In order to make sensible decisions, users wishing to adopt the cloud services have to assess the risks involved while evaluating the cloud services.

**Tradeoff analysis** - When adopting cloud services, users have to make tradeoffs among requirements, cloud features, risks and costs. We aim to analyze and manage these tradeoffs. We would like to see how some tradeoffs may result into risks and how they can be mitigated.

**Risk prioritization and mitigation** - Not all risks may be critical. Some risks may be accepted due to their little impact on the users’ system. This topic has been addressed with detail in this thesis. We have proposed some abstract and concrete risk mitigation tactics for cloud adoption. Risks have been prioritized using Analytical Hierarchy Process. To assess the prioritization of the risk and risk mitigation tactics we support the method by stability and sensitivity analysis.
1.3 **Research Objectives**

We briefly argued in the previous sections that numerous risks are involved when we adopt cloud services. An important question therefore is whether these risks can be mitigated or minimized through systematic engineering of requirements during the cloud adoption process. The objectives of this thesis are:

- To present a framework for acquiring, refining and negotiating user requirements while adopting cloud services.
- To mitigate the risks associated with cloud adoption.
- To propose a framework for screening and selecting cloud services according to user requirements.
- To propose techniques for mitigating the risks that may arise due to unfulfilled user requirements.
- It is important to rank risks according to their significance [29]. We therefore aim to propose a method for prioritizing and mitigating the identified risks.

1.4 **Research Questions**

We argue that evaluating the cloud services with respect to user requirements helps in mitigating the risks associated with its adoption. The thesis will therefore attempt to answer the following questions:

- Why a systematic requirements engineering framework is needed to help users in early informed decisions related to cloud service provider selection?
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• How the framework would help users in identifying and mitigating the risks associated with cloud adoption?

• How will the proposed framework help in resolving the conflicts and managing tradeoffs among the user requirements?

• Will risk prioritization help in mitigating the risks effectively?

1.5 Contributions of This Thesis

The thesis is the first attempt to motivate a requirements engineering approach for cloud adoption. The claim is evidenced by citations and followup by other researchers. In particular the thesis claims to be the first to formulate the adoption problem from the requirements engineering perspective. This thesis makes the following contributions:

• The investigation has clarified the commonality and variability between classical requirements engineering (RE) and RE for emerging cloud paradigms. The thesis has questioned the relevance of classical RE definitions and their fit to the cloud. We have explored the shortcomings of the classical RE in the case of cloud. Based on these shortcomings we have motivated the need for a “customized” RE process for cloud adoption.

• This thesis builds on sound and influential work in RE to propose a systematic method which could help cloud users to make better informed decisions and uncover the potential risks in moving to the cloud. The method is grounded in goal-oriented requirements engineering. We have proposed a goal-oriented requirements engineering based method for modeling user requirements and using them for screening and selecting cloud service providers. The important phase of this method is matching of user requirements.

1Our paper, “Cloud Adoption: A Goal-Oriented Requirements Engineering Approach” has so far been cited 46 times.
requirements with the provisions of cloud service providers.

• Upon application of the method, the success of adoption depends on the extent to which the cloud provision meets user requirements. It is imperative that the matching is a complex process which can uncover many risks. The method is supported with a notation which can help in modeling the risks and systematically resolving them through appropriate tactics/risk resolution strategies which are grounded on GORE.

Specifically, we have introduced the notion of obstacles in the cloud adoption process. Obstacles can be indicative of risks and should be resolved. We have proposed some abstract and concrete obstacle resolution tactics for mitigating the risks. We have also used utility theory for prioritizing obstacles and goals to determine their criticality in the system.

• The decision problem could become complex due to numerous requirements and the inability of the cloud to meet them. The mismatches between requirements and cloud features may be indicative of risks. Not all risks may be critical and therefore it is important to prioritize risks. After prioritization it can be decided whether risks are to be resolved or ignored. We have used AHP to prioritize obstacles and obstacle resolution tactics for risk mitigation. We have also done the stability analysis of the AHP choice of the resolution tactics.

• We evaluate the proposed framework on two non-trivial case studies to see the applicability of our method. We have found that our method has helped the organizations to model their requirements and have uncovered the risks that may have gone unnoticed otherwise. The proposed method has helped in prioritizing the risks according to their significance and has successfully resolved the risks through the proposed tactics. We have also evaluated different phases of the method under the criteria of subjectivity, scalability and completeness.
1.6 Structure of the Thesis

The overview of the thesis is outlined below

- **Chapter 2: Classical RE Vs RE for Cloud Adoption** Cloud computing has been an active research topic in software engineering in the past decade. Some publications have dealt with engineering requirements for cloud computing. However, they have not explored the differences between classical requirements engineering and RE for cloud computing. The goal of this chapter is to provide a comprehensive and structured overview of current requirements engineering practices and to identify the difference between the classical RE and cloud RE. Requirements engineering for cloud is a complex problem due to its ever changing features and volatile nature. The chapter motivates the need for cloud RE due to the differences between the traditional RE and cloud RE. The main objective of this chapter is to highlight the challenges faced by researchers and practitioners for adopting cloud services in the light of user requirements.

- **Chapter 3: Background and Related Work** The chapter gives background on GORE and current requirements engineering methods for cloud adoption.

- **Chapter 4: Cloud Adoption: A Goal-Oriented Requirements Engineering Approach**

  The chapter motivates the need for a new requirements engineering methodology for systematically helping businesses and users to adopt cloud services and for mitigating risks in such a transition. The methodology is grounded in goal-oriented approaches for requirements engineering. We describe the steps of the proposed process for screening and selecting the cloud services.

- **Chapter 5: Using Obstacles for Systematically Modeling, Analysing and Mitigating Risks in Cloud Adoption**

  This chapter motivates the need for a systematic approach to cloud adoption from
the risk perspective. The enormous potential of cloud computing for improved and
cost-effective service delivery for commercial and academic purposes has generated
unprecedented interest in its adoption. However, a potential cloud user faces numerous
risks with respect to service requirements, cost implications of failure and uncertainty
about cloud providers’ ability to meet service level agreements. Hence, we consider two
perspectives of a case study to identify risks associated with cloud adoption. We propose
a risk management framework based on the principles of GORE. In our approach we
liken risks to obstacles encountered while realising cloud user’s goals, therefore we
propose cloud-specific obstacle resolution tactics for mitigating identified risks. Our
proposed framework shows benefits by providing a principled engineering approach
to cloud adoption and empowering stakeholders with tactics for resolving risks when
adopting the cloud.

• Chapter 6 Cloud Adoption: Prioritizing Obstacles and Obstacle Resolution Tactics
Using AHP

There are numerous risks which hinder the adoption of cloud. We extend the work
on goal-oriented requirements engineering and obstacles for informing the adoption
process. We argue that obstacle prioritization and their resolution is core to mitigating
risks in the adoption process. We propose a novel systematic method for prioritizing
obstacles and their resolution tactics using Analytical Hierarchy Process. We provide
an example to demonstrate the applicability and effectiveness of the approach. To
assess the AHP choice of the resolution tactics we support the method by stability and
sensitivity analysis.

• Chapter 7 Evaluation Two different non-trivial case studies were used to illustrate the
applicability of the proposed framework. We have evaluated each phase of the proposed
method under the criteria of scalability, completeness and subjectivity. The proposed
method has shown benefits by revealing the risks which otherwise could have gone
unnoticed and through mitigating them.
• **Chapter 8: Conclusion and Future Work** we reflect on the journey of this thesis, and present concluding thoughts about directions that this research can take, in the future.

### 1.6.1 Publications

On page [v] we provided a list of publications that were generated, during work on this thesis. This thesis contains, and must be considered, the definitive reference of details and ideas, present in those publications.
Perhaps the central problem we face in all of computer science is how we are to get to the situation where we build on top of the work of others rather than redoing so much of it in a trivially different way. Science is supposed to be cumulative, not almost endless duplication of the same kind of things.

Richard Hamming
2.1 Introduction

Adopting cloud and its services brings fundamental changes in how organizations think and engineer their requirements. These changes are induced by the characteristics of the cloud as a shared and dynamic environment motivated by the economies of scale. As a result, cloud and its services are designed to satisfy the generic and wider requirements of the market, instead of satisfying the requirements of a particular organization(s) or user. Despite the perceived benefits of the cloud, the environment introduces several challenges for requirements engineers. As an example, the generic nature of the cloud provision calls for an extensive process of evaluation, negotiation and prioritisation during the adoption process. Unlike classical requirements engineering, these processes should cater for scale, decentralisation, uncertainties and heterogeneity making traditional approaches limited in their applicability. Consequently, interleaving the adoption process with requirements specifications tends to be a tiresome, complex task. Nevertheless, a successful adoption of the cloud with respect to user requirements depends on the effective and efficient evaluation, screening and selecting of all potential cloud candidates. The evaluation of cloud service providers involves matching between the user requirements and features of the cloud. Mismatches or conflicts may occur between features of the cloud and what is required by users during the evaluation process of the cloud. Because of the conflicts which may arise during the evaluation of the cloud, a continual process of tradeoffs and negotiation should be performed. It is important that we balance the requirements of users with the features of cloud services. Any lack of adequate support for engineering requirements means that many screening and selection decisions tend to be biased based on the reputation of a cloud provider, their Service Level Agreement statements, past experiences and the like from subjective and ad-hoc inputs.

This chapter aims to explain the fundamental differences between traditional requirements engineering and requirements engineering for cloud. We first review some classical definitions for requirements engineering. We then discuss their limitation in addressing clouds’ needs.
2.2 Motivation

Cloud computing allows the user to access data anywhere and anytime. In conventional computing the user can only access data from the system on which he has stored it. If the user needs to access the data in another system then he needs to store it on an external storage device. The user can, not only access his data anywhere but also work on a software without installing it on his system. Cloud computing therefore helps reduce the cost of software licensing and maintenance. User does not need to buy a new hardware for usage, instead he can use the cloud and pay for whatever space he is using for his data. Cloud computing allows users to pay for whatever capacity is needed unlike traditional computing which requires a lot of software and hardware establishment. So while traditional computing takes place on user's hard drive and on-site servers, cloud computing takes place on third party remote servers. Since there is a significant difference in a traditional system and a cloud based system, the requirements engineering for cloud is also significantly different.

We compare engineering requirements for cloud with classical RE. In traditional systems development, the requirements engineering activity involves obtaining stakeholders requirements, refining requirements into non-conflicting requirements statements and validating these requirements. The objective of a requirements engineer is to ensure that the requirements specification meets stakeholders’ needs and represents a concise description of the system to be developed. The specified requirements are then used for software architecture design, implementation and testing. The requirements engineering process for cloud is different from those of traditional systems. One fundamental difference is the dynamic nature of cloud which also makes the RE process for cloud very dynamic. We present a detailed analysis of these differences. Requirements engineering for cloud can have two perspectives. The RE for cloud can be either for designing and deploying a service on cloud or it can be for adopting the cloud services. Our research is focused on engineering requirements for adopting cloud services.
Service-oriented computing and cloud computing are the reciprocals of each other. While service-oriented computing provides computing of the services, cloud computing provides services of the computing [166]. Requirements engineering for service-oriented architecture is different than for cloud adoption. Where Service-Oriented Architecture (SOA) is an architectural style for building a software. You can build an application by putting together different kind of services e.g. web services. The service-oriented architecture allows different kind of applications to exchange data as they participate in business processes [95]. Software as a service are basically stand-alone applications that offer business solution [95]. SaaS delivers software as utility services and charges on a per-use basis [95]. Service-oriented computing splits the developers into three independent but collaborative entities: the application builders (service requestors), the service brokers (or publishers), and the service developers (or providers) [150]. The responsibility of service developers is to develop software services that are loosely coupled. The service brokers publish the available services. The application builders find the available services through service brokers and use the services to develop new applications. The application development is done via discovery and composition rather than traditional design and coding [150]. RE for cloud is different than that of SOA. In the cloud, applications are owned by the cloud providers and the user can only execute it. In a SOA model the constituent components of the software are reusable services. In SOA, it’s possible to combine services which results in creation of other services. Therefore, RE for cloud is heavily dependent on the matching of user requirements with the features of the cloud service provider. The services offered by the cloud are stand-alone which cannot be enhanced by consolidation of multiple services into a single composite service like SOA. Therefore, RE for cloud adoption looks at the features of the cloud for screening the cloud according to user requirements. Whereas, RE for SOA not just selects an existing service but can also build a new service by combining few additional services which are loosely coupled. According to [40] reusing existing components reduces the risk of introducing new failures into the process of enhancing or creating new business services. [111] identifies some of the risks across different viewpoints of an overall SOA-based Enterprise architecture. Risk
evaluation for SOA is a heuristic process as the risks can be interdependent and can impact each other during implementation.

Cloud services are designed to cater to the needs of a mass market instead of satisfying the requirements of a particular user/organization and it is not guaranteed that available cloud will meet all requirements of the users. The major difference between classical requirements engineering and cloud RE is that the requirements for cloud do not need to be complete. Cloud and Commercial Off The Shelf (COTS) products exhibit similar characteristics, therefore the RE for cloud heavily borrows ideas from COTS RE like requirement flexibility, conflict management, negotiation etc. RE for COTS has addressed the issues of conflicting requirements, tradeoffs, matching between user requirements and COTS features, and negotiation. Despite similarities between cloud and COTS there are significant differences that we have to consider while adopting cloud. In the case of COTS once the product is acquired it remains within the organization where the organization has full control over its functionality. Cloud can change functionality at will. According to Indus’ webs services’ customer agreement, SLAs and service terms may be updated from time to time without any prior notice to the user. Cloud users have to rely on available benchmarks to see if the adopted cloud is functioning according to the promised SLAs. There is an increasing pressure for providing benchmarks for cloud services because unlike COTS products, cloud services which are offered as instances cannot be compared. As opposed to COTS where the organization knows how many features of a particular COTS product are being used, features of the cloud tend to be accessed on-demand instances.

To summarize, we can say that the objectives of this chapter are:

- To see how cloud services and traditional software are different. We would also like to see whether classical RE frameworks can be applied to the case of cloud or a different RE framework is needed.

- Although cloud and COTS exhibit similar characteristics, we need a different RE frame-
work for cloud; as cloud is not acquired as a product but is an instance based service.

- Due to dynamic nature of the cloud there are frequent changes in the cloud SLAs which effect the user requirements. We would like to know whether classical RE frameworks deal with this kind of service evolution and how this can be applied to the case of cloud.

2.3 Requirements Engineering for Cloud

Cloud services are instance-based offered under elastic and on-demand provision. It is often the norm that cloud providers are unable to guarantee similar performance for all instances due to fluctuating traffic and over-provisioned resources [83]. As a result, behavior tends to fluctuate and can’t be guaranteed. Furthermore, though a cloud service may functionally match users’ requirements, non-functional requirements are often difficult to achieve and maintain precision. Being a multi-tenant environment makes it extremely difficult if not impossible to cater for the wide variation of requirements; henceforth, challenging precision.

Cloud services are more complex due to their dynamic nature. Cloud services keep evolving at all times. Evolution is not a new phenomenon in software engineering. Classically some of the researchers and practitioners have used the term "evolution" as a substitute for maintenance. Evolution of software, open source software and COTS have been widely discussed by researchers. In open source software the system evolves when there is a change in the code by any volunteer programmer [70]. However, the originator of the software is free to decide which contribution(s) can be part of the final software [70]. Software evolution is related to the dynamic behavior of programming system as they are maintained and enhanced over their lifetime [24]. COTS products are susceptible to evolution, due to its need to achieve and maintain a broad customer base [50]. Even though cloud services and COTS both are designed to cater to the needs of a market instead of a single person or organization, there is a significant difference in how they evolve. COTS are acquired as a product whereas cloud
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services are offered as instances. The instances are created on demand and may be different from each other. In a cloud environment, it’s not only the service which is dynamic in nature but also the number of stakeholders and their requirements. The number of stakeholders decrease/increase over time. Their requirements keep changing as they need to adjust themselves to ever changing cloud services. Evolution of services in the cloud case is therefore more complicated as compared to open source software and traditional software development as there is not one person who approves the changes made in the software. Due to the rapid evolution of cloud services and user requirements; requirements engineering for cloud is challenging.

Cloud services to a big extent are delivered as a “black-box” and hence the user has no control over the product. Due to the market competition and their dynamic nature, cloud services evolve frequently. Since little is known about the internal architecture, adopting a specific cloud type and provider may be considered risky. The user has to trust the cloud based on their available SLAs and market reviews (in some cases benchmarks). RE is particularly challenging for cloud adoption as the cloud is not adopted as a single product but instead an ecosystem of components (or technologies). This means that everything from the infrastructure to the software can be outsourced to meet the users’ needs. Since cloud has a pay-as-you-go structure therefore it is only used when the user needs it and relinquishes the service when the job is done. Cloud services are offered in the form of instances. Instances are dynamically created: therefore their performance varies over different period of time. E.g the servers may be slow in responding during peak time. Cloud users have to rely on the available benchmarks to see if the adopted cloud is functioning according to the promised SLAs.

Cheng et al. in [41] have defined different research strategies in requirements engineering. One of which is paradigm shift. Paradigm shift in RE is something which dramatically changes the way of thinking which ensues a revolution in knowledge or technology. Requirements engineering for cloud is a paradigm shift keeping in view the necessary steps involved in RE for cloud. In the light of the classical requirements engineering definitions we compare the
cloud RE in Table 2.1

Table 2.1: Classical vs Cloud RE

<table>
<thead>
<tr>
<th>Classical Requirements Engineering</th>
<th>Requirements Engineering for Cloud</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structured set of activities [138] which include requirements elicitation, requirements analysis, validation and documentation.</td>
<td>When adopting cloud for a very simple problem RE activities for cloud can be straightforward where all requirements can be satisfied by the cloud without negotiation. For a large and complex set of requirements the cloud adoption process may not be easy. There might be conflicts and tradeoffs between requirements which may require negotiation. Frequent evolution of cloud services results in frequent evolution of requirements [179]. RE activities are heavily dependent on the SLAs [179]. RE activities for cloud are highly iterative and cannot be structured due to highly volatile cloud services.</td>
</tr>
<tr>
<td>Influenced by social and organizational behavior. Discovering the purpose for which the system is intended and identifying stakeholders [124]</td>
<td>In case of cloud, users are scattered over different locations and therefore their social background and organizational behavior is difficult to gauge [92]. Instance based provision makes it difficult to obtain requirements. Stakeholders are distributed across multiple locations and its a daunting task to identify them.</td>
</tr>
<tr>
<td>Precise specification of software behavior and their evolution over time and across software families [180]</td>
<td>In cloud RE precise specification is difficult if not impossible. Since cloud is an instance based, open environment accessible to multi-tenant [113] users the behavior of the cloud cannot be precise and so its specification.</td>
</tr>
<tr>
<td>To provide a model of what is needed in a clear, consistent, precise and unambiguous statement of the problem to be solved [93]</td>
<td>RE for cloud has flexible requirements which can be negotiated over time against the cloud provisions [177]. Cloud requirements can never be precise. In fact, cloud SLAs may define new requirements after matching between user requirements and cloud services [179].</td>
</tr>
</tbody>
</table>
2.3 Requirements Engineering for Cloud

2.3.1 Requirements Flexibility

Cloud services aim to satisfy the generic requirements of the mass market instead of implementing the specific requirements of a particular customer. As a result customers may not get what is required by them and therefore should be willing to accept flexibility in their requirements. Thus, it is important to start with very generic requirements and then refine them in the light of the cloud features. This is to avoid excluding the potentially promising cloud services because of unnecessary constraints. Another approach is to let the available cloud service features/SLAs derive the elaboration of requirements [177]. This strategy recommends that the specification of requirements should occur together with the evaluation of the cloud services. The goals can be extracted from scenarios [15]. The requirements elicitation can begin with scenario elicitation where core goals can be identified.

2.3.2 Matching Between Cloud and User Requirements

The evaluation of the cloud services require some inexact matching between the user requirements and cloud service features [177]. Jan Bosch [30] has defined features with regard to software systems as: "a logical unit of behavior that is specified by a set of functional and quality requirements". In the cloud case, features are the translation of what is promised by the cloud providers in their SLAs. There may be, for example, requirements not satisfied by any available cloud provider, requirements which cannot be satisfied by only one cloud and will be distributed to different clouds services (federated clouds). Requirements that are partially satisfied with features initially not requested but can be adopted after screening the cloud. There are situations where critical requirements cannot be fully satisfied without compromise on the requirements to accept cloud limitations. Requirements are left negotiable until the end of the selection process which allows the users to have a clear picture of which requirements can be implemented and therefore prevents them from having any high expectations from the cloud service provider. Keeping requirements flexible ensures that promising cloud providers
are not rejected in the beginning of the evaluation process just because their services do not satisfy some requirements. An important issue of requirements prioritization should be considered while specifying requirements for cloud adoption. One of the main objectives of the prioritization process is to differentiate between the desirable requirements that could be conveniently traded off when none of the available clouds meet all desired requirements from essential requirements that should not be compromised. Cloud service providers do make changes in their features in response to the market needs, however they are unlikely to change features to satisfy the requirements of individual users. For customers who are willing to make a large investment, the cloud service providers may be willing to make slight changes in their services/SLAs.

### 2.3.3 Negotiation for Cloud Adoption

Requirements Engineering for cloud does not involve building a system from scratch. Its about adopting the best available cloud in the market. As cloud services are not tailored according to the individual needs of a particular organization, much of the requirements engineering process for cloud is dependent on a matching and negotiation process between the cloud and user requirements. Negotiation can be either active or passive. In active negotiation the user negotiates with the cloud service provider or with an agent representing the cloud service provider \([177]\). Passive negotiation refers to when the user uses readily available information like benchmarks, expert judgment and reputation to assess the features of a cloud service provider \([177]\). The cloud service provider is prepared to enter into a negotiation stage if the value added of attracting an additional user is substantial or it outweighs the cost of negotiation. Figure \(2.1\) shows the negotiation process for cloud adoption. Requirements are negotiated against the provisions of the cloud service provider. Cloud services which cannot satisfy user requirements are discarded. User will finally adopt a cloud which is able to satisfy it's requirements after negotiation (see figure \(2.1\)).
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Figure 2.1: Negotiation for Cloud Adoption

2.3.4 Dilution of Control and Uncertainty

Cloud services are designed to meet the requirements of the widest number of possible customers. Thus, cloud services are designed to satisfy very general requirements. For customers to ensure that the candidate cloud satisfy at least their core requirements, they must have some knowledge about the cloud service features to decide which services must be adapted to satisfy their particular requirements. The fact that cloud services are largely delivered as black-boxes means customers have limited knowledge about the service internals and have no control over its operation. The information mainly available to the customer consists of market reviews and cloud service provider SLAs. As a result, customers have no guarantee whether the cloud service will perform according to the promises set in the SLAs.

A survey of different publicly available SLAs showed that while many cloud SLAs exist, there is little harmonization between different types, key elements and vocabulary [22]. This lack of universally agreed vocabulary among different cloud providers results in conflicting and biased information about cloud service and quality.

Very often cloud service providers make changes in their services, forcing customers to continuously upgrade their system. Such upgradation of the cloud features may increase the cloud fees as stated in the Amazon Web Service Customer Agreement (clause 5.1) [10]. Due to the new upgraded version of the cloud service conflicts may arise between different parts of the system. For example, certain security measures of the cloud user may conflict
with a cloud provider’s environment, making their implementation by the user impossible \[39\]. Customers are therefore put into unexpected situations over which they have no control. Since the customer has no control on the release of new versions, they are left with no option but to upgrade the system or shift to another service provider. Changing the current cloud service for a new one can result in significant monetary loss. It is therefore easier for the customer to accept the cloud service provider’s decisions and continue to upgrade the system.

### 2.4 Research Question

To understand the state-of-the-art in requirements engineering for cloud, in terms of gaps and commonalities in existing empirical results, we would like to know how major activities for the cloud selection can be mapped to a classical software engineering lifecycle. With focus on requirements engineering related activities, the objective is to position the requirements engineering related activity for cloud adoption in the overall context of development. As part of the exercise we have conceptualized how the commonly used software lifecycle such as waterfall and spiral development can be customized to the benefit of cloud adoption and its requirements engineering related activities. This chapter will therefore attempt to answer the following question:

- Why the existing requirements engineering methods are not suitable for the case of cloud and how cloud requirements engineering is different from classical RE?

### 2.5 Classical Requirements Engineering

Due to the characteristics that cloud imposes when engineering requirements, the requirements engineering for cloud is not as simple as the requirements engineering for traditional
systems. The traditional software system development starts with requirements engineering activity. [138] states that the term requirements engineering process refers to “a structured set of activities which are followed to derive, validate and maintain a systems requirements document”

The technical process of documenting and modelling requirements plays a vital role in requirements engineering. However, the requirements engineering process is also influenced by social and organizational behaviour [124]. According to [124] the software systems requirements engineering is “the process of discovering purpose for which the system is intended by identifying stakeholders and their needs, and documenting these in a form that is amenable to analysis, communication, and subsequent implementation”. This definition lays stress on the notion that requirements depict the desire of people affected by the system to be developed.

According to Zave [180] “Requirements engineering is the branch of software engineering concerned with the real-world goals for, functions of, and constraints on software systems. It is also concerned with the relationship of these factors to precise specifications of software behaviour, and to their evolution over time and across software families”. This definition underlines the significance of goals as the driving force for the development of a new system. The definition is also meant to emphasize the role of RE in understanding the functional and non-functional requirements of the system (non-functional represented as constraints on the functionalities). The definition focuses on the specification activities taking both development and evolution across a family of products. According to Kotonya and Sommerville “The main objective of the requirements engineering process is to provide a model of what is needed in a clear, consistent, precise and unambiguous statement of the problem to be solved” [93].

According to this definition requirements should be clear and precise. Though RE aims at precision, consistency, clarity; these objectives are often difficult to fully satisfy due to unclear SLAs and frequently evolving cloud services.

Reflecting on Pamela Zave’s [180] definition of RE, the definition is to a large extent concerned with the precise specifications of requirements, their realization as services and their evolution
over time. The definition also focuses on behavioral specifications and their precision. Despite the wide acceptability of this definition, it tends to be limited as when discussed in the context of cloud as precise specification is not idealistic.

[9] presented a spiral model which shows the main activities involved in the RE process. The model was adapted from [138] and is shown in Figure 2.2. The RE process starts with the elicitation of requirements, which are then produced in the form of informal requirements. In the next step the requirements are analyzed and negotiated, once the requirements have been agreed the requirements are documented and stakeholders are asked to validate the document. The process is repeated until all the requirements are documented and validated by the stakeholders. Requirements keep changing during the system development and keep evolving once the system is in operation for some time [124]. The requirements engineering process varies from one organization to another. It is therefore important that this generic RE lifecycle is adapted to suit the needs of different organizations. The objective to review the classical RE definitions is to briefly describe the RE activities and their fitness to RE for cloud. We define each RE activity further in detail.
**Requirements Elicitation:** The requirements elicitation activity deals with understanding of the goals and objectives for building a software system. The elicitation phase also involves identifying the goals which must be satisfied by the system. The activity also involves the identification of the concerned stakeholders and understanding their requirements and constraints. Stakeholders are individuals who are affected by the system. Different stakeholders have different goals. Stakeholders may find it difficult to express their specific needs or they may set unrealistic goals. It is important that the requirements engineer elicit true requirements of stakeholders. The acceptability of the system depends on how effectively it meets stakeholders requirements. Due to these reasons the requirements elicitation is a demanding activity. A number of requirements elicitation techniques have been proposed. is a survey of different requirements elicitation methods available which includes elicitation techniques borrowed from ethnography, group techniques (e.g. brainstorming, focus groups) etc.
**Requirements Analysis and Negotiation:** Requirements analysis in software engineering includes those tasks that determine the needs or conditions to meet for a new or altered product, taking into consideration the potential conflicting requirements of the various stakeholders. These conflicting requirements have to be discussed and negotiated to reach an agreement between different stakeholders on how requirements can be changed. Conflicts should only be resolved once all the relevant information is available and it is possible to engage all the stakeholders in the negotiation process. The final set of requirements will be a compromise among the requirements of different stakeholders. Prioritization of conflicting requirements helps to facilitate the negotiation process of requirements. Requirements prioritization enables stakeholders to make tradeoffs acceptable by stakeholders among conflicting goals [169].

**Requirements Validation:** Requirements validation deals with careful check of the requirements to make sure that the requirements are complete and consistent [138]. The goal of validating the requirements is to check whether the requirements engineer had correctly understood the stakeholders’ intentions and has not introduced any errors while writing the specification. If the stakeholders do not agree with the requirements specification then it is highly likely that they will not accept the final system. It is therefore important that all conflicts are resolved and stakeholders reach an agreement before the requirements are validated.

**Requirements Management:** Requirements management is the process of managing the requirements that change through the system lifecycle. According to [124] managing requirements does not only mean managing the requirements documentation but it means managing the requirements documentation in such a way that it is readable and traceable by many, so that requirements evolution can be managed over time. Mostly changes in require-
ments occur due to the following reasons: errors and inconsistencies in requirements. A major factor to help the management of requirements is the ability to trace the requirements.

### 2.6 Requirements Engineering for Cloud Adoption

Cloud adoption brings several new challenges and risks to organizations. These challenges and risks will, in turn, affect the cloud adoption process. The market-driven nature of cloud services brings circumstances that did not exist in the traditional in-house system development. In the classical software development, the boundary between development phases is clearly defined. Software development starts with the specification of requirements, then the system architecture and design are defined and the software system is implemented. Even if spiral-type process models are adopted, it is quite easier to differentiate the limits between each phase. On the other hand, the cloud adoption process consists of highly interactive and iterative processes, where the distinctions between the activities of requirements specification, architecture design and cloud evaluation/integration become blurred. Spiral model due to its continuous evolution of requirements and risk management can be adapted to the case of cloud. Agile software development also welcomes changing requirements late in the development. The software product are delivered frequently within as much shorter time as possible. Although agile supports requirements evolution however, it strongly supports interaction between the stakeholders. In the cloud case, where the stakeholders are scattered and have a diverse background, such face-to-face interaction is not possible. While part of the agile principles are suited to the cloud case, agile cannot solve the issues related to heterogeneity of cloud users. Resolving conflicts among user requirements, negotiation between the cloud service provider and user are challenging as users are working at different locations and cloud service providers usually have one sided non-negotiable SLAs.

Figure 2.4 suggests that the traditional development process uses the waterfall model.
However, we consider that even in traditional software development, spiral models [28] are more widely used and appropriate than the obsolete waterfall model. Despite the differences between the traditional and cloud based requirements engineering, the RE for cloud adoption involves a number of activities that are also present in the traditional RE for software development. However, these activities may suffer changes in the context of cloud. As we discussed earlier, the flexibility in requirements imposed by the use of cloud services brings completely new situations to the requirements process. Although some traditional requirements techniques are still effective, new approaches are needed to suit specific circumstances of requirements engineering for cloud. The frequent modifications in cloud services affect the system architecture and design in such a way that the architecture has to be sufficiently flexible to accommodate evolving requirements. The implementation activity in the classical RE method is replaced by the integration/adoption of cloud services. The system maintenance after cloud adoption includes timely upgrades and cloud provider switch if needed. It is important to continuously perform requirements analysis and do risk management as the requirements engineering for cloud is not a one time affair. RE for cloud is a continuous activity because of the dynamic nature of the cloud and ever changing user requirements. RE for cloud adoption can therefore be defined as:

"Requirements engineering for cloud is a continuous process of gathering flexible core requirements which can be refined and negotiated against the cloud service provider's features. Cloud RE must also take into account uncertainty, possible risks and risk mitigation strategies which may result in new requirements."
2.7 Accommodating Changes

Developers must be able to deal with a new set of problems and situations. In the traditional development paradigm, developers had a reasonably dominant role over the development of the new system. Their major tasks involved producing the requirements specification, defining architecture and design models, implementing the software system according to the requirements and maintaining the system to accommodate future changes.

The fundamental difference in the role of a developer in cloud adoption is that he does not need to focus on the implementation of the system, rather he needs to concentrate on evaluating the cloud services with respect to user requirements. Different users have different demands and hence different results after evaluating the same cloud. Cloud services are generic and therefore cloud may not be able to satisfy all user requirements, it is for this reason that users should be prepared to engage in extensive prioritization and negotiation of their requirements. It is important that users are actively involved in the cloud adoption process and contribute to the decision making process.

During the evaluation of the cloud services the evaluators must have the skills to measure the technical competence of cloud services (which can be gauged from benchmarks, cloud white papers, SLAs etc.) as well as have the competence to assess more subjective issues like the reputation of the cloud service provider. Moreover, evaluators have to deal with issues such as making tradeoffs between available cloud services and requirements.

2.8 Risk Analysis of the Cloud

There has been little work in the area of risk management for cloud. [132] presents an information risk management framework for better understanding the critical areas that must be focused in cloud computing environment, for identifying a threat and vulnerability. The
framework covers all of cloud service models and cloud deployment models. This framework however is generic which does not take into account risks arising from unfulfilled requirements of a particular customer.

Cloud consumers often have to abide by the laws that prohibit users from sharing their data outside a certain territory. Therefore, if a consumer does not know where the data is being stored and processed may have serious implications. In this context risk management and SLAs have become very important issues surrounding cloud computing. [116] has attempted to identify the issues and their corresponding challenges. [116] has proposed risk and SLA management to improve governance, compliance and risks in cloud computing environments.

The identified risks are mainly related to general security and compliance. We believe that conflicting requirements, tradeoffs and unfulfilled requirements may be indicative of risks. We therefore analyze the individual requirements of every user to probe for risks.

[64] has presented a risk-management procedure specific to the cloud to determine risks impact on Business Level Objectives (BLO). The authors have proposed a method which has a main goal of prioritizing the risks according to their impact on different BLOs. The authors have observed that cloud service providers can maximize their profit by transferring private cloud’s provision risks to third party cloud infrastructure providers. Again, the risks are generic and have not been identified from the user requirements.

[32] contributes to an empirical study of a sample of Swiss companies which is aimed at analyzing the understanding of the risks that public cloud services present and how they can be managed. In [32] the authors elaborate on the most important risks inherent to the cloud such as information security, regulatory compliance, disaster recovery and data location.

We argue that risk management for cloud cannot be generic. We first need to analyze individual risks and then mitigate them. There is no one solution to all the identified risks. We therefore believe that risk management should be the part of the RE phase for cloud adoption. Some of the unfulfilled requirements may be indicative of risks. We believe that risks should
be mitigated at the RE level so that they don't pass on to the final system.

We proposed a risk management framework based on the principle of GORE [179]. In this approach, we liken risks to obstacles encountered while realizing cloud user goals, therefore proposing cloud-specific obstacle resolution tactics for mitigating identified risks. The proposed framework showed benefits by providing a principled engineering approach to cloud adoption and empowering stakeholders with tactics for resolving risks when adopting the cloud. We prioritized the risks and risks mitigation tactics through a novel systematic method using Analytical Hierarchy Process [178].

2.9 Conclusion

The methodology that was followed for deriving that comparison is grounded on literature review and evidence on the distinction as gathered from several cloud and non-cloud related papers. As cloud is becoming increasingly popular this research is timely. Our research is answer to the question that why existing requirements engineering method are not suitable for the case of cloud and how cloud requirements engineering is different from classical RE. Requirements engineering for cloud does borrow the ideas from classical requirements engineering however, it is much more challenging due to the dynamic nature and unbounded scale of the cloud services. Unlike the classical requirements engineering the RE for cloud cannot be complete. Requirements are negotiated against the cloud SLAs. Cloud SLAs keep changing over time and so do the user requirements. Even if we use the classical methods of requirements elicitation like scenarios, brain storming sessions and interviews we would only be able to get partial set of user requirements. It is due to this reason that requirements for cloud need to be flexible which can be negotiated against the available cloud features.

We have discussed that the requirements engineering for cloud adoption differs from the traditional requirements engineering for software development. One of the activities exclusive
to that of cloud adoption is the selection of cloud service. This is considered to be a core activity of the cloud based requirements engineering. Matching between cloud features and user requirements may be indicative of some potential risks which arise due to unmet user requirements. Thus, risk management should be part of the requirements engineering process for cloud adoption. Possible flavours but not limited to, that can fit the RE for cloud process are spiral and waterfall models. When the requirements are not complex and no iterations are involved users can opt for waterfall model. The more complex the features and requirements become we move towards spiral model. We further explore in Chapter 3 the current requirements engineering methods being used for cloud adoption.
CHAPTER 3

Background and Related Work

3.1 Introduction

Requirements engineering for cloud is more challenging as compared to engineering requirements for a traditional system. It’s due to the dynamic environment of the cloud where continuous evolution of services is the norm. User requirements also keep changing due to the ever changing cloud services and their SLAs. Requirements are basically the way of achieving a goal; it is therefore possible that requirements may evolve towards another way of achieving the same goal. Hence, goals are more stable than requirements [14]. A goal tree also provides traceability links from high-level goals to the low-level technical requirements. This traceability allows users to identify any missing requirements and risks. GORE helps in identifying and managing any conflicting requirements [160]. Due to heterogeneity of users the requirements for adopting cloud may have conflicts. GORE will therefore help in resolving
the conflicts. Requirements for cloud cannot be complete as little is known about the cloud internals. However, GORE provides a criterion for requirements completeness by achieving all goals [172].

Cloud services aim to satisfy generic requirements of the mass market instead of implementing specific requirements of a particular user. Therefore, the RE for cloud heavily depends on matching between user requirements and the cloud service providers’ features [177]. Any mismatches between user requirements and cloud features may be indicative of risks [177]. There may also be some obstacles in the achievement of user goals. The obstacles if not resolved may turn into risks [179]. GORE helps in identifying and resolving those obstacles [163].

It is important that requirements will keep changing in cloud context. As a result, GORE can provide better support for evolution where we can concentrate on analyzing part of the tree which has been directly or indirectly affected by the changes in SLAs or user requirements. Thus, the analysis could be reiterated to discuss the service ability to meet the changes in the requirements. We argue that GORE is a promising paradigm to adopt for goals that are generic and flexible statements of users’ requirements, which could be refined, elaborated, negotiated and mitigated for risks [177].

3.2 Use Case-Based Requirements Engineering

Use cases describe possible interactions between a system and its environment [136]. According to Unified Modeling Language (UML) specification, a use case is “the specification of a sequence of actions, including variants, that a system (or a subsystem) can perform, interacting with actors of the system” [140]. A use case describes a piece of behaviour of a system without revealing the system’s internal structure. Practitioners and scientists have proposed different methods for eliciting and analyzing software requirements [135]. A use
3.3 Feature Modeling

Software product line (SPL) engineering is a paradigm for systematic reuse. From common assets, different programs of a domain can be assembled. Programs of an SPL are distinguished by features, which are domain abstractions relevant to stakeholders and are typically increments in program functionality. Every program of an SPL is represented by a unique combination of features, and an SPL could have millions of distinct programs. A feature model compactly defines all features in an SPL and their valid combinations; it is basically an AND-OR graph with constraints. The selection of the most suitable features for a
specific application requires the understanding of its stakeholders’ intentions and also the relationship between their intentions and the available software features. To address this issue [19] has adopted a standard GORE framework, i.e. the $i^*$ framework, for identifying the stakeholders and has proposed an approach for mapping and bridging features of a product line to stakeholders’ goals and objectives. This is similar to our approach where we match the user requirements acquired in the form of goals with the features of the cloud service provider. However, feature models themselves don’t deal with the risks. Our proposed method is helpful in probing the risks resulting from the mismatches between user goals and cloud features. Also, feature models help in making a software product where different programs can be assembled together. In a cloud case, we adopt a service without being able to assemble it to another service. Cloud services are stand-alone which cannot be enhanced by consolidation of multiple services. The RE for cloud therefore involves matching between cloud features and user goals, requirements and SLA negotiation, risk identification and mitigation. Also, stakeholder identification is not so straightforward in the case of cloud. Since stakeholders scattered and have a diverse background, there will be conflicting requirements. Our proposed method also deals with the conflicting requirements in the cloud adoption process.

### 3.4 Goal Oriented Requirements Engineering

The influence of goal-oriented requirements engineering is apparent on existing RE methods and techniques [152]. A large number of RE approaches have used the notion of goal as high level abstraction for structuring the requirements [13] [48] [127].

A comprehensive review of goal-oriented requirements engineering can be found in [153]. Requirements are represented in the form of goals in GORE. GORE approaches have normally the following activities: goal elicitation, goal refinement and various type of goal analysis, and finally the assignment of goals to the agents such as humans, devices and software. Requirements engineering research has increasingly accepted the pivotal role played by goals
in the RE process. The recognition of goals in RE has led to a whole stream of research on goal modeling, goal specification and goal-based reasoning for multiple purposes, such as conflict management, tradeoff analysis, risk modeling.

Goal-oriented requirements modelling is an important approach for specifying the requirements. Goals have been accepted as a key concept in the requirements engineering process and this area has gained popularity over the last few years. A goal is an objective which a system under consideration should achieve through cooperation of agents.

### 3.4.1 What are Goals?

There has been several definitions of goals in RE literature. Long before goals were introduced in RE, they were used in artificial intelligence (e.g., [122]). Yue was the first one who argued that goals modeled explicitly in requirements model provide a criteria for requirements completeness. A number of definitions have been proposed for goals in current RE literature. Goals have been defined differently in different context. Goal definition has been adapted to suit different objectives.

Different types of concerns are covered by goals. Functional concerns related to the services to be provided and non-functional concerns related to the quality of service like performance, security, safety etc. Goals have several definitions in classical RE. Among the most cited definitions of goals in the requirements engineering literature are the ones by van Lamsweerde and Pamela Zave. van Lamsweerde describes goals as, "A goal is an objective a system must achieve".

Customers will have to engage in negotiation and will have to let go of some of the requirements. Goals may always not be only of achieve type. Customers may have the goals where a certain level of quality is to be maintained, some action is to be avoided etc. The classification of goals is further defined in Section 3.6.6.1. Zave et al. have defined goal as, “Goal formulation refers to intended properties to be achieved, they are optative statements as
opposed to indicative ones, and bounded by the subject matter" [181]. According to Zave goals are optative statements which are defined in the context of a domain. In the case of cloud, where the system is open ended and highly volatile, it is difficult to define the goals with respect to the domain. According to Antón [16],

"Goals are high level business objectives of any organization or a system. They provide a rationale why a system is needed and guide decisions at every level within the organization."

Anton’s definition says that goal decomposition is a top-down approach. Top-down decomposition of the goals require well formed questions and definitive answers (operationalization alternatives) [87]. In cloud case, goals are iteratively defined and refined, keeping in view the features of ever changing cloud services. Therefore, instead of being top-down, the goal operationalization is highly iterative. Dardenne et al. [48] define goals as:

“a nonoperational objective to be achieved by the composite system”

Dardenne’s definition says that goals are high-level and will be refined to be operationalized by the system. Literature however shows that goal-oriented requirements engineering has been used to model the functional requirements associated with the services that are to be provided [153].

The literature has defined goals in the context of agents for carrying out the job. The definitions for the goals have been approached from two perspectives, design and runtime. Example of runtime includes self adaptive systems. [34] has used KAOS approach for modeling adaptive semantics in adaptive systems. Adaptive semantics are meant to define how a system behaves during adaptation. [34] defines a goal as:

"A requirement is a goal under the responsibility of an automated component"

This definition is limited to only functional goals which can be operationalized after assigning them to an agent. But as we have discussed earlier, goals do not necessarily need to be assigned to an agent. Goals can be of various types e.g. business goals/strategic goals, functional goals, non functional goals etc.
Goals change due to uncertainty about the future environments in which the system may operate. [35] has presented an approach for assessing the stability of requirements in long-lifetime systems using goal-oriented approaches. Scenarios are generated for any possible future environments and stability of the requirements is assessed in those scenarios. This approach however may not be helpful in the case of cloud due to the highly volatile and unpredictable nature of the cloud services. Scenarios for future changes in the cloud cannot be predicted beforehand because of the little knowledge customers have about the cloud internals.

Requirements engineering for cloud is therefore incomplete due to the black box nature of the cloud and goals cannot be stable due to the ever changing cloud features. User requirements for adopting cloud services can be obtained in the form of goals [177]. At first high-level goals are elicited and then they are refined into more concrete goals. The goals are kept generic in the beginning so that during matching of the cloud services with the goals, promising cloud services are not left out due to very precise requirements.

### 3.4.2 Goal Elicitation

Goal identification is not an easy task [161] [17] [77] [129]. Goal elicitation is the process of seeking, acquiring, and modeling user requirements. Goals can be elicited during the forward engineering phase and the reverse engineering phase.

For more than a decade the requirements engineering community has been studying goal models [48] [46] [118] [155] as high level abstractions for modeling initial requirements. Usually it is argued that goal models are built during the initial phases of the RE process [173] [48] [54]. Requirements “implement” goals like the program implements the design specifications [161] [144]. The classical definitions suggest that goals can be elicited in the initial phases of system development. Goal elicitation can support the forward engineering of a system under development, where the elicitation process can help in identifying requirements that need to
be realized by the design of the system.

Usually, stakeholders have some goals in their mind about the system-to-be \cite{12}. Goals may be explicitly defined by the stakeholders through different material to the requirements engineer. Often goals are implicit and therefore goal elicitation must take place. An important source of goal elicitation is the preliminary analysis of the existing system. This analysis of the existing system usually results in a list of deficiencies and problems which can be precisely formulated. \cite{157} suggests that by negating these formulations we can get a first set of goals that need to be achieved by the system.

Literature on goal-oriented suggests that interviews, scenarios, policy statements, use cases etc. can be the main source of goal elicitation \cite{14} \cite{161}. In \cite{13} it is suggested that stakeholders tend to specify their requirements in terms of actions, instead of goals. So, the requirements engineer should look for action words such as “apply”, “interview”, or “reject” for a job application system. Section \ref{3.4.2.1} explains how goals can be elicited from scenarios.

Elicitation can also take place to support reverse engineering activities, where goals can be interpreted from exiting legacy systems and mapped to the system to be. Preliminary analysis of the existing system, in the case of reverse engineering, would focus on analysis of the operation of the legacy system along with requirements of the system to be. Goals can be elicited for the sake of reverse engineering or system maintenance. \cite{175} has proposed an approach to produce goal models from the source code of legacy systems. Goal models are produced through code refactoring and immediate state-based models. Goals are elicited during the reverse engineering phase. \cite{103} has proposed taking a customizable personal software system and creating a goal model systematically which represents a refinement of high-level user goals into the configuration options that exist in the software.
3.4 Goal Oriented Requirements Engineering

3.4.2.1 Goals and Scenarios

[165] defines scenarios as a temporal sequence of interactions among different agents in the restricted context of achieving some implicit purpose. Scenarios have been used in requirements engineering (e.g. [143] [126] [13]) and have proven to be useful for goal elicitation and obstacle analysis. Scenarios are easily comprehensible by the stakeholders because they are informal, narrative and concrete descriptions of hypothetical interactions between the software and its environment. A number of goal-based approaches have embraced scenarios. Scenarios can be used for goal elicitation [165]. Scenarios have also been used to identify the obstacles which could hinder the satisfaction of a goal [13] [126].

A number of approaches have used scenarios together with goals. In [126], the author has derived the scenarios from the description of the system’s and users’ goals, and the potential obstacles that might hinder the achievement of those goals. Potts [126] has proposed a scenario schema and a method for obtaining a set of salient scenarios, scenarios that have a point and help people understand the system in question. The reason behind scenario salience is to limit the number of generated scenarios.

In KAOS context, Lamsweerde and Willemet [165] proposed a formal approach to infer specifications of system goals and requirements inductively from interaction scenarios. The method takes the represented scenarios as UML sequence diagrams as examples/counterexamples of the system-to-be behaviour, and inductively infers a set of goals that includes all example scenarios and excludes all counterexample scenarios. The aim of goal-scenario integration in KAOS is to get additional goal specifications from scenarios that otherwise could not be obtained from the goal refinement process that began after initial goal identification from interviews or existing documentation. Eliciting goals from scenarios however may not be very helpful in the case of cloud as the features of cloud are not completely known to the users and also because of the frequent evolution of the cloud services which make it very difficult to predict the future scenarios.
According to Anton [14] goal analysis starts with the identification of goals from the scenarios. [14] provides heuristics for identifying goals from scenarios. Examples of heuristics for identifying goals from scenarios can be found in Table 3.1. We shall not go into much detail of the scenario analysis as this is outside the scope of this thesis.

Table 3.1: Heuristics for identifying goals from scenarios [14]

<table>
<thead>
<tr>
<th>No.</th>
<th>Heuristic</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>Look for action words like satisfy, increase, achieve, avoid, amend to identify the goals?</td>
</tr>
<tr>
<td>H2</td>
<td>Stakeholders usually express their requirements in the form of actions instead of goals. It is therefore beneficial to look for action words to extract goals from stakeholders’ descriptions.</td>
</tr>
<tr>
<td>H3</td>
<td>Customers define their goals in the context of their application domain, not in the context of a desired or existing system. Requirements engineer should therefore first understand the application domain and goals before focusing on the desired system so that the actual set of requirements can be elicited.</td>
</tr>
<tr>
<td>H4</td>
<td>It is important to uncover hidden goals by considering each action word and asking “why” until all the goals have been addressed. This process will make the analyst confident that the rationale behind all the actions have been understood and expressed as goals.</td>
</tr>
</tbody>
</table>

### 3.4.3 Goal Refinement

Goals can be refined by asking HOW and WHY questions about the already available goals [161][152]. Higher level goals are elicited by asking WHY questions about the available goals. After the initial set of goals have been obtained, the aim is to refine them into simpler goals until the subgoals can be operationalized. Operationalization of goals is possible by assigning them to individual agents [153]. This process is done by asking HOW questions. The goal refinement tree shows the relationship between subgoals and the parent goal using AND/OR refinement. AND refinement defines that a goal is only satisfied when all its subgoals are satisfied. OR refinement means that a goal is sufficiently satisfied if any one of the subgoals is satisfied.
As an example, figure 3.1 shows the refinement of the goal for PhD proposal acceptance into subgoals. To achieve the main goal, subgoals must be satisfied. Student needs to be registered with an academic for a PhD proposal acceptance and should have done enough literature review along with having novelty in his proposed work.

### 3.4.4 Goal Operationalization and Satisfaction

Functional goals allocated to software agents are required to be operationalized into service specifications that agents need to provide in order to achieve them \[118\] \[48\]. Non-functional goals about quality of service are used to choose goal assignment alternative that satisfies them the best \[46\]. Operationalization is a process of mapping declarative property specifications to operational specifications that are able to satisfy them \[99\]. Different goals are operationalized differently according to their classification. Any goal which is related to security and privacy are required to avoid a certain event from occurring through some actions. On the other hand, if services are demanded at any time the goal is thought to be operationalized if the required services have been provided \[49\]. In the cloud case, goals are operationalized after they have been assigned to the agents (cloud service) which are able to satisfy user requirements.
proposed a quantitative approach for reasoning about partial goal satisfaction. Goals do not necessarily need to be fully satisfied. A statement “the cloud should at least be available to users for 95% of the time” is an example of this phenomenon. has defined the concept of acceptable range to determine the values in which operational goals are considered to be sufficiently satisfied.

### 3.4.5 Assigning Goals to Agents

Goal refinement stops when all subgoals can be allocated to agents. Agents are components such as humans, devices, legacy software or software-to-be components that play a role for goal satisfaction. Some goals may therefore define the software whereas others define the environment. In our case the agents can be either cloud service providers or a particular service. Goals can only be assigned to the agents which are able to satisfy them. has proposed a taxonomy of realizability problems and from this taxonomy the authors have derived a catalog of tactics for resolving these problems. Though provides support for generating alternative assignments and refinements through alternative tactics; it provides no support for evaluating alternatives and selecting the best one.

### 3.5 Why GORE?

There are number of advantages associated with goal modeling, goal refinement and goal analysis.

- Conflict management of viewpoints is one of the concerns of RE. Goals can provide the basis for identification and management of conflicts between requirements. has studied in detail a particular type of conflict called divergence. The approach is based on management of inconsistencies at the goal level so that conflicts
in requirements are not further propagated to the system design.

- **Goals provide a perfect way for communicating requirements to the users.** Goal refinement offers the right level of abstraction for involving decision makers to validate choices to be made between different alternatives and for proposing other alternatives [152].

- **A goal tree gives traceability links from high-level objectives to low-level technical requirements which can be assigned to agents** [100] [172]. Particularly for business applications, goals may be used to relate with the software-to-be to organizational context [174].

- **GORE addresses the early requirements engineering phase during which stakeholders’ goals are acquired and different options available for achieving these goals are explored** [96] [100].

- **Finding the alternative system solutions is at the heart of GORE approaches to RE** [96].

- **GORE also deal with non-functional requirements (such as performance, security, stakeholder satisfaction)** [172].

- **Requirements do evolve.** It is important to separate volatile information from stable information to manage requirements evolution [153]. A requirement is in itself the way of achieving some goal; it is therefore likely that the requirements will evolve towards another possible way of reaching the same goal. Thus, goals are usually more stable than the requirements to achieve them [14].

- **Goals give assurance of completeness for the requirements specification by achieving all goals.** Thus, providing a criterion for requirements completeness [100] [172].

- **Obstacle analysis, in GORE, is helpful in making robust systems by identifying possible ways in which the system may fail and exploring different ways to resolve the problems**
early in the validation activity [163].

- Goals provide criteria for requirements pertinence. A requirement is pertinent regarding a set of goals in the domain if its specification is at least used in the proof of one goal [176]. With the help of goal models one can easily see whether a particular goal actually contributes to some high-level stakeholder goal.

### 3.6 GORE in RE Support

GORE has widely been used to fit different paradigms. It has been used for requirements negotiation, conflict management, risk management etc.

#### 3.6.1 GORE for Conflict Management

Conflicts are not an exception but a rule in RE [57]. Multiple viewpoints and concerns may result in conflicts [125]. Conflicts may be useful, temporarily, for eliciting further information, however they must be resolved [81]. In [55] Easterbrook has proposed a computer-supported framework for capturing multiple perspectives in requirements specification and the resolution of conflicts between them. Lamsweerde et al. [160] have introduced the notion of divergence in GORE. In [163] Lamsweerde and Leiter have defined an approach for identifying and resolving the divergence. The nexus of the approach is to manage and resolve the inconsistencies between the requirements at the goal level so that conflicting requirements are not passed on to the system design.
3.6.2 GORE for Negotiation

Conflicts can be resolved through negotiation. According to [58] the main problem in RE is obtaining those requirements which address the issues of all concerned stakeholders. A Win-Win spiral model was used for requirements negotiation to deal with conflicting requirements [27]. [58] has proposed a Win-Win based distributed and collaborative framework for negotiating conflicting requirements and investigating architectural solutions. GORE can be used for identifying the win conditions, conflicts in requirements and obstacles which may be indicative of risks. Goal-oriented requirements engineering has also integrated the process of negotiation to deal with conflicting requirements. [27] proposed an iterative goal-based requirements negotiation model. The iterations for the spiral model of negotiation [27] are

- stakeholders are identified and their goals are elicited (known as win conditions)
- conflicts between the goals are captured along with the risks and uncertainties that might be associated with them
- Mutual agreement between goals, constraints and alternatives is achieved through negotiation and reconciliation

3.6.3 GORE for Functional Requirements

GORE can be used to model functional requirements. Functional requirements specify the functions or services of the system. Goals may be referred to as functional concerns or quality attributes [157]. Functional goals result in functional requirements e.g. satisfaction goals is concerned with the satisfaction of users’ requirements [163]. A functional goal typically defines a maximal set of desired scenarios. In a GORE process, goals are used to make operational models like use cases, activity diagrams etc.
3.6.4 GORE for Non-Functional Requirements

Non-functional requirements (NFRs) represent software system qualities (e.g. ease of use, maintainability, etc.) or properties of the system as a whole. NFRs are generally more difficult to express in an objective and measurable way. Thus, their analysis is more difficult. GORE has also been used to model the non-functional requirements \[73\]. The Non-Functional Requirements Framework was proposed in \[118\] and was later developed in \[46\]. The NFR framework focuses on modeling and analyzing the non-functional requirements. The framework deals with the following activities: acquiring NFRs for any system, decomposing NFRs, identifying design alternatives for achieving NFRs, selecting the way to operationalize NFRs, and evaluating the decisions. NFRs are represented in the form of softgoals. There are no precise criteria for satisfaction of a softgoal. For softgoals one needs to find solutions that satisfy the goal to a sufficient degree. Softgoals can rarely be fully satisfied. Softgoals can be refined using AND/OR refinements with obvious meaning. Interdependencies between softgoals can be captured with positive (“+”) or negative (“−”) contributions.

Mylopoulos et al. used a goal-oriented approach for eliciting, specifying and refining the non-functional requirements \[118\]. The softgoal interdependency graph (SIG) is the main tool for modeling the non-functional requirements. The graph can represent softgoals refinement (AND/OR). As softgoals are being refined, a stage is reached when the goals are sufficiently detailed and cannot be refined further. If a softgoal receives a contribution from a number of other softgoals, then the results of the contribution of every single offspring are combined to get the overall contribution to satisfying the parent goal.

3.6.5 i*/Tropos

\(i^*\) \[173\] is an agent-oriented modeling framework which can be used for business process modeling and redesign, requirements engineering, \[61\], organizational impact analysis, and
software process modeling. Considering the fact that $i^*$ helps to model activities that take place before the system requirements are conceived, it can be used for both early and late requirements engineering phases. The $i^*$ framework models the environment of the system-to-be in the early requirements phase. The framework assists in the analysis of the domain by representing the stakeholders of the system, their goals, and their relationships diagrammatically. The $i^*$ models are used to suggest the new system configurations and the new processes and to assess them to know how well they are able to meet the functional and non-functional requirements of the users in the late requirements engineering phase. $i^*$ is based on the idea of intentional actor and intentional dependency. Actors can be either agents or roles. Agents are systems or humans, with specific abilities. A role is an "abstract actor embodying expectations and responsibilities" \[107\]. Dependencies between actors are intentional if they appear as a result of agents following their goals.

3.6.6 KAOS

KAOS is a goal-oriented requirements engineering approach having a set of formal analysis techniques. KAOS stands for Knowledge Acquisition in Automated Specification \[48\] or Keep All Objects Satisfied \[164\]. KAOS is a framework which has different levels of expressions and reasoning: semi formal to model goals, qualitative for selection of alternatives, and formal whenever required for accurate reasoning \[164\].

Goal definition in KAOS is “prescriptive statement of intent about some system whose satisfaction in general requires the cooperation of some of the agents forming that system” \[156\]. Goals in KAOS may be indicative of services i.e. functional goals or quality of service (QoS) i.e. non-functional goals.

Goals are refined with AND/OR abstraction hierarchies. Goals refinements ends when goals cannot be further refined or when every subgoal is realizable and can be assigned to an agent. AND refinement of a goal means that the goal is only satisfied when all its offspring goals
are satisfied. Whereas OR refinement relates to a goal that a goal is satisfied if any one of the subgoal is satisfied.

Goals are graphically represented by tree structures as shown in Figure 3.2. In this thesis goals are represented as double edged rectangles. Hexagons are used for agents. An AND-refinement is shown by an arrow with a small circle which connects the subgoals to the main goal. An OR-refinement is represented by different AND-refinement arrows pointing to the same parent goal. A reverse parallelogram represents an obstacle.

![Figure 3.2: KAOS goal model notation](image)

### 3.6.6.1 Goal specification and classification

Two options can be used to model goals using KAOS, goals can either be specified using natural language or defined formally using a temporal logic formalism. The goal model has a two-layer structure. An outer graphical semantic net layer \[31\] is used for declaring goals and goal links. An inner layer is used for formally defining goals. Linear temporal logic (LTL) may be used for formalizing obstacles/goals to enable their behavioral analysis \[163\]. Some of the logical operators are

- ♦ (sometimes in the future),
- □ (always in the future),
- W (always in the future unless),
Goals are classified according to their to the pattern of their temporal behaviour. Goals can be of Achieve, Avoid, Maintain and Cease types. As an example we formalize the obstacles defined in chapter from the Smart bank case study (see section).

For Obstacle “Substantial amount of sensitive data” (O1) the condition C1 that should never be true is C1 = Use the data center in house

The specification pattern for obstacle O1 is:

[if O1 then] never C1

that is, \( \Diamond [O1 \implies \Box \neg C1] \)  
(Avoid)

After prioritizing the obstacle using AHP we found that tactic T1 is best suited for resolving obstacle O1. This is to say that O1 must achieve T1 to resolve O1.

[if [O1 then] always T1]

that is, \( [O1 \implies \Box T1] \)  
(Achieve)

The temporal logic patterns for Cease and Maintain would be:

\( \text{Current}_{\text{goal}} \implies \text{Target}_{\text{goal}} \)  
(Maintain)

\( \text{Current}_{\text{goal}} \implies \Diamond \neg \text{Target}_{\text{goal}} \)  
(Cease)

In the above patterns \( \text{Current}_{\text{goal}} \) and \( \text{Target}_{\text{goal}} \) represent current and target conditions respectively

3.6.6.2 Obstacle Analysis

The initial set of goals and requirements tend to be too ideal. It is likely that such over-ideal goals are violated from time to time due to unexpected behaviour of agents. KAOS sup-
ports the detection and resolution of exceptional agent behaviour, which are called obstacles that hinder the achievement of goals [163]. The notion of obstacles was first introduced by Potts [126]. Potts [126] defined obstacles as:

“Obstacles can be any hindrance in achieving any goal”

According to Lamsweerde and Leiter [163] the definition of obstacles is:

“Obstacles capture undesired properties that may prevent the goal from being satisfied”

In goal-oriented modeling frameworks, obstacles were introduced as a natural abstraction for risk analysis [162] [17]. Obstacles hinder the achievement of goals and unachieved goals may become risks [38]. Obstacle to a goal is a precondition for the non-satisfaction of a goal [163]. Obstacles are unintended risks [20]. Therefore, we liken risks to obstacles. Obstacles can be identified from the goal graph. It is recommended that obstacles be identified from the leaf level goals that are assigned to agents. Potts [126] asked certain questions for identifying obstacles for a particular goal. For example, “Can this goal be obstructed, and if so, when?” According to Anton [13] obstacles denote the reason why a goal failed, scenarios represent circumstances under which a goal may fail.

### 3.6.6.3 Requirements and Obstacles Completeness

Acquiring complete requirements is of vital importance in RE. The requirements specification is complete if, for a set of goals, all goals can be achieved from the specification in the considered domain [176].

It is important to obtain a complete set of obstacles for every goal (at least for the ones having high priority). As many obstacles as possible should be identified for the goals especially for the high-priority goals. A set of obstacles $O_1..., O_n$ can be termed as complete for goal G if the following condition is true
\neg O_1, \ldots, \neg O_n \models G,

which means that if all the identified obstacles don't occur than the goal is satisfied \[163\].

### 3.6.6.4 Suitability of KAOS for Cloud

KAOS aims to support requirements elaboration and modelling. The method identifies and refines high-level goals into subgoals by representing them into a graph structure. According to KAOS, a set of subgoals refines a parent goal if the satisfaction of all subgoals is sufficient for satisfying the parent goal. The refinement of goals continues until the goals can be assigned to agents. This helps in achieving requirements completeness which is otherwise not possible in cloud case where little is known about the features of the cloud service provider. Missing requirements often result from poor risk analysis at requirements engineering time \[38\]. KAOS helps in identifying the conflicts between different goals \[160\]. Due to the heterogeneity of cloud users there may be conflicts among different goals. KAOS will therefore be useful in identifying those conflicts. KAOS also helps in identifying and resolving the obstacles \[163\] which if not resolved may turn into risks. As cloud is designed while keeping in view the generic requirements of the market, a user may also face obstacles in achieving some of his goals. The obstacles may be indicative of risks and must be resolved \[179\]. Obstacle analysis is a goal-oriented form of risk analysis \[38\]. KAOS is helpful in not just the identification of obstacles but also in the resolution of those obstacles \[179\]. Since, our thesis is aimed at mitigating the risks while adopting the cloud services; we argue that KAOS is the right choice for modeling the user requirements and for identifying, analyzing and resolving the obstacles.

### 3.7 GORE for Risk Analysis

Goal-oriented requirements engineering has been used for risk analysis. In KAOS the notions of \textit{obstacles} \[163\] and \textit{anti-goal} \[159\] were introduced in order to analyze the boundary
conditions and the failure condition for a system design. Obstacles can lead to goal failures. Anti-goals are goals which are associated with malicious stakeholders such as a hacker. It can be said that obstacles are unintended risks and anti-goals are threats or intended risks [20].

In [20] a framework for modeling and analyzing the risk during the RE phase has been presented. The framework has adopted the Tropos goal modeling framework and has proposed a qualitative reasoning algorithm to analyze risks throughout the process of evaluation and selection between different options.

[158] argues that requirements completeness is the key issue. Requirements completeness can be achieved by looking at the missing goals/subgoals and obstacle analysis. Incomplete requirements may result in risks. In [38] a quantitative risk assessment technique has been presented which is based on an existing goal-oriented framework. According to Cailliau et al. obstacle analysis is a goal-oriented form of risk analysis. In [38] authors have presented a probabilistic framework for obstacle assessment and goal specification. The probability and the seriousness of the outcome of obstacle occurrence is calculated by up-propagation from the leaf level goals. The computed information can then be used to prioritize obstacles for obstacle resolution selection.

GORE has also been applied to a case of multi-objective optimization decision problems under uncertainty [97]. Uncertainty makes RE and architecture decisions difficult and may result in significant risks. The authors have proposed to apply multi-objective optimization techniques and decision analysis to provide support for evaluating uncertainty and its impact on risk. A systematic method has been presented that allows software architects to report uncertainty about the impact of options on stakeholders’ goals. Monte-carlo simulation have also been used to calculate the consequences of uncertainty [97].
3.7.1 Some GORE Applications

Goal-oriented requirements engineering approaches have been used for different paradigms. GORE has been used for architecture selection, risk analysis and management, self adaptive systems, security and privacy, COTS selection, cloud adoption etc. We discuss some of the GORE applications here.

**GORE for Architectures**

GORE was also used to model the system architecture to meet changing business goals and for evolving systems [72]. [72] has presented a case study which has highlighted the need for a modeling approach that supports modeling and analyzing how business goals relate to the architectural decision-making process, and how changing business goals result in alternative architectural choices and solutions.

[154] has presented a systematic approach for deriving software architecture from system goals. The approach is based on the KAOS method. It includes qualitative and formal reasoning to achieve the software architecture that meets both non-functional and functional requirements. [94] has defined a three layer reference model which provides the context for discussing the major research challenges which self-management poses. Out of three layers one is a goal management layer which uses the goal-oriented approaches for eliciting and modeling the system goals. [94] has this used goal-oriented approach for defining a three layer architectural model for self-managed systems.

**GORE for self-adaptive systems**

Goal-oriented approaches have also been used to develop a framework for self-adaptive systems [115]. The proposed methods has used the Tropos methodology. Goal achievement conditions were also specified together with their relationships with the environment [115].
[42] has introduced a goal-based modeling approach to develop requirements for a Dynamically Adaptive System (DAS) while taking explicitly into account the uncertainties associated with goal specifications.

**GORE for compliance**

Organizations need to have a systematic approach to make sure that their business processes comply with certain regulations. A RE framework was presented which could help hospitals to comply with privacy law [67]. The framework uses goals and scenarios were used to help elicit, model and analyze user requirements [67]. The framework was later extended by providing quantitative and qualitative analysis capabilities which allowed organizations to decide what goals have been partially satisfied and which goals have been fully achieved [68].

**GORE for security**

[156] has proposed a framework based on goal-oriented approach to address malicious obstacles (known as anti-goals) which are set up by the attackers to threaten security goals. The threat tree is derived through anti-goal refinement until leaf nodes reach the vulnerabilities of the system visible to the attacker or anti-requirements which can be implemented by the attacker [159]. [107] proposed a framework that can be used for top-down security requirements analysis, or a bottom-up process that will help evaluate the existing designs. The proposed goal-based analysis technique helps in trade-off analysis of security and other quality requirement [107].

**GORE for COTS selection**

One interesting application of GORE, which has inspired our work is that of [44], where GORE was used to inform the process of selecting Commercial off the Shelf products matching
user’s requirements. A mismatch between user stakeholders’ requirements and COTS may result in conflicts. In [7] authors have proposed a goal-oriented framework for dealing with conflicts during COTS selection. Conflicts that arise during the matching process between COTS and requirements can be resolved through negotiation [6]. Although cloud requirements engineering borrows heavily from COTS RE, cloud RE is more challenging due to the ever changing cloud services and user requirements. A COTS product is acquired as a whole by the organization and once it is acquired it remains within the organization. Cloud services on the other hand are instance based and once the job is done the user relinquishes the instance. Besides, in the case of COTS once the organization acquires the product it knows exactly how many features that product has; on the other hand instances are dynamically created according to user needs and every instance is different. Such dynamic nature also makes the risk analysis and mitigation process for cloud very challenging.

**GORE for Agent Oriented Programming**

[33] demonstrates another use of Goal-oriented approaches in Agent Oriented Programming (AOP) for open architectures that need to change and evolve due to changing requirements. [33] provides a detailed account of Tropos, an agent oriented software development methodology that covers the software development process from the initial set of requirements to the implementation for agent oriented software.

**GORE for scalability**

[51] has presented a framework for eliciting, modelling and reasoning about scalability requirements using a goal-oriented approach. Obstacles related to scalability are analyzed to assess the likelihood and consequences of the obstacles. It is better to resolve the scalability problems early in the development i.e. at the goal-obstacle analysis level [53]. [52] has described the GORE based approach for eliciting scalability requirements of a large, real-world
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fraud detection system.

3.8 GORE for Cloud

Though the fundamental use of GORE resembles the requirements engineering for COTS selection [44] [5] [8] the problem of cloud adoption is far more challenging as we are dealing with “open loop” environments, with dynamic, unbounded and elastic scale where continuous service evolution is the norm. Also, the work done in [44] [5] [8] [7] [6] did not deal with the obstacles/risks encountered. Our work provides a systematic method for identifying, analyzing and mitigating risks in the process of cloud adoption. GORE has been used for modeling and analyzing user requirements for cloud adoption [45]. GORE has also been used to mitigate the risks associated with cloud adoption by resolving the obstacles encountered while achieving some of the user goals [179]. GORE has also been used for prioritizing the risks and risk mitigation tactics using Analytical Hierarchy Process during the process of cloud adoption [178]. It is worth mentioning that due to little knowledge of the cloud services, the requirements engineering for cloud cannot be complete. Negotiation of requirements is therefore heart and soul of requirements engineering for cloud.

3.9 Related Work

GORE has been used for eliciting and refining user requirements for cloud adoption [177]. Eliciting goals is not an easy task [161]. In the cloud case, goals can be elicited from different stakeholders. Cloud providers need to elicit requirements of their customers to develop commercially successful services. Cloud consumers are from different backgrounds and have different requirements. Due to the heterogeneity of the stakeholders and the open and shared nature of the cloud, eliciting goals is a grueling task. A platform named StakeCloud [145]
has been proposed for identifying stakeholders requirements and matching them with the cloud services. The requirements elicited in the form of goals can serve as an input to the platform to help users in identifying a cloud service best suited to their requirements. In case the requirements are not met by the cloud providers, they can be communicated to them as new requirements [146]. The initial set of goals is kept generic in the beginning which are later refined to more concrete goals keeping in view the cloud SLAs.

In the case of cloud it is important that stakeholders engage in negotiation to resolve the conflicting requirements. Due to the generic nature of the cloud services; conflicts can only be resolved through extensive negotiation [177]. Negotiation can be active or passive [177]. In active negotiation a user can negotiate directly with the cloud service provider or through an agent. Whereas, in passive negotiation user can negotiate his/her requirements in light of the readily available information like benchmarks, cloud SLAs, expert judgment etc. [123] has proposed an automated method for negotiating cloud SLAs which resolves conflicting requirements. The method takes inspiration from two economic models - Pareto optimality and Bayesian updating. The Pareto optimal curve results in obtaining the best choices keeping in view the budgetry constraints of the user. The Bayesian updating will require at least one negotiation round to update the new criteria for cloud service selection. The system considers negotiation from the user perspective.

GORE has also been used to identify, analyze and mitigate the risks while adopting the cloud services [178] [179]. The authors [179] have likened risks to obstacles and have proposed some obstacle resolution tactics for mitigating the risks.

### 3.10 Cloud Migration/ Adoption

Research efforts over the years have looked at the problem of service discovery with runtime mechanisms to inform and optimize the selection e.g. self-managed applications in the cloud
There is research on cloud migration [89] which does not involve user requirements for cloud adoption. After performing stakeholder impact analysis through interviews the authors found [89] that there were many benefits of moving to the cloud, however, there were several potential risks as well. Despite having identified the potential risks no work was carried out to mitigate them.

[45] has proposed a goal-oriented simulation approach for cloud-based system design. The approach starts with acquiring goals from different stakeholders and later refining them. The NFR approach has been used for modeling stakeholders’ requirements [45]. CloudSim toolkit by Buyya et al. [36] has been used for assessing the impact of design choices on the degree to satisfaction of user requirements. Although the approach demonstrates the way for evaluating and selecting cloud services according to stakeholders’ requirements, the approach does not deal with the risks which may be associated with the goals during the cloud adoption process.

[117] has presented a framework for evaluating and selecting a cloud service provider according to the security and privacy requirements. The authors have used goal-oriented approach for identifying the goals, actors, tasks and resources. The authors have admitted that they share our view from [177] that GORE is an important paradigm for engineering requirements for the cloud. The work is however focused on security and privacy requirements and has proposed a framework for screening and selecting a cloud service based on those requirements.

A recent work by Todaran et al. [148] has explored why traditional methods of requirements elicitation are unsuitable for the case of cloud. The authors interviewed 19 different cloud providers to gain insight into how stakeholders’ requirements are currently being elicited. The study revealed that most of the cloud providers are using ad-hoc methods for identifying stakeholders requirements. The authors have stressed the need for a cloud specific requirements elicitation framework which takes into account remoteness and heterogeneity of users, and the ever changing cloud services. [147] presents an approach for eliciting user
requirements for cloud service selection by analyzing advanced search queries.

To our knowledge, there has been no research on cloud procurement and adoption from a requirements engineering perspective using the notion of obstacles. The need for such research is timely as there is a complete lack of systematic methodologies, which could help stakeholders screen, match and negotiate their requirements against cloud services’ provision and to manage the tradeoffs associated with matches/mismatches of users’ requirements and mitigating risks. There may be tradeoffs involved between different requirements. GORE has earlier been used for tradeoff analysis and has proved to be effective to deal with different kinds of tradeoffs [9] [60]. Tradeoffs and negotiation is an integral part of cloud requirements engineering and literature shows that goal-oriented has been helpful in identifying the conflicting requirements and tradeoffs leading to negotiations [5]. Goal-oriented requirements engineering is therefore a promising paradigm where goals can be used to refine, elaborate and negotiate user requirements for mitigating the risks.

3.11 Conclusions

After having a look at the literature we can say that GORE can be used for modelling user requirements for cloud adoption. [177] was the first attempt ever to propose GORE for cloud adoption. In fact prior to that no requirements engineering framework was proposed for cloud adoption. Decisions regarding the selection of cloud service provider were made on ad hoc basis based on the recommendations or on the reputation of the cloud service provider. We also observed that RE should include the risk management process so that users don’t get locked in to the wrong cloud. Following our first paper [177], a platform named Stakecloud [145] for matching user requirements with the cloud was proposed. However, this platform did not address the issue of risk management.

Cloud providers also find it difficult to gather user requirements. 19 companies were inter-
viewed to identify the current requirements elicitation methods of cloud adoption [148]. The need for a platform where users and cloud providers can come together was identified. A new approach for eliciting requirements for cloud services by analyzing advanced search queries was proposed [147]. So far, the RE process has been general. Framework proposed are being used for both functional and non-functional requirements.

After our initial work GORE was used for screening and selecting cloud services using the NFR approach [45]. However, even [45] did not try to mitigate the risks associated with cloud adoption. As the mismatches between user requirements and cloud features may be indicative of risks, we felt the need for a risk management framework for the cloud. Later, we proposed a framework using GORE for identifying and mitigating the risks [179]. For mitigating the risks we felt the need for prioritizing the risks in order to know which risks are most important to be mitigated. We used AHP for prioritization. Thus, we prioritized the risks and risk mitigation tactics. Prior to our work there was no RE framework for eliciting, refining and documenting user requirements for cloud adoption. Our method has therefore been helpful in not just acquiring and refining user requirements but also mitigating the risks at the RE phase. The RE activities addressed in all the above work included elicitation, requirements completeness, risk management, obstacle analysis, requirement analysis. Since there was no RE framework for cloud adoption for acquiring, refining and managing user requirements, we believe that our research is timely as there is a complete lack of systematic methodologies which could help users in mitigating the risks in the RE phase of cloud adoption.
CHAPTER 4

Cloud Adoption: A Goal-Oriented Requirements Engineering Approach
4.1 Requirements Engineering for Cloud Adoption

Let us assume that University of Birmingham (UoB) wishes to outsource its email services to the cloud. This is a crucial decision as the university has plenty of specific requirements, which cloud providers need to satisfy. For example, the UoB must continue to conform to the data protection act of the United Kingdom. It must also conform to the university regulations for processing institutional data. It must avoid any risks or liability due to breaches in data protection and confidentiality. Consequently, the UoB remains apprehensive about the implications of outsourcing. The cloud provider must also satisfy UoB’s functional requirements. The cloud provider must also satisfy UoB’s non-functional requirements such as reliability, safety, 24/7 availability, response time in peak usages and unbounded scalability of the email service provision. Furthermore, UoB should also analyse the cost versus benefit of the decision in moving to the cloud compared to in-house provision. The selection should also address UoB’s requirements for maintainability, future upgrades along with the need for reducing future operational cost. The decision involves concerns of many users regarding cultural shift with cloud adoption. UoB would strive for systematic evaluation for all the tradeoffs and risks involved in considering specific clouds. As the decision concerns many users and would result in a cultural shift in practice; UoB would strive for systematic evaluation for all the tradeoffs and risks while considering specific clouds.

4.1.1 Requirement Elicitation

The requirements for cloud adoption should not cover all the details in the initial stage. The initial stages of requirements engineering for cloud should be flexible enough to permit negotiations and further refinements owing to the evolving needs of the user. One of the reasons to keep requirements generic is that we don't want to eliminate promising cloud service providers at the initiation. Cloud service providers cannot meet all the requirements of the user; it is therefore, unwise to spend time and effort on eliciting a comprehensive set of requirements that might not eventually be satisfied. To start with, we should acquire
the core requirements which should not be rigid; they should allow future negotiations and elaboration. As soon as the basic requirements are elicited, the search for a potential cloud service provider can start; next requirements can be elicited with the evaluation of the potential cloud providers and services provisions. UoB can begin a search for prospective cloud service providers after eliciting the core requirements (e.g. security of the data, backups, availability, core functional requirements for the e-mail service etc.)

### 4.1.2 Requirement Analysis and Negotiation

The requirements analysis is an interactive and iterative process, where the refinement of the organisation’s requirements is driven by the availability of the cloud service providers and the accessibility of information related to the provided features of service usages, the quality of service provision and other terms and conditions etc. Information documenting features and service provision of different clouds are accessible through various sources. Examples include and not limited to the cloud white papers, SLAs, available benchmarks e.g. CloudHarmony, the Internet, reviews, evaluation and recommendations of users, experiences, cloud marketing representatives and the like. By looking at the features provided by the cloud service providers, the user/organisation may come up with a new set of requirements that were not initially identified. The examination of the cloud service providers’ features is a better technique to refine and understand how high-level requirements of the stakeholders can be actually satisfied. As cloud services and SLAs are designed to satisfy the generic and wider requirements of the market, some users’ requirements may not be satisfied. Users should, therefore, be prepared to engage in an extensive process of requirement prioritization and negotiation. Negotiation can be either active or passive which have been earlier defined in Chapter 2. It is a common practice for some cloud service providers such as Amazon to allow negotiation of SLA terms and conditions \[10\]. In order to successfully negotiate their requirements, users have to perform continuous tradeoffs and risk analysis in satisfying a particular requirement against the limitations of the available cloud providers. As an example, UoB has to abide by the Data Protection Act of the United Kingdom (UK) but the cloud service
provider's storage location is outside United Kingdom. UoB looks at the other possible storage locations and agrees to store data in any European Union member country. This will allow UoB to use cloud services while not violating the Data Protection Act of the UK. In other words, cloud's available features may help in refining and informing more realistic set of user's requirements. Moreover, UoB can use this phase to investigate and possibly negotiate about the location of data, access controls, backups and archiving mechanisms, QoS provision and so forth.

4.1.3 Requirements Evaluation

In the process selecting candidate cloud service provider(s), the evaluation of requirements is a continuous process of cloud evaluation and requirements negotiation, where the final set of requirements will undoubtedly be a compromise and fair reflection between what users want to achieve and what is offered by the cloud service provider. The purpose of requirement evaluation is to short list the cloud candidates and to ignore some service providers. The requirements evaluation phase will try to screen candidate cloud service providers for further evaluation.

4.1.4 Requirements Documentation and Management

The requirements documentation can be regarded as a semi-formal prebinding connection between the user and the cloud service provider; it acts as an informal contract for cloud adoption and users' requirements/cloud feature negotiation. In the process of cloud service provider selection, the requirements documentation will serve as the basis for cloud evaluation. Once UoB has refined its requirements, it will prepare a document wherein all the requirements will be defined. This set of requirements will be agreed upon by the cloud service provider and UoB. Requirements are documented to ensure that the cloud service provider gives what is required by the user. The requirement documentation will help in producing an SLA addressing the specific requirements of a user. The documentation will
also serve as a basis for deciding if any SLA has been violated by the cloud service provider. In case of a cloud the requirements engineering should be a continual process involving tradeoff analysis, negotiation and risk management. The reason behind doing so is that if the cloud service provider brings any changes to its system then the user will have to update the system according to the changes. For example this will require all the users of UoB’s email service to upgrade their operating system to gain access to their emails. Figure 4.1 shows requirements engineering steps for cloud adoption.
4.2 Cloud-Based Goal Oriented Requirements Engineering

The specification of users’ requirements is the first step towards selecting an appropriate cloud service provider. Boehm estimates that late corrections of requirements errors could cost 200 times as much as corrections during requirements engineering phases [26]. Though Boehm’s argument is related to the case of projects and software developed for relatively defined set of requirements, it could be argued that late rectification of unwise selection may lead to higher cost, which could be disproportional to the benefits of using the cloud and will place such investment at risk. Our approach starts with high-level goals. Initially when any organisation decides to move to the cloud, the goals are general expression of the requirements, whether these are strategic requirements, functional and/or non-functional. The higher level goals (such as secure payment transactions) are more stable than low level ones (such as the use of Secure Socket Layer (SSL) Technology). Defining goals is the first step of requirements elicitation in software engineering. Goals have been earlier defined in section [3.4.1].

To make a sensible decision for selecting a cloud service provider, businesses require a methodology which could help them make a choice. In conventional software development, the requirements engineering basically consists of eliciting stakeholders’ needs, refining the goals into non-conflicting requirements, followed by validating these requirements with stakeholders [124]. The main objective of the requirements engineer is to ensure that the requirements specifications meet stakeholders’ needs and represent a clear description of the cloud services that are to be adopted. Stakeholders’ requirements play a deciding / leading role in cloud service provider selection. Before a final selection of the cloud service provider is made, goals would have to go through certain steps as shown in Figure 4.1. The lifecycle defined in Figure 4.3 is based on the steps involved in Requirements Engineering for Cloud Adoption as shown in Figure 4.1.

4.2.1 Acquire and Specify Goals

Requirements act as criteria to compare and evaluate cloud service providers. The goals can be divided into three categories (i) strategic or business goals, (ii) high level or core goals,
(iii) and low level or operational goals. Strategic goals are concerned with the survival of the enterprise/business. Assume that UoB wants to drop the cost of email operations by 20% over the next five years; this is the strategic or business goal of UoB. High Level goals are nothing but core goals described in requirements engineering phase for cloud adoption. Suppose UoB desires that the cloud should be able to handle 500 users during the peak hours and provide a high level of security - these are high level goals to be achieved. First high level goals will be acquired from UoB that are refined into more objective sub-goals until they reach the level of operational goals. Operational goals can interact among each other. Operational goal can be encryption of data, password protection, and backup mechanisms etc. Sometimes, operational goals need to be assessed and evaluated against high level core goals. We will have to define the acceptance level for each goal as these cannot necessarily be absolutely met; instead they are satisfied to a certain degree within acceptable limits [118]. The acceptance interval ranges from target level i.e. the optimum value that users consider to be fully satisfied, to the worst level, i.e. the lowest value of the acceptable interval in which the goal starts to be considered unsatisfied.

Guidelines to acquire and specify goals

1. **Acquire Goals**

   To start with, we acquire generic requirements from the users which are flexible and can be negotiated against the features of a cloud service provider.

   Start with acquiring very generic goals. Goals can be acquired using different methods. Goals can be elicited through scenarios, interviews of the stakeholders, documentation of the current existing system etc. It is also essential to understand the domain.

2. **Assess cloud**

   Assess features of the cloud service provider from sources like cloud SLAs, benchmarks, whitepapers, market reviews etc.

   After assessing the features of the cloud service provider through different sources
users may end up with having new requirements. Some of the requirements may be discarded after examining the features while some of the new requirements may be added.

3. **Specify Goals**

   Elaborate and refine the goals in the light of cloud features. The refinement of goals should be performed with respect to features of the cloud services. Define the relationship between the goals using AND/OR decomposition. During the elaboration process there will be a point where goals can no longer be refined and will have to be assigned to different agents for operationalization. It is important to understand that agents may not be able to satisfy the goals fully and therefore users should define the acceptance level for the goals.

For example UoB wants the response time to be 10 seconds ideally as against 15 seconds which is unacceptable. UoB has set the acceptance limit to 12 seconds which is within the worst and target range. The goals need to be prioritized once they are specified, users have to engage in an extensive prioritization process in order to distinguish core goals (i.e. critical needs that should always be satisfied) from desirable goals (i.e. the ones that could be traded off).

![Figure 4.2: Categories of goals](image-url)
4.2 Cloud-Based Goal Oriented Requirements Engineering

4.2.2 Assess Features of the Cloud Service Provider

Requirements are elicited in the form of goals. We start with acquiring the high level goals. At the initial stage goals are kept generic so that the search for a cloud service provider is not limited by unnecessary constraints. Once the generic goals have been defined the search for potential cloud service providers will start. At the initial phase of cloud service provider identification, it should be ensured that the cloud satisfies the critical goals; total cost of ownership match the available budget, reputation of service provider with other users is compared and that the service provider is willing to participate in a collaborative partnership etc. Once we identify the clouds which are able to satisfy the core goals then we can start evaluating them. We may evaluate one cloud or more than one cloud which satisfy the high level goals and are ready to negotiate. We perform the matching between user requirements and the features of the cloud service provider. If there are any mismatches between the requirements and the cloud features then they may be indicative of risks. The mismatches should be analysed for any possible risks. Risks should be mitigated at this stage so that they don’t pass on to the final system. Risk mitigation may result into new requirements. Once the risks have been mitigated and the cloud is able to sufficiently satisfy user requirements, the user may decide to adopt the cloud.

The UoB may arrange demonstration sessions to ascertain how well cloud satisfies the specified goals. The assessment of cloud service provider's features involves a great deal of uncertainty, where key information to assess the satisfaction of goals can be difficult to obtain. To ensure possible accuracy of the assessment process, each observed functionality must have a confidence degree associated with it. This confidence degree is based on well justified arguments and evidence that a desired functionality (i.e. operational goal) is sufficiently satisfied. The highest confidence degree is obtained when the goal satisfaction is verified while the lowest one happens when the goal satisfaction is informed. After selection of the cloud service provider the UoB may ask for a trial period which could help verify that a cloud satisfies the requirements and UoB does not have to sign a contract at the beginning without experiencing the services.
4.2.3 Perform Matching

This phase involves gathering sufficient information about the cloud service provider and its services in order to assign the satisfaction scores to operational goals. Based on the results of matching, the evaluation team can aggregate individual satisfaction score (i.e. how the cloud satisfies each operational goal) into global satisfaction scores (i.e. how the cloud satisfies the set of operational goals). Therefore, it is possible to compare cloud service providers and then, inform the decision making process. The matching process involves analysis of cloud service provider satisfaction and further discussion with users to determine whether or not a particular cloud sufficiently satisfies their needs. The matching of a particular cloud is considered satisfactory if the cloud satisfies the operational goals within an acceptable range. The degree of satisfaction can come from individual forums like CloudHarmony [1]. Some clouds may offer the user a trial period where the user can see the degree of satisfaction of the cloud. For example, for UoB, goal is satisfied if the response time is less than 12 seconds.

Figure 4.3: Steps for Cloud Adoption
4.2.4 Analyse Mismatches and Management of Risks

A systematic approach is needed for the evaluation team to understand the effects of mismatches, analyse conflicts between goals, explore tradeoffs and manage risks. In the context of cloud service provider selection, risks are defined as unacceptable outcomes, generally caused as a result of conflicting goals and mismatches. Given that mismatches represent non-adherence of cloud to operational goals and conflict arises when satisfying one goal damages the satisfaction of another goal, we deduce that risks arise when the loss caused by unsatisfied goals is intolerable. A fundamental issue in handling mismatches is the capacity to systematically structure tradeoffs. The tradeoff analysis forms the basis of risk management strategy. The objective of a risk management strategy is to understand and handle risk events prior to their conversion to threats. Risk management helps in successfully selecting and integrating the chosen cloud service provider. The risk management process has three steps: risk identification, risk analysis, and risk mitigation. Risk mitigation actions may cover options such as: change goals, negotiate cloud service features, or choose other alternatives. There is no one solution for all the risks; therefore, the decision for the best risk mitigation strategy relies on the judgments and experience of the evaluation team. This process is similar to the process Elaborate the Requirements and Negotiate with the Cloud Service Provider defined in Figure 4.1. In this phase UoB will match its goals with the cloud service providers’ features and decide which cloud service provider best fulfills the user requirements.

4.2.5 Select Cloud Service Provider

The ultimate objective of this phase is to choose the “optimal cloud”. By optimal selection we mean that the selected cloud not necessarily needs to be optimal but satisfying. A satisfying cloud is one that sufficiently satisfies the set of goals defined by stakeholders, whereas an optimal cloud aims to maximize the satisfaction of goals. User will assess features of all the cloud service providers who are able to satisfy the core goals. For example, if three different cloud services are able to satisfy the core goals then the user will assess all three cloud services
and then decide which one can be adopted. Factors to assess the merit of each cloud service provider for selection are value, cost, and risk. Cost represent the monetary investment, time and effort. The overall merit of a cloud based system is the combined measure of the value, cost, and risk. Value refers to the level of satisfaction of the stakeholders if a given alternative successfully satisfies the desired goals. Notably this is related to the priority stakeholders have assigned to goals. The risk is assessed using goal mismatches, conflicting goals and involves risk scenario elements. UoB during this phase will identify the cloud service provider that satisfy the user goals within the budget constraints.

Guidelines for initial rejection of the candidate cloud services

1. Is the cloud able to meet the critical goals which cannot be negotiated?
2. Is the cloud under the budgetary constraints of the organization?
3. Have there been frequent SLA violations by the cloud providers previously?
4. Has the cloud been used for similar purposes and how was the response of the customers?
5. Is there enough information available about the cloud services and are there any benchmarks available to keep a tab on cloud services for any SLA violations?
6. Is the cloud service able to work in the existing system or does the organization have to make significant changes to their existing system to adopt cloud services?

4.3 Discussion

Cloud computing has gained popularity among businesses in recent years. Users are as excited as nervous about using the cloud. They are excited as most of the services provided by the cloud are low cost and readily available. At the same time, in spite of many promises by the
cloud service providers, users remain concerned about the general risk associated with the adoption of the cloud such as security and privacy of the data held, processed and exploited. We have proposed a framework which would help in addressing the genuine concerns of the cloud users. We looked at the case study of a cloud service provider and found that there were indeed many risks associated with cloud adoption. We advocated the necessity of a systematic methodology, for cloud adoption. The methodology can help the users in refining their requirements and negotiating with the cloud service provider while using a goal oriented approach. Negotiating and changing the SLA is situation dependent. For large investments a cloud service provider may engage in negotiations. There is an interesting clause in Amazon Web Services Customer Agreement which prohibits the user from disclosing the agreement for three years after the end of the agreement: “the nature, content and existence of any discussions or negotiations between you and us or our affiliates” [10]. This statement is clearly indicative of some background negotiations between the cloud service provider and user. Our approach will help the users to identify the conflicts between the requirements and to reduce them. There might be certain obstacles involved in achieving some goals. Obstacles can be any hindrance in achieving any goal or undesired properties [126]. Obstacle analysis needs to be done in the initial phase of requirements engineering i.e. at the goal level [163]. Obstacles can also be regarded as an expression of risks. Our aim is to manage the obstacles in achieving our goals. We intend to evaluate our framework by looking at a case study.

4.4 Conclusions

We have defined the steps involved in the requirements engineering phase for cloud adoption. This chapter contributes to a novel lifecycle, which aims at providing systematic guidance for an organisation evaluating the choice and risks in moving and adopting a cloud. We have used a goal oriented approach for eliciting and modeling the requirements of the user. As the cloud services evolve so do the user requirements. Since goals are more stable as compared to requirements [14] therefore it is logical to model the requirements using the GORE paradigm.
We have presented systematic guidance for the identification and evaluation of cloud service providers. The evaluation process concludes in the selection of the best cloud service provider available. The key phase of the method is the matching phase where mismatches between the requirements and cloud service providers’ features are identified. The analysis of the mismatches may inform the existence of risks. Our approach advocates risk mitigation in the early stages of cloud adoption. We have used GORE for mitigating the risks. In KAOS the notion of obstacles have been used in order to analyze the conditions under which a goal may not be achieved. The mismatches between cloud features and user requirements may be due to certain obstacles in the achievement of goals. We have used the goal/obstacle analysis to analyze and mitigate the risks in the cloud adoption process which will be discussed in chapter ??.

The approach also tries to manage the tradeoffs involved with the cloud adoption. The Service Level Agreements presently are too static and non-negotiable. The SLAs do not address the individual needs of every user. This framework would help the cloud service provider and the user to negotiate their requirements and cloud features beyond static SLAs. It would help making SLAs that are specifically designed for a particular organisation.
CHAPTER 5

Using Obstacles for Systematically Modeling, Analysing and Mitigating Risks in Cloud Adoption

If you don’t invest in risk management, it doesn’t matter what business you’re in, it’s a risky business

Gary Cohn
5.1 Introduction and Motivation

We have discussed in chapter 2 that cloud RE is more challenging as compared to traditional RE due to the ever changing user requirements and cloud features. Cloud services are usually not tailored according to the individual needs of the customers. We believe that matching user requirements with the features of a cloud service provider will unveil potential risks associated with the adoption of a particular cloud service. These risks if not mitigated at the adoption phase may expose users to significant losses. We therefore believe, that risk management should be part of the requirements engineering for cloud adoption.

We looked at the case study of a leading cloud service provider - referred to as *Indus* which has been earlier defined in section ???. After looking at the case study we realized that cloud service providers try to transfer the risks to their customers through non-negotiable SLAs. Hence, it is important for the cloud users to screen the cloud according to their requirements to reveal the associated risks before adoption to avoid getting locked-in with the wrong cloud.

We proposed a lifecycle based on goal-oriented requirements engineering for cloud adoption in chapter 4. This chapter is an extension of our previous work presented in chapter 4. We have refined the cloud adoption lifecycle and have introduced the notion of obstacles. Sometimes there are hindrances to the achievement of goals/requirements called obstacles. The unfulfilled requirements due to obstacles may eventually lead to risks. It is important to resolve these obstacles in order to mitigate the risks. We have also defined some concrete and abstract obstacle resolution tactics in this chapter.

This chapter is structured as follows. Risks that were identified from different cloud service provider's SLAs are presented in section 5.2. In section 5.3 we introduce goal-oriented requirements engineering for the process of cloud adoption. We define obstacles in section 5.4 and argue that obstacle analysis should be part of the lifecycle for cloud adoption process. We have modelled a case study from two different perspectives (user and cloud service provider) using a goal-oriented approach in section 5.5. From the user perspective we have modelled the case study of "Smart Bank" which has decided to adopt a cloud [62]. We have identified and resolved the obstacles that may hinder the adoption of cloud by the Smart Bank. From the
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5.2 Risks Identified from Different Clouds and Their Implications

Risks that were identified by looking at the SLAs of different cloud service providers are shown in Table 5.1. The information presented in Table 5.1 has been collected after inspection of SLAs and white papers of several leading cloud providers such as Amazon Web Services, Google AppEngine and Microsoft Azure. Risks could be classified into various areas of concern (e.g. network, environment etc.) For each identified risk, we provide an impact assessment of the occurrence of the risk. We believe that the identified areas, potential risks and impact assessment is representative of the state-of-the-art in cloud service provision. Although, cloud service providers have tried to win the confidence of the users by either publishing their white papers, web service agreements or by providing the details regarding their cloud service on their website, most of the cloud service providers have failed to take the responsibility for the users’ content if the provider is unable to meet its promises to the user. The SLAs of most of the cloud service providers absolve them from any responsibility should anything happen to users’ content. Signing a contract with such cloud service providers can be a risky business. It is evident from Table 5.1 that many risks could eventually lead to financial losses for a business. To minimize the risk of being locked in with a cloud provider who is unable to meet the needs of the users; the proposed framework informs cloud provider selection on a systematic and sound framework.
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Table 5.1: Risks identified from cloud service providers SLAs

<table>
<thead>
<tr>
<th>Area</th>
<th>Description of Risk</th>
<th>Impact Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Network</td>
<td>IP Spoofing, Port Scanning, Packet Sniffing</td>
<td>Data leakage, Financial losses, Customer trust</td>
</tr>
<tr>
<td>Environmental</td>
<td>Fire, Electrical failure, Temperature inside the data center</td>
<td>Hardware damage, Customer trust, Business reputation, Huge financial losses</td>
</tr>
<tr>
<td>Technical</td>
<td>Integration risk, Insecure interfaces and APIs, Shared technology issue, Weak encryption of data in transit, Incomplete data deletion, Resource exhaustion</td>
<td>More investment on company's infrastructure, Huge financial losses, Data leakage, Company's reputation, Customer's trust, Service delivery</td>
</tr>
<tr>
<td>Physical Access</td>
<td>Unauthorized access to the data center, Malicious insider</td>
<td>Financial losses, Customer's trust, Business Reputation, Data leakage, Hardware damage</td>
</tr>
<tr>
<td>Legal</td>
<td>Risks from change of jurisdiction, SLA clauses containing business risks, Unknown risk profile, Data recovery and investigation</td>
<td>Financial losses, Customer trust, Business reputation, Service delivery</td>
</tr>
</tbody>
</table>
5.3 Cloud-Based Goal-Oriented Requirements Engineering

Our framework uses goal-oriented requirements engineering for specifying user requirements. Our approach starts with acquiring high level goals and later elaborating them to low-level goals. Section 4.2 describes the cloud-based GORE. In this chapter we introduce the notion of obstacles for mitigating the risks in the cloud adoption process. Figure 5.1 shows the cloud adoption lifecycle which takes into account the obstacles to goals.

![Figure 5.1: Lifecycle for Cloud Adoption](image)

5.4 Obstacles for Mitigating Risks in Cloud Adoption Process

We first proposed a methodology which could help users to adopt cloud services [177]. The methodology is grounded in Goal-Oriented Requirements Engineering. The initial work did
not provide the means to resolve obstacles for achieving goals. Requirements engineering is concerned with the elicitation of high-level goals that are to be achieved by the system-to-be. The high-level goals are refined into low level goals which can be operationalised. Classically in GORE we operationalise goals by assigning them to agents such as humans, devices and software (in our case, the agent can be either a cloud service provider or any particular service). Sometimes the requirements engineering process results in goals and assumptions about the agent behavior which are too ideal; some are unlikely to be satisfied by the system. We present techniques to resolve the obstacles in achieving goals. We are defining a number of abstract and concrete techniques for resolving obstacles which could mitigate risks in the cloud adoption process.

Steps for cloud adoption according to figure 5.1

1. **Acquire goals**
   
   To begin with, we start by acquiring high level goals from the user which are flexible and negotiable. The goals are kept generic in the beginning so that the search for a cloud service provider is not limited by unnecessary constraints.

2. **Identify the cloud(s) for further evaluation**
   
   If a cloud cannot satisfy the initial set of generic goals then it’s best to reject that cloud in the beginning. The cloud which can be considered for further evaluation should be under the budgetary constraint of the user and should be able to meet at least the most critical goals that cannot be negotiated.

3. **Specify goals**
   
   Once high level goals have been acquired, they can be further refined into realizable goals. They can be refined in light of the cloud features/SLAs. The relationship between the goals can be defined using the AND/OR decomposition.

4. **Assess features of the cloud service provider**
Assess features of the cloud service provider from different sources like benchmarks, SLAs, market reviews etc. Some of the requirements may be discarded after examining the cloud features while some of the requirements may be added.

5. **Perform matching**

Perform matching between the features of the cloud service provider and user requirements. If there are any mismatches they may be indicative of possible obstacles and should be resolved.

6. **Analyze mismatches and manage risks**

After matching features of the cloud service provider with user requirements, we may find some requirements that the cloud service provider cannot fulfill. It is important to analyse those mismatches and see if they result into any kind of risk. If there are any risks due to the mismatches between user requirements and cloud features then it’s best to mitigate them at the requirements engineering level than passing it on to the final system.

7. **Obstacle identification and resolution**

The obstacles can be generated during the specify goals phase or during the matching process. The obstacles should be recursively refined. The obstacle resolution tactics should be used for resolving the identified obstacles.

8. **Select cloud service provider**

Select a cloud which is able to satisfy user requirements and can resolve the obstacles encountered during the evaluation process of the cloud service provider.

### 5.4.1 Obstacle Analysis

The first sketch of goals tend to be too ideal [164]. Such over ideal goals can be violated from time to time due to unexpected behavior of agents. In KAOS, such exceptional behaviors are called obstacles to goal satisfaction. Obstacles were first proposed by Potts in [126]. He
identified obstacles for a particular goal by asking different questions. For example: “Can this goal be obstructed, if so, how?” According to Anton [13], while obstacles denote the reason why a goal failed, scenarios determine concrete circumstances under which the goal may fail. KAOS provides well-developed methods for identifying and resolving obstacles. Lamsweerde et al. [163] recommend that obstacles be identified from leaf-level goals. Once identified, obstacles can be refined like goals (by AND/OR decomposition). Obstacles can lead to risks. Obstacle resolution will eventually result in minimizing potential risks.

5.4.2 Obstacles in the Requirements Engineering Process for Cloud Adoption

We found that there are some obstacles in achieving goals. We have therefore refined the lifecycle for cloud adoption (Figure 4.1) by introducing obstacle identification and resolution in the lifecycle (see Figure 5.1). During the “Specify Goals” phase the goals are refined and obstacles are generated. Obstacles can be repeatedly refined. The generated obstacles are resolved which results in updating goals. New goal specifications may result in a new iteration of goal refinement and obstacle identification. It can therefore be said that obstacles analysis and resolution has to be a continual process. Figure 5.1 shows the life cycle for cloud adoption.

An obstacle from the perspective of a cloud user can be defined as any hindrance in achieving any goal or the desired properties as set out by the cloud user. Obstacles obstruct the goal such that when the obstacle is true then the goal may not be achieved. Suppose a social networking website hosted on cloud wants 24/7 availability. If there is a power outage at the data centre of the cloud service provider then the service may not be available and hence power outage will be an obstacle in achieving the goal of 24/7 availability. We briefly describe the steps involved in the lifecycle shown in Figure 5.1.

5.4.2.1 Acquire and Specify Goals

Requirements act as criteria to evaluate cloud service providers. We start by acquiring the core goals and then refine them later. Section 4.2.1 sufficiently describes this step.
5.4.2.2 Obstacle Identification

During the *specify goals* phase obstacles are generated. The obstacles can be recursively refined. Obstacles are identified from the goal graph. It is suggested that obstacles be identified from the terminal goals that are assigned to agents. It is essential that the set of identified obstacles is complete for every goal (at least for high-priority goals). To resolve obstacles we would like to identify as many obstacles as possible for the goals; particularly for high-priority goals. A set of obstacles $O_1, \ldots, O_n$ is complete for goal $G$ if the following condition is true.

$\{ \neg O_1, \ldots, \neg O_n \} \models G$

This condition means that if none of the identified obstacles occur than the goal is satisfied. Figure 5.2 and Figure 5.3 show the obstacles identified from the case study.

5.4.2.3 Obstacle Resolution

Obstacle resolution tactics are applied to resolve the identified obstacles. The selection of a specific obstacle resolution tactic depends on the likelihood of the obstacle occurrence and the impact of such an occurrence. The goal/obstacle loop may terminate once the obstacles that remain are thought to be acceptable without applying any resolution tactics. Table 5.2 shows some obstacle resolution tactics in the process of cloud adoption. We have applied these tactics to resolve the obstacles in the Smart Bank case study in section 5.6.

5.4.2.4 Cloud Service Provider

After acquiring the generic goals, the search for a potential cloud service provider will begin. Initially goals are kept generic so that the search is not limited by unnecessary constraints. If the cloud is able to satisfy the critical goals and the amount required to adopt cloud is within the budget then the goal tree can be further elaborated and cloud features may be screened.
### Table 5.2: Obstacle resolution tactics for cloud adoption

<table>
<thead>
<tr>
<th>Category</th>
<th>Short Description</th>
<th>Obstacle Resolution Tactic</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obstacle Prevention</td>
<td>Avoid The Obstacle</td>
<td>Tactic 1: Add another goal to prevent obstacle</td>
<td>Tactic 1: Encrypt data (add goal) before sending it to the cloud to achieve security of the data. See figure 5.6 where obstacle encountered in Smart Bank case study has been resolved by adding a goal i.e. to encrypt sensitive data using Trusted Platform Module when storing it on the cloud. Tactic 2: Negotiate SLA for storing the data in the desired location. See figure 5.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tactic 2: Improve/Negotiate SLA.</td>
<td></td>
</tr>
<tr>
<td>Cloud Service Substitution</td>
<td>Assign the responsibility of obstructed goal to another cloud</td>
<td>Tactic 3: Transfer the operationalization of the goal to another cloud.</td>
<td>Smart Bank wants its system to be available 24/7. However, a service may be unavailable during peak hours. A different cloud may be used during peak hours to handle the extra load. See Figure 5.8 and figure 5.9 Federated cloud can be used for different applications to match business needs. See figure 5.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tactic 4: Split goal handling among multiple clouds</td>
<td></td>
</tr>
<tr>
<td>Goal Weakening</td>
<td>Weaken the obstructed goal specification</td>
<td>Tactic 5: Weaken goal objective function</td>
<td>Response time required for an email service can be increased to a few seconds if the cloud provider is unable to guarantee the desired response time. See figure 5.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Relax requirements</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Relax the degree of satisfaction</td>
<td></td>
</tr>
</tbody>
</table>

#### 5.4.2.5 Perform Matching

Perform matching between the features of cloud service provider and user requirements. The information regarding features and service provisions of different clouds can be accessed through various sources like cloud white papers, SLAs, available benchmarks, the Internet, reviews, evaluations and recommendations of users, experiences etc. Section 2.3.2 describes the matching process in detail.
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5.4.2.6 Analyse Mismatches and Manage Risks

Mismatches between cloud features and user requirements may be indicative of risks. It is important to devise a risk management plan at this stage. Section 4.2.4 describes the process of analysing and managing risks.

5.4.2.7 Cloud Service Provider Selection

The objective of this phase is to select a cloud which is best suited to the user keeping in view the budgetary constraints. It is important to select a cloud which not only satisfies user requirements but also minimizes risk occurrence. The risk is assessed using goal mismatches, conflicting goals and involves risk scenario elements. Section 4.2.5 sheds some light on this phase.

Guidelines for identifying the risks

1. Are there conflicts and tradeoffs between different requirements? Can any of them be relaxed for the other?
   E.g. Performance may be affected when encrypting large amount of data online.

2. Are there any mismatches between the user goals and features of the cloud service?
   Mismatches may result in risks. Some of the mismatches may be negotiated and user and cloud may agree upon a solution
   E.g. User may agree upon 95% availability of the cloud instead of 99%

3. Identify the obstacles to the fulfillment of the requirements. Obstacles may be indicative of possible risks.
   E.g. incomplete data deletion by the cloud provider may be a risk to security.
5.5 Case Study

We have modelled two perspectives (the cloud service provider and cloud user) of a case study. Figure 5.2 and Figure 5.3 show the goal tree of the obstacles that have been identified in the case study. For the purpose of this case study we have adopted the following conventions. Double edged rectangles show the goals, parallelograms are the obstacles in achieving some of the goals and hexagons represent an agent. An AND-refinement is represented by an arrow with a small circle connecting the subgoals contributing to the parent goal. An OR-refinement is graphically represented by multiple arrows pointing to the same goal. The objective of modelling two different perspectives of a case study is to show obstacles at the service provider and the user level. Cloud service provider may have claimed high security in their cloud but a close look at their whitepapers revealed that the risks associated with the adoption of such cloud are imminent. After looking at the Indus Web Services Customer Agreement and Indus white papers we identified many risks associated with adoption of Indus cloud. For the purpose of simplicity we have not modelled all the risks identified. The goal graph for Indus informs users of the possible risks that may occur due to adoption of this cloud. The goal tree of Smart Bank helps us in introducing some obstacle resolution tactics which may mitigate the risks associated with adopting the wrong cloud service provider.

5.5.1 Goal Tree of Indus

Figure 5.2 shows the goal tree of Indus cloud. Many obstacles were identified to achieve security while migrating to the Indus cloud. The goal tree of Indus cloud informs users of the potential risks that are involved with Indus cloud adoption.

5.5.2 Smart Bank Goal Tree

A cloud architecture evaluation method was proposed by Faniyi et al. in [62]. A case study of a Smart bank was presented where the bank decides to adopt cloud services to deliver a robust, scalable and on-demand service provision for the risk management aspect of its
business. The architecture proposed was evaluated using Architectural Tradeoffs Analysis Method (ATAM) \cite{88} incorporating dynamic analysis via implied scenario generation and was named as ATMIS.

**Goal 1**

**Goal Achieve** [Store Sensitive Data in home country]

**Category** Security

**Definition** Store Sensitive data in the country of operation.

Smart Bank policies prohibit some of the sensitive data from being hosted on any server outside its country of operation. As cloud acts as a black box and the user has little or no knowledge about the location of the data centre; this poses a threat to Smart Bank's content. SLA clauses often make no mention of any sub-contracting of data centres. Data from Linode, a leading cloud service provider was unavailable to the users for about 20 minutes due to a power outage at Hurricane Electric which owns the data centre where Linode stores data
The outage at Hurricane Electric was completely outside the control of Linode. Such sub-contracting poses a grave threat to Smart Bank’s policies.

Figure 5.3: Portion of the goal tree for Smart Bank
5.6 Resolving Obstacles in the Process of Cloud Adoption

By looking at both the perspectives of the case study i.e. Indus (see section 5.5.1) and Smart Bank (see section 5.5.2) we will try to map the requirements of the user with the features of Indus. Features of the cloud service provider may be obtained from the cloud SLAs, market reviews, benchmarks, whitepapers etc. In the case of Indus we have looked at the features of Indus through the Indus Web Services Customer Agreement, SLAs, whitepapers and benchmarks. The cloud service provider may indicate all the available features in their SLA. However, other sources of information like benchmarks and market reviews can also be included to know more about the cloud features. We are proposing some concrete and abstract obstacle resolution tactics which could help the user in minimizing the risks associated with cloud adoption. Table 5.2 shows the obstacle resolution tactics. Some of the obstacles cannot be fully resolved. We can set the priority of resolving the obstacles by quantifying the value of the obstacles. Every obstacle has a value. The value of an obstacle is the product of the likelihood of the obstacle occurrence and the consequence of that obstacle. As obstacles lead to risks therefore they should be quantified in order to know the damage that may be caused due to the resulting risks.

\[ V(O) = L(O) \times C(O) \] (5.1)

Where \( L(O) \) is the likelihood that obstacle \( O \) will occur, \( C(O) \) is the cost/consequence, and \( V(O) \) is the value of obstacle \( O \). For simplicity we will rate each on a scale of 1-4 scales. The larger the number the larger would be the consequence or likelihood. Priority for resolving

Figure 5.4: Obstacle for achieving Goal 1
the obstacle can be established by using the matrix shown in figure 5.5. Equation (1) is based on Boehm et al. equation for quantifying the risks in a software development process [29]. It may be possible that the obstacle resolution for a particular obstacle is more expensive than the value of the damage that may be caused due to the obstacle itself. Some obstacle may be resolved to a certain degree but may not be fully resolved. Table 5.2 defines some obstacle resolution tactics in the process of cloud adoption.

![Matrix for quantifying the value of obstacles](image)

Figure 5.5: Matrix for quantifying the value of obstacles

### 5.6.1 Obstacle Prevention

The obstacle prevention strategy resolves the obstacle by adding a new goal. By adding a new goal obstacle occurrence can be avoided.

**Tactic 1:** The goal tree of Indus reveals an obstacle of resource exhaustion. The same obstacle was identified in the Smart Bank case study where the sensitive information is stored in-house. If the amount of sensitive information is significant than we have to move sensitive data to the cloud. Smart Bank can store the sensitive data in the cloud in encrypted form using Trusted Platform Module (TPM) [133]. Smart Bank therefore adds a new goal to prevent the obstacle. Using TPM is a new goal which has been added to the system for avoiding the obstacle. This will help Smart Bank to avoid the maintenance of data repository in-house. See Figure 5.6

**Tactic 2:** Many cloud providers subcontract part of their services. The issue of subcontracting cloud services is complicated. Who will have access to user data and where is the
subcontractor located are of paramount importance to the user. Subcontracting makes transparency difficult. Usually when there is a dispute between the cloud service provider and the user, the cloud service provider tries to shift the liability to the subcontractor and the customer may not have the right to take any action against the subcontractor [74]. Let’s take Linode example where the data center has been subcontracted to Hurricane Electric. In this situation if Smart Bank wants to exploit the services of Linode then the SLA should clearly state that the data center is not owned by Linode. SLA should also mention the location of the data center as Smart Bank does not want its data to be stored outside its country of operation. This will allow the user to make decision by keeping their requirements satisfied. The cloud service provider should provide the list of all the subcontractors to the user. Also, if there is any change in the subcontractors then it should be first informed to the users. Negotiation of SLA is another goal which has been added to the goal tree to prevent any the obstacle shown in Figure 5.4. See Figure 5.7 for the resolution to this obstacle and Figure 5.8 for the goal tree of this tactic.

Figure 5.6: Obstacle Resolution Tactic1
5.6.2 Cloud Service Substitution

**Tactic 3:** Smart Bank wants its system to be available 24/7. We assume that Bank also wants to scale up when there is increased traffic and scale down when the demand is low. Nallur et al. have proposed a self-optimising architecture \[120\] where the website can scale up and scale down according to the traffic. Assume that when the traffic is low the website is using cloud C1 which has the capacity to deal with fewer requests and when the traffic is high the website starts using cloud C2 which can handle more requests. This means that the web service can scale up when we substitute the service with another one during the peak hours. This strategy resolves the obstacle of non-availability of the website when the traffic is high. Smart Bank can sign up to the services of different clouds for different time. This will make the website available at all times (see Figure 5.9). Hybrid clouds are one such example where different clouds are used by the same organization to handle the traffic during low and peak demands \[110\].

**Goal 2**

**Goal** Achieve [24/7 Availability of Smart Bank]

**Category** Availability

**Definition** The website should always be available to the users.

**Tactic 4:** This tactic consists of splitting a goal assigned into subgoals, so that every subgoal can be assigned to a different cloud to satisfy it. Application of this tactic may lead to the
introduction of some new clouds to satisfy the subgoals. As web services hosted on the cloud evolve with the passage of time, their requirements evolve accordingly. Smart Bank is a new bank with fewer customers. With the passage of time the bank will become more popular and it will be critical for Smart Bank to be highly stable, secure and available. Downtime of Smart Bank is unacceptable to its customers. Such web applications which have become popular among the users need to adapt their architecture with the growing demand. Assume that the data centre D1 was used by Smart Bank but as the demand grew Smart Bank has to lease another data centre to avoid any chances of unavailability to the user. The SLA can be negotiated to lease another data centre from a cloud different than the current one so that data centres D1 and D2 are owned by two different cloud service providers. See Figure 5.10.
5.6.3 Goal Weakening

Tactic 5: This tactic involves weakening the goal definition or the degree of satisfaction. As an example, UoB wants the response time for its email service to be 10 seconds but agrees to settle for 12 seconds if the Cloud Service Provider C1 is unable to guarantee a response time of 10 seconds. The satisfaction degree of the goal was relaxed to avoid the elimination of a potential Cloud Service Provider for service provision. See Figure 5.11

![Figure 5.11: Obstacle Resolution Tactic 5](image)

5.7 Goal Prioritization

Goal prioritization is a core activity for resolving the obstacles in the requirements engineering process for cloud adoption. Stakeholders engage in an extensive prioritization process to distinguish core goals (i.e. critical goals that should always be satisfied) from the desirable goals (i.e. goals that can be traded off). There might be some obstacles which could be avoided due to their significantly lower impact on the system. However, obstacles that can critically affect the system should be resolved with high priority. In the goal prioritization process goals are assigned weights according to the stakeholders’ preferences. We describe an approach which helps in prioritizing the goals and obstacles. The highest level of goal refinement tree is level 0, the next level of subgoals is level 1 and so on. We assign the weights to goals in each level, so that the sum of the weights of goals in each level is 1.
Step 1: Obtain the relative importance of the goals

Consider the goal tree of smart bank. In level 1 we have five goals $g_1, g_2, g_3, g_4, g_5$ and now we want to know their relative value. Rank the importance of each goal. Smart Bank prefers security over everything else. After comparing and obtaining the relative importance of the level 1 goals, we have that:

$$g_1 > g_4 \approx g_5 > g_3 > g_2$$

This implies that $g_1$ is the most important goal followed by $g_4$ and $g_5$ ($g_4$ and $g_5$ are of equal importance), $g_3$, and $g_2$. The weight $\mu$ of each goal is:

$$\mu g_1 > \mu g_4 \approx \mu g_5 > \mu g_3 > \mu g_2$$

In a similar way stakeholders compare the relative importance of goals of the same parent in different levels.

Step 2: Assign each goal its weight based on the obtained relative importance

Stakeholders’ engage in brain storming sessions to discuss how the satisfaction of each goal can contribute to the achievement of strategic objectives. These sessions lead to an agreement among stakeholders about their priorities and assigning weights to goals. We continue the process of assigning weights to the goals belonging to the same parent. For level 0 goals (see Figure 5.12) we assign 0.3 to $g_1$ as security was deemed most important by the stakeholders. Since $g_4$ and $g_5$ have an equal importance therefore they have been assigned the same weight. The weights have been assigned to the goals keeping in view their relative importance.

Step 3: Obtain composed weights for offspring goals

The final weight of the goal is called a composed weight. Composed weight is the product of the weight of each goal with the weights of all the parent goals. We can obtain the composed
weight for the obstacles \( \neg g_2, \neg g_4, \neg g_5 \) and \( \neg g_{1.5} \), so that:

- \( \mu g_2 = 0.1 \)
- \( \mu \neg g_0 = 1 \)
- \( \omega g_2 = \mu g_2 \times \mu g_0 \)
- \( \omega g_2 = 0.1 \times 1 = 0.1 \)

Similarly the composed weights for other obstacles can be calculated

- \( \omega \neg g_4 = 0.25 \)
- \( \omega \neg g_5 = 0.25 \)
- \( \omega \neg g_{1.5} = 0.051 \)

This technique of prioritizing goals by comparing the offspring of the same parent allow decision makers to reason about the importance of a particular goal in comparison to other goals.
5.8 Discussion & Conclusion

We identified several risks associated with cloud adoption after looking at the SLAs and whitepapers of different clouds. We have introduced the notion of obstacles to the cloud adoption lifecycle defined earlier in chapter 4. Our approach is helpful in identifying the conflicts between requirements, tradeoffs and risks. We likened obstacles to risks and proposed some concrete and abstract obstacle resolution tactics leveraging on the work of [162]. To our knowledge no work has modelled the obstacles for cloud adoption process. [9] has defined a method for goal prioritization. The method simply prioritize goals without taking obstacles into consideration. We prioritize obstacles using the same method. We have also defined a framework for prioritizing user requirements and obstacles. The framework is based on utility theory. Prioritizing the requirements helps users to resolve the most critical obstacles first and to achieve goals that are most important. Prior to our work to the best of our knowledge...
no one has prioritized obstacles.

We have defined the steps involved in the requirements engineering phase for cloud adoption. This chapter contributes a lifecycle which is an extension of our previous work presented in chapter 4. The lifecycle could help in mitigating the risks which may arise due to incomplete requirements or insufficient cloud features. We have presented a systematic guidance for the identification of the obstacles and have proposed some concrete and abstract obstacle resolution tactics to minimize the risks associated with cloud adoption. We have also used utility theory to prioritize the goals for minimizing the risks.
Cloud Adoption: Prioritizing Obstacles and Obstacles Resolution
Tactics Using Analytical Hierarchy Process

Things which matter most must never be at the mercy of things which matter least.
Johann Wolfgang von Goethe
6.1 Introduction

In chapter 4 we have contributed to a novel Goal-Oriented Requirements Engineering method for cloud adoption. In chapter 5 we refined the method and introduced the notion of obstacles. We also proposed some concrete and abstract obstacle resolution tactics in the previous chapters. We argue that obstacles prioritization and their resolution are important for mitigating risks in the adoption process. The novel contribution of this chapter is a new systematic method for prioritizing cloud adoption obstacles and their resolution tactics using Analytical Hierarchy Process (AHP). We demonstrate the applicability and usefulness of the approach through an example. We do the sensitivity and stability analysis to assess the AHP choice of the resolution tactics.

6.2 Why do we need prioritization?

Decision making becomes difficult when we have a large set of requirements, numerous risks, multiple stakeholders and many operationalization/design alternatives. To minimize the decision space it’s inevitable to prioritize requirements and/or different alternatives. Prioritization should strive to meet the requirements subject to constraints like time, resources, expertise etc. According to many organizations believe that it is important to prioritize requirements to make decisions about them based on rational, quantitative data. In a cloud case, requirements can be large due to the multi-tenant nature of the cloud and the number of stakeholders involved. Though the diversity of stakeholder background and input can be deemed to be a strength in RE for the cloud, it is expected that conflicts and inconsistencies are the norm. Prioritization of requirements will reduce the space of requirements that needs to be negotiated against the cloud service provisions. The requirements can be conflicting and therefore it is expected to negotiate the requirements against cloud service provisions. Once the requirements are prioritized, the user can decide which requirements can be negotiated and which of the requirements cannot. The choice of the requirements is often driven by their importance, criticality to the application, their ability to unlock application
potentials, and ability of the system to comply to standards. In the context of our solution for the problem of matching cloud features to user requirements, it’s key to make the matching process simple, effective and scalable. Mismatches can be large and can be indicative of risks. Since the criticality of the mismatches can be significant for some important requirements, prioritization can introduce discipline and better scope our effort in the requirements which are deemed to be the most important. Not all risks may be critical and in some situations it’s better to accept the risk due to its lower significance. To know the criticality of risks in any system it is better to prioritize them. We use AHP for prioritizing the risks and risk mitigation tactics in this chapter. As AHP has proven to be effective in prioritizing risks in several engineering domains such as , we use AHP as the basis for prioritizing risks.

6.3 The Analytical Hierarchy Process for Handling Obstacles in Cloud Adoption Using An Example

Since its early applications in the seventies, the Analytical Hierarchy Process has found a wide interest both between decision theorists and appliers. The analytical hierarchy process is a decision-making method and is well described in . An AHP hierarchy is a vehicle for structuring a decision problem. The classical AHP hierarchy consists of an overall goal, a group of options or alternatives for achieving the goal, and a set of criteria, which relate the alternatives to the goal. The criteria can be further decomposed into subcriteria, sub-subcriteria, and so forth. In a nutshell, the AHP hierarchy can then be analyzed through a sequence of pairwise comparisons using numerical scales of measurement; these could be subjective or objective metrics. The criteria are pairwise compared against the goal for importance. The alternatives are pairwise compared against each of the criteria for preference. The comparisons are computed and priorities are derived for each node in the hierarchy. The prioritization can then provide insights for the decision makers and analysts, which can inform the selection decision. The process is structured and systematic; it overcomes the
limitations of ad hoc decision making in complex problems with various alternatives and criteria. AHP is well described in many text books on the subject e.g. see [131]

6.3.1 Motivation for Obstacle Resolution in Cloud Adoption

AHP is intuitively appealing as an approach to the obstacle resolution problem. Its hierarchy can provide intuitive and simple ready means for structuring, tracing and analyzing goals, obstacles, and their resolution tactics. Complementing the AHP structure with its analysis and prioritization process, the combination does provide a new systematic method for prioritizing obstacles and selecting suitable tactics for resolving them for the goals to be achieved. In this context, an obstacle resolution tactic corresponds to an alternative. Resolution tactics are pairwise compared against each of the identified obstacles for preference to the extent to which its resolution can satisfy the goal. Obstacles correspond to criteria, which can be further decomposed and refined into sub-obstacles; it’s negation has relative importance for reaching the goal (these are pairwise compared against the goal for importance).

There is a general lack of systematic methods for prioritizing obstacles and identifying the best strategies for mitigating the risks. We systematically model requirements for cloud adoption and their corresponding obstacles. Obstacles can be deemed as risks; they can have a significant impact on the adoption process if not properly elicited, modeled and mitigated. We propose a two-phase risk aware method for cloud adoption benefiting from Analytical Hierarchy Process. The first phase elicits and prioritizes obstacles by understanding their potential impact on adoption. The second phase searches for good-enough resolution tactics for the prioritized obstacles so they can be mitigated for risks. Stability and sensitivity analysis is proposed to assess the choice of the resolution tactics.

We argue that there are significant benefits to using AHP to manage the prioritization of obstacles and their resolution tactics. Firstly, it is beneficial to quantify obstacles’ importance through understanding their consequences on the adoption process, if not properly managed and mitigated for risks. Secondly, the adoption process is often constrained by limited resources (e.g., budget, man-months, schedule), exhaustive treatments for all obstacles is often
resource demanding and may be difficult. A “selective” strategy, through obstacles prioritization is a sensible and wise option to tackle the complexity of the space and to focus efforts on the critical obstacles, which cannot wait. The strategy can elevate the consideration of those, which are likely to be critical and downgrade and eliminate others, which can be tolerated or have little/no risk impact. As obstacles can be resolved using several alternative resolution tactics, each may provide different added value. Thirdly, the importance of obstacles can vary by the orders of magnitude. Quantification of their relative importance and significance for risks can provide an objective assessment for their management and resolution. In contrast to the criticism about AHP’s subjectivity [86], we argue that AHP pair-wise comparison technique can be a cost-effective strategy to probe for better testing and understanding of the presence and the importance of obstacles. The pair-wise comparison can be risk revealing. The pair-wise comparison comprises much redundancy and is therefore less sensitive to judgmental errors. AHP points to inconsistencies by calculating a consistency ratio of judgmental errors. The smaller the consistency ratio the lesser the inconsistency, hence the more reliable results. Fourthly, we acknowledge that it may be problematic to scale up for larger projects using AHP. Karlsson et al. [86] recommend grouping the requirements, where grouping requirements can reduce the number of comparisons in an efficient manner. We believe that our use of GORE for cloud adoption and our handling of obstacles using GORE do provide an elegant grouping benefiting from the goal refinements hierarchy, promoting potential scalability. Fifthly, Karlsson et al. [86] evaluated six different prioritization techniques based on pair-wise comparisons and concluded that AHP was the most promising approach because it is based on a ratio scale and includes a consistency check. Last but not least, the major disadvantage of AHP is that it is time consuming for large problems. Research efforts have been made to decrease the number of comparisons and hence the time needed [85] [112]. The result has been that the number of comparisons can be decreased by as much as 75% [85].
Guidelines for mitigating risks through resolving obstacles

1. Define risk mitigation/obstacle resolution tactics

   Some abstract and concrete obstacle resolution tactics have been defined in this thesis.
   Some risks may be accepted due to their non-criticality.

2. AHP hierarchy

   Make an AHP hierarchy of the identified obstacles and the alternatives (Obstacle resolution tactics). The AHP hierarchy typically has three levels: goal, criteria and alternatives. The goals can be different for different problems. Our goal is to mitigate the risk through obstacle resolution, criteria are different obstacles and alternatives are the obstacle resolution tactics.

3. Prioritize obstacles

   Prioritize the obstacles according to their criticality in the system by pair-wise comparisons using AHP.

4. Prioritize tactics

   Prioritize the obstacle resolution tactics for every obstacle that is to know which obstacle resolution tactic is best suited for resolving a particular obstacle.

5. Stability Analysis

   Perform the stability analysis for the prioritized obstacle and obstacle resolution tactics.

6. Resolve obstacle

   If the solution is stable (i.e. if the solution does not change with small perturbations in the values of the alternatives), resolve the obstacle.

   Note: Different stakeholders may have different priorities. Aggregation of the priorities assigned by different stakeholders may give us the overall ranking [4].
In [179], the authors have demonstrated that by analyzing Service Level Agreements (SLAs) of cloud providers and matching them against users' requirements in the goal refinement process, potential SLA violations, conflicts and likely risks can be revealed. In the context of GORE, the potential violations of the SLAs can be best modeled, analyzed, linked to consumers' goals and mitigated for risks using obstacle analysis [179].

Using obstacle analysis to mitigate likely risks of cloud SLAs violations, start by examining the consumers' goals, where obstacles are identified from the goal graph and terminal goals, which need to be assigned to cloud agents. Cloud agents can be a software-as-service, platform-as-service and/or infrastructure-as-service. The obstacles can be recursively refined; it is essential that the set of identified obstacles is complete for every goal (i.e. at least for high-priority goals). To resolve obstacles we would like to identify as many obstacles as possible for the goals, particularly for high-priority goals. A set of obstacles $O_1, \ldots, O_n$ is complete for goal $G$ if the following condition is true: $\neg O_1, \ldots, \neg O_n \models G$, which means that if none of the identified obstacles occur than the goal is satisfied [163].

In [179], the interlink between risks and obstacles for the cloud adoption problem had been systematically modeled. A sample of obstacle resolution tactics is depicted in Table 5.2. The user can select among these tactics to resolve the identified obstacles and mitigate risks in the adoption process. Refer to chapter 5 for details.

Figure 6.1 describes the high-level steps involved in resolving the obstacles in the cloud adoption process. Given the likely large space of possible obstacles and their resolution tactics, we use AHP for their prioritization. In the first phase obstacles are prioritized based on their relative importance and significance to the goal satisfaction. In the second phase, the application of AHP aims at informing the decision of reaching the optimal set of tactic(s) for resolving obstacles given numerous candidate alternatives. This is done by understanding their relative importance and significance upon resolving the tactics. A distinctive feature of our method is the use of sensitivity analysis to assess the stability of the solution before we...
decide on a tactic to resolve the obstacle. As the assignment of weights and alternative values with respect to subjective criteria are approximate, it is preferable to get a stable solution. In other words, the order of the solution should not change with small perturbations in the values of the alternatives. If the solution is stable, we will proceed to resolve the obstacles. The method and its working steps are sufficiently described in section 6.4.

6.4 The Process of Obstacle Resolution for Cloud Adoption through an Example

We use an Industrial case study reported in [62] by Faniyi et al. referred to as Smart Bank as an example to show how AHP can be applied for mitigating risks in the process of cloud adoption. Smart Bank was interested in assessing the architectural design decisions for
security upon moving to the cloud. In [62], the architecture design decisions were evaluated using Architectural Tradeoffs Analysis Method (ATAM) incorporating dynamic analysis via implied scenario generation and were named as ATMIS. Looking at the case, we have identified the goals and the obstacles that may be encountered for achieving those goals using GORE, as described in Figure 5.3.

6.4.1 Building a Heirarchy for Smart Bank Obstacles

We use AHP for prioritizing the obstacles and obstacle resolution tactics. As the decision in the obstacles resolution process revolved around goals, their likely obstacles and their candidate tactics for resolving them; it is perfectly justified to model the obstacles resolution process using AHP primitives. Figure 6.2 shows the hierarchy of goals, obstacles and the obstacle resolution tactics. The overall goal in our case is to resolve obstacles in the smart bank example. We build the hierarchy from the top (depicting goals) through the intermediate levels (depicting obstacles) and moving to the lowest level, which comprises the list of alternative resolution tactics. The major decision criteria occupy the second level of the hierarchy (i.e. which obstacles should be resolved and their relative importance for the goal’s satisfaction), and the sub-criteria occupy the third level of the hierarchy. The last level of the hierarchy has all the alternative options. Four obstacles were identified for achieving different goals of the smart bank. For simplicity we are only making a hierarchy of the main goal, their obstacles and resolution tactics. We have not included the subgoals in the hierarchy for the simplicity of exposition.

6.4.2 Scale for Pairwise Comparisons

Prioritization of both obstacles and obstacle resolution tactics is done through pair-wise comparison. Thomas L. Saaty [131] proposed a 9-grade value scale to compare different choices. Scale ranges from 1 (equal value) to 9 (where an option is extremely more valuable than the other). In the first phase, obstacles are prioritized based on their relative importance
and significance to the goal satisfaction. In the second phase, the application of AHP aims at informing the decision of reaching the optimal set of tactic(s) for resolving obstacles given numerous alternative candidate. Understanding their relative importance and significance upon resolving the tactics does this. By using AHP the user can prioritize the obstacles that should be resolved first and can select the best obstacle resolution tactic for a particular obstacle. We use Table 6.1 for valuing the pairwise comparisons. We refer obstacle Substantial Amount of sensitive data as O1, obstacle Locality of data as O2, obstacle Overhead due to encryption/decryption as O3 and obstacle Decentralized key management as O4.

### 6.4.3 Prioritize Obstacles Using AHP

Prioritize the obstacles by pairwise comparisons using Table 6.1. The values are inserted in a matrix. Since there are 4 obstacles, the matrix is 4x4. An element is equally important when compared to itself, so where the row of O1 and column of O1 meet in position (O1, O1) insert 1. The diagonal of the matrix therefore must consist of 1’s. For each pair of obstacles (starting with O1 and O2, for example) insert their determined relative priority in the position (O1, O2) where the row of O1 meets the column of O2. In position (O2, O1) insert the reciprocal value. Continue to perform pairwise comparisons of O1-O3, O1-O4, and so on.

Thus for prioritizing obstacles, six pairwise comparisons are required. The values that are inserted in the matrix can be obtained by a voting procedure where each stakeholder is
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Table 6.1: Scale for pairwise comparisons

<table>
<thead>
<tr>
<th>Relative Importance</th>
<th>Short Definition</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Equally important</td>
<td>Two obstacles are equally critical</td>
</tr>
<tr>
<td>3</td>
<td>Weakly more important</td>
<td>Slightly favour resolving one obstacle over another</td>
</tr>
<tr>
<td>5</td>
<td>Strongly more important</td>
<td>Strongly favour obstacle for resolving over another</td>
</tr>
<tr>
<td>7</td>
<td>Very strongly more important</td>
<td>An obstacle resolution is strongly favoured and its dominance is demonstrated in practice</td>
</tr>
<tr>
<td>9</td>
<td>Extremely more important</td>
<td>The evidence favouring one over another is of the highest possible order of affirmation</td>
</tr>
<tr>
<td>2, 4, 6, 8</td>
<td>Intermediate values between two adjacent judgments</td>
<td>Used to facilitate compromise between two slightly differing judgments</td>
</tr>
<tr>
<td>Reciprocals</td>
<td>If obstacle A has one of the above numbers assigned to it when compared with obstacle B, then B has a reciprocal value when compared with A.</td>
<td></td>
</tr>
</tbody>
</table>

allowed to allocate a number from Table 6.1 to the obstacles. Stakeholders who should be involved in the prioritization of the obstacles can be identified using the already existing tools like StakeNet [105].

Pairwise comparison of obstacles according to their criticality on the system gives the following matrix

\[
\begin{bmatrix}
O1 & O2 & O3 & O4 \\
O1 & 1 & 5 & 3 & 7 \\
O2 & 0.20 & 1 & 0.33 & 5 \\
O3 & 0.33 & 3 & 1 & 5 \\
O4 & 0.14 & 0.20 & 0.20 & 1 \\
\end{bmatrix}
\]

After comparisons, normalize each column (add its components and divide each component by the sum of that column). We obtain the following matrix.
\[
\begin{pmatrix}
0.5966 & 0.5435 & 0.6618 & 0.3889 \\
0.1193 & 0.1087 & 0.0735 & 0.2778 \\
0.1989 & 0.3261 & 0.2206 & 0.2778 \\
0.0852 & 0.0217 & 0.0441 & 0.0556
\end{pmatrix}
\]

The sum of the rows of the normalized matrix is a column vector which when averaged by the size of 4 columns yields the vector of priorities. After obtaining the priority vector, multiply the vector with matrix of comparisons, which will result in a new product vector. Divide the first component of the product vector with the first component of priority vector, the second component of the product vector with second component of the priority vector and so on, we obtain another vector called the ratio vector. The calculations made for prioritizing the obstacles reveal that O1 has the highest priority followed by O3, O2 and O4 respectively.

\[
\begin{pmatrix}
\text{Priority} & \text{Product} & \text{Ratio} \\
0.5477 & 2.400939 & 4.383829 \\
0.1448 & 0.597942 & 4.128573 \\
0.2558 & 1.13118 & 4.421621 \\
0.0517 & 0.210032 & 4.065666
\end{pmatrix}
\]

Take the sum of the components of the ratio vector and divide it by the number of components we have an approximation to a number \( \lambda \) (called the principal eigenvalue). The closer the \( \lambda \) is to \( n \) (the number of activities in a matrix) the more consistent is the result. The deviation from consistency is represented by \( (\lambda-n)/(n-1) \) which is the consistency index (CI). The ratio of consistency index to random index (RI) is called the consistency ratio (CR). The values of random index for matrix of different orders are defined in \([13]\). The consistency ratio of 0.10 or less is considered acceptable. For obstacles the consistency ratio is acceptable.

CI = 0.083307

CI/RI = 0.09
6.4.4 Selecting an Appropriate Obstacle Resolution Tactic

We compare all the five obstacle resolution tactics with respect to every obstacle for selecting the best resolution tactic. We calculated the priority of obstacle resolution tactics for the four major obstacles using AHP. Section 6.5 shows the results of calculations in the form of a matrix.

For decentralized key management the best tactic is Tactic 5. For the obstacle overhead due to encryption/decryption the best tactic is Tactic 4 where the bank can keep its data on two different providers’ servers. Obstacle substantial amount of sensitive data can be resolved using Tactic 1 which has the highest priority. For the Locality of data the best obstacle resolution tactic is Tactic 4 i.e. smart bank should engage into negotiation before signing up the contract for cloud to make clear where the data of the bank will be stored.

6.5 Stability and Sensitivity Analysis

The selection of obstacle resolution tactics can be considered as a multicriteria decision problem. When solving a multicriteria decision problem, it is desirable to choose a decision function that leads to as stable a solution as possible. Since the assignment of weights to the tactics and obstacles is based on human judgment, it would be preferable to obtain the same solution (i.e. to have a stable solution) when slightly modifying the weights. We consider the decision functions based on $\alpha$ power means [59]:

$$
\left( \frac{\sum_{i=1}^{n} w_i a_i^\alpha}{\sum_{i=1}^{n} w_i} \right)^{1/\alpha}
$$

(6.1)

Where the weights $w_i$ in our case are the priority vector for the obstacles and the alternative values $a_i$ are the different tactics.

We calculate the stability index of our multicriteria decision functions for perturbations of alternative values $\epsilon$ as:

$$
S(\epsilon) = (\prod_{j=1}^{n-1} \delta_j(\epsilon))^{1/(n-1)}
$$

(6.2)

where $\delta_j$ is the stability value of the order between alternative j and j+1, if the alternative
values are allowed to vary by at most $\epsilon$. A value of $S(\epsilon)=1$ is equivalent to a stable solution whereas a value of $S(\epsilon)=0$ corresponds to an unstable solution. In order to calculate the stability of our solution, we put the priority vectors in a matrix for every obstacle:

$$
\begin{pmatrix}
\text{Weight} & T1 & T2 & T3 & T4 & T5 \\
O1 & 0.5477 & 0.5083 & 0.2306 & 0.1357 & 0.0735 & 0.0519 \\
O2 & 0.1448 & 0.0459 & 0.5095 & 0.2197 & 0.1418 & 0.0832 \\
O3 & 0.2558 & 0.0439 & 0.0749 & 0.1573 & 0.5186 & 0.2052 \\
O4 & 0.0517 & 0.2261 & 0.1316 & 0.0782 & 0.0428 & 0.5213
\end{pmatrix}
$$

The $\alpha$ power mean aggregated values for the different tactics for values of $\alpha$ of 2, 3 and 5 are shown in Table 6.2.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.3807</td>
<td>0.2627</td>
<td>0.1540</td>
<td>0.2734</td>
<td>0.1652</td>
</tr>
<tr>
<td>3</td>
<td>0.4170</td>
<td>0.2966</td>
<td>0.1577</td>
<td>0.3311</td>
<td>0.2132</td>
</tr>
<tr>
<td>5</td>
<td>0.4507</td>
<td>0.3510</td>
<td>0.1654</td>
<td>0.3949</td>
<td>0.2909</td>
</tr>
</tbody>
</table>

We consider two situations: potential changes of up to $\epsilon=100\%$ of the alternative values and potential changes of up to $\epsilon=10\%$ of the alternative values. We calculate the stability values for the order for each pair of consecutive alternatives $\delta_j(\epsilon)$ and then the stability index $S(\epsilon)$. Table 6.3 shows the calculated stability index.

The stability index in both cases is highest for $\alpha=3$, suggesting that an overall solution this is the best. For variations of up to 10% of the original value the 3-power mean decision function is close to perfect stability. However, the use of the 2-power mean is recommended if only the order of the first two tactics is of interest, given that the best tactic will be selected and the largest $\delta$ value for the order between tactic T1 and T4 is achieved when using the 2-power mean.
6.6 Conclusions

This chapter presents a systematic risk-aware method for prioritizing obstacles encountered in the cloud adoption process and their resolution tactics using Analytical Hierarchy Process. The method leverages on goal-oriented requirements engineering, obstacles handling and AHP to systematically model risks and their mitigation strategies. We have exemplified the steps of the method using a non-trivial case to demonstrate its applicability. To evaluate the accuracy of the approach, we have used stability and sensitivity analysis. The analysis aims to assess the AHP choice of resolution tactics, which have the potentials to mitigate risks. We have observed that for variations of up to 10% of the original value, the 3-power mean decision function tend to be close to perfect stability. This means that the method can accommodate up to 10% “discrepancy” upon the allocation of weight by various stakeholders.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>Stability Index $S(0.1)$</th>
<th>Stability Index $S(1)$</th>
<th>$\alpha(1)$ \ Prioritization(tactic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.4886</td>
<td>0.0669</td>
<td>0.16 0.019 0.22 0.03</td>
</tr>
<tr>
<td>3</td>
<td>0.5612</td>
<td>0.1079</td>
<td>0.11 0.055 0.16 0.14</td>
</tr>
<tr>
<td>5</td>
<td>0.7632</td>
<td>0.0978</td>
<td>0.065 0.058 0.09 0.27</td>
</tr>
</tbody>
</table>
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CHAPTER 7

Evaluation

Fear cannot be banished, but it can be calm and without panic; it can be mitigated by reason and evaluation.

Vannevar Bush
In the previous chapters we have defined a method which will guide the screening and selection of cloud services. The key objective of this method is to support the analysis of mismatches and the resolution of mismatches that occur during the evaluation of the cloud services between user requirements and cloud service providers.

The primary objective of our method is to select an optimal cloud according to user requirements and mitigating the risks associated with cloud adoption. In this chapter we evaluate the feasibility and usefulness of our method. The nature of the decision made for adopting and selecting the cloud service varies case-by-case.

The chosen strategy to evaluate our method is through case studies. Case studies have been extensively used to empirically assess software engineering approaches [109]. Case studies provide an empirical and practical evidence for showing the suitability of a method for solving a particular class of problems. Since case studies cannot be reproduced, it is difficult to generate meaningful results that can be generalized [170]. In order to control the results of the evaluation effort, we conducted the case studies according to the DESMET methodology [91] for guiding the evaluation of software engineering methods. The authors state that while undertaking the case study, the first decision should be to determine what the case study aims to investigate and verify. In other words, before applying a method to a case study, define the goals. For evaluating our method, the goal we want to achieve is to show the validity of the following hypothesis:

“The proposed method is a systematic way to identify the requirements in cloud service adoption and to mitigate the risks”

In order to see the validity of the above mentioned hypothesis, it is important to define the effects we expect the method to have. This chapter describes the two case studies completed during the course of this PhD research to answer the following questions.

1. Why is goal-oriented a suitable requirements engineering method for specifying user requirements for cloud adoption?

2. How are the obstacle identification and obstacle resolution techniques useful for mitigating the risks associated with cloud adoption?
3. How can the method be useful for identifying the conflicts and tradeoffs in user requirements?

4. How can we determine the criticality of the risks through prioritization? Why is the choice of AHP for prioritization justified?

5. Does the priority of obstacles and obstacle resolution tactics remain the same after small perturbations in values of the alternatives?

DESMET has identified nine different evaluation methods [91]. We are using the “qualitative screening” method of evaluation which is a feature-based evaluation done by a single individual who not only decides the features to be assessed and their rating scale but also does the assessment [91]. We will also evaluate each phase of the method under the criteria of

1. **Completeness:** We are interested to see whether different phases of the method ensure completeness. Whether the acquired requirements and the identified risks are complete. We would like to see how GORE is helpful in achieving requirement completeness for cloud adoption. We would also like to evaluate how AHP ensures completeness in the prioritization process.

2. **Subjectivity:** The matching of cloud features with user requirements is subjective due to the involvement of different stakeholders. Different stakeholders may have different requirements. There may be conflicts between user requirements due to the tensions between different stakeholders [104]. As the weights for prioritization are assigned by the humans based on their judgment, subjectivity becomes an issue during the prioritization process. We would like to evaluate how subjectivity affects different phases of the method for cloud adoption.

3. **Scalability:** Since the cloud is a dynamic environment, there may be an increase in user requirements, stakeholders and risks. The evaluation will take into account the scalability of the proposed method. We would like to see whether the proposed method is able to scale for large number of requirements, stakeholders and risks.

We looked at different case studies to evaluate our work. For example, the case study of an SME presented in [89]. The case study did not have much details on the goals
and hence was not thought to be suitable for evaluation. Another case study for cloud migration was presented in [149]. We had to drop this case study too as it wanted to migrate the .Net application to the cloud. There were no high level goals defined which could have been refined. A case study of Smart Bank has been earlier presented where we mitigated the security related risks in the cloud adoption process. We will now evaluate our framework using two different real world case studies. The first case study is about an SME wanting to adopt SaaS services for its Customer Relationship Management. The risk we have mitigated in this case study are mostly related to data security and identity management. The second case study is about "myki" which is a smartcard used as a ticket to travel on public transport in Victoria state of Australia. The risks in this case study are mostly related to scalability. We have therefore selected these two case studies to see how our proposed framework can help mitigate different kind of risks while adopting different types of cloud services.

7.1 Case Study 1

7.1.1 The case company

The SaaS solution is thought to be one of the effective ways for increasing the IT competitiveness of an organization due to many benefits which include speedy deployment, lower initial costs and no need for software maintenance. In Taiwan, SaaS is still at its earliest stages. Most of the small and medium enterprises are not yet using the SaaS solutions [168]. There seems to be a trust deficit between the vendors and the users. It is important to improve the trust between user and the cloud service provider by mitigating any perceived risks while cloud adoption. The case study has been reported in [168]. The case company F is an outstanding SME in Taiwan. The case company was established in 1969 and has distributors world over. It is one of the world’s leading manufacturers in the niche and specialized resistor markets (especially focusing on Germany and Japan). Company F is wishing to serve as an advanced resistor technology platform with emphases on high flexibility and automation, high quality,
customization, professional R&D service team, one-stop shopping, just-in-time delivery system, and application consulting.

The company wants to introduce SaaS services from Salesforce.com for Customer Relationship Management (CRM). CRM enables businesses to focus on their relationships with different stakeholders whether they are users, suppliers, customers etc. The best thing about cloud based CRM system is that users can work from anywhere without installing the software on their machines. The company F formed a task force of five key people, including the General Manager and four managers from marketing, production, financial and information technology departments. After several group meetings the task force members decided to consider seven risks from [141] which included $R_1$ (data locality and security), $R_2$ (network and web application security), $R_3$ (data integrity and segregation), $R_4$ (authentication and authorization), $R_5$ (virtualization vulnerability), $R_6$ (data access and backup) and $R_7$ (identity management and sign on process). The reason behind the selection of this case study is to show the effectiveness of our method in mitigating the risks while adopting the cloud services. We will see how the proposed method helps in achieving the goals while minimizing the risks.

7.1.2 Goal Tree of Company F

The following figure[7.1] shows representative goals that need to be satisfied while adopting the CRM system. For simplicity of exposition we restrict our attention to three goals. These are access control and identity management, data security and integrity and software and system security. Nevertheless, the list of possible goals could be endless. These are the kind of priority goals which need to be screened. These goals are critical and will determine halting or continuation of the adoption process. The lack of satisfaction of these goals may determine whether we should adopt the cloud or not. If we need to go ahead then what are the possible risks and resolution tactics.
7.1.3 Building a Hierarchy for Company F Risks

We liken the risks to obstacles. We build a hierarchy starting from the goals (top level) through the risks (intermediate level) and moving to the risk mitigation tactics at the lowest level. The main decision criteria are at the second level of the hierarchy (i.e. what risks are to be mitigated and their relative importance for goal satisfaction). The third level of the hierarchy has all the alternatives which in our case are obstacle resolution / risk mitigation tactics. Figure 7.2 shows the AHP hierarchy for mitigating Company F risks.

7.1.4 Prioritize Risks Using AHP

Prioritize the risks by pairwise comparisons using Table 6.1. The whole process of assigning weights is human centered and is significantly influenced by the perspective of the stakeholders. The stakeholders involved in prioritization will have to be identified as discussed in table 7.5. We have given the priorities to the risks according to their criticality in the system as mentioned in [168].

Since there are seven risks, the matrix is order $7 \times 7$. An element is equally important when compared to itself, so where the row of $R_1$ and column of $R_1$ meet in position $(R_1, R_1)$ insert 1. The diagonal of the matrix therefore must consist of 1’s. For each pair of risks (starting with $R_1$.
and $R_2$, for example) insert their determined relative priority in the position $(R_1, R_2)$ where the row of $R_1$ meets the column of $R_2$. In position $(R_2, R_1)$ insert the reciprocal value. Continue to perform pairwise comparisons of $R_1-R_3$, $R_1-R_4$, and so on. Thus for prioritizing the risks 21 pairwise comparison are required. We will first populate the upper triangle with the weights

$$\egin{array}{cccccc}
R_1 & R_2 & R_3 & R_4 & R_5 & R_6 & R_7 \\
R_1 & 1 & 7 & 3 & 3 & 7 & 5 & 9 \\
R_2 & 1 & 0.33 & 0.20 & 4 & 4 & 9 \\
R_3 & 1 & 0.33 & 5 & 5 & 9 \\
R_4 & 1 & 7 & 7 & 9 \\
R_5 & 1 & 0.33 & 3 \\
R_6 & 1 & 3 \\
R_7 & 1 \\
\end{array}$$

The lower triangle will be filled with the reciprocal values of the upper triangle. E.g. if 3 was inserted at position $(R_1, R_3)$ then $(R_3, R_1)$ will have the reciprocal value i.e 1/3. Pairwise
comparison of risks according to their criticality on the system gives the following matrix

\[
\begin{bmatrix}
R_1 & R_2 & R_3 & R_4 & R_5 & R_6 & R_7 \\
R_1 & 1 & 7 & 3 & 3 & 7 & 5 & 9 \\
R_2 & 0.14 & 1 & 0.33 & 0.20 & 4 & 4 & 9 \\
R_3 & 0.33 & 3 & 1 & 0.33 & 5 & 5 & 9 \\
R_4 & 0.33 & 5 & 3 & 1 & 7 & 7 & 9 \\
R_5 & 0.14 & 0.25 & 0.20 & 0.14 & 1 & 0.33 & 3 \\
R_6 & 0.20 & 0.25 & 0.20 & 0.14 & 3 & 1 & 3 \\
R_7 & 0.11 & 0.11 & 0.11 & 0.11 & 0.33 & 0.33 & 1 \\
\end{bmatrix}
\]

The priority obtained for the risks after the comparison is:

\[
\begin{bmatrix}
Priority & Rank \\
R_1 & 0.38 & 1 \\
R_2 & 0.096 & 4 \\
R_3 & 0.158 & 3 \\
R_4 & 0.267 & 2 \\
R_5 & 0.032 & 6 \\
R_6 & 0.048 & 5 \\
R_7 & 0.019 & 7 \\
\end{bmatrix}
\]

Taking the sum of the components of the ratio vector and dividing it by the number of components we have an approximation to a number \( \lambda \) (called the principal eigenvalue). The closer the \( \lambda \) is to \( n \) (the number of activities in a matrix) the more consistent is the result. The deviation from consistency is represented by \((\lambda - n) / (n - 1)\) which is the consistency index. The ratio of consistency index to random index is called the consistency ratio. The values of the random index for matrix of different orders are defined in [131]. The consistency ratio of 0.10
or less is considered acceptable. For risks the consistency ratio is acceptable.

\[ \lambda = 7.780 \]
\[ CI = 0.130 \]
\[ CR = 0.097 \]

### 7.1.5 Select an appropriate risk mitigation tactic

Since we equate risks with obstacles, we compare all the five obstacle resolution tactics described in Table 5.2 with respect to every risk for selecting the best resolution tactic. We calculated the priority of obstacle resolution tactics for all seven risks using AHP. The priority of tactics for every risk is:

\[
\begin{pmatrix}
T_1 & T_2 & T_3 & T_4 & T_5 \\
R_1 & 0.112 & 0.497 & 0.277 & 0.032 & 0.082 \\
R_2 & 0.51 & 0.073 & 0.264 & 0.039 & 0.113 \\
R_3 & 0.524 & 0.125 & 0.247 & 0.036 & 0.069 \\
R_4 & 0.519 & 0.137 & 0.249 & 0.028 & 0.067 \\
R_5 & 0.49 & 0.15 & 0.264 & 0.03 & 0.066 \\
R_6 & 0.566 & 0.124 & 0.228 & 0.028 & 0.053 \\
R_7 & 0.543 & 0.25 & 0.113 & 0.028 & 0.066
\end{pmatrix}
\]

### 7.1.6 Stability and Sensitivity Analysis

The selection of risk mitigation tactics is a multicriterion decision problem. Assignment of weights to the risks and resolution tactics depends on human judgment. We will see whether the results are stable after slight changes in the assigned weights. We use equations 6.1 and 6.2 for calculating the stability index.

In order to calculate the stability of our solution, we put the priority vectors in a matrix for
Evaluation

every risk:

\[
\begin{pmatrix}
\text{Weight} & T1 & T2 & T3 & T4 & T5 \\
R_1 & 0.38 & 0.112 & 0.497 & 0.277 & 0.032 & 0.082 \\
R_2 & 0.096 & 0.51 & 0.073 & 0.264 & 0.039 & 0.113 \\
R_3 & 0.158 & 0.524 & 0.125 & 0.247 & 0.036 & 0.069 \\
R_4 & 0.267 & 0.519 & 0.137 & 0.249 & 0.028 & 0.067 \\
R_5 & 0.032 & 0.49 & 0.15 & 0.264 & 0.03 & 0.066 \\
R_6 & 0.048 & 0.566 & 0.124 & 0.228 & 0.028 & 0.053 \\
R_7 & 0.019 & 0.543 & 0.25 & 0.113 & 0.028 & 0.066 \\
\end{pmatrix}
\]

The \(\alpha\) power mean aggregated values for the different tactics for values of \(\alpha\) of 2, 3 and 5 are shown in Table 7.1.

Table 7.1: \(\alpha\) power mean aggregated values for different tactics for Company F

<table>
<thead>
<tr>
<th>(\alpha)</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.4167</td>
<td>0.3232</td>
<td>0.2588</td>
<td>0.0321</td>
<td>0.0780</td>
</tr>
<tr>
<td>3</td>
<td>0.4462</td>
<td>0.3638</td>
<td>0.2597</td>
<td>0.0323</td>
<td>0.0794</td>
</tr>
<tr>
<td>5</td>
<td>0.4750</td>
<td>0.4098</td>
<td>0.2611</td>
<td>0.0327</td>
<td>0.0827</td>
</tr>
</tbody>
</table>

We consider two situations: potential changes of up to \(\epsilon=100\%\) of the alternative values and potential changes of up to \(\epsilon=10\%\) of the alternative values. We calculate the stability values for the order for each pair of consecutive alternatives \(\delta_j(\epsilon)\) and then the stability index \(S(\epsilon)\). Table 7.2 shows the calculated stability index.

The stability index is highest for \(\alpha\) 2 and 3 for variations of up to 10\%. The stability index is highest for variations of up to 100\% when \(\alpha\) is 5. This suggests that overall solution is best when \(\alpha\) is 3.

### 7.1.7 Risk Mitigation using Prioritized Tactics

\(R_1\): The company is concerned about the locality of data. The Salesforce has a number of options to choose from for the location of data. Hence the prioritized tactic i.e. negotiation of SLA can aptly mitigate the risk.
R2: We add a goal to mitigate risk $R_2$. Salesforce provides a tool called *Burp Suite* which can be used to evaluate the security of web applications. Additional security can be achieved by the use of firewalls, anti-malware etc.

R3: The integrity and quality of data is of utmost importance when adopting the CRM services from a SaaS provider. The user can define the mandatory and optional fields in the table. The user can also use the Task Validation Rules by Salesforce. This will allow users to be more sophisticated with their data entry, such as ensuring that the start date is before the end date, number of units sold does not exceed the total inventory etc.

R4: The Salesforce can provide a delegated authentication process to the customers. This allows users to integrate authentication with their LDAP (Lightweight Directory Access Protocol) server. This will result in greater security as Company F can differentiate from all other companies that use Salesforce in order to reduce phishing attacks.

R5: It is recommended by Salesforce to test their online services for all the vulnerabilities to minimize the risk to the user data. Salesforce openly asks their customers to report the vulnerability and they would ensure that the security team provides the estimated time to fix that vulnerability and notifies the customer when it is fixed.

R6: Company F can generate the backup files of its data on a weekly or monthly basis. The exported files will store data in a set of comma-separated CSV files.
\( R_7: \) Through identity and access tools provided by the Force.com platform a developer is allowed to fully automate user provision. User profiles can be created using a template. Field accessibility can be limited to certain profiles by the administrator, if required. Connection through external applications can be established through a security token. In short, users can be created, disabled, signed in and managed in many ways using Force.com platform.

### 7.2 Case Study 2

#### 7.2.1 Myki System

We looked at the real world case study of “myki” smartcard system \[45\]. Myki is a contactless smartcard system created to automate and harmonize ticketing on all modes of public transport (trains, buses and trams) in Victoria which is the most populated state in Australia. 547 million passengers were reported to have boarded on all modes of transportation in 2010 and Melbourne has the largest tram system in the world \[45\]. According to the authors in \[45\] since Victoria is one of the most livable places in the world, future improvements in the system will be more and more important to all the stakeholders. Due to the possible future improvements, "myki" may be a possible candidate for cloud adoption. We use this case study as we are provided with some basic requirements and can refine the requirements into more concrete goals. We can also identify if there are any conflicting goals which may lead to risks. The activities associated with the Myki system from an end-user perspective are smartcard top-up, swiping card to enter vehicle, swiping card to leave vehicle (touch-off), and the automatic deduction and computation of fares. The system handles 800,000 requests every day. About 75% of the requests arrive during the peak hours and are equally divided between the evening and morning rush hours. The rush hours for morning are between 0700-0930 and evening hours are between 1700-1900. By applying Little’s law \[106\] the authors in \[45\] have calculated that the number of requests that should be handled by the cloud simultaneously is 2500. For the Olympics and nationwide adoption of the cloud we can calculate the number of requests
to be handled using the similar calculations. The authors in [45] think that the myki system could be a possible candidate for migration to cloud due to the high number of people using the system. The authors make two assumptions that

1. Melbourne earns the right to hold the Summer Olympics
2. The Federal Government of Australia decides to adopt “myki” for all public transport in Australia.

It is assumed by the authors in [45] that from the current workload the money generated is $100,000,000. The sole revenue source is the fare collection. It is assumed that the cost on cloud should not exceed more than 5% of total revenue in peak, current and Olympics scenarios and 50% in nationwide workload. These futuristic assumptions will probably lead the decision makers to consider whether proposed designs will scale according to the workload. Goals related to profitability and performance will also become more important as design considerations. Profitability goals can be in conflict with performance goals. Some goals may be essential for achieving good performance but may affect the scalability goals and therefore may be considered obstacles. For example, users demand higher performance levels while keeping expenditures low, the cost to acquire a cloud service may increase. In this chapter we focus on scalability and performance goals and show how our approach is helpful in mitigating the risks by resolving the obstacles using obstacle resolution tactics. Figure 7.3 shows the goals essential for achieving performance and scalability of the myki system. However, we can see that some goals can act as an obstacle in the system.

### 7.2.2 Goal Tree of the myki System

Figure 7.3 shows the goal tree of the myki system. The scalability and performance goals are further refined into subgoals. The goals which point towards the parent goal are contributing to the satisfaction of the parent goals. It is evident from the goal tree that the goal Scale Horizontally [Data center] is essential for satisfying one goal but it acts as an obstacle for three other goals in the system. It is evident from the goal tree of the myki system some
goals may adversely effect other goals in the system. **Scaling Horizontally** [Data Center] may result in adversely effecting the goals **High Throughput** [Requests], **Fast Response Time** [Top up] and **Fast Response Time** [Touch Off]. **High Utilization** [Data Center Servers] may serve as an obstacle to **Fast Response Time** [Data Center]. **Scale Vertically** [Data Center] may be an obstacle for **Minimize Cost** [Cloud Service]. Hypothetical Traffic Burst (Data Center) may be an obstacle for goal **Fixed Budget** [Cloud Service].

Table 5.2 shows some obstacle resolution tactics proposed earlier in [179]. Obstacles if not resolved may turn into risks. To resolve the obstacles we prioritize the obstacle resolution tactics using AHP.

Figure 7.3: Goal tree of myki
7.2.3 AHP hierarchy for myki system obstacles

Figure 7.4 shows the AHP hierarchy of myki obstacles and the obstacle resolution tactics. For the purpose of simplicity we write $O_{m1}$ for obstacle Scale Horizontally [Data Center], $O_{m2}$ for obstacle Scale Vertically [Data Center], $O_{m3}$ for obstacle High Utilization [Data Center], $O_{m4}$ for obstacle Hypothetical Traffic Burst [Data Center]. The goal in our AHP hierarchy is to resolve the obstacles in the myki system. The second level of the hierarchy has the obstacles. The third level of hierarchy has all the alternatives for resolving the obstacles in the myki system.

![AHP Hierarchy of myki Obstacles](image)

7.2.4 Prioritize Obstacles Using AHP

Prioritize the obstacles by pairwise comparisons using Table 6.1. Since there are four obstacles, the matrix is of order 4x4. Total number of comparisons is 6. Pairwise comparison of obstacles according to their criticality in the system gives the following matrix:
The calculated priority of the obstacles is:

\[
\begin{array}{c}
| \text{Priority} | \text{Rank} | \\
| O_{m1} | 0.505 | 1 | \\
| O_{m2} | 0.288 | 2 | \\
| O_{m3} | 0.143 | 3 | \\
| O_{m4} | 0.064 | 4 | \\
\end{array}
\]

\[\lambda = 4.198\]

CI= 0.066

CR= 0.073

Consistency ratio is in the acceptable range.

### 7.2.5 Select an appropriate obstacle resolution tactic

We prioritize the obstacle resolution tactics for all four identified obstacles. We only prioritize five obstacle resolution tactics for every obstacle. If the cloud consumer does not think any of them is suitable or investing in obstacle resolution is a costly business, he may opt to tolerate the obstacle. The priority of tactics with respect to every obstacle is

\[
\begin{array}{c|c|c|c|c|c|c}
\text{Weight} & T1 & T2 & T3 & T4 & T5 \\
\hline
O_{m1} & 0.505 & 0.545 & 0.226 & 0.127 & 0.068 & 0.035 \\
O_{m2} & 0.288 & 0.06 & 0.54 & 0.265 & 0.097 & 0.038 \\
O_{m3} & 0.143 & 0.041 & 0.551 & 0.26 & 0.064 & 0.084 \\
O_{m4} & 0.064 & 0.032 & 0.478 & 0.314 & 0.114 & 0.062 \\
\end{array}
\]
7.2 Case Study 2

7.2.6 Stability and Sensitivity Analysis

The $\alpha$ power mean aggregated values for the different tactics for values of $\alpha$ of 2, 3 and 5 are shown in Table 7.3.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.389024863</td>
<td>0.4096487508</td>
<td>0.2105870105</td>
<td>0.0803889545</td>
<td>0.0478489394</td>
</tr>
<tr>
<td>3</td>
<td>0.4341350965</td>
<td>0.4346076561</td>
<td>0.2216457749</td>
<td>0.0821274734</td>
<td>0.0516095854</td>
</tr>
<tr>
<td>5</td>
<td>0.4753961343</td>
<td>0.4677107532</td>
<td>0.2376679263</td>
<td>0.085590012</td>
<td>0.0588522756</td>
</tr>
</tbody>
</table>

We calculate the stability values for the order for each pair of consecutive alternatives $\delta_j(\epsilon)$ and then the stability index $S(\epsilon)$. Table 7.4 shows the calculated stability index.

The stability index is highest for $\alpha$ 2 for variations of upto 10% and 100%. The stability index is highest for $\alpha$ 2 and 3 for variations of upto 10%. The stability index is zero for variations of upto 100% and 10% when $\alpha$ is 5. This suggests that overall solution is best when $\alpha$ is 2.

7.2.7 Obstacle Resolution Using Prioritized Tactics

$O_{m1}$: One central database may be used where virtual machines can communicate with it via a load balancer. Use a second database for failover.

$O_{m2}$: Negotiate the SLAs to scale vertically. As the traffic during peak hours is different from the off peak hours the SLA should be negotiated so that system can scale up and scale down accordingly.

$O_{m3}$: High utilization of data centre servers improves the profitability however, it hurts fast response time. Negotiate SLA (by looking at the benchmarks) to reduce the chance of hurting goals due to high utilization. Server utilization can be given a boundary value like utilization should be between 20 to 40%.

$O_{m4}$: Negotiate with the cloud service provider by providing them the details of hypothetical traffic bursts (e.g. how much traffic is expected during Olympics). Cloud should be able to scale up according to the traffic. If the cloud is not engaging into negotiation then probably myki can shift to another cloud when the traffic is large.
7.3 Qualitative Evaluation and Discussion

This chapter has presented two case studies to assess the effectiveness of our method for mitigating the risks for cloud adoption. The objective of these case studies is to exemplify the use of our method in the process of cloud adoption. We have evaluated our framework for mitigating the risks associated with cloud adoption using GORE and AHP. We prioritized the risks and risk mitigation tactics using AHP. We did the stability analysis of the AHP choice of the mitigation tactics.

We believe that Company F case study has proved to be a valid evaluation attempt. We modeled the obstacles/risks in goal-oriented form which Company F considered to be most important. Our method enabled us to see whether salesforce.com can actually be adopted while mitigating the identified risks. This has ensured that decisions regarding SaaS adoption are made on objective and clear arguments. The calculated results of the AHP choices of the resolution tactics are stable. This method has informed users how they can mitigate the risks while adopting salesforce.com SaaS. We did the matching between the prioritized tactics and the availability of methods in the Salesforce domain which could help in mitigating the risks. We found that Salesforce was able to address the concerns of Company F and therefore we deem Salesforce suitable for Company F.

Obstacles in myki case study were largely related to scalability. The obstacles in the myki case study were identified from the goal tree and obstacle resolution tactics were proposed for the identified obstacles after prioritizing the obstacles and obstacle resolution tactics using AHP. GORE has been used for modeling requirements in the myki case study. While some subgoals were contributing to the achievement of parent goals, they were contributing negatively to the achievement of other goals. Such inconsistencies between goals were identified and

Table 7.4: Stability index for obstacle resolution tactics for myki

<table>
<thead>
<tr>
<th>n</th>
<th>Stability Index S(l)</th>
<th>Stability Index S(i)</th>
<th>δ( l) Priority(Tactic)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.707107</td>
<td>0.10555</td>
<td>0.625</td>
</tr>
<tr>
<td>3</td>
<td>0.175205</td>
<td>0.049774</td>
<td>0.60902</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.60062</td>
</tr>
</tbody>
</table>
the obstacles were resolved through obstacle resolution tactics. Small perturbations in the assignment of weights did not effect the priorities of the resolution tactics for mitigating the risks. Table 7.4 and table 7.2 show the stability indices for myki and Company F’s case studies. Table 7.5, table 7.6, table 7.7 and table 7.8 show the evaluation for each phase of the method for its completeness, subjectivity and scalability. We now present the answers to the evaluation criteria defined at the beginning of this chapter.

Why is goal-oriented a suitable requirements engineering method for specifying user requirements for cloud adoption?

Our interest in goal-oriented requirements engineering is based on the fact that goal-oriented requirements engineering starts from the high level goals which are refined to more concrete goals. This allows traceability links from high-level to low level goals. The goal graph allows us to see how satisfaction of one goal may hurt the satisfaction of another goal, and therefore goal-oriented modeling helps in identifying the conflicting requirements. As we have discussed in chapter 2, requirements keep changing in cloud context as compared to classical system development. Goals are considered to be more stable and therefore it is reasonable to use goals for requirements specifications.

It’s imperative that requirements can continue to change in cloud context. As a result GORE can provide better support for evolution where we can focus the analysis on part of the goal tree which has been directly or indirectly effected by the modification in SLAs or user requirements. Consequently, the analysis could be repeated to discuss the service ability to meet the changes in the requirements. Though this thesis hasn’t focused on scenarios related to change and evolution we argue that the method could be adapted easily to support such evolution. GORE is a sound methodology which has been widely adopted in different application domains. The method has well defined process for refinement, elaboration, specification and operationalization of goals. The method is complemented with obstacle analysis and resolution which render themselves to useful technique for our context. The
implication of the choice of this method is that it can ease comprehension (due to its wide use the terminologies are defined and we have a language to define the goals and obstacles). It’s flexible enough to be customized to various solution domains such as clouds. It explicitly supports the traceability of the decisions made and support for change and evolution. The tree structure also supports scalability.

Case Study 2 has used goal-modeling for requirements specification. Through the goal graph we were able to identify interactions between different goals. Where we have only high level goals provided we can refine them into more concrete goals in the light of cloud provisions. This strategy of refining goals is helpful when we have very few goals to begin with and evaluation of the cloud is to be done together with goal refinement. For the above mentioned reasons we can say that goal-oriented RE is a suitable method for acquiring and specifying user requirements.

How are the obstacle identification and obstacle resolution techniques useful for mitigating the risks associated with cloud adoption?

In Case Study 1 the risks were already defined by the company. We modeled the risks in goal-oriented form. We proposed ways for mitigating those risks using obstacle resolution tactics. In Case Study 2 the obstacles were identified after modeling requirements in a goal-oriented form. We identified how a subgoal can contribute in the achievement of one goal and be an obstacle for another. After identifying the obstacles we proposed obstacle resolution tactics for every identified obstacle. Since obstacles can be indicative of risks [179] therefore resolving obstacles through the proposed resolution tactics will help in mitigating the risks associated with cloud adoption. The exercise of applying the resolution tactics to resolve obstacles for mitigating risks has been demonstrated to be valid.

How can the method be useful for identifying the conflicts and tradeoffs in user requirements?
Conflicts need to be identified and resolved at the RE time in order to get consistent requirements [153]. In Case Study 2 it is evident that while some subgoals contribute to the achievement of one goal they may hurt another goal. For example, scaling horizontally may help in achieving the larger goal of scalability however it may hurt performance (fast response time). The method therefore helps in identifying the conflicting requirements and tradeoffs. Hence, a goal tree is helpful in not just identifying but also managing the conflicts. The conflicts can be resolved through negotiation of the requirements or through alternative agent selection [153]. We have tried to manage the conflicts and tradeoffs using the obstacle resolution tactics.

*How can we determine the criticality of the risks through prioritization? Why is the choice of AHP for prioritization justified?*

It is important to prioritize the risks according to their impact. Not all risks will have a significant adverse impact if they occur. Some risks can be ignored whereas it is important to concentrate on the more critical risks [79]. We use AHP to determine the priority of risks through pairwise comparisons. After setting the priorities the users can decide which risks are critical and should be mitigated before moving to the cloud. A risk may be mitigated through several ways. We have therefore used AHP to prioritize the risk mitigation/obstacle resolution tactics so that users make informed decisions about the way to mitigate the risks. Risk mitigation tactics have been proposed for both case studies after prioritizing the risks and risk mitigation tactics for each risk.

We have used AHP and utility theory for prioritization. In chapter [5] we used utility theory for goal and obstacle prioritization. However, we later felt that since weight assignment is subjective therefore we need to have a scale where a given weight has a definite meaning. Utility and AHP are both helpful in complex decision making however there are many differences. According to Saaty [132] there have been some major problems with utility theory identified by the experts. [132] explains that the main difference between AHP and utility theory is that AHP is based on pairwise comparisons. Utility theory on the other hand rates alternatives
We therefore prefer AHP for prioritization because it provides users a scale from which they can assign values to the alternatives. Since every number assigned to an alternative has a meaning, it becomes easier for different stakeholders to use AHP. Since the assignment of weights are based on human judgment, AHP also has a method to check the consistency of the results. Utility theory however does not check whether the results are consistent or not. Inconsistencies are therefore dealt with in a formal manner in AHP. Our method is also supported by the stability analysis of the results obtained from AHP prioritization.

*Does the priority of obstacles and obstacle resolution tactics remain the same after small perturbations in values of the alternatives?*

We calculate the priority of obstacles and obstacle resolution tactics using AHP. Priorities are assigned through pairwise comparison using ratio scale presented in table 6.1. Since the priority of the obstacles and obstacle resolution tactics is determined through human judgment we need to do the stability analysis of the results. By stability we mean that the priorities will not change if there are small perturbations in the assignment of weights to the obstacles and obstacle resolution tactics. We have performed the stability analysis for both the cases and have found that results are reasonably stable.

**Scalability**

There are several dimensions for discussing the scalability of the method. Among these dimensions are:

- **Stakeholders Inputs:** As the number of stakeholders’ input increase, the analysis may become more complex. This is likely to result in more perspectives, more conflict to resolve, more negotiation to take place. The situation can become serious in situations where stakeholders are not identified based on relevance and experience. It is important to identify and prioritize the stakeholders who should be involved in the whole process.
of identifying a suitable cloud. Not all stakeholders are equally influential and to identify the influential stakeholders there are tools available like StakeNet [105]. This will limit the number of stakeholders involved in applying the method.

- **Goals/Requirements Elicitation:** Scalability also becomes an issue if the goal tree becomes too big due to the large number of subgoals, we can prune the tree to make the prioritization process easy. By pruning the tree we mean that all requirements arising from one particular node are separately prioritized. E.g security subgoals are separately prioritized from the performance subgoals. Requirements can also be grouped according to their priority as proposed by [86].

- **AHP/Pairwise Comparisons:** AHP requires pairwise comparison for prioritization. Redundancy makes this process very robust. However, scalability becomes an issue in AHP’s application to goal models [102]. According to [21] the maximum number of pairwise comparisons a human can make with consistency is about 100. [171] use the clustering technique to reduce the number of comparisons. The clustering process divides objects into different subsets so that objects in each group have similar properties. [86] has proposed grouping the requirements to reduce the number of comparisons. We believe that GORE and handling of obstacles through GORE provides an elegant grouping benefiting from the goal refinements hierarchy, promoting potential scalability.

- **Number of Tactics:** The number of tactics for resolving the obstacles may become large due to the stakeholders identifying new obstacle resolution tactics. It might be clear to the users that they may actually not use one particular tactic for resolving certain obstacle. If the stakeholders are sure of not using a certain tactic for resolving obstacle they can refrain from using that tactic for prioritization.

**Subjectivity**

Most of the selection decisions are based on subjective judgments. [7]. The decision to shortlist the cloud providers may not just be based on how well the cloud is able to meet the technical
requirements. Other factors, subjective in nature, may also influence the cloud selection decision. For example a technically better cloud may be avoided due to monetary constraints. There are some goals which are subjective by nature and cannot be measured by numerical metrics \[9\]. Goals are elicited by different methods as defined in chapter \[3\]. Due to the subjective nature of the goals there may not be a clear-cut definition of goal satisfaction. It is therefore good to define a goal satisfaction level \[177\].

A distinctive feature of AHP is the amount of subjectivity used. AHP elicits the opinion using pair-wise comparison. The subjective judgment, selection and the priority given by the decision-makers have significant influence on the AHP method \[43\]. We are using the feature analysis method of DESMET \[91\] which is based on judging methods against some kind of “evaluation criteria” which are subjectively identified. Such evaluations are therefore prone to bias \[90\]. The assignment of weights due to subjective criteria are approximate. It is therefore important to do the stability analysis of the results obtained from AHP. Results are considered to be stable if the order of the solution does not change with slight perturbations in the values of the alternatives. Hence we have performed the stability analysis in both the case studies and have obtained stable results.

**Completeness**

Achieving a complete set of requirements is a major concern in RE \[153\]. Goals set criteria for requirement completeness. The requirement specification for a particular set of goals is complete if all the goals can be achieved from the specification \[176\]. Goals in Case Study 2 were refined until they can be assigned to the agents and obstacles were identified to ensure the completeness of the requirements. Since obstacles can hinder the goal satisfaction, it is also important to achieve completeness for obstacles for all the goals. In Case Study 1 the risks were already identified however in Case Study 2 we have identified obstacles which may hinder the fulfillment of some goals. Chapter \[3\] has defined conditions for requirements and obstacle completeness. We believe that the case studies used for evaluation have shown how negating an obstacle will result in the satisfaction of a goal hence ensuring requirement
Stakeholder Identification and AHP Inputs

The values to the obstacles and resolution tactics can be provided by the users through a voting procedure where stakeholders can assign weights based on values in table 6.1. Stakeholders who can be involved in the voting procedure can be identified from already existing tools like StakeNet [105]. Since numbers assigned for determining the priority are coming from different stakeholders, the aggregate of the priorities assigned by different stakeholders may give us the overall ranking [4]. A platform named StakeCloud which acts as a marketplace has been proposed [145]. Users can input their requirements and these will be mapped to the service offerings of the cloud providers.

Early Payback

According to [47], methods and tools should show significant benefits as soon as people start using them. Early payback is the main objective of this method. As we discussed in chapter 1 in terms of our motivation for this work, our aim is to screen the cloud according to user requirements to mitigate the risks during the early stages. Getting locked in with a cloud which is unable to meet user requirements may result in significant financial losses. Our method will help them in making informed decisions about cloud selection. From the Case Study 1 it is evident that the risk mitigation tactics for all the potential risks were proposed specific to the Salesforce.com SaaS. Obstacles were identified from the goal tree of Case Study 2. The obstacle resolution tactics were proposed for the identified obstacles. This early identification of risks, obstacles and mismatches between user requirements and cloud provisions can save users from investing in the wrong cloud.
Identifying the Stakeholders

<table>
<thead>
<tr>
<th>Phase</th>
<th>Subjectivity/Bias</th>
<th>Completeness</th>
<th>Scalability</th>
<th>Systematic Vs Adhoc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identifying the stakeholders</td>
<td>Identifying the stakeholders is critical. Stakeholder identification is subject-ive based on their relative power and influence. Not all stakeholders are equally influential, therefore we need to identify the stakeholders for cloud RE. [69] has proposed that stakeholders should be prioritized by assessing the risk that might be incurred from neglecting them. There may be tensioning of relationships between different stakeholders due to their different priorities. It is therefore important to resolve the tensions during the RE phase. From case study 2 it's evident that there may be tensions between different goals of different stakeholders. E.g. fixed budget may be an obstacle for hypothetical traffic burst. We have applied our method to resolve these tensions using obstacle analysis, obstacle prioritization and resolution.</td>
<td>While stakeholders may be identified from existing tools like StakeNet [105], completeness cannot be ensured. Due to the dynamic evolution of the services we cannot ensure the completeness of identified stakeholders. For example, a cloud may update their SLA and include a new stakeholder by subcontracting their data center.</td>
<td>When the number of stakeholders increase the adoption process of cloud becomes more complex. Since not all stakeholders are equally important, therefore we can use the existing tools like StakeNet [105] for identifying the most influential stakeholders for cloud adoption. This will minimize the efforts on resolving the conflicts resolution, tradeoffs analysis, negotiation etc.</td>
<td>Our method is based on GORE. Goals are refined and a goal tree is drawn until the goals cannot be further refined. This is a systematic way of identifying the stakeholders who may be involved in the process of cloud adoption. Goals can be traced to their origin by following the goal graph. Our proposed method therefore provides a systematic way of identifying the stakeholders instead of randomly selecting the stakeholders for cloud adoption. It can be seen in Case Study 2 the goals are tracing back to their origin (i.e. the stakeholders).</td>
</tr>
</tbody>
</table>
Table 7.6: Requirements Elicitation

<table>
<thead>
<tr>
<th>Phase</th>
<th>Subjectivity/Bias</th>
<th>Completeness</th>
<th>Scadibility</th>
<th>Ensemble Vs Adhoc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Systematic Vs Adhoc</td>
<td>Since goals can be influenced by cloud SLAs; therefore, the elicitation process can be biased.</td>
<td>Requirements bias can also be influenced by the choice of stakeholders, e.g., decision makers, personal bias to the reputation and perception of the provider [177].</td>
<td>Requirements elicitation for cloud cannot be complete due to the frequent evolution of cloud services. However, the use of GORE and obstacle analysis ensure the completeness of requirement specification. Completeness is subject to the probable obstacles which obstruct the goal and our consequent handling of these obstacles. That is, completeness is highly dependent on our knowledge and expertise [163], their likelihood of occurrence, and their consequence.</td>
<td>We have equipped users with a framework which helps them in gathering requirements in a systematic way. Previously, the cloud adoption was based on adhoc inputs. The requirements can be documented for legal bindings and subsequent followups. This will also help users to make informed decisions. This will bring more transparency and accountability in cloud adoption.</td>
</tr>
</tbody>
</table>
Table 7.7: Obstacle Identification and Resolution

<table>
<thead>
<tr>
<th>Phase</th>
<th>Subjectivity/Bias</th>
<th>Completeness</th>
<th>Scalability</th>
<th>Systematic Vs Adhoc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk/Obstacle identification and mitigation</td>
<td>Risk identification can be a subjective activity. Considering cloud as a black-box, users may also rely on their intuition for risk identification. Since obstacles can result into risks therefore it is important to identify and resolve the obstacles. It is preferred to identify what is \textit{wanted} and to identify what might obstruct it [163]. The obstacles may be identified by considering different scenarios in which a goal may be obstructed and on past experiences [163]. They may also be identified from the SLA clauses unable to satisfy the defined goals [179].</td>
<td>Completeness of obstacle identification is highly dependent on the knowledge of the domain [163]. Risk/obstacle identification may not be complete due to incomplete information about the domain and insufficient information in the cloud SLAs. For example when the data is outsourced to a third party without making any such specification in the SLAs.</td>
<td>As the goal tree for the requirements grows so do the risks. The risks can also be clustered according to their type as proposed in [171] where authors have clustered different test cases together. For example, security related risks may be separately prioritized from the performance related risks. Not all risks may be critical and therefore we will have to prioritize them to determine which ones should be mitigated [179].</td>
<td>We have proposed a systematic method to identify the risks during the early adoption phase. We believe that risks should be dealt with in the requirements engineering phase so that they are not passed on to the actual system once the cloud services have been adopted. From case study 2 we have observed that if we had not modeled the requirements using GORE we would not have been able to identify the conflicting requirements. GORE has proved to be valid for obstacle and risk identification. Case study 1 has successfully used the obstacle resolution tactics for mitigating the risks.</td>
</tr>
</tbody>
</table>
7.4 Conclusions

We evaluated our proposed method by using two different case studies. While in case of the myki system we evaluated the PaaS services of the cloud, for Company F we evaluated the SaaS services. In the case study of Company F, the risks were already identified by the company’s task force. Both the case studies have addressed different kind of risks. Company F’s risks were related to security and identity management whereas myki’s risks were related to scalability. By using the goal-oriented approach, we modeled the identified risks as obstacles and resolved them using the proposed obstacle resolution tactics. The risks were prioritized according to their criticality and were then mitigated. While a risk may be mitigated through different tactics, it is good to prioritize the risk mitigation tactics to select the best one [178]. Different phases of the proposed method were evaluated against the criteria of completeness, subjectivity and scalability. Table 7.5, table 7.6, table 7.7 and table 7.8 present the results of the evaluation.

From Case Study 2 we have learned that when we have only high level goals, we can refine them into more concrete goals in the light of cloud provisions. The goal graph also helped in identifying different kind of interaction among the goals. From Case Study 2 we have also learned that while some subgoals may be contributing towards the achievement of a parent goal, they might become a hurdle in achievement of another goal in the system. Goal-oriented modeling of requirements therefore helped in identifying the risks, conflicts and the tradeoffs. Not all risks may be critical, hence we prioritize the risks according to their impact. We have used AHP for prioritizing the risks and risk mitigation tactics. AHP makes pair-wise comparisons for prioritization which is an extensive process and hence more reliable. Scalability is an issue in case of AHP [21]. According to Karlsson et al. [86] the requirements can be grouped together to increase the number of comparisons. GORE provides an elegant grouping benefiting from goal-refinement hierarchy which helps in scalability [178]. The assignment of priorities is based on human judgment and is prone to errors. AHP allows us to check the consistency of the results [75]. We have been able to prioritize and mitigate the risks in both the case studies using AHP. We also did the stability analysis of the results. By stability analysis
we mean that the priorities remain unchanged if there are small changes to the assignment of weights. We have seen that the obtained results for both the case studies were sufficiently stable.

From table 7.5, table 7.6, table 7.7, and table 7.8, it is evident that the proposed method is scalable. Scalability has many dimensions which includes the increase in the number of stakeholders, their requirements, pairwise comparisons for prioritization and in the number of obstacle resolution tactics. When the stakeholders become too many the analysis may become very difficult. This will result in more tradeoffs, conflicts, negotiation etc. The stakeholders who should be involved in the process of cloud evaluation can be identified through prioritization. Already existing tools such as StakeNet \[105\] can be used for identifying the influential stakeholders.

Goal-oriented provides a systematic way of identifying the stakeholders as it provides the traceability links to the origin of goals. In Case Study 2 it can be seen that the goals are tracing back to their origin (i.e. the stakeholders). Our proposed framework also helps engineering the requirements for cloud adoption. There was no framework that could help users in screening and selecting the cloud according to their requirements while mitigating the risks. Our method not only helps users in eliciting the requirements but also identifying the risks during the early adoption phase. From Case Study 2 it is clear that we might have not observed some of the conflicting requirements had we not modeled them using GORE. GORE has therefore been useful in identifying the risks and obstacles. Case Study 1 and Case Study 2 have successfully used GORE for modeling, analysing and mitigating the risks using the obstacle resolution tactics. Our proposed method provides systematic way for acquiring user requirements and mitigating the risks associated with cloud adoption.

We have learned that keeping the goals flexible and negotiable is perhaps the best way to find the optimal cloud. When the goals are kept generic in the beginning, they don't restrict the user from evaluating a wide variety of cloud services on offer. The user can reject the cloud after or during evaluation when they see that the cloud is unable to satisfy the goals which cannot be compromised. Some of the goals may not be satisfied due to some obstacles.
We believe that any cloud service can be adopted as long as those obstacles can be resolved under the monetary constraints. Not all obstacles may be of critical nature and therefore it is important to prioritize them. We believe that priorities should remain same even if there are small changes in the assignment of priorities to the obstacles by the users. Therefore, once the obstacles and their resolution tactics have been prioritized it is good to see if the priorities remain unchanged when there are small changes in the assignment of weight. We have learned after evaluating these two different case studies that it is good to mitigate the risks before passing them on to the final system. The identification and mitigation of risks is possible when we evaluate the cloud in the light of user requirements and see if there are any mismatches between user requirements and cloud provisions.
Table 7.8: Prioritization of Obstacles & Tactics

<table>
<thead>
<tr>
<th>Phase</th>
<th>Subjectivity/Bias</th>
<th>Completeness</th>
<th>Scalability</th>
<th>Systematic Vs Adhoc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prioritization of obstacles &amp; tactics</td>
<td>AHP uses a scale which stakeholders can use to give weights to the obstacles and tactics based on their subjective expert input, experience and intuition [121]. Due to the subjective nature of AHP input there may be inconsistencies in assignment of weights. AHP provides a method for consistency checking [130]. Since assignment of weights is based on human judgment it is preferred to get stable results. Our methods supports the AHP choice of the resolution tactics using stability analysis [178].</td>
<td>AHP requires pairwise comparisons. Due to the exhaustive nature of AHP its unlikely that any risk is ignored. The pairwise comparison of risks therefore ensures that all risks are considered for prioritization and mitigation.</td>
<td>AHP requires pairwise comparison. Although the process becomes robust due to pairwise comparisons, scalability is an issue. Karlsson et al. [86] have recommended that requirements can be grouped together to reduce the number of comparisons. We believe that our GORE based methodology for cloud adoption and our handling of the obstacles in this process provide an elegant grouping benefiting from the goal refinement hierarchy which promotes scalability [178].</td>
<td>Not all risks may be critical, it is therefore important to prioritize the obstacles according to their impact and likelihood of occurrence. Our method provides a systematic way for identifying, prioritizing and mitigating the risks associated with cloud adoption. AHP helps in identifying the obstacles keeping in view multiple views. Due to excessive pairwise comparisons there is more room for identifying hidden risks. We resolve the obstacles by proposing obstacle resolution tactic for every obstacle after prioritizing the tactics for each one of them using AHP. Our method is supported by the stability analysis. We have observed that our results are reasonably stable.</td>
</tr>
</tbody>
</table>
CHAPTER 8

Conclusion and Future Work

Now this is not the end. It is not even the beginning of the end. But it is, perhaps, the end of the beginning.

*Winston Churchill*
As our journey approaches an end, we now stop and look back at the path we took and the road ahead. This thesis has contributed to a novel framework that enables users to select cloud services according to their requirements while minimizing the risks.

We have looked at classical RE and its limitations for engineering requirements for cloud adoption. We have seen that requirements engineering for cloud is far more challenging as compared to classical requirements engineering, due to the ever changing cloud services and user requirements. Cloud requirements engineering needs to be more flexible in order to accommodate changes in user requirements and cloud services.

We have defined the steps involved in the requirements engineering phase for cloud adoption. Chapter 4 contributes to a novel lifecycle, which aims at providing systematic guidance for an organisation evaluating the choice and risks in moving to a cloud. We have used goal-oriented approach for eliciting and modeling the requirements of the user. We have presented systematic guidance for the identification and evaluation of cloud service providers. The evaluation process ends by selecting potentially “good enough” candidate cloud service provider. A key phase of the method is the matching phase where mismatches between the requirements and cloud service providers’ features are identified. The analysis of the mismatches may inform the existence of risks. Our approach advocates risk mitigation in the early stages of cloud adoption. The approach also tries to manage the tradeoffs involved in moving to the cloud. As SLAs are largely too static at present, the SLAs do not address the individual needs of every user. This framework would help the cloud service provider and the user to negotiate their requirements and cloud features beyond static SLAs. It would help in making SLAs that are specifically designed for a particular organisation.

Chapter 5 contributes a lifecycle which is an extension of our previous work presented in chapter 4. The lifecycle can help in mitigating the risks which may arise due to incomplete requirements or insufficient cloud features. We have presented a systematic guidance for the identification of the obstacles and have proposed some concrete and abstract obstacle resolution tactics to minimize the risks associated with cloud adoption. We have also used utility theory to prioritize the goals for minimizing the risks.
Chapter 6 presents a systematic method for prioritizing the obstacles which may be encountered while adopting cloud services and the tactics for resolving them using AHP. The method is based on goal-oriented requirements engineering, obstacle handling and AHP to systematically identify, assess, prioritize and mitigate the risks. To see the applicability of our method we have exemplified the steps using a non-trivial case study. As the assignment of weights in AHP is based on human judgment, it is important to see that the results are stable even when small changes are made in the assignment of weights. By stability we mean that priorities remain the same. We have done stability analysis of the results and have found them to be fairly stable.

Chapter 7 has applied the proposed method on two non-trivial case studies. Each phase of the method has been evaluated against its applicability, scalability, completeness and subjectivity. Requirements from the case studies have been modelled using GORE which has resulted in identification of conflicting requirements and obstacles. We have prioritized the obstacles and tactics for resolving every obstacle. As a method it is highly human centered, we have discussed issues related to human bias, expertise, selection of stakeholders, interpretation of relevant artifacts like SLAs, skills of evaluators and sensitivity to inputs.

We have observed that modeling requirements using GORE conventions results in identifying the conflicts and tradeoffs among requirements. GORE also helps in identifying the stakeholders because of its traceability links to the origin of the goals. There may be some mismatches between user requirements and cloud features which may be indicative of risk. We have learned that it’s better to mitigate the risk at the requirements engineering level than to get locked in with a cloud which cannot satisfy user requirements. Not all risk are of critical nature, therefore it is best to prioritize the risk according to their criticality. We have prioritized the risks using AHP. Since AHP does pairwise comparisons, therefore it is more reliable and less sensitive to judgmental errors. We believe that AHP and GORE provide an excellent way for grouping similar requirements together and then prioritizing them. Grouping the similar requirements together for prioritization helps in reducing the number of comparisons.

After evaluating our proposed framework we have come to the conclusion that the framework
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is scalable. Although it cannot ensure completeness due to the black-box nature of the cloud, it makes the whole process of cloud adoption more transparent. Now the users are equipped with a framework which not only helps them in identifying and screening the cloud but also helps them in refining their own requirements. The whole process of cloud adoption was previously based on ad hoc inputs from different sources. Now, not only the possible risks can be identified but can be mitigated using the proposed tactics. We have also observed that negotiation of user requirements is one of the integral part of cloud adoption. We have therefore kept the goals generic in the beginning so that the potentially best clouds are not rejected in the beginning. Once the generic goals are acquired they can be refined in the light of cloud SLAs. We have also observed that SLAs are usually too static and can have some hidden risks despite all the assurances from the cloud service providers. After modeling the requirements we identified the risks which might have otherwise gone unnoticed. Our proposed method therefore provides a systematic way for acquiring and specifying the user requirements. It also helps in mitigating the risks associated with cloud adoption. If we don’t engineer user requirements and make decisions based on ad hoc inputs, market reviews and recommendations, then the user will accept all the known and unknown risks associated with the cloud. Even if the cloud service provider does not engage in active negotiation, the user can evaluate the cloud and mitigate the risks through passive negotiation. So, even though the SLA will not be changed significantly by the cloud provider, the user can see if the SLA is able to satisfy user requirements and is not passing on any risks to the user.

Our proposed method has shown benefits by mitigating the risks in the cloud adoption process. However, the whole matching process between the cloud features and user requirements is heavily dependent on the availability of the information about the cloud. If there is a new cloud service and there is very little information available of that cloud then the matching process may not work fine because of less available information. Part of our proposed framework was used by Chung et al. [45] for evaluating the cloud services. We believe that there will be a significant number of users adopting our methodology for cloud evaluation and risk mitigation. Our research has been followed by different research groups from over the world.
However, the process needs to be automated to make requirements elicitation, obstacles analysis, obstacles prioritization and resolution easier. In near future we plan to make a tool which would automate the whole process.

**Future Work**

**Applying search-based techniques for cloud selection**

We would like to complement our work with automated tool support using search-based techniques. The objective of search-based software engineering research is to move the human-centric software engineering search problems to machine-based search \[76\]. As some of the phases are human centric where scalability could be an issue, its possible to leverage on advances in search-based software engineering to tackle the complexity of the analysis and to optimize for multi-objective requirements. We would also like to see how information available through benchmarks could be used to improve the accuracy of matching and optimization for specific objectives.

Currently, our work has been heavily steered by the stakeholders' input however its possible to use inputs from benchmarks/published repositories and the effort would be how to mine them in order to find the suitable cloud.

**Making decisions under uncertainty**

The proposed method can allow us to do a what-if analysis. Stability analysis can help us test the impact of small changes in the input on the output. Although this approach can help us to manage uncertainty of inputs, its applicability tends to be limited and human centric. An effective and scalable what-if analysis should cater for wide variations of inputs and uncertainty revolving around them. It's possible to improve the analysis for making a decision \[97\] using the Monte-Carlo simulations. An automated approach for input generation could be possible. We can leverage on the work of Letier et al. \[97\] for making decisions under uncertainty using

---

\[1\] Our Paper "Cloud Adoption: A Goal-Oriented Requirements Engineering Approach" has so far been cited 46 times.
Monte-Carlo simulations. Uncertainty makes early requirements complicated [97]. Although users are investing in the cloud under uncertainty due to its ever changing features and SLAs, there is a general lack of evaluating uncertainty, its impact on risk analysis and mitigation, and the value of reducing uncertainty before making a decision about cloud selection. We believe that the uncertainty about the cloud can have significant impact on stakeholders’ goals. There is recent work [97] which takes into account uncertainty and calculates the impact of uncertainty through Monte-Carlo simulations. We intend to do the similar analysis regarding cloud selection using Monte-Carlo simulations to shortlist candidate clouds after taking into account cost, benefits and risks.

**Viewpoint-based requirements engineering for scalability and conflict resolution**

The current method is goal-oriented where obstacles are identified and prioritized for resolution. Different users may have a different perspectives about the same requirement. While a set of requirements may be of high importance for one stakeholder, for another it may be of less importance. A viewpoints-based requirements engineering approach accepts that system requirements cannot be obtained from a single perspective [139]. Due to the heterogeneity of cloud users we may have to organize requirements according to different stakeholders (we can classify the stakeholders as users, cloud providers, cloud consumer etc.) Viewpoints may help in organizing requirements coming from stakeholders having diverse backgrounds [139]. Its possible to focus the prioritization on the views and the goals which arise from these views [139]. We can build on viewpoints-based requirements engineering to benefit this proposal. Though viewpoints are effective in accommodating diverse inputs of stakeholders, their preferences and perspectives; it is imperative that inconsistencies, conflicts [93] and more negotiation could be the norm, however the extension is likely to result in more accurate analysis and stakeholder satisfaction.

Its possible to increase the scalability of the proposed technique using viewpoints. Viewpoints can give us diverse and heterogeneous view. We need to improve the accuracy and one way of
improving the accuracy of the proposed method is to take into account different viewpoints in order to identify the conflicting requirements [139]. Viewpoints can also identify the possible trade-offs between different requirements [139] and will pave the way for requirements negotiation.

Viewpoints has a promise to accommodate the diversity through the identification of various views, their perspectives and concerns. However, the approach can also promote scalability in the analysis through localizing the negotiation, elicitation and conflicts relative to a given perspective.
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