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Abstract

The phenomena of Two-Phase Flow with large density ratio (about 1000:1) in porous media occurs in many environmental and industrial processes, including the unsaturated water flow, the enhanced oil recovery and the slope stability analysis. Due to the time requirement and the relative high cost with the experimental approaches, numerical techniques become a popular alternative approach to simulate and understand the behaviour of a multi-fluid flow system.

This thesis aims to develop a numerical tool to simulate the Two-Phase Flow along curved solid boundaries for the multiphase Lattice Boltzmann (LB) method. Based on the existing single-fluid numerical tool FPS-BHAM, the multiphase Lattice Boltzmann method is incorporated into the computer code to simulate the interaction between two different fluids with large density ratio. In addition, a modified Ghost Fluid Immersed Boundary (GFIB) model is proposed in this thesis to capture the local interaction behaviour among fluids and solid curved boundaries. Furthermore, a new forcing calculation method is presented to predict the mechanical behaviour of the meniscus along the curved boundaries.

The new code is first checked with the droplet test and the capillary rise test, in which the LB model is verified to be stable for two fluids with large density jump across its interface. Then the capillary bridge test and the contact line dynamic test are used to validate the accuracy of the GFIB model applied to curved boundaries. With the newly proposed forcing calculation method in this thesis, the computed capillary forces in all six cases resulted in only less than 5.0% error in comparison with the analytical solutions. The new LB-GFIB model is further verified with capillary rise in the porous media. Though only 44 solid particles are used in the simulation, the numerical pressure still satisfies the theoretical one with about 12.7% error.

In addition, the parameter studies are conducted to gauge the influence of four main parameters in the model, including the interface thickness, the mobility, the domain size and the grid resolution. Except for the interface thickness, the other three have little impacts on the accuracy of the results; however, the equilibrium time in the computation is influenced by the mobility and the grid resolution. As a result, the new code with the LB-GFIB model can provide an alternative way to study the complex process of Two-Phase Flow in the porous media.
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Chapter 1 Introduction

1.1 Background

Soil which is partially saturated with water is often referred to as unsaturated soil and the unsaturated soil zone spreads widely on the earth. Due to the fluctuation in the degree of saturation induced by nature or human activity (such as rainfall infiltration, evaporation, transpiration, hydraulic engineering projects, etc.), severe deformation or failure, like shrinkage, swelling or even collapse, might result in the unsaturated zone (Gens, 2010). Since most housing and transport facilities are founded in this zone, the deformation or failure phenomena may cause huge economic loss and even fatalities. In the UK, the adverse effects of shrink–swell behaviour cost an estimated £3 billion from 2002 to 2012, ranking as the most damaging geo-hazard in Britain today (Jones and Jefferson, 2012). In the US, the damage cost incited by the expansive soil exceeded that of all other natural hazards combined, including earthquakes, floods, fires and tornados (Lu and Likos, 2004). In Hong Kong, due to the intense seasonal rainfall, the man-made unsaturated slopes suffered significant variation in shear strength and several severe landslides have happened since the 1940s, including two fatal incidents on the same day in 1972, killing 138 people in total (Choi et al., 2013).

![Diagram]

Figure 1-1 Methodologies for determination of unsaturated soil property functions
(Fredlund et al., 2012)

With advances in experimental equipment for unsaturated soil, most unsaturated soil properties can be measured in laboratories; however, due to difficulties in controlling the matric suction (the suction originated from the capillary phenomenon and the
short-range interaction) (Lu and Likos, 2004), especially high suction value in experiments, it is still time-consuming and expensive to measure unsaturated soil properties for routine geotechnical engineering (Fredlund et al., 2012). Besides, since the late 1950s, Soil–Water Characteristic Curves (SWCCs) have been widely used in the unsaturated soil constitutive models and played a significant role in the estimation equations for unsaturated soil properties (illustrated in Figure 1-1) (Fredlund et al., 2012). Although the suction in unsaturated soils is mainly controlled by the Laplace Law, due to the complex pores’ topologies, it is still difficult to predict the SWCC through experiments and analytical equations.

Alternatively, numerical simulations may provide a promising approach to studying the behaviour of the unsaturated soil and the Two-Phase Flow in the porous media with a large density ratio (1000:1) in unsaturated soil.

1.2 Numerical techniques for modelling multi-fluid flow in porous media

In recent years, a number of Computational Fluid Dynamics (CFD) techniques have been reported in the simulation of multi-fluid systems, including the Volume of Fluid (VOF) (Apsley and Hu, 2003; Galea et al., 2010), Level Set (LS) method (Menard et al., 2007), and Smoothed-Particle Hydrodynamics (SPH) (Monaghan, 1994; Toon et al., 2008). Nevertheless, due to the limitation of the computer performance and the complicated topology change of the meniscus shape, it is not easy for the CFD methods, which are based on Navier–Stokes (N–S) equations, to model the multiphase fluid flow in soil skeletons.

On the other hand, the Lattice Boltzmann (LB) method has shown a good performance in the Two-Phase Flow modelling in recent years. Rather than being based on the continuous N–S equations, the LB method is a mesoscopic numerical method based on the discrete kinematic equations, making it easier to capture the complex geometrical characters of the boundaries without decreasing the computational efficiency (Ladd, 1994; Feng and Michaelides, 2004; Pan et al., 2004; Tiwari and Vanka, 2012).

Besides, since the pioneering work of Rothman and Keller (1988), four major advances have been made in the two-phase fluid modelling with LB models (Shan
and Chen, 1993; Swift et al., 1995; He et al., 1999; Lee, 2004), and stable simulations of two-phase fluid with a large density ratio (1000:1) with rigid moving particles can now be realised (Lee, 2004; Lee and Lin, 2005; Connington and Lee, 2015).

Although the LB model proposed by Lee (Connington and Lee, 2015) can simulate the movement of solid particles in two-phase fluid, the ‘half-way’ boundary condition (as explained in Section 2.5.2) used in this model requires high grid resolution in order to capture the interaction characters between the fluids and moving particles accurately, which seriously affects the computational efficiency. Thus, the LB model proposed by Lee is used to simulate the interaction between two fluids, while the ‘half-way’ boundary condition is replaced by the Ghost Fluid Immersed Boundary (GFIB) method in this thesis.

1.3 Aim of this research

This thesis is primarily aimed at the development of the LB-GFIB model and its incorporation into an existing LB-DEM code to simulate the Two-Phase Flow on the curved boundaries and to predict the mechanical behaviour of the meniscus on the stationary curved solid boundaries using a new forcing calculation approach.

The main objectives of the project include:

• Incorporating the multiphase LB model proposed by Lee and the GFIB model into the existing FPS-BHAM and validating the new feature with the droplet test.

• Modifying the GFIB model with the corrected bounce back calculation method so that mass is conserved and less computationally expensively and incorporate it into the computer code and validating the it with the capillary rise test.

• Applying the new forcing calculation approach in the mechanical calculation of FPS-BHAM and validating it with the capillary bridge test and contact line dynamic test and validating the new updated code with the capillary rise in porous media test with stationary particles and verifying its ability in the Two-Phase Flow simulation.

• Performing parametric studies and assessing the computational requirement of the result computer code.
1.4 Thesis layout

This thesis is divided into six chapters. Chapter 2 provides a literature review of the experimental and numerical studies in the multiphase fluids flow in unsaturated soils and in porous media. Chapter 3 gives an introduction of the method used in this thesis, including the LB equations and the fluid-solid boundary interaction models. In Chapter 4, several numerical results are validated against the corresponding theoretical analytical solutions to gauge the accuracy of the code and in Chapter 5, the influence of four different parameters on the performance of the code are under investigation. Finally, in Chapter 6, conclusion on the overall work is presented and some future works are suggested.
Chapter 2 Literature Review

2.1 Introduction
Due to the importance of suction in the analysis of unsaturated soil, many experimental techniques and empirical equations have been proposed in the past 50 years. Furthermore, owing to the limitation of experiments, the Two-Phase Flow in porous media has been widely studied with different kinds of numerical tools after the emergence of Computational Fluid Dynamics.

As a result, a review of published research work in experimental and empirical works is presented in this chapter and the experimental and numerical ways in which to describe the Two-Phase Flow system are discussed. The review consists of four sections, namely the experiments and estimation for unsaturated soil in Section 2.2, the Computational Fluid Dynamics simulation for multiphase flow in Section 2.3, the Lattice Boltzmann method simulation for multi-fluid flow in Section 2.4, and the interaction model between the fluids and solid boundaries in Section 2.5.

2.2 Experiments and estimation for unsaturated soil
For the unsaturated soil, the suction force incurred by the capillary phenomena is the critical parameter in its analysis. As mentioned in Section 1.1, the relationship between the water content and suction (or the SWCC) provides critical information in the unsaturated soil study, including the seepage analysis, shear strength volume change, shear flow problems, etc. (Fredlund, 1997; Fredlund, 2000; Lu and Likos, 2004). In 1907, Buckingham first measured the suction under different water content in a variety of soils. Then, with the development of technology, the complex and accurate advanced experimental techniques with wider suction range measurement were invented for laboratory and field tests (shown in Table 2.1).
Table 2.1 Summary of common laboratory and field techniques for measuring soil suction (Lu and Likos, 2004)

<table>
<thead>
<tr>
<th>Technique/Sensor</th>
<th>Practical Suction Range (kPa)</th>
<th>Laboratory/Field</th>
<th>Measurement Principle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tensiometers</td>
<td>0–100</td>
<td>Laboratory/Field</td>
<td>Measuring the negative pore pressure through the high-air-entry ceramic tips in tensiometers directly</td>
</tr>
<tr>
<td>Axis translation techniques</td>
<td>0–1,500</td>
<td>Laboratory</td>
<td>Controlling pore pressure by increasing the air pressure and measuring the water content</td>
</tr>
<tr>
<td>Electrical/thermal conductivity sensors</td>
<td>0–400</td>
<td>Laboratory/Field</td>
<td>Measuring the electrical or thermal conductivities of the soil and determining the suction with predetermined calibration curve</td>
</tr>
<tr>
<td>Thermocouple psychrometers</td>
<td>100–8,000</td>
<td>Laboratory/Field</td>
<td>Measuring/controlling the humidity of the pore water and determining the suction through Kelvin’s law</td>
</tr>
<tr>
<td>Chilled-mirror hygrometers</td>
<td>1,000–450,000</td>
<td>Laboratory</td>
<td></td>
</tr>
<tr>
<td>Resistance/capacitance sensors</td>
<td>Entire range</td>
<td>Laboratory</td>
<td></td>
</tr>
<tr>
<td>Isopiestic humidity control</td>
<td>4,000–400,000</td>
<td>Laboratory</td>
<td>Controlling the suction in experiments through the calibration of humidity based on Kelvin’s law and measuring the water content</td>
</tr>
<tr>
<td>Two-pressure humidity control</td>
<td>10,000–600,000</td>
<td>Laboratory</td>
<td></td>
</tr>
<tr>
<td>Noncontact filter paper method</td>
<td>1,000–500,000</td>
<td>Laboratory/Field</td>
<td>Measuring the water content in the noncontact filter papers in experiments and determining the suction with the corresponding calibration curves</td>
</tr>
</tbody>
</table>
Although the most accurate way in which to determine the suction in unsaturated soil nowadays is still through experimental methods, due to the high cost and time-consuming nature of the experiments (Fredlund et al., 1997), in the preliminary design stage of the practical geotechnical engineering project, the empirical equations are still used to predict the suction (Fredlund et al., 2012). In 1931, Richards proposed the first estimation equation for suction through a water flow equation. Later, Gardner as well as Brooks and Corey proposed two widely used equations in the early-stage construction design (Fredlund et al., 2012). Since the 1980s, Van Genuchten (1980), Bumb and McKee (1984 & 1987) and Fredlund et al. (Fredlund and Xing, 1994; Pham et al., 2005) have all proposed different closed-form, empirical equations for some particular groups of soil based on experimental data. Although each equation was originally proposed based on the experimental data and could be applied to a particular group of soil, due to the complicated change of suction when water content is low, few estimation equations can accurately fit the experimental data over the entire suction range with fitting parameters which have clear physical meanings.

Therefore, neither the experimental nor the empirical methods could offer a simple, cheap and accurate way in which to capture the basic characters of unsaturated soils. On the other hand, with the development of computational techniques in the multiphase fluid system in recent years, the numerical analysis provides an alternative approach to solving this problem. In the following sections, the literature review is mainly focussed on the numerical tools for simulating multi-fluid flow in unsaturated soil.

2.3 Computational Fluid Dynamics (CFD) simulation for multiphase flow

The prototype of two fluids’ (water and air) flow in a soil skeleton can be simplified to the Two-Phase Flow with solid particles or in porous media, attracting much research on its complex behaviours with various numerical tools, such as Computational Fluid Dynamics (CFD) techniques.

As a branch of fluid mechanics, CFD uses numerical tools to solve and analyse fluid mechanics problems and many of them are expensive or even impossible in real experiments (Gomez et al., 2010). Generally, the fundamental basis of almost all CFD
models concerns the Navier–Stokes (N–S) equations, which represent a continuum statement of Newton’s Laws as follows:

\[
\frac{\partial (\rho u)}{\partial t} + \nabla \cdot (\rho u \otimes u) = -\nabla p + F + \mu \nabla^2 u, \tag{2.1}
\]

where \( \rho \), \( u \) and \( \mu \) represent the density, velocity and viscosity of a fluid, respectively, \( F \) is the body force acting on the fluid, and \( p \) is the pressure. Due to the discontinuous fluid properties across the interface in multi-fluid flow, in conventional CFD methods, the moving interface between two different fluids is always regarded as a stress boundary and the surface tension at this interface is added into the N–S equation through the boundary condition.

There are two different frames applied for describing the N–S equations in CFD: the Eulerian description and the Lagrangian description. In the Eulerian description, a control volume is always pre-defined, within which the fluid properties are expressed as fields, while in the Lagrangian description, the fluid flow is described by tracking each individual fluid particle or particle cluster in the entire flow (Lagrangian and Eulerian specification of the flow field, 2015). For the widely used CFD approaches, the mesh sizes in the Eulerian–Eulerian (E–E) method and the Eulerian–Lagrangian (E–L) method are always larger than the size of secondary phases (bubbles, particles, droplets, etc.) in the computation, while in Direct Numerical Simulation (Yang et al., 2007), the typically small grid size is always applied in the modelling.

### 2.3.1 Eulerian–Eulerian method and Eulerian–Lagrangian method

In the Eulerian–Eulerian (E–E) method, only the droplets or bubbles dispersed in the continuous fluid phase can be simulated. As interpenetrating continuous media, each phase in these two models would possess the same space but different velocities and volume fractions (Garcia et al., 2005; Yang et al., 2007). In the E–E method, the dispersed droplets and bubbles are called the secondary phase while the continuous fluid is called the primary phase. Besides, in the E–E method, the relationship of stress and velocity in the interface between two different fluids should be formulated as the closure condition and sometimes it is hard to be expressed due to the variation in pressure and shear stress on the surface (Sokolichin and Eigenberger, 1994).

In the Eulerian–Lagrangian (E–L) method, there are also the primary and secondary phases in the model; unlike the E–E method, the specific motion of continuous
primary fluid in the vicinity of the secondary phase (i.e. droplets, bubbles and solid particles) is neglected in the simulation. Primary fluid with a large meshed grid is calculated in the Eulerian mode, and the secondary phase, which is always much smaller than the fluid grid, is traced in the Lagrangian mode (as illustrated in Figure 2-1).

The secondary phase, including the bubbles, droplets and particles, is distributed uniformly in the fluid cell with the same physical quantities (such as velocity, mass, capillary force, etc.) and their effects on the primary phase are also averaged within the cell. In other words, instead of being calculated individually in the simulation, the secondary phase in the E–L method works as a ‘whole’ particle in the Navier–Stokes equation computation in each fluid cell (Anderson and Jackson, 1968; Tsuji et al., 1993; Tsuji, 2007).

![Figure 2-1 Schematic diagram of the coarse-grid approach used in the DEM-CFD model, where the size of the Eulerian cell is much larger than that of the Lagrangian solid particles (O'Sullivan, 2011)](image)

For the two-phase fluid simulation in the pore scale, the topology shape of the meniscus might be complicated (as illustrated in Figure 2-2, showing a numerical simulation of the pressure-plate test with LBM) and neither the E–E method nor the E–L method can easily capture the geometrical characters of the fluid interface just with simple geometrical shapes. In addition, the capillary force, incurred by the surface tension, is controlled by the shape of the interface, which can hardly be accurately calculated with an averaging method in the E–L method. As a result, both the E–E and E–L techniques cannot be applied in this thesis for the simulation of multi-phase fluid flow in a porous media system.
Figure 2-2 Distribution of the non-wetting phase during a primary drainage and imbibition simulation in a porous media system. The transparent blue surface indicates the interface between the pore space and the solid phase. Red parts represent the non-wetting fluid. The wetting fluid is not shown for the clarity of illustration (Pan et al., 2004)

2.3.2 Direct Numerical Simulation method

The origin of the term “Direct Numerical Simulation” (DNS) owes to the much smaller mesh size (compared with the E–L and E–E methods) used to simulate the turbulence in fluid. It is found that the typically small grid size also helps to track or capture the moving interface in the simulation of multiphase fluid flow (Coleman and Sandberg, 2010). For the DNS method, in terms of the gridding method, it can be categorised as a moving grid method, fixed grid method and free grid method.

Moving Grid Method

Like in the E–E method, the interface in the moving grid method is also regarded as a boundary between two different fluids with no physical convection and diffusion
across the interface. Besides, the two fluid subdomains are also meshed individually in the numerical computation (Zwart et al., 1999). Yet, in the modelling, since the interface can hardly be static, the re-meshing would be a time-consuming and complicated process, especially when an interface topology change occurs in the simulation, e.g. coalescence, break-up, nucleation, etc.

**Fixed Grid Method**

The fixed grid method, which is also known as the continuous interface method, treats two different fluids as a single flow with the density and viscosity varying smoothly across a finite thickness of the interface (Yang et al., 2007). According to the numerical technique applied on the interface, there are two categories: the front-tracking method and the front-capturing method.

For the front-tracking method, Glimm and his collaborators (Glimm et al., 2001) used to apply the marker particles to track the location of the interface explicitly and reconstruct the interface with a triangular (3D) or piecewise linear (2D) in the model. Although Tryggvason (Tryggvason et al., 2001) improved the interface reconstruction technique and can even simulate the complicated interface changes in the classical Rayleigh–Taylor instability test, due to the complex solid boundary problem in this thesis, the precise description of the interface location is still a computationally expensive task for the model.

For the front-capturing method, the concept of a diffuse interface (illustrated in Figure 2-3) is proposed (Anderson et al., 1998) to smooth the physical properties’ discontinuity across the interface. In this method, the interface is implicitly represented by a scalar indicator function defined on a fixed regular mesh and the movement of the interface is captured by solving the advection equation of the scalar indicator equation (Yang et al., 2007). The two widely used CFD methods — Volume of Fluid (VOF) and Level Set (LS) — belong to this technique. In the VOF, a volume fraction, whose value lies between 0 and 1, is defined to denote whether a space is occupied by the dispersed phase or continuous phase. VOF can deal with the sharp topology change with mass conservation easily; however, due to the limitation of the volume fraction function, it is difficult to obtain the accurate curvature of the interface. In other words, the VOF is unable to predict the multiphase fluid flow in porous
media accurately when surface tension is a key factor in the movement of the interface, like the problem considered in this thesis (Lee et al., 2011).

![Diffuse interface](image1)

![Sharp interface](image2)

Figure 2-3 Schematic figures of two different interface models (Microstructure Modelling, 2015)

In the LS method, the level set function is introduced to represent the moving interface implicitly. In contrast to the VOF, the LS method can accurately compute the interface curvature and the smoothness of discontinuous physical properties near the interface is much better than that in VOF. However, for the LS method, the mass conservation can hardly be obtained in the computation, especially when the interface experiences severe topology changes (Sun and Tao, 2010).

For the front-tracking method, the re-meshing of the interface would be time-consuming and the significant topology change would also be a challenge for simulation. For the front-capturing method, the precise definition of interface curvature and the computational error limit the application of VOF and LS methods in this thesis respectively. Therefore, neither of these two methods can be applied in this thesis.

**Free Grid Method**

The fluid property discontinuity, especially the large density jump, across the interface presents a challenge for moving grid methods and fixed grid methods due to numerical instability near the interface. In order to eliminate the problem, free grid methods (or the “mesh-free” methods), such as Dissipative Particle Dynamics (DPD) and Smoothed-Particle Hydrodynamics (SPH), have been developed to simulate the multiphase flow by dividing the fluids into a set of off-lattice particles, which represent a physical object or a parcel of the domain (Scardovelli and Zaleski, 1999;
Liu and Liu, 2010). Unlike DPD, which mainly simulates polymeric fluids in volumes up to 100 nm (Dissipative particle dynamics, 2015), SPH is arguably the most popular mesh-free method for modelling mass flow and heat transfer on a macro-scale (Sawley et al., 1999; Gomez et al., 2010).

SPH is based on the integral interpolants and the fundamental principle is the combination of the Navier–Stokes equations in fluid dynamics and the kernel density estimation (KDE) in statistics. In SPH, any function $A(r)$ and its gradient at a particle $a$ can be expressed by:

$$A(r) \approx \sum_b m_b \frac{A_b}{\rho_b} W_{ab}, \quad (2.2)$$

$$\nabla A(r) \approx \sum_b m_b \frac{A_b}{\rho_b} \nabla W_{ab}, \quad (2.3)$$

where $r$ is the vector position, $m$ and $\rho$ are mass and density respectively, and $W$ is the weighting function or the kernel (Crespo, 2008). Since the expression of the kernel is predefined, the complex differentiable computation in Navier–Stokes equations can be simply constructed from the summation process in SPH, avoiding the numerical instability near the interface (Gomez et al., 2010).

On the other hand, with explicit surface tension expression (Morris, 2000; Tartakovsky and Meaking, 2005; Akinci et al., 2013) and the stationary particles representing the solid boundary, it is convenient to simulate the behaviour of multiphase fluid flow in porous media in the SPH model (Hu and Adams, 2006; Meaking and Tartakovsky, 2009) and successful SPH simulation has already been undertaken in the last few years (Tartakovsky et al., 2007; Ryan et al., 2011).

In order to describe the motion of a free surface, large numbers of particles are required in SPH simulation, leading to the low computational efficiency in the modelling in this thesis. Besides, since the fluid in SPH is composed of numerous discrete nodes, some physical properties of continuous fluid, such as viscosity, can hardly be defined by those discrete particles in SPH (Li, 2013). As a result, SPH still cannot be regarded as an idealised approach in the multiphase fluid flow in porous media considered in this thesis.
2.3.3 Summary of CFD methods

Although with the progress of the CFD methods, the multiphase fluid flow can be simulated with many numerical techniques, due to the complex boundary of the porous media and it being difficult to simulate the interface with complex topology changes, it is not appropriate to apply the E–E and E–L methods in this project. Besides, for the DNS method, the capture of the interface between two different fluids would be time-consuming and pose a challenge for the numerical simulation, though it is applicable theoretically.

As a result, the conventional CFD methods can hardly be used in this thesis to simulate the multiphase flow in porous media.

2.4 Lattice Boltzmann (LB) method

The Lattice Boltzmann (LB) method, originating from the Lattice Gas Automata (LGA), simulates the motion of fluids within discrete lattices and discrete time. Unlike the numerical methods in CFD, the LB method is based on the microscopic models and mesoscopic kinetic equations (Chen and Doolen, 1998). With the basic premise that the macroscopic physical properties are the collective behaviour of microscopic particles in the model, the LB method only focuses on the local calculation of kinetic distribution probability and data streaming with neighbouring particles (Benzi et al., 1992). The kinetic nature of the LB method helps it to keep both the advantages of continuous numerical methods (such as clear physical quantities in governing equations and acceptable computation cost) and those of discrete numerical methods (such as those suitable for parallelisation) (Chen and Doolen, 1998).

Besides, the Lattice Bhatnagar–Gross–Krook (LBGK) LB model (shown in equations (2.4)–(2.6)), proposed in the early 1990s and widely used nowadays, can be recovered to Navier–Stokes equations with second-order accuracy on a macro-scale (Chen et al., 1991; Shan and Chen, 1993):

\[
\frac{\partial f}{\partial t} + \xi \cdot \nabla f = -\frac{f-f^{eq}}{\lambda} + \frac{(\xi-u)(F+G)}{\rho RT} f^{eq}, \quad (2.4)
\]

\[
\rho = \int f d\xi, \quad (2.5)
\]

\[
\rho u = \int \xi f d\xi, \quad (2.6)
\]
where \( f \) is the single particle density distribution function in the phase space, \( f^{\text{eq}} \) is the equilibrium distribution function, \( \xi \) is the microscopic velocity, \( \lambda \) is the relaxation time, \( R \) is the gas constant, \( \rho \) is the density, \( T \) is the temperature, \( F \) is the effective molecular interaction force, and \( G \) is the gravity (He et al., 1999).

With these advantages, the LB method shows good ability in fluid modelling (Rothman and Keller, 1988; Succi et al., 1989; Shan and Doolen, 2008; Hao and Cheng, 2010) and even the simulation of multiphase fluid flow at pore level (Pan et al., 2004).

### 2.4.1 LB models and their applications in multiphase fluid flow

Up to now, mainly four different kinds of multiphase LB models have been proposed based on the LBGK LB model since 1988 (He et al., 1998): the Chromodynamic model (Rothman and Keller, 1988), the Pseudo-potential (Shan/Chen) model (Shan and Chen, 1993), the Free-Energy model (Swift et al., 1995), and the modified Pseudo-potential model (He/Lee model) (He et al., 1999; Lee, 2004).

The first Two-Phase Flow LB model, the so-called Chromodynamic model, was proposed by Rothman and Keller (Rothman and Keller, 1988) and modified by Gunstensen et al. (1991) for immiscible two-phase flow simulation. By introducing two-particle distributions for the two different fluids, each fluid obeys its own LBGK equations (similar to equation (2.4)) and a source term \( S \) (which can be regarded as the forcing term, the second term on the right-hand side of equation (2.4)) is applied in the model to represent the mesoscopic interaction between these two. Meanwhile, due to the highly heuristic expression of the term \( S \) in the model (in other words, the expression of \( S \) is directly defined by the authors based on the fluid characteristics and can even hardly ensure the mass conservation of each fluid in the simulation), it is difficult to incorporate microscopic physics into the model (Pan et al., 2004) and the parasite currents (a small-amplitude artificial velocity field) are always discovered near the interface in the simulation (Succi, 2001; He and Doolen, 2002). In 1991, Gunstensen (Gunstensen et al., 1991) succeeded in modelling the evolution of a two-phase flow in a microscopic model of a porous medium; however, because of the instability incurred by the parasite currents in the computation, the reasonable results could only be obtained at a low density ratio (<10) with the Chromodynamic model (He and Doolen, 2002).
Later, Shan and Chen (1993) proposed the Pseudo-potential LB model to get a more satisfactory result compared with the previous model. In the Pseudo-potential LB model, a pairwise interaction potential is incorporated into the forcing term and a more physically oriented expression has been obtained compared with Rothman’s model. Although the local momentum still cannot be conserved in the Shan/Chen model, the system’s global momentum conservation is exactly satisfied when the boundary effects are excluded (Pan et al., 2004). In 1995, Swift et al. (1995) made a further improvement and imposed an additional constrain on the equilibrium distribution functions (explained in Section 3.1.1) in the model to conserve the mass and momentums locally and globally (Succi, 2001; Pan et al., 2004). In these two models, however, the parasite currents still cannot be eliminated near the interface due to the truncation error in intermolecular force $F$ computation. These parasite currents can be reduced with large viscous dissipation, but in most cases never disappear (Lee and Fischer, 2006) and incur severe numerical instability when the density ratio is larger than 10 (Connington and Lee, 2012). Therefore, as with the Chromodynamic model, the Pseudo-potential model and the Free-Energy model still have difficulties in simulating the large density ratio problem in this thesis due to the limitation of numerical errors in computation.

In 1999, He et al. modified the Pseudo-potential LB model by incorporating a pressure distribution function to describe the total pressure in the model (He et al., 1999). Meanwhile, they projected distribution functions to decrease the numerical error in previous models and reduced the parasite current efficiently. Later, Lee and Lin (2005) incorporated the Cahn–Hilliard theory into the model to describe the behaviour of multiphase fluid flow, and also updated the pressure distribution function form to obtain a more stable result, within which the density ratio between two fluids in LB simulation can first reach $1.0\times10^3$ (Lee and Lin, 2005). As a result, the modified Pseudo-potential model could be regarded as an effective technique to simulate the multiphase flow with a large density ratio in this thesis. A further review of the He/Lee LB model is presented in the next section.
2.4.2 Modified Pseudo-potential LB model and its application in multiphase fluid flow

In order to reduce the parasite current in the simulation, the intermolecular force in the modified Pseudo-potential LB model is expressed as:

\[ F = -\nabla \psi(\rho) + F_s, \]  \hspace{1cm} (2.7)

where \( F_s = \kappa \rho \nabla^2 \rho \), \( \kappa \) is a parameter related to the surface tension, and \( \psi(\rho) = p - \rho RT \) is a function of density \( \rho \) and pressure \( p \) (He et al., 1999).

Due to the density jump across the interface in multi-fluid flow in most cases, even small numerical errors in finite difference calculation of \( \nabla \psi \) in equation (2.7) might generate the parasite currents in the vicinity of the interface, limiting the density ratio between two different fluids in the LB model. To minimise the influence of the error, He et al. (1999) introduced a new variable \( g \) into the model as:

\[ g = fRT + \psi(\rho) \Gamma(0), \]  \hspace{1cm} (2.8)

\[ \Gamma(\mathbf{u}) = \frac{1}{(2\pi RT)^{D/2}} \exp \left[ -\frac{(\xi - \mathbf{u})^2}{2RT} \right]. \]  \hspace{1cm} (2.9)

Similar to equations (2.4)–(2.6), the evolution equation for \( g \) in the incompressible fluids model can be expressed as follows:

\[ \frac{\partial g}{\partial t} + \xi \cdot \nabla g = -\frac{g - g_{eq}}{\alpha} + (\xi - \mathbf{u}) \cdot \left[ \Gamma(\mathbf{u})(F_s + G) - (\Gamma(\mathbf{u}) - \Gamma(0))\nabla \psi(\rho) \right], \]  \hspace{1cm} (2.10)

\[ p = \int g d\xi, \]  \hspace{1cm} (2.11)

\[ \rho RT \mathbf{u} = \int \xi g d\xi. \]  \hspace{1cm} (2.12)

In equation (2.10), the effect of the numerical errors for pressure and velocity in the calculation of intermolecular force is reduced by the second order of infinitesimal term \( \Gamma(\mathbf{u}) - \Gamma(0) \) (He et al., 1999). However, the calculation of density with equation (2.5) in He’s model is still influenced by the fluid property variation in the vicinity of the interface.

In 2004, Lee (Lee, 2004; Lee and Lin, 2005) recast the term of surface tension in equation (2.7) with a potential form for the calculation of density — a great
improvement in the reduction of the parasite current in the numerical calculation had been achieved. With the modified model, it is the first time that the numerical bubble test with a large density ratio (1000:1) is realised with the LB model (Lee, 2004).

In 2009, the Cahn–Hilliard diffusion model was introduced into Lee’s model to maintain the phase interface between two fluids and the intermolecular forcing term was replaced as follows:

\[ F = -\nabla \rho c_s^2 - (\nabla p_0 - C \nabla \mu), \]  \hfill (2.13)

where \( c_s^2 \) is a parameter related to \( RT \) and always equals 1/3 in simulation, \( p_0 \) is the dynamic pressure to ensure the incompressibility of the LB model, \( C \) is the composition of the fluid (which can be expressed as \( C = \frac{\rho - \rho_{\text{gas}}}{\rho_{\text{liquid}} - \rho_{\text{gas}}} \), where \( \rho \) is the particle density on the corresponding point and \( \rho_{\text{gas}} \) and \( \rho_{\text{liquid}} \) are the density of gas and liquid in the model respectively), \( \mu = \mu_0 - \kappa \nabla^2 C \) is the chemical potential, and \( \mu_0 = \frac{\partial E_0}{\partial C} = \frac{\partial \beta C^2 (c-1)^2}{\partial C} \) is a parameter related to the bulk energy \( E_0 \), with \( \beta \) being a constant and \( \kappa \) the gradient parameter.

With the proper selection of parameters, the parasitic currents in an equilibrium state can be eliminated to the round-off level, which means that the parasitic currents in an equilibrium state almost have no influence on the numerical simulation of fluids motion (Lee, 2009).

Therefore, the modified Pseudo-potential model proposed by Lee is used in this thesis to simulate the multiphase phase flow due to its good performance in eliminating the parasitic currents in the simulation. However, for the porous media system, the complex solid boundary still poses a challenge to the numerical simulation. In the next section, the techniques dealing with the interaction between the fluids and solid boundaries in the LB model are reviewed and proper solid boundary methods are chosen to be applied in this thesis.

### 2.5 The solid–fluid boundary condition in LBM

The interaction problem between the multiphase fluids and the solid walls in the LB model can be divided into two parts: how to incorporate the wetting dynamic properties of the solid surface into the LB model and how to calculate the unknown values on the LB nodes occupied by the solid particles. Thus, in the following, the
boundary condition with dynamic wetting and the curved boundary condition applied in the LB model will be studied.

2.5.1 Boundary condition with dynamic wetting in LBM

When one fluid displaces another fluid on a solid surface, a triple contact line is formed at the intersection of these three phases (illustrated in Figure 2-4). If the three-phase contact line is in continuous motion, it is called dynamic wetting or spreading and the angle between the moving contact line (the dashed line in Figure 2-4) and the solid surface is defined as the dynamic contact angle (the angle $\theta$ as illustrated in Figure 2-4) (Lu and Likos, 2004; Liu and Lee, 2009).

![Figure 2-4 The schematic figure of the contact line](image)

In LBM, since the early 1990s, the behaviour of various boundary conditions has been investigated widely (Sukop and Thorne, 2006) and mainly three of them could be applied in the description of the moving contact line on the solid wall surface: the external forcing approach, the coating approach, and the additional free energy approach (Lee and Lin, 2008).

In the external forcing approach, it assumes that when a drop contacts a solid surface, interaction forces $F_w$ will take effect between the drop and the surface molecules. The value of the contact angle is determined by the interaction forces and the intermolecular forcing term in equation (2.4) should also be modified with the interaction forces (Huang et al., 2007; Mukherjee and Abraham, 2007). Although the external forcing method can be easily imposed in the model, due to the nonzero potential gradient along the normal direction to the boundary, it is difficult to conserve mass across the boundary nodes, which may provoke the parasitic currents near the boundary (Lee and Lin, 2008).

In the coating approach, in order to simulate the wetting conditions in the model, a layer of fluid particles is fixed on the boundary wall with a certain constant density. The contact force and angle can be achieved by a proper definition of dynamic wetting parameters among three different kinds of fluids in the model (Fan et al., 2001;
Kuksenok et al., 2002). However, in the LB model, the fluid particle density calculated by equation (2.5) is always inconsistent with the fixed wall density in the coating approach. Therefore, in the coating approach, mass conservation cannot be satisfied and the parasitic currents still exist in the computation (Lee and Lin, 2008).

In 2008, based on the modified Pseudo-potential model by Lee and the Van Der Waals theory, Lee and Lin (Lee and Lin, 2008; Liu and Lee, 2009) introduced an additional wall free energy into free energy and the new free energy can be expressed as:

\[ E_f = \int_V \left( E_0(C) + \frac{\kappa}{2} |\nabla C|^2 \right) dV + \int_S \left( \phi_0 - \phi_1 C_s + \phi_2 C_s^2 - \phi_3 C_s^3 + \cdots \right) dS \tag{2.14} \]

where the first integrand on the right side of the equation represents the free energy of fluid particles and the second one represents the free energy increased due to the wall effect. \( E_0 = \beta C^2 (C - 1)^2 \) is the bulk energy, \( C \) is the composition of the fluid, \( C_s \) is the composition at a solid surface, and \( \phi_i \) with \( i = 0, 1, 2, \ldots \) are constant coefficients (Lee and Liu, 2010).

Since the numerical model is in the equilibrium state, the total free energy should be minimised all of the time in the simulation, in which an additional Neumann boundary condition (the governing equation of the boundary condition is in a partial differential form) for the calculation of chemical potential \( \mu \) is imposed according to equation (2.14) as:

\[ n \cdot \nabla C = -\frac{\phi}{\kappa} \tag{2.15} \]

where \( n \) is the unit normal vector for the boundary wall in the model and \( \phi \) is related to the wall free energy.

For the points near the flat wall boundary in the LB model, a simple mirror method is used to evaluate the first and second derivatives of the physical quantities \( \phi \) (shown in Figure 2-5) required in equations (2.13) and (2.15).
Based on the above model, Connington and Lee (2013) studied the water drop movement on a superhydrophobic surface (the surface which is extremely difficult to wet) with LB models in 2D and 3D and a good agreement had been achieved with the experimental contact angles of drops on the same property surface (Connington and Lee, 2013). Besides, the parasitic currents could also be eliminated to round-off with the additional free wall energy in the LB model.

### 2.5.2 Curved boundary condition in LBM

For the flat wall boundary, the mirror method could provide a simple approach to predicting the unknown variables inside the wall. However, it is difficult to determine the physical variables for the curved boundaries, like the circular particle boundary shown in Figure 2-6, since the mirror points would not be found easily on the lattice points.

Based on the half-way method proposed by Ladd in the early 1990s (Ladd, 1994), Lee et al. implemented the boundary condition in equation (2.15) with the virtual stepwise boundary (the black points in Figure 2-7) instead of the real curved boundary (the dashed line in Figure 2-7) (Connington et al., 2015). Due to the simple geometrical
character for the stepwise boundary, the mirror scheme can be used directly. However, for the problems with geometric complexity, the half-way method would require extremely fine meshes to capture the details of the particle boundaries, which will be computationally expensive for this thesis.

![Figure 2-7 A representation of a curved boundary mapped onto the lattice (Connington and Lee, 2015)](image)

In 1972, in order to simulate the flow of blood in the heart, Peskin (1972) proposed the Immersed Boundary Method (IBM) to deal with the complex geometrical boundary of the heart in the numerical model. In this method, the fluid domain is meshed with fixed Eulerian nodes while the solid boundaries are divided by the Lagrangian points (shown in Figure 2-8). The physical boundaries in IB models are treated as a deformable particle with high stiffness. Due to the difference between the interpolation velocity from Eulerian points and the one from Lagrangian points in every time step, small distortion happens on the boundary, yielding a force tending to restore the boundary in its original shape. Then the balance of the force will be distributed into fluid Eulerian nodes to work as a body force in the CFD or LB method.
In 2004, Feng and Michaelides (2004) introduced the Immersed Boundary Method (IBM) with the LB method to simulate the sedimentation of circular particles in a viscous fluid and found a more accurate result with less fluctuation of particle forces and velocities than that with the previous half-way method under the same resolution. However, the value of the user-defined spring parameter in Feng’s IB-LB model poses a significant effect on the accuracy result. In 2006 and 2007, based on the non-slip boundary condition and the implicit velocity assumption, Shu and his collaborators (Niu et al., 2006; Shu et al., 2007) updated the IB-LBM model to eliminate the user-defined parameter in Feng’s model and improve the convergent rate in numerical computation.

Although the IB-LB model has already been proposed more than 10 years, to the best of the author’s knowledge, only two IB-LB models could simulate the contact line dynamics while considering the Neumann boundary condition. In 2013, Shao et al. (2013) incorporated the Neumann boundary condition into the IB-LB model with the flux controlled assumption. However, since the new governing equations about the flux control are not in closed form, the mass conservation can hardly be realised in the simulation, i.e. the parasite currents in this model still cannot be ignored.

Based on the principle of the Ghost Cell Immersed Boundary Method (GC-IBM) (Tseng and Ferziger, 2003), Tiwari and Vanka (2012) proposed the Ghost Fluid Lattice Boltzmann (GF-LB) method (shown in Figure 2-9). Unlike previous IBM models, the Ghost Fluid IBM extrapolates values to nodes outside the fluid domain.
boundary using the hydrodynamic boundary conditions (including the Neumann boundary condition).

Figure 2-9 The schematic diagram about GF-LBM (Khazaeli et al., 2013)

After the identification of ghost cells, the density, velocity and chemical potential values of ghost nodes can be obtained from extrapolated mirror image points in the fluid domain. In most cases, the extrapolated point can hardly be located on the LB nodes exactly, so the bilinear interpolation with the four surrounding points will be used to find values at the image point. If some of the four surrounding points are interior, as shown in Figure 2-9(b), special treatment will be used to move reference points to the boundary and a boundary condition assumption will then be used directly.

2.5.3 Summary of boundary conditions in LBM

Due to the good performance in eliminating the parasite currents in the numerical simulation (Lee, 2009; Connington and Lee, 2015), the wall free energy boundary condition proposed by Lee will be used in this thesis to model the interaction phenomenon between the multiphase fluids and the solid boundary. For the LB nodes covered by the solid particles, the GF-LB model will be applied to extrapolate the unknown physical quantity values of ghost nodes from those of the fluid nodes in the simulation.
2.6 Summary

In this chapter, the literature review about the experimental and numerical techniques related to the suction inside the unsaturated soil or the porous media has been presented. Because of the time consumption and expensive cost of the laboratory tests and the low accuracy of the empirical equations, the numerical technique offers an effective way in which to study the complex flow in the porous media system.

Due to the limitation of the CFD methods and large density ratios (1000:1) between two fluids simulated in this thesis, the modified Pseudo-potential model proposed by Lee will be applied in the modelling due to its stable numerical computation performance for large density ratio problems. Besides, in order to simulate the contact line dynamic phenomenon between the multiphase fluids and the curved solid boundaries, the wall free energy boundary condition proposed by Lee and the GF-LB model are both incorporated into the numerical model in this thesis.
Chapter 3 Methodology

In this chapter, the Lattice Boltzmann model proposed by Lee (2009) will be first analysed in section 3.1 with detailed descriptions about the evolution equations proposed by Lee (2009) and the main LB equations used for the binary fluids in his model. Then, the interaction models between the multiphase fluids and the solid boundary are presented in section 3.2, including the free energy wall boundary condition in section 3.2.1 and the Ghost Fluid Immersed Boundary Method in section 3.2.2.

With the equations mentioned in this Chapter, a code based on the FPS-BHAM (Li, 2013) is developed to simulate the multiphase fluids flow in porous media and the validation and verification will be presented in Chapter 4.

3.1 Lattice Boltzmann (LB) method

In this section, the LB equations and the evolution equations for the component proposed by Lee (Lee and Lin, 2008; Lee, 2009) used in this thesis are presented in detail. Since the modified Pseudo Potential LB model is still based on the Lattice Bhatnagar-Gross-Krook (LBGK) model proposed in the early 1990s (Lee and Lin, 2005), the basic equations of the LBGK model are first presented in section 3.1.1. Then, the Cahn-Hilliard model, which represents the binary fluids movement in Lee’s model, is presented in section 3.1.2. The LB equations used in Lee’s model and a derivation process are illustrated in section 3.1.3.

3.1.1 Basic formulation used in LBM (two dimensions)

In LBM, the fluid domain is divided into a square lattice with unity spacing and the fluid is assumed to be a package of micro-particles residing on each lattice node. In this thesis, the D2Q9 model is used, in which the velocity field in two dimensions is discretised into nine prescribed vectors (see Figure 3-1). In every time step, the fluid particles can either remain at their current locations (referring to the zero velocity \(e_0\)) or travel to their adjacent nodes with velocities \(e_i\) (i=1, … 8). (Li, 2013)
As shown in Figure 3-1, the prescribed velocities in a D2Q9 model are defined as,

\[ e_0 = (0, 0), \]  

\[ e_i = C_L \left( \cos \left( \frac{\pi (i-1)}{2} \right), \sin \left( \frac{\pi (i-1)}{2} \right) \right) (i = 1, 2, 3, 4), \]  

\[ e_i = \sqrt{2} \cdot C_L \left( \cos \left( \frac{\pi (2i-9)}{4} \right), \sin \left( \frac{\pi (2i-9)}{4} \right) \right) (i = 5, 6, 7, 8), \]  

where \( C_L = \Delta h / \Delta t \) refers to the lattice speed, \( \Delta h \) is the unity lattice spacing and \( \Delta t \) is the LBM time step. In LBM, the lattice speed is always chosen as 1 for simplicity of numerical computation. Therefore, a list is provided for the conversion of relevant physical variables with the lattice units in Appendix A.

As shown in equation (2.4), the governing equation of LBM BGK model can be discretized as (Lee and Lin, 2005),

\[ f_i(x + e_i \Delta t, t + \Delta t) = f_i(x, t) - \frac{f_i(x, t) - f_i^{eq}(x, t)}{\tau} + \frac{(e_i \cdot \mathbf{u}) (F + G)}{\rho c_s^2} f_i^{eq}(x, t), \]  

where \( f_i(x, t) \) represents the probable quantity of micro-particles at \( x \) along \( i \)-th direction with velocity \( e_i \) at time \( t \), \( \tau \) is the relaxation time and \( f_i^{eq} \) represents the equilibrium state of distribution functions which can be expressed as: (Chen and Doolen, 1998)

\[ f_i^{eq} = \omega_i \rho \left[ 1 + 3(e_i \cdot \mathbf{u}) + \frac{3}{2} (e_i \cdot \mathbf{u})^2 - \frac{3}{2} \mathbf{u} \cdot \mathbf{u} \right]. \]  

where \( \omega_i \) is the weighting parameter and \( \omega_0 = 4/9, \omega_i = 1/9 \) (\( i = 1, \ldots, 4 \)) and \( \omega_i = 1/36 \) (\( i = 5, \ldots, 8 \)).

![Figure 3-1 a typical lattice in D2Q9](image)
3.1.2 Cahn-Hilliard model

In the binary fluids flow in LB model, it is assumed that the density function of each fluid lattice point is consisted of two different fluids and a new variable, composition $C$, is introduced to describe the percentage of the heavier fluid at the corresponding point (Lee and Lin, 2010). Based on the definition of composition, the mixture density $\rho$ can be recast as the linear function of composition $C$ as:

$$\rho = \rho_1 \cdot C + \rho_2 \cdot (1 - C),$$  \hspace{1cm} (3.6)

here $\rho_1$ and $\rho_2$ stands for the density of heavier fluids and lighter fluids, respectively.

On the other hand, $C$ can also be defined as $C = \frac{\hat{\rho}_1}{\rho_1}$, where $\hat{\rho}_1$ stands for the mass of heavier fluid in a unit volume in that fluid lattice point and $\frac{\hat{\rho}_2}{\rho_2} = 1 - C$ in a similar way.

In fluid dynamics, the rate of mass entering a steady state system should be equal to the rate at which the mass leaves the system. Therefore, the continuity equation, for a transient system including the rate of change of mass within the cell, can be stated as,

$$\frac{\partial \hat{\rho}_i}{\partial t} + \nabla \cdot (\hat{\rho}_i \textbf{u}_i) = 0 \hspace{1cm} (i = 1, 2),$$  \hspace{1cm} (3.7)

where $\textbf{u}_i$ represent the $i$-th component of the local velocity. Besides, the volume diffusive flow rate $j_i$ of component $i$ can be represented with the local velocity $\textbf{u}$ as,

$$\rho_i j_i = \hat{\rho}_i (\textbf{u}_i - \textbf{u}).$$  \hspace{1cm} (3.8)

Substituting $\hat{\rho}_i$ from equation (3.8) into equation (3.7) and incorporating the definition of composition $C = \frac{\hat{\rho}_1}{\rho_1} = 1 - \frac{\hat{\rho}_2}{\rho_2}$ gives:

$$\frac{\partial C}{\partial t} + \nabla \cdot (\textbf{u} C) = - \nabla \cdot j_1,$$  \hspace{1cm} (3.9)

$$\frac{\partial (1 - C)}{\partial t} + \nabla \cdot (\textbf{u} (1 - C)) = - \nabla \cdot j_2.$$  \hspace{1cm} (3.10)

For LBM at low Mach number, the diffusive flow rate of two different fluids in the same point can be approximately assumed as $j_1 = -j_2 = j$ (Ding et al, 2007; Lee, 2009), which yields:
\[ \nabla \cdot \mathbf{u} = 0. \quad (3.11) \]

In Cahn-Hilliard equation, the diffusive rate is assumed to be proportional to the gradient of the chemical potential \( \mu \) (Capuani et al, 2004) as:

\[ j = -M\nabla \mu, \quad (3.12) \]

where \( M \) is the mobility. Therefore, the equation (3.9) and equation (3.10) can be rewritten as,

\[ \frac{\partial c}{\partial t} + \nabla \cdot (\mathbf{u} C) = \nabla \cdot (M \nabla \mu). \quad (3.13) \]

In present study, only the constant mobility \( M \) is considered in the LB model and the chemical potential \( \mu \) is defined in section 2.4.2.

The equation (3.13) provides an evolution equation for the component \( C \) in LB model which indicates the binary fluids movement in Lee’s LB model and contributes to dissipate the parasite currents in the numerical computation. (Lee, 2009)

**3.1.3 Lattice Boltzmann Equations in Lee’s model**

As shown in equation (2.13), the intermolecular force and gravity \( \mathbf{F} + \mathbf{G} \) in Lee’s model comprises of (Connington and Lee, 2015):

\[ \mathbf{F} + \mathbf{G} = \nabla \rho c_s^2 - \nabla p_0 - C \nabla \mu - \rho g \nabla h, \quad (3.14) \]

where \( \rho c_s^2 \) is the ideal gas contribution to the pressure, \( p \) is the dynamic pressure enforcing the incompressibility and \( \mu \nabla C \) represents the surface tension. In order to eliminate the parasitic currents incurred by the term \( \nabla \rho \), based on the Pseudo-Potential LBM proposed by He et al (1999), a new particle distributor function is defined as: (Lee and Lin, 2010)

\[ g_i = f_i c_s^2 + (p - \rho c_s^2) \Gamma_i(0), \quad (3.15) \]

where \( \Gamma_i(0) = \frac{f_i^{eq}(u=0)}{\rho}, \Gamma_i(u) = \frac{f_i^{eq}(u)}{\rho} \) and \( i=0 \sim 9 \) is the direction of the particle distribution functions (illustrated in Figure 3-1).

Taking the total derivative \( D_t = \partial_t + \mathbf{e}_i \cdot \nabla \) of the new distribution \( g \) gives:
\[
\partial_t g_i + \mathbf{e}_i \cdot \nabla g_i = D_t f_i \cdot c_s^2 + D_t (p - \rho c_s^2) \cdot \Gamma_i(\mathbf{0}) = -\frac{1}{\lambda} (g_i - g_i^{eq}) + (\mathbf{e}_i - \mathbf{u}) [\nabla \rho c_s^2 - (\nabla p + C \nabla \mu) - \rho g \nabla h] \Gamma_i(\mathbf{u}) + D_t p \Gamma_i(\mathbf{0}) - D_t \rho c_s^2 \Gamma_i(\mathbf{0}).
\] (3.16)

The last two terms on the right hand side of equation (3.16) can be expanded through the continuity equation as follows,

\[
D_t p = \frac{\partial p}{\partial t} + \mathbf{e}_i \cdot \nabla p \approx \mathbf{e}_i \cdot \nabla p,
\] (3.17)

where \(\frac{\partial p}{\partial t}\) is dropped because it’s on the order of truncation error under the low frequency limit in the model and detailed derivation of the dropped term can be found in Filippova and Hanel’s paper (2000). Besides, the dimensional analysis shows that the \(\nabla p \sim O(Ma^2)\) and in low Mach number approximation the following two terms are also on the order of truncation error: (Lee and Lin, 2003; 2005a)

\[
\mathbf{u} \cdot \nabla p \sim O(Ma^3),
\] (3.18)

\[
(\mathbf{e}_i - \mathbf{u}) \cdot \nabla p \cdot (\Gamma_i(\mathbf{u}) - \Gamma_i(\mathbf{0})) \sim O(Ma^3).
\] (3.19)

Due to the mass conservation and equation (3.11),

\[
\frac{\partial \rho}{\partial t} + \rho \nabla \cdot \mathbf{u} + \mathbf{u} \nabla \rho = 0.
\] (3.20)

According to equations (3.17) - (3.20), equation (3.16) can be simplified as,

\[
\partial_t g_i + \mathbf{e}_i \cdot \nabla g_i = -\frac{1}{\lambda} (g_i - g_i^{eq}) + (\mathbf{e}_i - \mathbf{u}) \left[\nabla \rho c_s^2 \cdot (\Gamma_i(\mathbf{u}) - \Gamma_i(\mathbf{0})) - (\rho g \nabla h + C \nabla \mu) \cdot \Gamma_i(\mathbf{u})\right].
\] (3.21)

The particle distribution function \(h_i\) for the composition \(C\) is related to \(f_i\) by \(h_i = (C/\rho)f_i\). Taking the total derivative \(D_t = \partial_t + \mathbf{e}_i \cdot \nabla\) of the new distribution \(h\) gives:

\[
\partial_t h_i + \mathbf{e}_i \cdot \nabla h_i = -\frac{1}{\lambda} (h_i - h_i^{eq}) + (\mathbf{e}_i - \mathbf{u}) \cdot \frac{C}{\rho c_s^2} \left(\nabla \rho c_s^2 - \nabla p_0 - C \nabla \mu - \rho g \nabla h\right) \Gamma_i(\mathbf{u}) + \left(\partial_t C + \mathbf{e}_i \cdot \nabla \nabla C\right) \cdot \Gamma_i(\mathbf{u}) - \left(\partial_t \rho + \mathbf{e}_i \cdot \nabla \rho\right) \cdot \frac{C}{\rho} \cdot \frac{\Gamma_i(\mathbf{u})}{\rho}.
\] (3.22)

Substitute equation (3.11), (3.13) and (3.20) into the last two terms and the equation (3.22) can be simplified as,
\[ \partial_t h_i + \mathbf{e}_i \cdot \nabla h_i = -\frac{1}{\lambda} \left( h_i - h_i^{eq} \right) + (\mathbf{e}_i - \mathbf{u}) \cdot \left[ \nabla C - \frac{c}{\rho c_s^2} \cdot (\nabla p_0 + C \nabla \mu + \rho g \nabla h) \right] \Gamma_i(\mathbf{u}) + M \nabla^2 \mu \Gamma_i(\mathbf{u}). \] (3.23)

In order to discretize the left side of equation (3.21) and (3.23), the trapezoidal rule is applied along characteristics over time step \( \Delta t \) for the terms on the right hand side as

\[ g_i(x, t) - g_i(x - \mathbf{e}_i \delta t, t - \delta t) = -\frac{(g_i - g_i^{eq})}{2\tau} \bigg|_{(x-e_i\delta t, t-\delta t)} - \frac{(g_i - g_i^{eq})}{2\tau} \bigg|_{(x,t)} + \frac{\delta t}{2} (\mathbf{e}_i - \mathbf{u}) \cdot \left[ \nabla C - \frac{c}{\rho c_s^2} \cdot (\nabla p_0 + C \nabla \mu + \rho g \nabla h) \right] \Gamma_i(\mathbf{u}) + \frac{\delta t}{2} (\mathbf{e}_i - \mathbf{u}) \cdot \left( \nabla C - \frac{c}{\rho c_s^2} \cdot (\nabla p_0 + C \nabla \mu + \rho g \nabla h) \right) \Gamma_i(\mathbf{u}) \bigg|_{(x,t)} + \frac{\delta t}{2} M \nabla^2 \mu \Gamma_i(\mathbf{u}) \bigg|_{(x,t)} \bigg|_{(x-e_i\delta t, t-\delta t)}, \] (3.24)

where the non-dimensional relaxation time \( \tau = \lambda / \delta t \) is related to the kinematic viscosity by \( \nu = \tau c_s^2 \delta t \). The above two equations can be recast in simpler forms as,

\[ g_i(x, t) = \bar{g}_i(x - \mathbf{e}_i \delta t, t - \delta t) - \frac{(\bar{g}_i - \bar{g}_i^{eq})}{\tau+1/2} \bigg|_{(x-e_i\delta t, t-\delta t)} + \frac{\delta t}{2} (\mathbf{e}_i - \mathbf{u}) \cdot \left[ \nabla C - \frac{c}{\rho c_s^2} \cdot (\nabla p_0 + C \nabla \mu + \rho g \nabla h) \right] \Gamma_i(\mathbf{u}) \bigg|_{(x,t)} + \frac{\delta t}{2} M \nabla^2 \mu \Gamma_i(\mathbf{u}) \bigg|_{(x,t-\delta t)}, \] (3.26)

\[ h_i(x, t) = \bar{h}_i(x - \mathbf{e}_i \delta t, t - \delta t) - \frac{(\bar{h}_i - \bar{h}_i^{eq})}{\tau} \bigg|_{(x-e_i\delta t, t-\delta t)} + \delta t (\mathbf{e}_i - \mathbf{u}) \cdot \left[ \nabla C - \frac{c}{\rho c_s^2} \cdot (\nabla p_0 + C \nabla \mu + \rho g \nabla h) \right] \Gamma_i(\mathbf{u}) \bigg|_{(x,t)} + \frac{\delta t}{2} M \nabla^2 \mu \Gamma_i(\mathbf{u}) \bigg|_{(x,t-\delta t)}, \] (3.27)

where the modified particle and equilibrium distribution functions are defined as,

\[ \bar{g}_i = g_i + \frac{1}{2\tau} \left( g_i - g_i^{eq} \right) - \frac{\delta t}{2} (\mathbf{e}_i - \mathbf{u}) \cdot \left[ \nabla p c_s^2 \cdot (\Gamma_i(\mathbf{u}) - \Gamma_i(\mathbf{0})) + (-\rho g \nabla h - C \nabla \mu) \cdot \Gamma_i(\mathbf{u}) \right] \], (3.28)
\[ g_i^{eq} = g_i^{eq} - \frac{\delta t}{2} (e_i - u) \cdot \left[ \nabla \rho c_s^2 \cdot (\Gamma_i(u) - \Gamma_i(0)) - (C\nabla \mu + \rho g \nabla h) \cdot \Gamma_i(u) \right], \tag{3.29} \]

\[ h_i = h_i + \frac{1}{2t} (h_i - h_i^{eq}) - \frac{\delta t}{2} (e_i - u) \cdot \left[ \nabla C - \frac{c}{\rho c_s^2} \cdot (\nabla p_0 + C \nabla \mu + \rho g \nabla h) \right] \Gamma_i(u), \tag{3.30} \]

\[ h_i^{eq} = h_i^{eq} - \frac{\delta t}{2} (e_i - u) \cdot \left[ \nabla C - \frac{c}{\rho c_s^2} \cdot (\nabla p_0 + C \nabla \mu + \rho g \nabla h) \right] \Gamma_i(u). \tag{3.31} \]

It should be noticed that in order to avoid the implicit calculation in \( C \), the term \( M \nabla^2 \mu \Gamma_i(u) \rvert_{(x,t)} \) is approximated by \( M \nabla^2 \mu \Gamma_i(u) \rvert_{(x,t-\delta t)} \) in equation (3.27). The composition, dynamic pressure and momentum can be computed by taking the zeroth and first moments of the modified particle distribution functions:

\[ C = \sum_i \overline{h}_i, \tag{3.32} \]

\[ \rho u = \frac{1}{c_s^2} \sum_i e_i \overline{g}_i - \frac{\delta t}{2} (C \nabla \mu + \rho g \nabla h), \tag{3.33} \]

\[ p_0 = \sum_i \overline{g}_i + \frac{\delta t}{2} u \cdot \nabla \rho c_s^2. \tag{3.34} \]

The dimensionless relaxation time is taken as an inverse function of the composition:

\[ \frac{1}{\tau} = \frac{C}{\tau_1} + \frac{1-C}{\tau_2}. \tag{3.35} \]

In the computation, the gradients and Laplacians of macroscopic variable will be calculated with a combination of central and biased difference method and detailed description about it can be found in the Appendix B.

### 3.2 Fluid-Solid interaction models

As mentioned in section 2.5, the interaction model between the multiphase fluids and the solid boundary in LB model can be divided into two parts: the boundary model which can simulate the dynamic wetting phenomenon and the extrapolation model to obtain the values of LB nodes inside the curved boundary.

Therefore, in this section, the free energy wall boundary condition proposed by Lee is presented in section 3.2.1 to provide an effect way for the computational code in this thesis to simulate the wetting dynamic phenomenon. Then in section 3.2.2, the Ghost
Fluid Immersed Boundary Condition with a modification by us is illustrated to get the value with high accuracy in the code in this thesis.

### 3.2.1 Wall boundary condition

As mentioned in equation (2.14), the wall free energy is required in the simulation of the dynamic wetting phenomenon. In order to solve the equation (3.9) and (3.12) while considering the newly introduced energy, two boundary conditions should be applied in the fluid nodes on the wall. To ensure no mass flux normal to a boundary incurred by the chemical potential gradient, the condition $\mathbf{n} \cdot \nabla \mu_{\text{wall}} = 0$ ($\mathbf{n}$ is the unit normal vector) is required for the fluid nodes on the wall boundary. Besides, in order to minimize the free energy on the wall, neglecting the terms higher than the fourth-order in the second integrand in equation (2.14), a boundary condition in equilibrium state is applied as follows: (Connington and Lee, 2013)

$$\mathbf{n} \cdot \nabla C_{\text{wall}} = -\frac{\phi_C}{\kappa} (C_{\text{wall}} - C_{\text{wall}}^2),$$  

(3.36)

here the parameters in equation (2.14) is recommended by Liu and Lee (2009) as: $\varphi_0 = \varphi_1 = 0$, $\varphi_2 = 1/2 \phi_C$ and $\varphi_2 = 1/3 \phi_C$ and $\phi_C = -\cos \theta_{eq}$ where $\theta_{eq}$ is the equilibrium contact angle.

For the unknown particle distribution functions, the bounce back scheme will be used to obtain their values, in which the out-going particle distribution $g^i$ and $h^i$ reflects back at the wall boundary and continues streaming as if they are continuations of $g_i$ and $h_i$ in the opposite direction as shown in Figure 3-2.

Figure 3-2 A schematic illustration of the bounce-back scheme (Lee and Liu, 2010)

For the first and second derivatives of macroscopic variables, as mentioned in section 2.5.1, the mirror scheme will be applied as illustrated in Figure 2-, any unknown
variable $\Phi$ outside the fluid domain is approximated with the corresponding mirroring points as:

$\begin{align*}
\Phi(x_s + e_a \delta t) &= \Phi(x_s - e_a \delta t) \\
\Phi(x_s + 2e_a \delta t) &= \Phi(x_s - 2e_a \delta t).
\end{align*}$  \hspace{1cm} (3.37)

Besides, in Lee’s model, a new boundary condition called equilibrium boundary condition is used to simulate the molecular movement near the wall boundary. The boundary condition is based on the assumption that impinging molecules reach equilibrium with the wall boundary or the surface. In fact, if the surface is rough on the characteristic length scale of molecules in reality, the reflection of molecules will be diffuse, which means molecules will “forget the past” and reemit after the wall collision with the equilibrium distribution function (Lee and Lin, 2005b).

### 3.2.2 Ghost Fluid Immersed Boundary Method

In the GF-IBM, the hydrodynamic boundary conditions are imposed into the model with the ghost points and the corresponding image points (shown in Figure 3-3). (Tiwari and Vanka, 2012)

![Figure 3-3 the schematic diagram about Ghost Points](image)

In the Ghost Fluid Immersed Boundary Method (GFIBM), the variable values $\Phi$ (such as density, velocity, composition, pressure and chemical potential) of the ghost points can be determined from the values of corresponding image points and the hydrodynamic boundary conditions. In this thesis, the biquadratic interpolation scheme is used to find the values $\varphi$ at the image point and the detailed procedure of the GF-IBM used in this paper is as follows:
(1) The identification of the ghost points (GP) and their corresponding image points (IP) in the model.

(a) All nine nodes are fluid nodes

(b) Eight nodes are fluid nodes and one is ghost node

Figure 3-4 Interpolation for image point value

(2) The bi-quadratic interpolation scheme (equation (3.38)) is used to find the values at the image points, since generally the image points do not coincide with the lattice fluid nodes in the model.

\[ \varphi = ax^2y^2 + bxy^2 + cx^2y + dx^2 + ey^2 + fxy + gx + hy + k \]  

(3.38)

Here \( a, b, c, d, e, f, g, h \) and \( k \) are constants determined by the value of nine surrounding fluid points, \( x \) and \( y \) are the coordinate values of nine fluid points around the image point (shown in Figure 3-4 (a)). However, in a more general case, not all the nine points of the square is inside the fluid domain. As an example, Figure 3-4 (b) shows a case in which eight nodes are fluid nodes and one is ghost node. In such a case, a more general approach for interpolation is employed:

(a) For velocity computation, whenever the point is inside the boundary, it is replaced with its corresponding boundary points and the values on the left hand side of equation (3.38) should be same as the boundary velocity.

(b) For computation of the other variables (i.e. density, composition, chemical potential, dynamic pressure), the zero normal gradient condition is imposed for its corresponding boundary points in the interpolation equations as

\[ \frac{\partial \varphi_b}{\partial n} = a(2x_by_b n_x + 2x_b^2 y_b n_y) + b(y_b^2 n_x + 2x_b y_b n_y) + c(x_b^2 n_y + 2x_b y_b n_x) + d \cdot 2x_b n_x + e \cdot 2y_b n_y + f(x_b n_y + y_b n_x) + g n_x + h n_y = 0 \]  

(3.39)

Here the subscript \( b \) denotes the boundary points and the \( n_x \) and \( n_y \) denote the gradient of the normal unit vector.
(3) The scalar variables at the ghost points are obtained via extrapolation along the normal direction with equation (3.40), so that the appropriate hydrodynamic boundary conditions at the Dirichlet and Neumann boundary conditions can be satisfied.

\[
\frac{\partial \varphi_b}{\partial n} = \frac{\varphi_{IP} - \varphi_{GP}}{\Delta t} + O(\Delta t^2)
\]

(3.40)

Here \( \varphi_{IP} \) and \( \varphi_{GP} \) represent the variables at image points and ghost points, respectively.

For the velocity extrapolation, unlike the centrosymmetric scheme with the BP as the centre used in other GF-IBMs, the axial symmetric scheme with the tangent line through the BP (Figure 3-5) is employed in this paper. Under the local coordinate system, the image point velocity is transformed along and normal to the tangent line through BP (shown in Figure 3-5). Then the ghost point velocity can be obtained as \((u'_x, -u'_y)\) under a local coordinate system since the solid boundaries are stagnant in the simulation in the next section.

Figure 3-5 the axial symmetric scheme figure of the velocity extrapolation

(4) Finally, the equilibrium distribution functions for \( \vec{g}^{eq}_i \) and \( \vec{h}^{eq}_i \) can be calculated with the variables in the global coordinate system. In this thesis, the equilibrium distribution assumption is applied for the solid boundaries and the non-equilibrium part of the distribution functions is ignored at the ghost points. Once the distribution functions at the ghost points are known, the streaming step can be carried out in the simulation after the collision steps.
Chapter 4 Validation and Verification

In this chapter, in Section 4.1, the stationary droplets at a large density ratio (1000:1) are first examined for the accuracy of the LB model used in our code. Since the surface tension is given as a parameter for the code, the numerical result should satisfy the analytical solutions at an equilibrium. Then, in the next section, Section 4.2, the capillary rise rate in a long, narrow tube is studied only under the effect of gravity and surface tension for fluids with different viscosities. The capillary rise rate theories are also introduced to validate the LB model’s ability to simulate simple dynamic behaviours of multiphase systems and the accuracy of the GF-IBM method on the simple, long linear boundary. In Section 4.3 and Section 4.4, the interaction of fluid interfaces with the stationary circular solid particles is studied. Since the particles can deform an interface locally and alter the capillary interaction behaviour dramatically, in these two sections, the capillary bridge and capillary rise between two horizontal circular bodies are simulated to verify the accuracy of capillary interaction force and liquid distribution of the numerical results. In Section 4.5, a capillary rise in porous media is simulated and the pressure distribution curve is studied to validate its ability to simulate the multiphase flow in complex porous media.

In order to simplify the numerical simulation, dimensionless quantities are used in the numerical simulation, which means that the lattice length, time step and the densities are regarded as unity in the simulation. Therefore, the velocity, pressure and force in the model are also dimensionless quantities. The conversation relationship between the LBM unit and the real physical unit can be found in Appendix A

4.1 Droplet test at large density ratio

As mentioned in Section 2.4.1, the near-interface parasitic currents are always reported in the previous LB multiphase model and incur large pressure oscillation near the interface, which would restrict the two-phase flow with a small density ratio (Lee and Lin, 2005). Because the code (the multiphase LB part in FPS-BHAM) used in this chapter was mainly developed by us with the papers published by Lee and his
co-workers, the accuracy of our code to simulate the two-phase fluid model without complicated a solid boundary condition should be first validated.

As a result, in this section, a stationary droplet is located at the centre of the computational domain and the pressure difference across the interface is calculated when the system reaches an equilibrium. The numerical results are compared with the analytical solutions to verify the accuracy of the code.

4.1.1 Young–Laplace equation and pressure expression in the LB model

The Young–Laplace (Y–L) equation is a non-linear partial equation describing the capillary pressure difference across the interface between two static fluids (i.e. liquid and vapour) caused by the surface tension (Oertel et al., 2010). For two-dimensional problems, the Y–L equation can be expressed as (Lee, 2004):

\[ \Delta p = \frac{\sigma}{R}, \]  

(4.1)

where \( \Delta p \) is the pressure difference across the interface, \( \sigma \) is the surface tension, and \( R \) is the radius of the droplet. With the surface tension and droplet radius, the analytical solution of pressure difference can be obtained before the simulation.

For the LB model used in this thesis, equation (3.14) used in the distribution computation only indicates the pressure difference between adjacent LB nodes, and the total pressure should be the summation of the pressure difference (Daniele, 2009). Therefore, by summing the hydrodynamic and hydrostatic pressure \( p_1 \), the thermodynamic pressure \( p_0 \) and the pressure incurred by the surface tension, the total pressure \( P \) in the LB model can be expressed as (Daniele, 2009; Amaya-Bower and Lee, 2011):

\[ P = p_0 + p_1 - \kappa C \nabla^2 C + \frac{1}{2} \kappa |\nabla C|^2, \]  

(4.2)

where the thermodynamic pressure can be expressed as:

\[ p_0 = C \frac{\partial E_0}{\partial C} - E_0, \]  

(4.3)

\[ E_0 = \beta C^2 (C - 1)^2, \]  

(4.4)
where $E_0$ is the bulk energy to provide a free-energy barrier between the pure states $C=0$ and $C=1$ (Daniele et al., 2009). The main contribution to total pressure is given by the hydrodynamic and static pressure $p_1$ and the other two provide a settle effect on the computation (Amaya-Bower and Lee, 2011).

### 4.1.2 Numerical simulation results

To test the accuracy of the LB model, a stationary droplet with radius $R=30$ is located at the centre of a computational domain of $120 \times 120$ with no gravity effect. The initial density inside the droplet is 1.0 and outside is 0.001. In order to avoid the sharp density jump across the interface in the simulation on the early stage of the simulation, density distribution equation (4.5) is utilised to initialise the density distribution in the whole domain in the whole thesis (Lee and Lin, 2005a):

$$
\rho = \frac{\rho_1 + \rho_2}{2} + \frac{\rho_1 - \rho_2}{2} \tanh \frac{2z}{S},
$$

(4.5)

where $z$ is the distance to the interface, $S$ is the interface thickness, and tanh is the hyperbolic tangent function. To the best knowledge of the author, the initial condition of the model, especially the density distribution, is critical for the computational stability in the early stage. With a sharp density jump across the interface, the interface would be easily distorted at the first several hundred steps.

The surface tension $\sigma=7.275 \times 10^{-4}$, the interface thickness $S=5$, and the other parameters related to the two kinds of fluids can be referred to in Table 4-1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Phase 1</th>
<th>Phase 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>1.0</td>
<td>0.001</td>
</tr>
<tr>
<td>Composition</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Kinetic viscosity</td>
<td>0.01</td>
<td>0.157</td>
</tr>
</tbody>
</table>
After 50,000 time steps, the system reaches an equilibrium (the location of the interface between two different fluids is stable) and the component contour of the droplet in the 10,000\textsuperscript{th}, 100,000\textsuperscript{th} and 200,000\textsuperscript{th} time steps is plotted in Figure 4-1. In Figure 4-2, the component distribution versus the distance from the centre of the droplet in the 200,000\textsuperscript{th} time step (illustrated in Figure 4-1(c)) is displayed.

The droplet boundary indicated by the dashed line in Figure 4-2 shows little shrinkage, about 1.3\%, compared with the initial value in the simulation and the radius decreases to about 29.6 in the 200,000\textsuperscript{th} step.

In addition, the pressure difference across the interface in the first 200,000 time steps is presented in Figure 4-3. It shows that the pressure difference oscillates in the first 40,000 time steps and becomes stable after that. The oscillation might be caused by
the hydrodynamic and hydrostatic pressure $p_1$ initialisation in the model, which is assumed to be zero at the beginning and completely different in reality.

According to equation (4.1), the analytical pressure difference across the interface should be $2.425 \times 10^{-5}$ while the stable pressure difference value at 200,000 time steps obtained from Figure 4-3 is $2.455 \times 10^{-5}$, with a relative error $(|\Delta p_{\text{analytical}} - \Delta p_{\text{numerical}}|/|\Delta p_{\text{analytical}}|)$ equalling 1.2%. The results show that the LB model used in this thesis agrees with the Y–L equation and the model can be regarded as stable in the droplet test.

Figure 4-3 Pressure difference across the interface of droplets in the first 20,000 steps

### 4.2 Capillary tube

The capillary-driven flow is an important phenomenon in science, industry, agriculture as well as daily life and it is also a good case in which to test the LBM model because of the simply straight fixed boundaries in the simulation. In this section, the capillary rise rate between two paralleled plates is first analysed and then the numerical simulation results are compared with the analytical solutions for fluid with different viscosities.
4.2.1 Theory of capillary rise in a vertical tube

In a capillary tube, the surface tension draws liquid up/down until the liquid inside the tube is balanced by the pressure difference induced by the gravity. For a three-dimensional (3D) problem, the moment equation for a rising/dropping liquid can be presented as follows (Fries and Dreyer, 2008):

\[ \frac{2\sigma \cos \theta}{R} = \rho g h + \frac{8\mu h}{R^2} \dot{h} + \rho \frac{d(h\dot{h})}{dt}, \quad (4.6) \]

where \( \sigma \) is the surface tension, \( \theta \) is the contact angle, \( R \) is the inner tube radius, \( h \) is the height of the capillary rise, \( \dot{h} \) is the \( \frac{dh}{dt} \), \( \rho \) is the fluid density, \( g \) is the gravity, and \( \mu \) is the dynamic viscosity of the liquid.

On the right-hand side of equation (4.6), the individual terms can be referred to as (from left to right): the gravity pressure (hydrostatic pressure), the viscous pressure loss, following the Hagen–Poiseuille law (Oertel et al., 2010), and pressures caused by the inertia term.

Meanwhile, for the two-dimensional (2D) problem simulated in this thesis, according to the Hagen–Poiseuille law, the viscous pressure loss in equation (4.6) should be modified as \( \frac{6\mu h}{R^2} \dot{h} \) and the expression of the capillary pressure on the right-hand side of equation (4.6) should be presented as \( \frac{\sigma \cos \theta}{R} \).

Neglecting the inertia term in equation (4.6), Zhmud et al. (2000) proposed a long-term asymptotic relationship between \( h \) and \( t \) as follows:

\[ h(t) = \frac{a}{b} \left( 1 - e^{-\frac{b^2 t}{a}} \right), \quad (4.7) \]

where \( a = \frac{\sigma R \cos \theta}{4\mu} \) and \( b = \frac{\rho g R^2}{8\mu} \) for the 3D problem (Fries and Dreyer, 2008) and \( a = \frac{\sigma R \cos \theta}{6\mu} \) and \( b = \frac{\rho g R^2}{6\mu} \) for the 2D problem.

By involving the Lambert W function \( W(x) \), Fries and Dreyer (2008) rearranged equation (4.6) without the inertia terms as follows:

\[ h(t) = \frac{a}{b} \left( 1 + W \left( -e^{-\frac{1}{a}} \cdot \frac{b^2 t}{a} \right) \right). \quad (4.8) \]
The final stable capillary rise \( (t \to +\infty) \) for both equation (4.7) and equation (4.8) are \( \frac{a}{b} = \frac{2\sigma \cos \theta}{\rho g R} \) and the viscosity only has an influence on the capillary rise rate in these models.

### 4.2.2 Numerical simulation details

To validate the accuracy of the LB model in simulation of the capillary rise rate problem, three capillary rise models with the same contact angles \( (\theta = 120^\circ) \) are simulated in this section. As illustrated in Figure 4-4, the computational domain is \( 120 \times 120 \) with solid boundaries (contact angle equals \( 90^\circ \)) located around the domain. The two paralleled plates are symmetrical with respect to the axis \( x=61 \) in the domain, with 100 lattice units tall starting at \( y=10 \) and a separation distance \( 2R=23.6 \) (shown in Figure 4-4). In this section, the GF-IBM method is applied on the inner sides of the plates and due to the simple linear shape of the boundary, the bi-quadric extrapolation in the GF-IBM model mentioned in Section 3.2.2 can be degenerated to the quadric extrapolation as follows:

\[
\varphi_i = ax_i^2 + bx_i + c.
\]

The original liquid level is at \( y=60 \) and the height difference \( h(t) \) between the two interfaces (illustrated in Figure 4-4) is defined as the capillary rise driven by the surface tension. In order to increase the accuracy of the measurement, the contact angle for the outer sides of plates is also \( 90^\circ \) to ensure a flat interface outside the plates. The surface tension is \( 7.275 \times 10^{-4} \) and the gravity is \( 9.8 \times 10^{-7} \). Other parameters for these three capillary rise cases can be found in Table 4-2.
Figure 4-4 A schematic description of a two-dimensional capillary rise between two paralleled plates (the contact angle is greater than 90°)

Table 4-2 Parameters used in six capillary models (in LBM units)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (liquid)</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Density (vapour)</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>Kinematic viscosity $\eta_1$ (Phase 1)</td>
<td>0.01</td>
<td>0.05</td>
<td>0.1</td>
</tr>
<tr>
<td>Kinematic viscosity $\eta_2$ (Phase 2)</td>
<td>0.157</td>
<td>0.157</td>
<td>0.157</td>
</tr>
</tbody>
</table>

According to equation (4.7) and equation (4.8), the analytical maximum capillary height for these three models should be -31.46 lattice units and with different kinetic viscosity of liquid, the capillary rise rates should be different (according to equation (4.7) and equation (4.8)) from each other.

4.2.3 Numerical simulation results

As the contact angle is greater than 90°, the liquid between two paralleled plates falls down while the outside water level rises up as a result of mass conservation in the
system. After 1,000,000 time steps (about 110 hours of CPU time), all three cases are in the equilibrium state and the capillary rises are all nearly the same as each other.

Figure 4-5 shows the component contour of Case 1 before 1,000,000 time steps and Figure 4-6 shows the corresponding component distribution at axes $x=20$ and $x=60$ in Figure 4-5(d). From Figure 4-6, it can be found that at 1,000,000 time steps, the capillary rise (the distance between two curves at $C=0.5$ in Figure 4-6) is 31.0, which has an error of 1.46% ($\left| h_{\text{analytical}} - h_{\text{numerical}} \right| / |h_{\text{analytical}}|)$ relative to the analytical solution.
In Figure 4-7, the time evolutions of the capillary rise of these three cases are plotted. With larger kinematic viscosity $\eta_1$, a longer time is needed for the system to reach the steady state (or the theoretical capillary descent). At about the 100,000\textsuperscript{th} time step, the capillary rise $h(t)$ in Case 1 achieves the maximum value, while until about the 750,000\textsuperscript{th} time step, the $h(t)$ in Case 3 reaches the theoretical capillary descent.

From Figure 4-8 to Figure 4-10, the time evolution of the capillary rise with different kinematic viscosities ($\eta_1$) is compared with the two analytical solutions with the corresponding $\eta_1$. Equation (4.7) and equation (4.8) are labelled as Zhmud’s
Equation and Fries’ Equation in these three figures, respectively. The capillary rise rate shows good agreement with the theoretical ones when the kinematic viscosities $\eta_1=0.01$ (illustrated in Figure 4-8), while there are obvious contrasts between the analytical solutions and numerical ones in the other two cases (illustrated in Figure 4-9 and Figure 4-10). The obvious difference between the numerical results and the analytical ones, especially at high viscosities, might result from the initial contact angle assumption difference between the theoretical equations and the numerical models. As illustrated in Figure 4-5(a), Figure 4-11 and Figure 4-12, though the theoretical contact angles in these three cases are the same (120$^\circ$), due to the initialisation of the numerical model, the initial contact angle between the liquid and the plates is 90$^\circ$, rather than 120$^\circ$, which might need some time steps to increase to the theoretical one. These three figures indicate that the lower the kinematic viscosity in the numerical system, the faster the contact angle will arrive at the set value. However, in equations (4.7) and (4.8), the contact angle is assumed to be constant at 120$^\circ$ in the study, which might lead to the disagreement between numerical results and the analytical solutions.
Figure 4-8 Numerical and analytical results for capillary rise (Case 1)

Figure 4-9 Numerical and analytical results for capillary rise (Case 2)

Figure 4-10 Numerical and analytical results for capillary rise (Case 3)
Figure 4-11 Component contour of Case 2 in the 1,000\textsuperscript{th} time steps

Figure 4-12 Component contour of Case 3 in the 1,000\textsuperscript{th} time steps

Figure 4-13 displays the total pressure distribution along the axes \(x=60\) and \(x=20\) in Figure 4-5(d). Compared with Figure 4-5(d), it can be found that the turning points of the pressure distribution lines are near the interface point on these two axes, which conforms to the reality that the interface of two different fluids is always the turning point of pressure distribution.

Figure 4-13 Total pressure distribution along two axes

In Figure 4-13, the two pressure distribution lines coincide with each other near the interface point and develop with the same slope angle, which is \(1.03 \times 10^{-6}\) in value. Since the pressure is the same between and out of two paralleled plates under the meniscus (\(y=87\)), the liquid in the system should be stagnant due to zero pressure
difference, which proves that the system reaches an equilibrium at that time. Besides, the slope value is similar with the theoretical pressure distribution slope \((\rho_1 - \rho_2)g = 0.999 \times 9.8 \times 10^{-7} \approx 9.79 \times 10^{-7}\) and the difference might be caused by the capillary pressure due to the surface tension in the model.

It should be mentioned that the clink on the total pressure curve at \(x=20\) in Figure 4-13 might be caused by the discontinuity of the component and density across the interface. For the total pressure evolution at \(x=60\), because the hydrodynamic/hydrostatic pressure \(p_1\) has a large pressure jump (from near zero to the pressure value outside plates at the same liquid level) near the interface, the influence of component discontinuity is diminished and the pressure distribution curve is smoother than that at \(x=20\).

As a result, the above results show that the LB model and the GF-IBM model have the ability of fluids dynamic simulation under the simple geometrical boundaries and are able to predict the corresponding pressure distribution accurately.

4.3 Capillary bridge between two circular bodies

The capillary bridge (illustrated in Figure 4-12) is recognised as an important phenomenon in many systems, including the consolidation of granules, wetting of the powders, and the capillary condensation. The capillary bridge force is contributed by the capillary pressure inside the liquid bodies and the surface tension acting on the meniscus (Kralchevsky and Nagayama, 2001).

In this section, the capillary bridge forces with different contact angles are calculated with a new method from the numerical results of the LB model. Then they are compared with the corresponding theoretical solutions to show the accuracy of the new forcing calculation method proposed in this section and the LB model.

4.3.1 Theory of capillary bridge between two circular bodies

In order to simplify the theoretical analysis, the shape of the meniscus in Figure 4-14 is always assumed to be an arc (Kralchevsky and Nagayama, 2001). Therefore, according to the Y–L equation, the capillary pressure across the middle cross-section MM’ in Figure 4-14 can be presented as \(-\sigma/r_1\). The bridge force between two particles consists of the force \(F_p\) caused by the capillary pressure and the force caused
by the surface tension. Then the total capillary force \( F \) at the cross-section MM’ can be expressed as follows (Shinto et al., 2007):

\[
F = -2\sigma + F_p = -2\sigma + 2l \cdot p,
\]  

(4.10)

where \( p \) is the capillary pressure and can be expressed as:

\[
p = -\frac{\sigma}{r_1}.
\]  

(4.11)

The values of \( l \) and \( r_1 \) in Figure 4-14 can be determined by fitting the arc as follows:

\[
y - y_0 = l + r_1 - [r_1^2 - (x - x_0)^2]^{1/2},
\]  

(4.12)

where \( x_0 \) and \( y_0 \) are the midpoint of the central axes of two circular bodies.

In fact, it can be easily proven that the total capillary force is independent of the choice of the cross-section (Kralchevsky and Nagayama, 2001). In other words, the force acted on the cross-section MM’ should be the same as the force acted on each of the circular particles in the system. Therefore, the force acted on the left circular particle in Figure 4-14 is calculated and compared with the force in section MM’ in this section.

Figure 4-14 Sketch of a capillary bridge between two cylinders. \( \theta \) is the contact angle and \( \phi \) is the slope angle (Shinto et al., 2007)

### 4.3.2 Numerical simulation details and the force calculation method

The simulation domain for the capillary bridge test is 240 × 120 and two circular bodies with the same radius \( R =30.79 \) are symmetrical with respect to the axis \( x=0 \) (illustrated in Figure 4-14). The circular centres of these two bodies are (-37.5,0.0)
and (37.5,0.0), respectively. A droplet with a radius equalling 15.0, density equalling 1.0, and kinematic equalling 0.1 is initialised in the midpoint of the two circle centres with three different contact angles (30°, 60° and 90°) with the circular bodies and the same surface tension 7.275×10^-5.

In order to calculate the force $F_p$ caused by the capillary pressure around the left circular body in Figure 4-14, a new forcing calculation method similar to the Ghost Fluid Immersed Boundary Method used in Section 3.2.2 is proposed as follows.

At first, the circular body is divided into $N$ arcs with the same arc length $l_p$ ($l_p = 2\pi R/N$). With the total pressure from the numerical results of the LB model, the pressure acted on the centre of each arc $p_a$ can be interpolated from the pressure values on the fluid and ghost nodes around it (illustrated in Figure 4-15; for simplicity, the bilinear interpolation method is applied here). Then the force can be calculated as the summation of the force acted on every arc as follows:

$$F_p = \sum_{a=1}^{N} p_a l_p n,$$  \hspace{1cm} (4.13)

where $n$ is the normal directional unit of the arc. Meanwhile, for the force $F_s$ incurred by the surface tension, the force point should be the same as the interface point on the circular surface where component $C=0.5$. Then the slope angle of the menisci $\theta$ in Figure 4-14 can be represented as:

$$\phi = \alpha - \theta.$$  \hspace{1cm} (4.14)

Then the total capillary force applied on the obstacles can be expressed as:

$$F = F_p + F_s \cdot n_\theta,$$  \hspace{1cm} (4.15)

where $n_\theta = (cos\phi, -sin\phi)$. 
It should be mentioned that the expression in (4.15) ignores the effect of shear stress acted on the circular bodies. According to the definition of shear stress for Newtonian fluids in laminar flow in this thesis, the shear stress should be proportional to the strain rate (or the rate of shear velocity) on the surface (Oertel et al., 2010) and can be expressed as:

$$\tau = \mu \nabla \mathbf{u},$$

(4.16)

where $\tau$ is the shear stress, $\mu$ is dynamic viscosity (which equals $\rho \cdot \eta$), and $\nabla \mathbf{u}$ represents the rate of shear velocity.

Meanwhile, for the models in this and the following sections in this thesis, because we mainly study the equilibrium state of the models, all of which are in a steady state, in order to simplify the computation, the shear force caused by the shear stress is neglected in this thesis.

### 4.3.3 Numerical simulation results

In order to ensure that the system reaches an equilibrium state, the numerical results at 1,000,000\textsuperscript{th} time steps (about 250 hours of CPU time) are studied in the following section and the maximum velocity at this time step is less than $2.0 \times 10^{-6}$. In the analysis of numerical results, it could be found that the value of the shear velocity rate is smaller than the value of the maximum velocity. Besides, the velocities far away (> five lattice spaces) from the contact points are always two orders of magnitude less than the maximum velocity. Therefore, with the dynamic viscosity $\mu = \rho \cdot \eta = 0.1$, the
threshold value of velocity 2.0×10^{-6} can ensure that the influence of shear stress is trivial in the simulation.

According to the definition of component C in the model, C=0.5 is supposed to be the interface of the liquid and vapour in the simulation. In order to calculate the radius of the meniscus with equation (4.12), the y-coordinate values of the interface at axes x=115 and x=120 are obtained from the component distribution results in three cases at the 1,000,000th time step (illustrated in Figure 4-16, Figure 4-17 and Figure 4-18). The numerical results of capillary pressure and the corresponding analytical solutions are displayed in Table 4-3.
Figure 4-16 Component contour of the capillary bridge model ($\theta = 30^\circ$)
Figure 4-17 Component contour of the capillary bridge model (θ =60°)
Figure 4-18 Component contour of the capillary bridge model ($\theta = 90^\circ$)
Table 4-3 Numerical results of capillary pressure with different contact angles

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contact Angle $\theta$</td>
<td>30°</td>
<td>60°</td>
<td>90°</td>
</tr>
<tr>
<td>Meniscus Radius $R$</td>
<td>32.3</td>
<td>-818.0</td>
<td>-23.2</td>
</tr>
<tr>
<td>Analytical Capillary Pressure $P_A$</td>
<td>$2.252 \times 10^{-6}$</td>
<td>$-8.893 \times 10^{-8}$</td>
<td>$-3.14 \times 10^{-6}$</td>
</tr>
<tr>
<td>Numerical Capillary Pressure $P_N$</td>
<td>$2.169 \times 10^{-6}$</td>
<td>$-8.381 \times 10^{-8}$</td>
<td>$-3.18 \times 10^{-6}$</td>
</tr>
<tr>
<td>Relative Error ($</td>
<td>P_A - P_N</td>
<td>/</td>
<td>P_A</td>
</tr>
</tbody>
</table>

The numerical capillary pressures $P_N$ in Table 4-3 are obtained from the capillary pressure difference in the middle cross-section MM’ (illustrated in Figure 4-14) and the total pressure distributions of three different contact angles are plotted in Figure 4-19, Figure 4-20 and Figure 4-21, respectively. In Table 4-3, it shows that the numerical results of capillary pressure agree well with the corresponding numerical solutions and the LB model in this thesis can be used as a tool to predict the capillary pressure value.
Figure 4-19 Total pressure distribution at cross-section MM’ at the 1,000,000th step 
\((\theta = 30^\circ)\)

Figure 4-20 Total pressure distribution at cross-section MM’ at the 1,000,000th step 
\((\theta = 60^\circ)\)

Figure 4-21 Total pressure distribution at cross-section MM’ at the 1,000,000th step 
\((\theta = 90^\circ)\)
In order to calculate the total capillary force acted on the circular particles, we divide the particle into 1,024 equal-length arcs and \( l_p = \frac{2\pi R}{N} = 0.189 \). Taking the left circular body illustrated in Figure 4-14 as an example, the total capillary forces acted on the particles and on the cross-section MM’ are displayed in Table 4-4.

Table 4-4 Total lateral capillary force \( F \) calculated in the model

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contact Angle ( \theta )</td>
<td>30°</td>
<td>60°</td>
<td>90°</td>
</tr>
<tr>
<td>Slope Angle ( \theta ) on left particle</td>
<td>-30.3°</td>
<td>0°</td>
<td>20.9°</td>
</tr>
<tr>
<td>Capillary Force acted on left particle (( F_C ))</td>
<td>20.047×10^{-5}</td>
<td>14.453×10^{-5}</td>
<td>5.21×10^{-5}</td>
</tr>
<tr>
<td>Capillary Force acted on cross-section MM’ (( F_M ))</td>
<td>20.247×10^{-5}</td>
<td>14.529×10^{-5}</td>
<td>5.48×10^{-5}</td>
</tr>
<tr>
<td>Relative Error ((</td>
<td>F_C - F_M</td>
<td>/</td>
<td>F_M</td>
</tr>
</tbody>
</table>

Table 4-4 shows that, based on the total pressure value obtained from the numerical simulation, the new forcing calculation proposed in Section 4.3.2 agrees well with the analytical solutions calculation from the cross-section MM’, which indicates that the forcing calculation method can be used to predict the lateral capillary force acted on the particles in the capillary bridge phenomenon.

4.4 Contact line dynamics between two alongside cylinders

In order to examine the robustness of the code in this thesis to manipulate the Two-Phase Flow along the circular boundaries, the capillary rise between two circular bodies is simulated.

Allain and Cloitre (1993) proposed the theoretical solutions for the interface force and geometry characters of the capillary rise between two alongside cylinders. Later, Shinto et al. (2007) used LBM to verify the theoretical solutions with a stepwise boundary and low density ratio (10:1). In this section, similar numerical simulation to
Shinto’s is applied (except for the circular boundary and the large density ratio (1000:1)).

In this section, the lateral capillary force between two circular bodies with different circle centre distances \( L \) (illustrated in Figure 4-22) is calculated from the numerical simulation results. The corresponding analytical force solutions will be compared with the numerical results to verify the forcing calculation method proposed in Section 4.3.2 in complicated problems. Besides, based on the assumption that the shape of the meniscus between two bodies is an elliptic arc, the contact point distance \( d \) (illustrated in Figure 4-22) is compared between the numerical results and the analytical solutions to validate the accuracy of the LB code to simulate the complex capillary rise phenomenon.

### 4.4.1 Theory of lateral capillary force and geometry characters between two circular bodies

In the system depicted in Figure 4-22, \( \zeta(x) \) is the shape of the meniscus formed around the cylinders and \( h_i \) \((i=1,2)\) is the vertical position of the central axis of cylinders with respect to the level \( y = \zeta(\pm \infty) \equiv 0 \). \( H \) is the vertical rise of the meniscus between two cylinders in the middle. \( L \) and \( d \) are the horizontal distances between the centre of cylinders and the capillary contact points, respectively. \( \theta_i \) and \( \theta_i' \) are the intersection angles between the contact points and the vertical axis. \( \psi_i \) and \( \psi_i' \) are the slope angles of the exterior and interior menisci, respectively. \( \alpha_i \) \((i=1,2)\) is the contact angle of the corresponding cylinders.

![Figure 4-22 Sketch of two horizontal cylinders of radius R fixed at the interface between two fluids (Shinto et al., 2007)](image-url)
The interaction force per unit length of the cylinder should be the sum of contributions from the surface tension of the menisci and the hydrostatic pressure throughout the cylinder surface. Therefore, the interaction force should be (while taking the left cylinder in Figure 4-22 as an example):

\[ F = -\gamma_1 \left[ \cos \left( \theta_1' - \alpha_1 \right) - \cos(\theta_1 - \alpha_1) \right] - B \gamma_1 \left[ \frac{1}{2} (\sin^2 \theta_1 - \sin^2 \theta_1') + \frac{h_1}{R} (\cos \theta_1 - \cos \theta_1') \right]. \]

(4.17)

where

\[ B = q^2 R^2 \quad \text{and} \quad q^2 = \frac{(\rho_1 - \rho_2) g}{\gamma_1}, \]

(4.18)

where \( B \) and \( q^{-1} \) are called the bond number and the capillary length, respectively.

For the cylinders with the same wettability (or the same contact angles in this section) and constrained at the same vertical position (\( h_1=h_2=h \)), the distance between two contact points \( d \) can be expressed as (Shinto et al., 2007; Allain and Cloitre, 1993):

\[ qd = \frac{2}{a} \{ (2 - a^2) \left[ F \left( \frac{\pi}{2}, a \right) - F \left( \frac{\pi - |\psi_1'|}{2}, a \right) \right] \\
\quad - 2 \left[ E \left( \frac{\pi}{2}, a \right) - E \left( \frac{\pi - |\psi_1'|}{2}, a \right) \right] \}, \]

(4.19)

where

\[ a = \frac{4}{4 + (qH)^2}. \]

(4.20)

On the right-hand side of equation (4.19), function \( F(\varphi, k) \) and \( E(\varphi, k) \) are the incomplete elliptic integrals of the first and second kinds, respectively, with \( \varphi \) being the amplitude and \( k \) the modulus (the sine of the modular angle). Besides, the centre-to-centre distance between the two cylinders can also be calculated as:

\[ qL = qd + 2B^{1/2} \sin \theta_1'. \]

(4.21)

It should be mentioned that the left-hand side of equation (4.20) given in Shinto et al. (2007) is \( a^2 \), while in a similar equation proposed by Allain and Cloitre (1993), it is \( a \) instead of \( a^2 \). In this thesis, the equation proposed by Allain and Cloitre (1993) is used.
because some validation tests for this equation have also been proposed in their papers.

With equations (4.17)–(4.21) and the vertical rise $H$ (illustrated in Figure 4-22), the slope angle $\psi_1$ and the contact point distance $d$ can be uniquely determined. Therefore, the numerical results are compared with the analytical lateral capillary force and the contact point distance in Section 4.4.3 to validate the accuracy of the LB model.

4.4.2 Numerical simulation details

The simulation domain in this section is $480 \times 120$ and confined with solid boundaries (contact angle equals 90°) located around the domain. The gravity acceleration is $9.8\times10^{-7}$ and the density of the liquid and vapour in the simulation is 1.0 and 0.001, respectively. The kinematic viscosity for the liquid is defined as 0.1 and for the vapour is 0.157. Two circular bodies with the same radius $R=30.79$ and wettability (contact angle $\alpha =30^\circ$ and surface tension $\sigma=7.275\times10^{-4}$) are located on the axis $y=60$ and symmetrical with respect to the axis $x=240$ in the domain (illustrated in Figure 4-23). Three cases with different cylinders’ centre distance $L$ (illustrated in Figure 4-23) (80, 120 and 160) are simulated in the model. Therefore, according to equation (4.18), the bond number $B$ and the capillary length $q$ can be calculated as 1.2758 and 0.03668.

\[
F_2 = -B\gamma_1 \left[ \frac{1}{2} (\sin^2 \theta_1 - \sin^2 \theta_1 ') + \frac{h_1}{R} (\cos \theta_1 - \cos \theta_1 ') \right].
\]

(4.22)

From equation (4.17), it can be pointed out that the lateral interaction force consists of two parts: the capillary force dominated by the surface tension on contact points $F_1$.
(the first square brackets on the right-hand side) and the force caused by the gravity due to the uneven distribution of liquid around the cylinders \(F_2\) (the second square brackets on the right-hand side). Since the computation method in the first square bracket in equation (4.17) is the same as the forcing method proposed in Section 4.3.2, in the analysis of numerical simulation results, only the force \(F_2\) (shown in equation (4.22)) is studied in the following section.

### 4.4.3 Numerical simulation results

In the following, the force on the left circular particle (Cylinder 1 in Figure 4-23) is analysed and the height of the capillary rise between two bodies is measured through the component contour figures in the first 1,000,000 time steps (about 610 hours of CPU time) illustrated in Figure 4-24, Figure 4-25 and Figure 4-26.

The zero water level is defined as the value of the \(y\)-coordinate at \(x=0\) or \(x=480\) (the values are the same for these two due to the asymmetry), and the vertical position of the circle centre \(h_1\) and the vertical rise of the meniscus \(H\) can be measured as the \(y\)-coordinate difference with the zero water level. The contact points \(C_1\) and \(C_1'\) are read directly from the component distributions from the numerical results to calculate the intersection angles \(\theta_1\) and \(\theta_1'\). Then the contact distance \(d\) in the numerical simulation can be calculated as \(d = L - 2.0 \times R \times \sin \theta_1'\).

For the analytical results, the commercial software Maple is used in this section to solve the simultaneous equations (equation (4.19) and equation (4.21)) and obtain the analytical contact point distance \(d\) and the intersection angle \(\theta_1'\).
Case 1 \((L=80)\)

Figure 4-24 Component contours of two circular bodies \((L=80)\)
The numerical results for Case 1 are compared with analytical results in Table 4-5 as follows:

Table 4-5 Numerical results of capillary pressure with different contact angles

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Numerical</th>
<th>Analytical</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical Position of Circle Centre $h_1$</td>
<td>4.0</td>
<td>-</td>
</tr>
<tr>
<td>Vertical Rise of the Meniscus $H$</td>
<td>16.5</td>
<td>-</td>
</tr>
<tr>
<td>Contact Point $C_1$</td>
<td>(170.6, 69.0)</td>
<td>-</td>
</tr>
<tr>
<td>Contact Point $C_1'$</td>
<td>(226.4, 75.9)</td>
<td>-</td>
</tr>
<tr>
<td>Intersection Angle $\theta_1$</td>
<td>73.0°</td>
<td>-</td>
</tr>
<tr>
<td>Intersection Angle $\theta_1'$</td>
<td>59.0°</td>
<td>57.8°</td>
</tr>
<tr>
<td>Contact Point Distance $d$</td>
<td>27.2</td>
<td>27.8</td>
</tr>
<tr>
<td>Lateral Force caused by Gravity $F_2$</td>
<td>$1.076 \times 10^{-4}$</td>
<td>$1.103 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Relative Error for $\theta_1'$
\[
\left| \frac{\theta_1' - \theta_1'_{A}}{\theta_1'_{A}} \right| = 2.1\% -
\]

Relative Error for $d$
\[
\left| \frac{d_N - d_A}{|d_A|} \right| = 2.2\% -
\]

Relative Error for $F_2$
\[
\left| \frac{d_N - d_A}{|d_A|} \right| = 2.4\% -
\]

The calculation method mentioned in Section 4.3.2 is applied in the force $F_2$ calculation. The circular body is divided into 1,024 equal-length arcs and $l_p = \frac{2\pi R}{N} \approx 0.189$. 
Case 2 \((L=120)\)

Figure 4-25 Component contours of two circular bodies \((L=120)\)
The numerical results for Case 2 are compared with analytical results in Table 4-6 as follows:

Table 4-6 Numerical results of capillary pressure with different contact angles

<table>
<thead>
<tr>
<th></th>
<th>Numerical</th>
<th>Analytical</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical Position of Circle Centre $h_1$</td>
<td>3.6</td>
<td>-</td>
</tr>
<tr>
<td>Vertical Rise of the Meniscus $H$</td>
<td>7.4</td>
<td>-</td>
</tr>
<tr>
<td>Contact Point $C_1$</td>
<td>(150.3, 68.2)</td>
<td>-</td>
</tr>
<tr>
<td>Contact Point $C_1'$</td>
<td>(208.9, 70.5)</td>
<td>-</td>
</tr>
<tr>
<td>Intersection Angle $\theta_1$</td>
<td>74.6°</td>
<td>-</td>
</tr>
<tr>
<td>Intersection Angle $\theta_1'$</td>
<td>70.0°</td>
<td>64.2°</td>
</tr>
<tr>
<td>Contact Point Distance $d$</td>
<td>62.1</td>
<td>64.6</td>
</tr>
<tr>
<td>Lateral Force caused by Gravity $F_2$</td>
<td>$2.932\times10^{-5}$</td>
<td>$2.976\times10^{-5}$</td>
</tr>
</tbody>
</table>

Relative Error for $\theta_1'$

$\left(\frac{|\theta_{1N} - \theta_{1A}'|}{|\theta_{1A}'|}\right)$

9.0% -

Relative Error for $d$

$\left(\frac{|d_N - d_A|}{|d_A|}\right)$

3.9% -

Relative Error for $F_2$

$\left(\frac{|d_N - d_A|}{|d_A|}\right)$

1.5% -
Case 3 \((L=160)\)

![Component contours of two circular bodies \((L=160)\)](image)

(a) 1\(^{st}\) time step

(b) 40,000\(^{th}\) time step

(c) 1,000,000\(^{th}\) time step

Figure 4-26 Component contours of two circular bodies \((L=160)\)
The numerical results for Case 3 are compared with analytical results in Table 4-7 as follows:

Table 4-7 Numerical results of capillary pressure with different contact angles

<table>
<thead>
<tr>
<th></th>
<th>Numerical</th>
<th>Analytical</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical Position of Circle Centre $h_1$</td>
<td>3.6</td>
<td>-</td>
</tr>
<tr>
<td>Vertical Rise of the Meniscus $H$</td>
<td>3.6</td>
<td>-</td>
</tr>
<tr>
<td>Contact Point $C_1$</td>
<td>(130.5, 68.9)</td>
<td>-</td>
</tr>
<tr>
<td>Contact Point $C_1'$</td>
<td>(189.4, 69.0)</td>
<td>-</td>
</tr>
<tr>
<td>Intersection Angle $\theta_1$</td>
<td>73.2°</td>
<td>-</td>
</tr>
<tr>
<td>Intersection Angle $\theta_1'$</td>
<td>73.0°</td>
<td>67.5°</td>
</tr>
<tr>
<td>Contact Point Distance $d$</td>
<td>101.1</td>
<td>103.1</td>
</tr>
<tr>
<td>Lateral Force caused by Gravity $F_2$</td>
<td>1.302×10^{-6}</td>
<td>1.260×10^{-6}</td>
</tr>
</tbody>
</table>

Relative Error for $\theta_1'$

$|\theta_1' - \theta_1'| / |\theta_1'|$  
8.1%  

Relative Error for $d$

$|d_N - d_A| / |d_A|$  
1.9%  

Relative Error for $F_2$

$|d_N - d_A| / |d_A|$  
3.3%  

From Table 4-5 to Table 4-7, the maximum relative error for $F_2$ is only 3.3%, which means that the forcing calculation method used in this thesis can predict the force acted on the circular bodies accurately. However, for the simulation of intersection angles, the maximum relative error is as large as 9.0%. It might be the result of the elliptic shape assumption of the meniscus used in the analytical solutions (illustrated in equation (4.19)). For large centre distance $L$, the influence of surface tension might be dissipated for the middle part of the meniscus, meaning that the elliptic shape assumption can hardly be valid. Although the prediction of intersection angles has a large relative error, due to the larger centre distance $L$ in case 2 and case 3, the relative error for the contact point distance $d$ still shows good agreement between numerical results and analytical ones.
Therefore, it can be concluded that the LB model used in this thesis can accurately predict the two-phase fluid movement between two circular bodies and the forcing calculation method proposed in this thesis can also predict the force acted on the particles precisely.

4.5 Capillary rise in porous media

Capillary rise phenomena in porous media occur routinely in nature and are of significant importance in the study of unsaturated soil. Since the pioneering work of Washburn in 1921, this phenomenon has been studied in many areas, such as packing of particulates, consolidated samples, and the fibrous materials (Lago and Araujo, 2000).

In this section, the capillary rise in idealised circular bodies packing porous media is simulated with the code and also compared with some theoretical solutions to validate the code’s ability to simulate two-phase flow in porous media.

4.5.1 Theory of lateral capillary rise in porous media

As shown in Figure 4-27, if Darcy’s law is assumed to be valid in the two monophasic regions, the velocity of the capillary rise front \( v \) driven by the capillary pressure \( P_c \) can be given as (Lago and Araujo, 2000):

\[
\nu = \frac{dh}{dt} = \frac{k}{\phi} \frac{P_c - (\rho_1 - \rho_2)gh}{\mu_1(h+z_R) + \mu_2(L-H-z_R)},
\]

(4.23)

where \( k \) is the permeability and \( \phi \) is the porosity of the porous sample, \( \rho_i \) and \( \mu_i \) \((i=1,2)\) are the density and dynamic viscosity of fluid \( i \), respectively, and \( H \) and \( z_R \) represent the hydraulic head above and below the reservoir level. \( L \) is the height from the free surface of fluid 2 to the base of the porous sample.
The advancing of fluid 1 through the porous sample is only affected by the gravity and the velocity can be simplified as:

$$v_g = \frac{k \rho_1 - \rho_2 g}{\phi \mu_1},$$  \hspace{1cm} (4.24)

and equation (4.22) can be expressed as:

$$v = \frac{v_g (h_e - h)}{(h + z_R) + \mu_2 (L - h - z_R)},$$  \hspace{1cm} (4.25)

where $h_e$ is the hydraulic equilibrium height and can be calculated from the equilibrium condition as follows:

$$P_c = (\rho_1 - \rho_2)gh_e.$$  \hspace{1cm} (4.26)

Neglecting the dynamic viscosity term in equation (4.25), the capillary rise equation can be calculated through integration of equation (4.25) as follows:

$$t = \frac{h_e + z_R}{v_g} \ln \left( \frac{h_e}{h_e - h} \right) - \frac{h}{v_g},$$  \hspace{1cm} (4.27)

where the initial condition is $h=0$ and $t=0$.

### 4.5.2 Numerical simulation details

The simulation domain for the two fluid displacements is 320×160 and 44 circular bodies with three different sizes ($R_1=10.79$, $R_2=6.79$ and $R_3=5.29$) are located in the domain with the same contact angles ($\theta=0^\circ$), as illustrated in Figure 4-28 (Case 1).
Because of the limitation of the computer performance and the low computing efficiency of Lee’s model, in this section, only 44 particles could be simulated in this section, though some errors might appear. In fact, even with only 44 particles in this case, the 1,000,000 time steps still require about 540 hours of CPU time for the computation.

In order to increase the accuracy of the measurement, the contact angles for the two sides of plates and solid boundaries are 90° to ensure a flat interface outside the plates. The surface tension is $\sigma = 7.275 \times 10^{-4}$ and the gravity $g = 9.8 \times 10^{-7}$. The original liquid level is at $y = 60.0$ and the height difference $h(t)$ between the two interfaces is defined as the capillary rise driven by the surface tension.
In order to obtain the permeability parameter in equation (4.24), a simple falling head permeability test (Case 2) is simulated at first. As illustrated in Figure 4-29, a similar numerical case is simulated in this section. The simulation domain for the two fluid
displacements is 320×240 and 44 circular particles with the same position fixed in space and properties as those in Figure 4-28 are located in the domain. The initial liquid level (time $t_0$) between two plates is $h + \Delta h$ higher than the outside liquid level. Due to the gravitational effect and the mass conservation, when the liquid level falls $\Delta h$ from time $t_1$ to $t_0$, the liquid level outside the plates would rise $\Delta h$ at the same time. The vertical distance between the circle centres of circular bodies at the top and the bottom is defined as the length of the porous area (illustrated in Figure 4-29) and can be measured as $L=150$. Therefore, the permeability of the porous area in this model can be calculated as (Gong, 2006):

$$k = \frac{\Delta h \cdot L}{h \cdot (t_1 - t_0)}. \quad (4.28)$$

Based on the initial condition illustrated in Figure 4-28, the height of the sample below the free liquid surface $z_r$ in equation (4.27) equals zero and the equation (4.27) can be simplified as:

$$t = \frac{h_e}{v_g} \ln \left( \frac{h_e}{h_e - h} \right) - \frac{h}{v_g}. \quad (4.29)$$

Although the hydraulic capillary height $h_c$ can be calculated from equation (4.26), due to the complex geometry of the pore system and the different positions of the menisci, it is difficult to estimate the capillary pressure accurately (Lago and Araujo, 2000; Lockington and Parlange, 2004). Therefore, the hydraulic capillary height $h_c$ is obtained from the maximum capillary rise in numerical results for this thesis. With the permeability $k$ and the hydraulic equilibrium height $h_e$ from the numerical results, the numerical result of the capillary rise in porous media is compared with the corresponding analytical solutions of equation (4.27) (or (4.29)).

### 4.5.3 Numerical simulation results

The falling head permeability test (Case 2) is simulated for one million steps at first. In order to minimise the influence of liquid outside the plates and the initial fluctuation of numerical computation to the measurement of the permeability in the simulation, we only choose the numerical results from the 40,000th time step to the 120,000th time step. In these 80,000 time steps, the interface change $\Delta h = 11.88$ and the hydraulic head $h = 129.84$. Thus, the permeability $k = 11.88 \times 10^5 / (129.84 \times 80,000) = 1.20 \times 10^{-4}$. 
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Then the capillary rise in porous media (Case 1) is simulated for one million time steps. The capillary rise of numerical results in the first one million time steps is plotted in Figure 4-30. From Figure 4-30, it can be found that after about 480,000 time steps, the value of the capillary rise is stable at about 48.7. (The advancing front of the capillary rise is stable near \( y=97.9 \) and the liquid level outside the plates is stable near \( y=49.2 \) from Figure 4-37.)

With the permeability and the equilibrium capillary rise obtained from the numerical simulation, the corresponding analytical solutions in the first one million steps are also plotted in Figure 4-30.

Figure 4-30 Numerical and analytical results for a capillary rise in porous media

For the analytical results, the curve reaches 47.12 (96.7% of the maximum height) at the 1,000,000th time steps and it needs almost 3,000,000 time steps to reach the maximum height in this section. Since Washburn’s equation may not be accurate for long-term prediction (Delker et al., 1996; Lockington and Parlange, 2004), only the first 500,000 time steps are discussed in this section.

As illustrated in Figure 4-30, there are two obvious stair-stepping parts in the curve of numerical results from time steps 30,000 to 50,000 and from 280,000 to 300,000. For the Washburn equation, it assumes that the porous media is isotropic and the pores distribute uniformly in the media. However, due to the limitation of the computation, it is difficult to ensure the uniform distribution of pores in the numerical model with only 44 circular particles. Therefore, although the circles are located evenly between
two plates, the geometrical characters have a significant influence on the advancing of the capillary rise as follows:

For a single particle, without regard to the dynamic contact angle phenomenon, the lifting force contributed by the surface tension in the capillary rise can be represented as $\sigma \cdot \cos(\phi)$. Therefore, if the menisci rise from contact point $A$ to $C$ via $B$ (illustrated in Figure 4-31), the lifting force will increase from 0 (at point $A$) to $\sigma$ (at point $B$) and decrease to 0 (at point $C$), which means that the location of the contact may have a significant influence on the lifting point in the simulation.

Figure 4-31 Geometrical representation of the contact point of a meniscus with a circle of diameter $R$ (Lago and Araujo, 2001)

Figure 4-32 to Figure 4-36 show the component distribution in the 5,000th, 15,000th, 40,000th, 50,000th and 80,000th time steps. From the 5,000th time step to the 15,000th time step, the void distance $D$ is decreasing and lifting force is increasing, while the corresponding curve in Figure 4-30 shows a concave shape. Later, the distance $D$ is increasing and the lifting force is decreasing with the rise of the liquid until near the 50,000th time step. The corresponding curve becomes slightly stagnant in Figure 4-30. From the 50,000th time step to the 80,000th time step, the average $D$ decreases again (due to the liquid flowing through the path between particle 1 and particle 2) and the lifting force is still small due to the contact point location on the particles. At the same time, the curves show a concave shape again. A similar process happens for the second stair-stepping shape curve in Figure 4-30.
Figure 4-32 Component contour of the capillary rise in porous media in the 5,000th time step

Figure 4-33 Component contour of the capillary rise in porous media in the 15,000th time step
Figure 4-34 Component contour of the capillary rise in porous media in the 40,000\textsuperscript{th} time step

Figure 4-35 Component contour of the capillary rise in porous media in the 50,000\textsuperscript{th} time step
Figure 4-36 Component contour of the capillary rise in porous media in the 80,000\textsuperscript{th} time step

Figure 4-37 Component contour of the capillary rise in porous media in the 480,000\textsuperscript{th} time step

Figure 4-37 shows the component distribution in the 480,000\textsuperscript{th} time step. The capillary rise near the plate boundary stagnates near $y=81.0$, while the equilibrium capillary height for the centre part is near $y=96.9$. The difference might be caused by the non-uniform distribution of the particles, especially those near the plates. Therefore, we would only use the liquid a little far from the plates (from $x=127$ to $x=195$) to analyse the total pressure distribution character in the following.
Figure 4-38 Total pressure distribution in the 480,000th time step

Figure 4-38 indicates the pressure distribution in the porous media and outside the plates in the 480,000th time step, respectively. The total pressure inside the plates reaches its minimum value near \( y = 98 \) and the total pressure outside the plates begins to increase from a value close to 0 near \( y = 50 \). Compared with Figure 4-37, it can be found that the turning points of the pressure distribution lines are both near the interface between two fluids, which conforms to the reality that the interface of two different fluids is always the turning point of pressure distribution.

Besides, the pressure distribution curve inside the porous media coincides with the outside pressure distribution curve near \( y = 50 \) and then develops with the same slope \( k \approx 9.82 \times 10^{-7} \). According to equation (4.26), the slope of the curves in Figure 4-38 should be \((\rho_1 - \rho_2)g = 0.999 \times 9.8 \times 10^{-7} \approx 9.79 \times 10^{-7}\). Therefore, the numerical value of the pressure distribution slope only has a 0.3% relative difference from the analytical value.

Furthermore, the theoretical minimum pressure inside the porous media according to equation (4.26) should be \(-48.7 \times 9.82 \times 10^{-7} \approx -4.78 \times 10^{-5}\), while the minimum value indicated by Figure 4-38 is about \(-4.17 \times 10^{-5}\), which has a 12.7% error relative to the analytical results.

Although the capillary rise rate and the total pressure distribution curve have an obvious error with the analytical solutions, it can still show that the LB model has the
ability to simulate the multiphase flow in porous media, even with such a simple numerical model in this section.

4.6 Summary

In this chapter, verifications are carried out to evaluate the algorithms and implementation in Chapter 3.

Firstly, the code in this thesis is verified with the droplet test to evaluate its ability in modelling the two-phase fluid problems with a large density ratio (1:1000). Good qualitative agreements between the numerical results and the analytical ones have been achieved and the droplet radius is also stable during the numerical computation, with only 1.3% shrinkage compared to the initial value, which proves that the code developed in this thesis can simulate the multiphase fluids system with a large density ratio accurately.

Then the capillary rise test is simulated to gauge the ability of GF-IBM with LBM to model the multiphase flow along simple geometrical boundaries. Due to the different assumption about the contact angle at the initial time steps, there are errors between the numerical results and the analytical ones on the capillary rise rate curves; however, the good agreements have been achieved on the height of the capillary rise and the pressure distribution.

The GF-IBM model is also evaluated with the capillary bridge test and the contact line dynamics test in Section 4.3 and Section 4.4. The GF-IBM model illustrates a good ability to predict the movement of the meniscus along the curved boundary. Besides, a new forcing calculation method based on the Immersed Boundary Method is proved to be accurate with the predicted force value validated against the corresponding theoretical ones between two circular particles.

In Section 4.5, the capillary rise in the porous media model is simulated with the verified code to validate its ability in complex multiphase flow in porous media. Due to the limitation of the computer performance, the porous media only consists of 44 circular particles and an obvious disagreement is found between the numerical capillary rise and the analytical solutions. It still shows that the code can deal with the complex flow in complex geometrical boundary models.
In this chapter, in order to reduce the computing CPU time and ensure the stability of the model, some parameters, including the interface thickness, the mobility, the domain size and the grid resolution, are fixed in the simulation and further parametric studies will be conducted in the next chapter.
Chapter 5 Parametric Study

In order to gauge the influence of the LBM code in this thesis, a series of two-dimensional analysis is conducted to evaluate the effect of four numerical parameters in the simulation, including the interface thickness (Section 5.1), mobility (Section 5.2), domain size (Section 5.3), and grid resolution (Section 5.4).

5.1 Interface thickness dependence

In the LB model used in this thesis, the diffuse interface method is applied in the computation. Instead of regarding the interface between two fluids as a zero-thickness surface endowed with the physical properties, the diffuse interface method treats the interface as a non-zero special zone with all physical quantities continuous across it (Anderson et al., 1998). For the physical quantity gradients across the interface appearing in the LB model computations, it is easy to be understood that the thicker the interface, the smoother the physical parameter gradients across the interface.

In this section, the effects of the interface thickness on the LB model results are studied by the contact line dynamics test between two alongside cylinders with five different interface thicknesses $S$ (3, 5, 7, 9, 11), and the geometrical characters (the vertical rise between two cylinders) are compared with each other to estimate the influence of the parameter $S$.

5.1.1 Numerical simulation details

The simulation domain ($480 \times 120$) in this section is confined with solid boundaries (contact angle equals $90^\circ$) located around it. The gravity acceleration is $9.8 \times 10^{-7}$ and the density of the liquid and vapour in the simulation is 1.0 and 0.001, respectively. The kinematic viscosity for the liquid is defined as 0.1 and for the vapour is 0.157. Two circular bodies with the same radius $R=30.79$ and wettability (contact angle $\alpha = 30^\circ$ and surface tension $\sigma = 7.275 \times 10^{-4}$) are located on the axis $y=60$ and symmetrical with respect to the axis $x=240$ in the domain (illustrated in Figure 5-1).
5.1.2 Numerical simulation results

The numerical simulation for $S=3$ becomes unstable and the interface shape is distorted at the first 1,000 time steps, which is consistent with the result in Lee’s numerical experiments (Lee and Fischer, 2006) that the numerically sustainable interface thickness should be greater than 3.0. For the other four results, the component contours in the 1,000,000th time steps are illustrated in Figure 5-2.

![Figure 5-1 Initial state of the computational model used in LBM simulation](image-url)
Figure 5-2 Component contours of two circular bodies in the 1,000,000th step
(S=5,7,9,11)
In Figure 5-2, the green zone in the component contours represents the component value near 0.5, i.e. it stands for the interface areas between two different fluids in the model. It is interesting to find that with the increase in the interface thickness, the interface areas in Figure 5-2 also become wider.

To further study the influence of interface thickness on the model, the intermolecular force $F$ (calculation method is shown in equation (3.14)) along the axis $x=240$ is plotted in Figure 5-3. Compared with Figure 5-2, it can be found that the intermolecular force $F$ mainly changed in the interface areas in the model (or the green zone in the component contours). Besides, although the peak of the intermolecular force $F$ decreases with the increase in the thickness $S$, the areas under each curve stay similar (from -0.332 to -0.329), which means that the increase in the thickness has little influence on the total lifting force incurred by the surface tension, but it would help to smooth the sharp change of the physical quantities across the interface in the numerical computation.

Then the corresponding vertical rises of the meniscus (the height difference of the meniscus at axes $x=240$ and $x=0$) are also plotted in Figure 5-4.
Figure 5-4 Vertical rises ($H$) with different interface thickness ($S$) in the first 1,000,000 time steps

In Figure 5-4, it shows that the stable vertical rise $H$ in the 1,000,000th time step decreases with the increase in the interface thickness $S$. When $S$ is only 5, the vertical rise $H$ is 16.1; when $S$ increases to 11, the vertical rise $H$ decreases to 15.7. The decrease of the vertical rise might be caused by the impractical interface thickness in the simulation. The non-zero interface thickness assumption used in the LB model in this thesis aims to smooth the discontinuous fluid properties across the interface. However, the finite interface thickness in the LB model is different from the negligible interface thickness in reality and the interface thickness in reality can hardly be larger than 1/100 of the ball radius, like the LB models in this section.

Therefore, the increase in the interface thickness can contribute to increasing the stability of the numerical computation by polishing the sharp physical gradient change in computation and it also has little effect on the total force acted on the meniscus in the numerical computation. Nevertheless, since the assumption of the meniscus interface thickness disagrees with the reality, the large interface thickness $S$ in the simulation might make the numerical model different from the real problem we studied and destroy the accuracy of the numerical results.

5.2 Mobility dependence

The parameter mobility $M$ in equation (3.12)(3.12), indeed, is the diffusion coefficient $D$ used in Fick’s equation and numerous other equations in physical chemistry. It
represents the ability of molecular flux between two different species; the higher the diffusivity, the faster they diffuse into each other (Mass diffusivity, 2015).

In Chapter 4, the mobility $M$ is fixed at the value 0.5 to decrease the computation time. In this section, in order to investigate the effect of mobility on the numerical results, five contact line dynamics tests between two alongside cylinders with different mobility values (0.0005, 0.005, 0.05, 0.5 and 5.0) are carried out and the geometrical characters are studied to evaluate the effect of the mobility on the results of the numerical simulation.

5.2.1 Numerical simulation details

The simulation domain in this section is $480 \times 120$ and confined with solid boundaries (contact angle equals $90^\circ$) located around the domain. The gravity acceleration is $9.8\times10^{-7}$ and the density of the liquid and vapour in the simulation is 1.0 and 0.001, respectively. The kinematic viscosity for the liquid is defined as 0.1 and for the vapour is 0.157. Two circular bodies with the same radius $R=30.79$ and wettability (contact angle $\alpha=30^\circ$ and surface tension $\sigma=7.275\times10^{-4}$) are located on the axis $y=60$ and symmetrical with respect to the axis $x=240$ in the domain (illustrated in Figure 5-5).

![Figure 5-5 Initial state of the computational model used in LBM simulation](image)

5.2.2 Numerical simulation results

The numerical simulation for $M=5.0$ becomes unstable and the interface shape is distorted at the first 1,000 time steps. The instability might be caused by the shear stress near the contact points between the meniscus and the circular particles. In the LB model in this section, the fluids in simulation are Newtonian fluids and the shear force should be in direct proportion to the derivative of velocity. Since the mobility
reflects the diffuse velocity between two species, the higher the mobility, the faster the meniscus would rise at the first several thousand steps in the computation, which would damage the accuracy of the extrapolation with the GF-IBM method near the boundary and lead to distortion of the interface.

For the other four cases, Figure 5-6 to Figure 5-9 show the component contours of four cases with different mobility (from 0.5 to 0.0005) at different time steps. The component contours at the 100,000th time step illustrate the effect of mobility in these four figures obviously: with the decrease of the mobility $M$, the vertical rises of the meniscus between two circular bodies decline at the same time. In order to further analyse the influence of the mobility on the convergence of the numerical system, the vertical rises of the meniscus (the height difference of the meniscus at axes $x=240$ and $x=0$) are plotted in Figure 5-10.
Figure 5-6 Component contours of two circular bodies ($M=0.5$)

Figure 5-7 Component contours of two circular bodies ($M=0.05$)
Figure 5-8 Component contours of two circular bodies ($M=0.005$)

Figure 5-9 Component contours of two circular bodies ($M=0.0005$)
Figure 5-10 Vertical rises ($H$) with different mobility ($M$) in the first 1,500,000 time steps.

From Figure 5-10, it can be found that, despite the different convergence rate to the maximum vertical rise for different cases, the first three cases ($M=0.5, 0.05$ and $0.005$) all reach a similar value of vertical rise (from 16.54 to 16.51) in the first 1,500,000 time steps. Besides, with the decrease of mobility, the equilibrium time for the maximum vertical rise is extended obviously. The time steps for these four cases are illustrated in Table 5-1, which indicates that when the mobility decreases from 0.5 to 0.0005, the time steps for the equilibrium time soar from 380,000 (about 232 hours of CPU time) to 5,600,000 (nearly 3,400 hours of CPU time).

<table>
<thead>
<tr>
<th>Mobility</th>
<th>0.5</th>
<th>0.05</th>
<th>0.005</th>
<th>0.0005</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time steps required for maximum vertical rise ($\times 10^4$)</td>
<td>38</td>
<td>46</td>
<td>162</td>
<td>560</td>
</tr>
</tbody>
</table>

As a result, on the one hand, the system would be unstable and the interface would distort with large mobility in the simulation. On the other hand, higher mobility $M$ also means faster convergence to the equilibrium state. Lee (2009) recommended a simple equation for mobility in the droplet test ($M \times \beta = 0.02$). But for some complicated cases, such as the cases in this section, the value of mobility should be much lower than the value recommended by Lee.
5.3 Domain size dependence

Because the numerical simulations are performed in a confined domain, the viscous effect created by the non-slip wall boundary condition might influence the behaviour of the meniscus. For the bubble test conducted by Amaya-Bower and Lee (2010), it was found that the viscous effect caused by the wall boundary could constrain the radial deformation and slow down the bubble rise in a vertical channel (Amaya-Bower and Lee, 2010).

Thus, in this section, the effect of the domain size is studied through three different capillary bridge cases with a different domain size (160×80, 240×120 and 320×160) and the capillary pressure distributions in the capillary bridge are studied to evaluate the influence of the domain size on the numerical results.

5.3.1 Numerical simulation details

Two circular bodies with the same radius $R=30.79$ are located symmetrically with respect to the axis $x=0$ (illustrated in Figure 5-11) in the domains with different sizes (160×80, 240×120 and 320×160). The circular centres of these two bodies are (-37.5, 0.0) and (37.5, 0.0), respectively. A droplet with a radius equalling 15.0, density equalling 1.0, and kinematic equalling 0.1 is initialised in the midpoint of the two circle centres with the contact angle $\theta=30^\circ$ and surface tension $7.275\times10^{-5}$. In order to validate the results with the analytical solutions, the gravitations are set at zero in these three cases. Besides, the meniscus radius $r_1$ and the capillary pressure $p$ (mentioned in Section 4.3) are compared with each other and the analytical solution to study the effect of the domain size on the numerical results.

![Figure 5-11 Sketch of the capillary bridge between two cylinders (Shinto et al., 2007)](image-url)
5.3.2 Numerical simulation results

In order to ensure that the system reaches an equilibrium state, the numerical results at the 1,000,000th time steps are studied in the following. Figure 5-12, Figure 5-13 and Figure 5-14 plot the component contours for three different domain sizes in the first 1,000,000 time steps. In order to calculate the radius of the meniscus with equation (4.12), the y-coordinate values of the interface at axes x=5 and x=0 are obtained from the component distribution results in three cases. The numerical results of capillary pressure and the corresponding analytical solutions are displayed in Table 5-2.
Figure 5-12 Component contour of Case 1 (domain size = 160×80)
Figure 5-13 Component contour of Case 2 (domain size = 240×120)
Figure 5-14 Component contour of Case 3 (domain size = 320×160)
Table 5-2 Numerical results of capillary pressure with different contact angles

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Domain Size</td>
<td>160×80</td>
<td>240×120</td>
<td>320×160</td>
</tr>
<tr>
<td>Meniscus Radius $R$</td>
<td>32.3</td>
<td>32.3</td>
<td>32.3</td>
</tr>
<tr>
<td>Analytical Capillary Pressure $P_A$</td>
<td>$2.252\times10^{-6}$</td>
<td>$2.252\times10^{-6}$</td>
<td>$2.252\times10^{-6}$</td>
</tr>
<tr>
<td>Numerical Capillary Pressure $P_N$</td>
<td>$2.169\times10^{-6}$</td>
<td>$2.169\times10^{-6}$</td>
<td>$2.170\times10^{-6}$</td>
</tr>
<tr>
<td>Relative Error ($</td>
<td>P_A - P_N</td>
<td>/</td>
<td>P_A</td>
</tr>
</tbody>
</table>

It is interesting to find in Table 5-2 that the domain size does not influence the final shape of the meniscus in these three cases and meniscus radiiues are similar in the 1,000,000$^{th}$ time step. Besides, the accuracy of the pressure computation also does not have significant improvement with a larger domain size (from 3.7% to 3.6%).

However, from the total pressure distributions on the cross-section MM’ (illustrated in Figure 5-15, Figure 5-16 and Figure 5-17), it shows that although the capillary pressures (the pressure difference across the meniscus) are similar to each other in these three cases, the absolute values of the total pressure across the meniscus are totally different from each other.

For the domain with the smallest size, the total pressure outside the meniscus has the same order of magnitude as the capillary pressure; meanwhile, with the increase of the domain size, the outside total pressure decreases to around $-1.0\times10^{-7}$ with the domain size of 240×120, and even to $-4.0\times10^{-8}$ for the largest domain size.

![Total pressure distribution at cross-section MM’](image)

**Figure 5-15 Total pressure distribution at cross-section MM’ at the 1,000,000$^{th}$ step (domain size = 160×80)**
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Therefore, for the capillary bridge test in this section, the domain size has little effect on the numerical computation of the meniscus shape and the capillary pressure (the pressure difference across the meniscus); however, it affects the absolute value of the total pressure in the computation domain, especially when the domain size is small. Because the particles in the simulation are assumed to be rigid and the fluids are incompressible, the geometrical characters and the capillary pressure difference stay the same with the different domain size. Nevertheless, if the particles are soft and movable or the compressibility of the fluids is taken into consideration, the smallest domain size might cause a severe error in the numerical simulation.
5.4 Grid resolution dependence

In order to study the effect of grid resolution on the numerical computation, in this section, the capillary bridge test with three different grid resolutions (120×60, 240×120 and 360×180) is simulated and the capillary pressure distributions in the capillary bridge are studied to evaluate the influence of grid resolution on the numerical result.

5.4.1 Numerical simulation details

The domain size for the capillary bridge test in this section is 2.4mm × 1.2 mm and the densities for the liquid and vapour phases are 1.0×10³ kg/m³ and 1.0×10³ kg/m³, respectively. The corresponding kinematic viscosities are 1.0×10⁻⁵ m²/s and 1.57×10⁻⁵ m²/s.

As illustrated in Figure 5-18, two circular bodies with the radius \( R = 0.3079 \) mm are located with respect to the axis \( x = 0 \). A droplet with a 0.15mm radius is initialised in the midpoint of the two circle centres with the same contact angle \( \theta = 30^\circ \) and surface tension \( 7.275 \times 10^{-5} \) N/m.

According to Appendix A with a different grid resolution, the same physical units would have different lattice units in the numerical simulation. The parameters in the LB model with different grid resolutions are listed in Table 5-3 (all parameters are in lattice units except for the space length and the time step).
Table 5-3 Parameters used in three different cases

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid resolution</td>
<td>120×60</td>
<td>240×120</td>
<td>360×180</td>
</tr>
<tr>
<td>Space length (m)</td>
<td>2.0×10⁻⁵</td>
<td>1.0×10⁻⁵</td>
<td>6.67×10⁻⁶</td>
</tr>
<tr>
<td>Time step (s)</td>
<td>2.0e⁻6</td>
<td>1.0×10⁻⁶</td>
<td>2.67×10⁻⁷</td>
</tr>
<tr>
<td>Liquid density</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Vapour density</td>
<td>1.0×10⁻³</td>
<td>1.0×10⁻³</td>
<td>1.0×10⁻³</td>
</tr>
<tr>
<td>Circle radius</td>
<td>15.40</td>
<td>30.79</td>
<td>46.19</td>
</tr>
<tr>
<td>Droplet radius</td>
<td>7.5</td>
<td>15.0</td>
<td>22.5</td>
</tr>
<tr>
<td>Circle centre distance</td>
<td>37.5</td>
<td>75.0</td>
<td>112.5</td>
</tr>
<tr>
<td>Kinematic viscosity/liquid</td>
<td>5.00×10⁻²</td>
<td>1.00×10⁻¹</td>
<td>6.00×10⁻²</td>
</tr>
<tr>
<td>Kinematic viscosity/vapour</td>
<td>7.85×10⁻²</td>
<td>1.57×10⁻¹</td>
<td>9.42×10⁻²</td>
</tr>
<tr>
<td>Surface tension</td>
<td>3.638×10⁻⁵</td>
<td>7.275×10⁻⁵</td>
<td>1.746×10⁻⁵</td>
</tr>
</tbody>
</table>

It should be mentioned that in the simulation of the capillary bridge test with a different grid resolution, the time step should be adjusted to guarantee the liquid kinematic viscosity lower than 0.2 for the requirement of stable computation in this section, which might be related to the distortion incurred for the initial shear stress mentioned in Section 5.2.2.

5.4.2 Numerical simulation results

In order to ensure that the system reaches an equilibrium state, the numerical results at 1 second (1,000,000 time steps for the grid resolution of 240×120) are studied in the following. In order to calculate the radius of the meniscus with equation (4.12), the y-coordinate values of the interface at axes x=3 and x=0 are obtained from the component distribution results in three cases. The numerical results of capillary pressure and the corresponding analytical solutions are displayed in Table 5-4.
Figure 5-19 Component contour of Case 1 (grid resolution = 120×60)
Figure 5-20 Component contour of Case 2 (grid resolution = 240×120)
Figure 5-21 Component contour of Case 3 (grid resolution = 360×180)
Table 5-4 Numerical results of capillary pressure with different contact angles

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 2</th>
<th>Case 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid Resolution</td>
<td>120×60</td>
<td>240×120</td>
<td>360×180</td>
</tr>
<tr>
<td>Time Step (lattice unit)</td>
<td>500,000</td>
<td>1,000,000</td>
<td>3,750,000</td>
</tr>
<tr>
<td>Time Step (physical unit/s)</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Meniscus Radius $R$ (lattice unit)</td>
<td>15.9</td>
<td>32.3</td>
<td>51.5</td>
</tr>
<tr>
<td>Meniscus Radius $R$ (physical unit/m)</td>
<td>3.18×10$^{-4}$</td>
<td>3.23×10$^{-4}$</td>
<td>3.43×10$^{-4}$</td>
</tr>
<tr>
<td>Surface Tension</td>
<td>3.638×10$^{-5}$</td>
<td>7.275×10$^{-5}$</td>
<td>1.746×10$^{-5}$</td>
</tr>
<tr>
<td>Analytical Capillary Pressure $P_A$</td>
<td>2.288×10$^{-6}$</td>
<td>2.252×10$^{-6}$</td>
<td>3.390×10$^{-7}$</td>
</tr>
<tr>
<td>Numerical Capillary Pressure $P_N$</td>
<td>2.236×10$^{-6}$</td>
<td>2.169×10$^{-6}$</td>
<td>3.244×10$^{-7}$</td>
</tr>
<tr>
<td>Relative Error ($</td>
<td>P_A - P_N</td>
<td>/</td>
<td>P_A</td>
</tr>
</tbody>
</table>

In Table 5-4, it shows that with the increase in the grid resolution, the meniscus radius is also increasing in physical units. The relative variation of the meniscus radius with a different grid resolution is smaller than 10%; however, the CPU time for the models soars from 35 hours in Case 1 to nearly 1,900 hours in Case 3.

Besides, the relative errors of the predicted pressure (illustrated in Table 5-4) do not change much, just from 2.3% to 4.3%, and the corresponding numerical capillary pressure distributions on the cross-section MM’ are plotted in Figure 5-22 to Figure 5-24. Compared with the large increase in the computational requirements, the variation of the radius and the pressure can be ignored.
Figure 5-22 Total pressure distribution at cross-section MM’ at the 500,000th step
(domain size = 120×60)

Figure 5-23 Total pressure distribution at cross-section MM’ at the 1,000,000th step
(domain size = 240×120)
Figure 5-24 Total pressure distribution at cross-section MM’ at the 1,000,000th step (domain size = 320×160)

Therefore, for the simple capillary bridge test in this section, the grid resolution has little effect on the numerical computation of the meniscus shape and the capillary pressure (the pressure difference across the meniscus). However, with the increase in the grid resolution, the CPU time would increase dramatically.

5.5 Summary
This chapter explores the effects of four different parameters, including the interface thickness, the mobility, the domain size and the grid resolution, on the numerical simulation.

The interface thickness $S$ in the LB model contributes to the smoothness of the physical quantity gradients across the meniscus without changing the total pressure acted on it. Although the larger $S$ is beneficial for the computational stability in the model, it will also exaggerate the contact length between the meniscus and the solid particle, which might damage the accuracy of the numerical results.

Higher mobility $M$ means a faster convergence to the equilibrium state for the model (Lee, 2009). However, large mobility (i.e. the case $M=5.0$ in Section 5.2) will also lead to the instability of the numerical computation.

For the capillary bridge test validated in this chapter, the domain size has little effect on the geometrical characters and the capillary pressure difference for the meniscus at the equilibrium state. Nevertheless, the absolute value of the total pressure is obviously higher in the smallest domain size, which might produce errors when the
particles in the model are soft and movable or the fluids are compressible in the simulation.

The grid resolution shows little effect on the geometrical characters and the capillary pressure difference for the meniscus at the equilibrium state. In fact, Amaya-Bower and Lee (2010) also found that the final shape in the coarse grid only had a slight difference from that in the fine grid for the bubble rising test. Yet, for some cases, the finer grid could illustrate the details of the fluid movement specifically.
Chapter 6 Conclusions and Future Work

6.1 Conclusions of this thesis

In this thesis, a numerical Lattice Boltzmann and Ghost Fluid Immersed Boundary (LB-GFIB) code is developed in exploring the interaction between two different fluids with large density ratio and capturing the local dynamic contacting behaviour between the meniscus and the curved solid boundaries. Besides, a new forcing calculation approach is presented in this thesis to predict the mechanical behaviour of the meniscus on the curved boundaries.

In order to verify the new code developed in this thesis, the droplet test, the capillary rise test, the capillary bridge test, the dynamic test and the capillary rise in porous media test are conducted to validate the numerical results. Besides, the parameter studies are conducted to gauge the influence of four parameters in the model, including the interface thickness, the mobility, the domain size and the grid resolution.

The detailed finds in this thesis are as follows,

- The no-slip bounce back boundary condition applied in the conventional GFIB models fail to conserve the mass in the numerical computation, while the slip bounce back boundary condition can help to eliminate the violation of mass conservation in the model.

- The multiphase Lattice Boltzmann model applied in this thesis can reduce the negative influence of parasite numerical currents in the simulation and ensure the stability of the liquid droplet among the vapour with density ratio about 1000:1 in the droplet test with only 1.3% shrinkage of the radius compared with the original value.

- The modified GFIB model exerted on the solid boundaries in this thesis can guarantee the mass conservation in the capillary rise test, the capillary bridge test and the dynamic line contact test. Besides, the capillary rises and the contact angles in the simulation are all well satisfied with the analytical values with a maximum error at 9.0%.
• The newly proposed forcing calculation method produces can accurately predict the capillary force between the two circular particles in the capillary bridge test and the contact dynamic line test in this thesis with a relative error less than 5.0% compared to the analytical solutions.

• The new code can simulate the complex Two-Phase Flow in the complex geometrical porous media model with good prediction of pressure inside the porous media (with a 12.7% error with the analytical result), though the capillary rise rate still cannot be simulated accurately in this thesis due to the small amount of solid particles used in the model.

• The parametrical study shows that except the interface thickness, the mobility, the domain size and the grid resolution have little impacts on the accuracy of the results. For the interface thickness, although it contributes to the numerical stability, it also exaggerates the thickness of meniscus in the real physical problems and damage numerical accuracy.

The equilibrium time in the computation is mainly influenced by the mobility and the grid resolution in the parametrical study in this thesis. With smaller mobility and high grid resolution, the CPU time required for the same model would increase obviously.

6.2 Future works

The research presented in this thesis is an early attempt to develop a numerical tool to study the behaviour of unsaturated soils. The future work related to the thesis could include:

(1) Combining the code with Discrete Element Method (DEM)

In this thesis, the circular particles are assumed to be stagnant in the simulation, which is different with multiphase fluids flows in unsaturated soil skeleton in reality. In fact, the coupling effect between the fluids flow and the movement of the soil particles is a critical point in the numerical study of unsaturated soil behaviour. In this thesis, the LB code only solve the problem of the multiphase fluids flow along the curved boundary, the simulation of the real water-air fluids flow in soil skeletons might be solved by the coupled LBM with DEM.

The Discrete Element Method (DEM) is originally developed by Cundall (Cundall and Strack, 1978) for the problems in rock mechanics and later it becomes a powerful
tool to simulate the discrete objectives systems, including the granular soil particles (Chen et al, 2011). The coupled LB and DEM method was first proposed by Cook et al (2000) in 2000 and later Boutt et al (2007) succeeded in simulating the fluid flow in the 2D porous media with this method.

The code \textit{FPS-BHAM} used in this thesis developed by Li in 2013 has already been validated against the pipe leakage experiment and the good quantity agreements show that the subroutines related to the LB and DEM is well developed in the code.

Therefore, the subroutines related to the LB-DEM interaction will be modified in the future and the coupled multiphase LB with DEM will be developed to simulate the Two-Phase Flow in unsaturated soil particles in two dimensions.

(2) Extending the code to three-dimensions

In the current two-dimensional simulations, the solid particles needs to have a certain distance with each other to ensure that the multiphase fluids flow can pass through the assembly particles, while in the real condition, the liquid can easily flow in the connected pores with particles contacted closely with each other in three dimensions. Besides, the meniscus shape and force analysis in two-dimensions are different with those in the real three-dimensions (as indicated in section 4.2.1). Therefore, it is expected to extend the simulations by the modified \textit{FPS-BHAM} to three-dimensions ones, by which physical characteristics can be captured more accurately.
References


271. p. 311-339.

and Interface Science 234. p. 35-43

Lagrangian and Eulerian specification of the flow field, (wiki article), September 15,
2015, Available from: <
https://en.wikipedia.org/wiki/Lagrangian_and_Eulerian_specification_of_the_flow_field
>

film by using a level set method. Journal of Mechanical Science and Technology
25(10). p. 2567-2572

flows in microfluidic systems. A thesis submitted in partial fulfilment of the
requirements for the Doctor of Philosophy degree in Mechanical Engineering in the
Graduate College of the University of Iowa. Iowa City: University of Iowa

Lee, T. (2009) Effects of incompressibility on the elimination of parasitic currents in
the lattice Boltzmann equation method for binary fluids. Computers & Mathematics
with Applications 58(5). p.987-994


two-phase flow with phase change. Physical Review E 67. p. 056703

Lee, T. & Lin, C. L. (2005a) A stable discretization of the lattice Boltzmann equation
for simulation of incompressible two-phase flows at high density ratio. Journal of
Computational Physics 206(1). p. 16-47

Lee, T. & Lin, C. L. (2005b) Rarefaction and compressibility effects of the lattice-
046706


## Appendix A

The conservation between physical units and LB units

<table>
<thead>
<tr>
<th>Variable</th>
<th>Physical</th>
<th>Lattice</th>
<th>Relationship</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>$\rho$</td>
<td>$\bar{\rho}$</td>
<td>$\rho = \rho_0 \bar{\rho}$</td>
</tr>
<tr>
<td>Relaxation time</td>
<td>$\tau$</td>
<td>$\tau$</td>
<td></td>
</tr>
<tr>
<td>Spacing</td>
<td>$h$</td>
<td>$\bar{h} = 1$</td>
<td></td>
</tr>
<tr>
<td>Time Step</td>
<td>$\Delta t$</td>
<td>$\Delta \bar{t} = 1$</td>
<td></td>
</tr>
<tr>
<td>Lattice Speed</td>
<td>$C = \frac{h}{\Delta t}$</td>
<td>$\bar{C} = 1$</td>
<td></td>
</tr>
<tr>
<td>Viscosity</td>
<td>$\nu = \tau c_s^2 \frac{h^2}{\Delta t}$</td>
<td>$\bar{\nu} = \tau c_s^2$</td>
<td>$\nu = Ch\bar{\nu}$</td>
</tr>
<tr>
<td>Coordinate</td>
<td>$x$</td>
<td>$\bar{x}$</td>
<td>$x = h\bar{x}$</td>
</tr>
<tr>
<td>Velocity</td>
<td>$V = \frac{dx}{dt}$</td>
<td>$\bar{V} = \frac{d\bar{x}}{d\bar{t}}$</td>
<td>$V = C\bar{V}$</td>
</tr>
<tr>
<td>Acceleration</td>
<td>$a = \frac{d^2x}{dt^2}$</td>
<td>$\bar{a} = \frac{d^2\bar{x}}{d\bar{t}^2}$</td>
<td>$a = \frac{C}{\Delta t} \bar{a}$</td>
</tr>
<tr>
<td>Mass</td>
<td>$m$</td>
<td>$\bar{m}$</td>
<td></td>
</tr>
<tr>
<td>Stiffness</td>
<td>$k_n$</td>
<td>$\bar{k}_n$</td>
<td>$k_n = C^2 \bar{k}_n$</td>
</tr>
</tbody>
</table>
Appendix B  Difference scheme used in LBM

In the LB model, a combination of central (CD) and biased (BD) directional derivatives will be used in the calculation of gradients and Laplacians of macroscopic variable. In calculation of equilibrium state distribution functions and the zero and first moment of the distribution functions, the simple central difference method will be applied, while in the collision step, the combination difference method will be imposed in the corresponding terms.

A central difference directional derivative of a variable $\Phi$ at $x$ can be stated as:

$$\delta t e_i \cdot \nabla^{CD} \phi|_x = \frac{1}{2} [\phi(x + e_i \delta t) - \phi(x - e_i \delta t)]$$  \hspace{1cm} (B.1)

And the corresponding central difference gradient is taken as the moment

$$\nabla^{CD} \phi|_x = \frac{1}{c s^2 \delta t} \sum_{i \neq 0} t_i e_i (\delta t e_i \cdot \nabla^{CD})\phi|_x$$  \hspace{1cm} (B.2)

Similarly, the biased difference directional derivatives and the biased difference gradient can be written as:

$$\delta t e_i \cdot \nabla^{BD} \phi|_{x-e_i \delta t} = \frac{1}{2} [-\phi(x + e_i \delta t) + 4\phi(x) - 3\phi(x - e_i \delta t)]$$  \hspace{1cm} (B.3)

$$\nabla^{BD} \phi|_x = \frac{1}{c s^2 \delta t} \sum_{i \neq 0} t_i e_i (\delta t e_i \cdot \nabla^{BD})\phi|_x$$  \hspace{1cm} (B.4)

For the difference derivatives in collision steps, an average of the central and biased differences will be used as:

$$\delta t e_i \cdot \nabla^{MD} \phi|_x = \frac{1}{2} [\delta t e_i \cdot \nabla^{CD} \phi + \delta t e_i \cdot \nabla^{BD} \phi]|_x$$  \hspace{1cm} (B.5)

$$\nabla^{MD} \phi|_x = \frac{1}{2} [\nabla^{CD} \phi + \nabla^{BD} \phi]|_x$$  \hspace{1cm} (B.6)

For the Laplacians, the following difference scheme will be used in the model:

$$(\delta t e_i \cdot \nabla^{CD})^2 \phi|_x = [\phi(x + e_i \delta t) - 2\phi(x) + \phi(x - e_i \delta t)]$$  \hspace{1cm} (B.7)

$$\nabla^2 \phi|_x = \frac{1}{c s^2 \delta t^2} \sum_{i \neq 0} t_i (\delta t e_i \cdot \nabla^{CD})^2 \phi|_x$$  \hspace{1cm} (B.8)