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Abstract

Advanced ground based laser interferometer gravitational wave detectors are due to come online in late 2015 and are expected to make the first direct detections of gravitational waves, with compact binary coalescence widely regarded as one of the most promising sources for detection.

In Chapter I I compare two techniques for predicting the uncertainty of sky localisation of these sources with full Bayesian inference. I find that timing triangulation alone tends to over-estimate the uncertainty and that average predictions can be brought to better agreement by the inclusion of phase consistency information in timing-triangulation techniques.

Gravitational wave signals will provide a testing ground for the strong field dynamics of GR. Bayesian data analysis pipelines are being developed to test GR in this new regime, as presented in Chapter 3 Appendix B. In Chapter II and Appendix C I compare the predicted from of the Bayes factor, presented by Cornish et al. 55 and Vallisneri 181, with full Bayesian inference. I find that the approximate scheme predicts exact results with good accuracy above fitting factors of \( \sim 0.9 \).

The expected rate of detection of Compact Binary Coalescence signals has large associated uncertainties due to unknown merger rates. The tool presented in Chapter III provides a way to estimate the expected rate of specified CBC systems in a selected detector.
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Conventions

Throughout this work geometric units are used where $G = c = 1$. $G$ is Newton’s Gravitational Constant and $c$ is the speed of light. $M_\odot$ is used to denote the mass of the sun $\approx 4.93 \times 10^{-6}$ s.

Unless stated otherwise, Einstein summation convention is used.

The Fourier transform and its inverse are used in the form,

\begin{align*}
\tilde{a}(f) &= \int_{-\infty}^{\infty} a(t)e^{-2\pi ift} dt, \quad (1) \\
\hat{a}(f) &= \int_{-\infty}^{\infty} a(t)e^{+2\pi ift} df. \quad (2)
\end{align*}
Chapter 1

INTRODUCTION

1.1 Gravitational Waves

Gravitational waves (GWs) – time varying oscillations in the space time metric – are a direct consequence of Einstein’s theory of General Relativity, see for example [132]. Far from a GW source one can use a linearised approximation, considering only the leading order perturbations to the flat Minkowski metric,

\[ g_{\mu \nu} = \eta_{\mu \nu} + h_{\mu \nu} \quad |h_{\mu \nu}| \ll 1, \quad (1.1) \]
where $\mu$ and $\nu = 0,1,2,3$ , $g_{\mu \nu}$ is the metric and $\eta_{\mu \nu}$ is the flat Minkowski metric,

\[
\eta_{\mu \nu} = \begin{pmatrix}
-1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]  \hspace{1cm} (1.2)

$h_{\mu \nu}$ is the metric perturbation, whose typical non-zero components are assumed to be much less than 1 in order to apply an approximation which is valid to the order of linear terms in $h$. The Einstein equations can then be solved in this limit, the derivation is not reproduced here but can be found for example in [78]. The transverse-traceless (TT) gauge is chosen reducing the 10 degrees of freedom of the symmetric matrix $h_{\mu \nu}$.

The solution is a wave equation with just two independent polarisations known as the plus ($h_+$) and cross ($h_\times$) polarisations,

\[
h_{\mu \nu}(x) = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & h_+ & h_\times & 0 \\
0 & h_\times & -h_+ & 0 \\
0 & 0 & 0 & 0
\end{pmatrix} \exp[i k (z - t)],
\]  \hspace{1cm} (1.3)

where the direction of propagation is in the $z$-direction. Imagining a ring of free particles in the x-y plane demonstrates the effects of the two polarizations as the wave progresses. The ring is tidally deformed as the GW passes, seen in Figure 1.1, the angle between the $h_+$ and $h_\times$ polarisations is $\frac{\pi}{4}$, with the shape of the tidal deformation of the rings giving the polarisations their names.

At the lowest order the amplitude of a GW can be approximated by the quadrupole
The effect of $h_+$ and $h_\times$ on a ring of free particles. (Source: [155])

Figure 1.1

\[ h_{ij} = \frac{2}{D} \dot{Q}_{ij}, \]  
(1.4)

where $i, j$ and $k = 1, 2, 3$. $D$ is the distance to the source and dots represent derivatives with respect to time. $Q_{ij}$ is the traceless mass quadrupole moment which is dependant on the time varying mass-energy density of the source $\rho(\mathbf{x}, t)$,

\[ Q_{ij} \equiv I_{ij} - \frac{1}{3} \delta_{ij} I_{kk}, \]  
(1.5)

\[ I_{ij} \equiv \int \rho(\mathbf{x}, t) x_i x_j d\mathbf{x}. \]  
(1.6)

At lowest order GWs are produced from asymmetric accelerated masses with luminosity given by,

\[ L = \frac{1}{5} \left\langle \ddot{Q}_{jk} \ddot{Q}_{jk} \right\rangle, \]  
(1.7)

where angled brackets denote the average over several wavelengths. The energy flux at large distances from the source is proportional to $\dot{h}_{ij} \dot{h}_{ij}$ and the factor of a fifth is
a consequence of integrating the power over the full solid angle in the TT gauge. To estimate the GW luminosity we see that,

\[ L \sim \frac{1}{5} Q^2 = \frac{1}{5} \left( \frac{M R^2}{T^3} \right)^2 \sim \frac{1}{5} \left( \frac{M v^3}{R} \right)^2. \]  (1.8)

Where the characteristic mass, size, timescale and velocity of the source are \( M, R, T \) and \( v \) respectively. Or in terms of the schwartzchild radius \( R_s = 2M \),

\[ L \sim \frac{1}{20} \left( \frac{R_s}{R} \right)^2 (v)^6, \]  (1.9)

which is dimensionless in our chosen unit convention, but for comparison can be converted to standard units by multiplying by,

\[ L_0 = \frac{c^5}{G} = 3.6 \times 10^{52} \text{ W}. \]  (1.10)

The maximum luminosity is produced when \( R_s \sim R \) and \( v \sim c \), i.e. compact, fast moving objects. Higher mass systems evolve slower than low mass ones, producing more integrated luminosity over their life time.

### 1.2 Sources

As gravitational waves (GWs) interact very weakly with matter we can only hope to detect the most strongly emitting sources, massive objects accelerating in a strong gravitational field. This excludes detecting man-made or local sources of GWs and...
limits possible detections to astrophysical sources. In this work I concentrate solely on compact binary coalescence (CBC) sources, primarily in the stellar mass range, as detected in ground based laser interferometers, in particular in the Laser Interferometer Gravitational-wave Observatory (LIGO) [11] and Virgo [13] detectors, see Section 1.3. In Appendix A I also consider GWs from super massive black hole binaries (SMBHBs) detected in pulsar timing arrays (PTAs).

1.2.1 Compact Binary Coalescence

GW signals from CBCs are one of the most promising sources for GW detection. CBC signals are the GWs emitted during the inspiral, merger and ring-down of either a binary black hole (BBH), binary neutron star (BNS) or neutron star - black hole (NSBH) pair. During the inspiral the binary loses energy and angular momentum via GWs causing the orbit to shrink, the objects to spiral in towards each other and eventually merge. After the merger of a black hole (BH) it will oscillate in its ring-down period to reach stability.

From Equation 1.8 we can estimate the GW luminosity from a binary system,

\[ L_{CBC} \sim \frac{1}{5} \left( \frac{M}{R} \right)^5, \]

(1.11)

Where \( M \) is the total mass and \( R \) is the Keplarian orbital separation. This means that binary systems will emit at a fraction of \( L_0 \) and they will emit more strongly as the orbit shrinks. The minimum separation of the objects during the inspiral phase of the coalescence is known as the innermost stable circular orbit (ISCO). For a binary with non-spinning components the ISCO is approximated by assuming a point mass in a
Schwarzschild metric,

\[ R_{ISCO} = 6M. \] (1.12)

At leading order the GW frequency will be twice the orbital frequency. Using Kepler’s third law gives an estimate for the maximum GW frequency of the inspiral at the ISCO,

\[ f_{ISCO} \sim 4400 \text{ Hz} \frac{M_\odot}{M}. \] (1.13)

Where as usual \( M_\odot \) denotes the solar mass.

BNSs are the only type of binary compact objects we have direct evidence for so far. A handful of BNS systems have been detected in which one or both of the neutron stars (NSs) are radio pulsars, e.g. [96] and [120]. By extrapolating the distribution and coalescence timescales from these objects an estimate of the rate of BNS coalescences can be made [102]. For the other types of binaries (BBH and NSBH binaries) population synthesis methods must be used to estimate the rates. These involve inputting a number of observed astrophysical parameters into models for stellar formation, binary formation and compact object evolution, e.g. [36]. The input parameters are mostly not well constrained and the models themselves may not account for all the relevant physics, leading to a large range of predicted merger rates. The most simple models for coalescence rates assume that the merger rates are proportional to the stellar birth rate which is in turn assumed to be proportional to the blue light luminosity of a galaxy (which is thought to be incorrect for older elliptical galaxies). A list of likely predicted merger rates is shown in Table 1.1 and the details of the calculations that generated them can be found in [4].
Table 1.1 The likely estimated rate of compact binary coalescences per Milky Way equivalent galaxy per mega-year and per mega-parsec per mega-year (Source [4]). More predictions and details of the assumptions behind these rates can be found in [4].

<table>
<thead>
<tr>
<th>Source</th>
<th>Rate $\text{MWE}^{-1} \text{Myr}^{-1}$</th>
<th>Rate $\text{Mpc}^{-3} \text{Myr}^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNS</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>NSBH</td>
<td>3</td>
<td>0.03</td>
</tr>
<tr>
<td>BBH</td>
<td>0.4</td>
<td>0.005</td>
</tr>
</tbody>
</table>

1.2.2 Bursts, Stochastic Background and Continuous Waves

Other promising sources of gravitational waves for early detections include bursts, stochastic backgrounds and continuous wave sources.

Burst sources are those which produce strong short-lived signals with sufficient power in the sensitive band of the interferometer to be detectable. One such predicted source is a stellar core collapse as found in a type II supernova [135]. The strength of the GW produced in such a collapse would depend strongly on its geometry, a spherically symmetric collapse would produce no GWs at all. Supernova simulations are currently unable to include all the relevant physics to model the phenomena and therefore accurate GW waveform models from this source do not exist. There may be many other possible burst sources caused by unpredicted violent astrophysical events, see [6] and references there in for details of sources and the LIGO search for them.

Stochastic backgrounds of GWs are predicted to be generated from a large number of discrete uncorrelated sources such as the superposition of many astrophysical emitters, e.g. spinning Neutron Stars [143] or from cosmological backgrounds like relic gravitational waves from the early universe [121]. Multiple interferometers are needed to differentiate a stochastic background from noise, and such searches have been carried out by LIGO and Virgo placing upper limits on this GW background [8]. Searches
are also underway for imprints of relic GWs on the Cosmic microwave background via electromagnetic observations, e.g. [43].

GW pulsars are a possible source of continuous waves. A mass deformation on a spherically symmetric spinning NS would produce a continuous source of GWs at a frequency twice that of the spin frequency for an extended period of time. The amplitude of the these GWs would depend on the size of the mass deformation and is limited by the size which could be stably supported by the NS [136]. Details of recent LIGO searches for continuous waves can be found in [144].

1.3 Gravitational Wave Detectors

Gravitational waves (GWs) interact very weakly with matter making them difficult to detect. There are various methods of detection that have been proposed, some of which have been active for a number of years. These detection methods are characterised by their sensitive frequency range, which in turn sets the possible sources of GWs they can hope to detect. In this work I focus primarily on stellar mass compact binary coalescence (CBC) signals detected in ground based laser interferometers. In Appendix A I also consider GWs from super massive black hole binaries (SMBHBs) as detected by pulsar timing arrays (PTAs).

1.3.1 Laser Interferometers

Various ground based interferometers have completed their initial science runs and are now being upgraded for improved sensitivity alongside more interferometers in planning stages across the world. These detectors use laser interferometry to detect the
relative motion of freely suspended test masses. The ground based detectors are modified Michelson interferometers, with two perpendicular arms, with many additional features to increase sensitivity to GW signals while minimising noise. For example, many detectors include Fabry-Perot cavities in both arms [79], seen in Figure 1.2.

**Figure 1.2** Schematic of a basic Michelson Interferometer with Fabry-Perot cavities for GW detection (Source: [39]). The cavities are formed by the initial test mass (ITM) and end test mass (ETM) in each perpendicular arm.

---

**Noise in Ground Based Interferometers**

Interferometers have a sensitive frequency band, the frequency range in which they can hope to detect GWs set by various sources of noise in the detector. The noise can
never be fully eradicated but via various design and operational techniques the noise in a specific frequency band can be lowered to the point of allowing GWs detection. The main sources of noise in advanced detectors can be seen in Figure 1.3.

**Figure 1.3** The anticipated main noise sources and the total noise curve for the advanced Laser Interferometer Gravitational-wave Observatory (aLIGO) detectors. (Source: [177])

Seismic noise in advanced ground based detectors limits sensitivity below about 10 Hz. Seismic noise is due to the seismic motion of the Earth which causes motion in the test masses of the interferometer. To minimise seismic noise the test masses can be suspended from a series of pendulums to dampen any horizontal motion and springs can be used to dampen vertical motion [139].

Gravity gradient noise is caused by local fluctuations in gravitational field strength effecting the motion of the test masses and is limiting around 10 Hz [70]. It is impossible
to screen the test masses from the local changes in gravity as they have the same physical effect as GWs. As the largest effect is from surface waves possible future solutions to gravity gradient noise would be to build detectors underground, such as the KAGRA detector currently under construction in Japan. Another possible solution is to use a monitor and subtract method in order to remove the noise electronically rather than mechanically.

Thermal noise is caused by the thermal vibrations of the test masses and their suspension, to combat this the test masses have minimised thermal coupling to the suspension, with resonances chosen outside of the sensitive band. It may also be possible to cryogenically cool future interferometers to reduce thermal noise.

Radiation pressure noise is due to uncertainty in the amplitude of the laser field which can be reduced by using heavier mirrors or decreasing the laser power. However this would increase the shot noise, or photon counting noise, which dominates the high end of the frequency band. In order to reduce shot noise the light power in the interferometer can be increased by either increasing the power in the interferometer via various methods, such as multipass arms, or power recycling.

The levels of noise or the sensitivity of a given detector is usually represented by a power spectral density (PSD). The output of the detector, \(d(t)\) is the linear sum of any GW signal, \(h(t)\) and the noise, \(n(t)\). Assuming the noise is stationary, let \(\kappa\) be defined as,

\[
\kappa(\tau) \equiv \langle n(t_1)n(t_2) \rangle ,
\]

where \(\tau = |t_1 - t_2|\) and \(\langle...\rangle\) denotes the ensemble average. Then the one-sided noise
$S_n(f)$ is defined as zero for negative frequencies and for positive frequencies as,

$$S_n(f) = \frac{1}{2} \int_{-\infty}^{\infty} \kappa(\tau)e^{2\pi if\tau}d\tau,$$

(1.15)

$$\langle \tilde{n}(f)\tilde{n}^*(f) \rangle = \frac{1}{2}S_n(f)\delta(f - f'),$$

(1.16)

where $S_n(f)$ has units of $Hz^{-1}$. Sometimes the noise amplitude spectral density is reported, as in Figure 1.3, which is simply the square root of the PSD. Both these functions measure the noise per linear frequency bin but to compare the noise to a broadband GW signal (e.g. figure 1.4) the power per logarithmic frequency bin is often used via the effective gravitational wave noise,

$$h_n(f) \equiv \sqrt{fS_n(f)},$$

(1.17)

(note $S_n(f)$ has units of time) as this quantity can then be directly compared to some characteristic signal amplitude,

$$h_c \equiv f \mid \tilde{h}(f) \mid,$$

(1.18)

where $\tilde{h}(f)$ is the Fourier transform of $h(t)$.

The Existing Network of Interferometers

In contrast to electromagnetic telescopes, GW detectors are nearly omni-directional, they are sensitive to signals from across the whole sky. Therefore it is necessary to use a network of detectors in order to locate short lived GW signals via triangulation, while long lived ($\sim$ months) signals may be triangulated via the Earth’s motion. A network of
A CBC produces a broadband signal which sweeps the sensitive frequencies of the detector, meaning the integrated signal is of interest. Contrastingly a burst signal may be narrow band and focused in a small frequency band.

The LIGO Virgo Collaboration (LVC) is a worldwide collaboration of detectors and scientists aiming to build and utilise such a network of detectors. The LVC detectors are the Laser Interferometer Gravitational-wave Observatory (LIGO), GEO and Virgo instruments. LIGO [11] is a set of three detectors in the United Sates comprised of two detectors (H1 and H2) located at Hanford, Washington and a third (L1) at Livingston, Louisiana. H1 and L1 have arm lengths of 4 km while H2 has 2 km long arms. The first 6 periods of scientific data taking, science runs, using the LIGO detectors are known as initial and enhanced LIGO and took place between 2002 and 2010, see e.g. [10]. The sensitivities achieved in this time can be seen in Figure 1.5. Since 2010 LIGO has been undergoing upgrades to improve its sensitivity [1]. Science runs of this advanced LIGO...
are scheduled to begin in September 2015. Additionally there are plans to relocate the H2 detector to India [150] to increase the baseline of the world wide network of detectors.

**Figure 1.5** Sensitivities achieved by initial [LIGO] Hanford 4km (LHO 4k) and [LIGO] Livingston 4km (LLO 4k) interferometers. (Source: [139])

Virgin [13] is a similar interferometer located near Pisa, Italy with arm lengths of 3 km. Initial Virgo had three science runs between 2007 and 2010. Like [LIGO] Virgo is also implementing advanced technologies to increase sensitivities [179]. GEO600 [85] is a smaller detector located near Hannover, Germany with 600 m arms. GEO has a different geometry to the other detectors, using folded arms instead of Fabry-Perot cavities [208]. GEO has been a testing ground for the new technologies now being implemented in the advanced [LIGO] upgrades. Finally, KAGRA is an advanced detector currently under
construction in Japan. KAGRA has additional features such as cryogenic cooled mirrors and a seismically quite location inside a large mountain. KAGRA construction began in 2010 and is scheduled to begin taking data in 2017 [29].

Looking to the future, planning has already been under way for the next generation of laser interferometers for a number of years. The proposed underground Einstein Telescope (ET) and space based Laser Interferometer Space Antenna (LISA) [60] could provide greatly improved sensitivities as well extending the frequency range of laser interferometer GW detectors.

1.3.2 Pulsar Timing Arrays

Complementary to interferometer detectors are PTAs which aim to utilise the extremely stable time of arrivals of radio wave pulses emitted by millisecond pulsars. Any GW travelling between the observed pulsar and the Earth will cause a time varying shift in the time of arrival of the radio signal. By monitoring an array of such pulsars and cross correlating the shift in arrival times it is theoretically possible to detect a GW signal. The sensitive frequency band is $\sim 10^{-7} - 10^{-9}$Hz for PTAs is determined by the length of the data set and the cadence of observations, i.e. how long the pulsars have been observed for and the frequency of such observations. In order to search for a signal in pulsar timing data, the other variations in timing which are not caused by GWs must be taken into account. This noise is modelled as a number of different contributions [111]. the uncertainty in the pulsar’s astronomical and timing properties, such as its spin period and its possible spin noise. There is white noise caused by the radiometer and also jitter noise caused by averaging multiple pulses. The pulsar signal can be delayed via dispersion in the interstellar medium. PTAs are also insensitive to
signal at a frequency of 1/year due to solar system ephemeris errors.

The International Pulsar Timing Array (IPTA) \[91\] and constituting PTAs (European Pulsar Timing Array (EPTA) \[77\], North American Nanohertz Observatory for Gravitational Waves (NANOgrav) \[99\] and Parkes Pulsar Timing Array (PPTA) \[90\]) have published several upper limits of stochastic backgrounds of GWs in this band, see for example \[162\], \[187\], \[65\].

1.4 Data Analysis

Gravitational waves (GWs) interact very weakly with matter and therefore are extremely difficult to detect. Advanced instruments should be on the limit of sensitivity needed to detect these signals and the output of the interferometer will include any GW signals buried in detector noise. As such, sophisticated data analysis techniques must be employed in order to firstly detect possible GWs in the data and then to analyse the precise form of the signal in order to study the physics and astrophysics of the source.

In this work I focus on the data analysis of compact binary coalescence (CBC) signals in ground based interferometers. CBC signals are promising sources in these detectors due to their expected rates and also because of the accuracy at which the form of the GW signal can be predicted, allowing the data analysis techniques described below to be performed.

The output of an interferometer, known as the data $d(t)$, is a linear combination of the detector noise $n(t)$ and any GW signal $h(t)$,

$$d(t) = n(t) + h(t) .$$  \[1.19\]
The data from a network of detectors may be combined using coincident or coherent methods. Coincident analysis processes data from each detector individually and then looks for coincident results with physically consistent parameters in multiple detectors. Whereas coherent analysis combines outputs from each detector into a single data set before analysis. In principle, coherent analysis is the correct method but is more computationally expensive \[133\] while coincident analysis can provide quick checks of false signals which are present only in one detector due to local noise. Therefore usually searches for GWs have used coincident analysis, e.g. \[7\], however where computationally feasible coherent searches have also been performed, e.g. \[6\].

For data analysis it is often useful to work in the frequency domain, for wide band signals as it is assumed that the noise is uncorrelated in frequency.

\[
\tilde{d}(f) = \tilde{n}(f) + \tilde{h}(f). \tag{1.20}
\]

For the purpose of data analysis the noise is usually assumed to be stationary and Gaussian with zero mean and variance described by the single sided noise power spectral density (PSD) \(S_n\) as defined in Equation \[1.15\]. It is useful to define a noise weighted inner product,

\[
\langle a \mid b \rangle \equiv 2 \int_0^\infty \frac{\tilde{a}(f)\tilde{b}^*(f) + \tilde{a}^*(f)\tilde{b}(f)}{S_n(f)} df = 4\Re \left[ \int_0^\infty \frac{\tilde{a}(f)\tilde{b}^*(f)}{S_n(f)} df \right]. \tag{1.21}
\]

\section*{1.4.1 Matched Filtering}

The general form of a CBC signal has been approximated via various method (see Section \[1.5\], however the precise form will depend on the unknown source parameters.
To find CB signals in the noisy output of the detector a matched, or Wiener, filter technique is used, which is well known to be the optimal filter to maximise the signal to noise ratio for a known form of signal buried in noise, see e.g. [89]. As the precise form is unknown a range of filters is created to span the source parameter space, known as a template bank. Filtered potential signals that pass some threshold signal to noise ratio (SNR) can then be analysed further in order to ensure they are true signals and not noise, see [22] for details.

In order to optimally filter the data the correct form of the GW signal must be used, which is not known a priori. If a filter proportional to the exact form of \( h \) is used an optimal SNR, \( \rho_{\text{opt}} \), is recovered,

\[
\rho_{\text{opt}} = \langle h | h \rangle^{1/2}.
\] (1.22)

While if some suboptimal filter \( u \) is used the recovered SNR \( \rho \) would be,

\[
\rho = \frac{\langle u | h \rangle}{\sqrt{\langle u | u \rangle}}.
\] (1.23)

This method relies on creating a template bank of possible signals to use as filters, which is densely distributed enough in parameter space and created from accurate enough waveforms in order to ensure that there is not significant drop in optimal SNR while still being computationally effective. This potential loss of SNR due to inaccurate waveforms or sparsely populated parameter space can be quantified via the maximised match or fitting factor.

Let \( h_T \) be the true waveform which depends on a set of parameters, \( \theta \). The output of the detector is \( d(t) = n(t) + h_T(\theta_T) \), where again the subscript \( T \) denotes the true
values or function. The template bank is constructed from an approximate waveform $h_A$ which is evaluated at some value of the parameters $\theta$. The match $M$ is defined as the fractional loss in SNR from using the filter of the form $h_A(\theta)$,

$$ M = \frac{\rho}{\rho_{opt}} = \frac{\langle h_A(\theta) \mid h_T(\theta_T) \rangle}{\sqrt{\langle h_A(\theta) \mid h_A(\theta) \rangle \langle h_T(\theta_T) \mid h_T(\theta_T) \rangle}}. \quad (1.24) $$

The maximised match or fitting factor $FF$ is the match maximised over all the values of $\theta$ that are included in the template bank.

$$ FF = \left[ \frac{\langle h_A(\theta) \mid h_T(\theta_T) \rangle}{\sqrt{\langle h_A(\theta) \mid h_A(\theta) \rangle \langle h_T(\theta_T) \mid h_T(\theta_T) \rangle}} \right]_{\text{maximised over } \theta}. \quad (1.25) $$

Note this maximum will not necessarily occur at $\theta = \theta_T$ due to the use of an approximate waveform.

### 1.4.2 Bayesian Inference

Bayesian analysis provides a robust framework for hypothesis testing and parameter estimation and as such is used extensively in GW data analysis. Bayes theorem allows us to calculate the probability of some hypothesis $\mathcal{H}_i$ given some data $D$ and any relevant prior information $I$ regarding the hypothesis and the data,

$$ P(\mathcal{H}_i \mid D, I) = \frac{P(\mathcal{H}_i \mid I) P(D \mid \mathcal{H}_i, I)}{P(D \mid I)}. \quad (1.26) $$
\( P(\mathcal{H}_i \mid I) \) is the prior probability of the hypothesis, \( P(D \mid \mathcal{H}_i, I) \) is the likelihood of the hypothesis and \( P(D \mid I) \) is a normalisation such that,

\[
P(D \mid I) = \sum_i P(\mathcal{H}_i \mid I) P(D \mid \mathcal{H}_i, I).
\]

Model Selection

To use Bayes theorem to compare two models, each of which could possibly describe the data, we assign the hypothesis \( \mathcal{H}_i \) to some data model \( M_i \) which depends on some parameters \( \theta \). As the hypothesis depends on some free parameters we must marginalise over these to provide the marginalised likelihood or evidence \( Z \),

\[
Z = P(D \mid M_i) = \int p(\theta \mid M_i, I) p(D \mid M_i, \theta, I) d\theta.
\]

The normalisation factor in Equation 1.26 is only calculable if there is a complete set of known models for which \( \sum_i P(M_i \mid D, I) = 1 \), otherwise we use the odds ratio \( O_{i,j} \) to compare models where this quantity vanishes.

\[
O_{i,j} = \frac{P(M_i \mid D, I)}{P(M_j \mid D, I)} = \frac{P(M_i \mid I)}{P(M_j \mid I)} B_{i,j}, \quad (1.29)
\]

\[
B_{i,j} = \frac{P(D \mid M_i, I)}{P(D \mid M_j, I)}, \quad (1.30)
\]

where \( B_{i,j} \) is the ratio of the evidences and is known as the Bayes factor. The odds ratio can be used to compare models such as \( d = n \) vs. \( d = n + h \). In this case both models are valid even if there is no signal present (in the second case the model parameters would be such that \( h = 0 \)). However Bayes theorem has a built in ‘Occam’s
razor’, penalising extra parameters in the hypothesis which aren’t justified by the data, meaning the noise only model would be preferred in the absence of a GW signal.

**Parameter Estimation**

In order to use detected CBC signals to study astrophysics, Bayes theorem is used as a parameter estimation technique. Although in principle there is no distinction between the two idealised results of matched filtering and parameter estimation (i.e. the best filter uses the true parameters of system) the computational techniques used in one are currently not efficient for the other. Additionally in the presence of noise the optimal filter may be shifted from the source parameters.

In this case the model describing the data is assumed to be true (i.e. is contained within I) and the hypothesis space is the value of the parameters \( \theta \) that describe that model. Equation 1.26 becomes,

\[
p(\theta | D, I) = \frac{p(\theta | I)p(D | \theta, I)}{p(D | I)},
\]

where \( p(\theta | D, I) \) is the posterior density function (PDF) of the parameters given the data. \( p(\theta | I) \) is the prior, \( p(D | \theta, I) \) is the likelihood and \( p(D | I) \) is the evidence, as in Equation 1.28 where in this case \( M_i \) is included in \( I \). The marginalised PDF on a subset of parameters such that \( \theta = \{ \theta_A, \theta_B \} \) is,

\[
p(\theta_A | D, H, I) = \int p(\theta | D, H, I)d\theta_B.
\]

This allows the PDF of a single parameter (or any combination of parameters) to be computed.
In the case of a CBC GW signal in Gaussian stationary noise the likelihood is:

\[
L = \mathcal{N} \exp \left[ -\frac{\langle n | n \rangle}{2} \right] = \mathcal{N} \exp \left[ -\frac{\langle d - h(\theta) | d - h(\theta) \rangle}{2} \right],
\]

where \( \mathcal{N} \) is the normalisation constant.

Bayesian Codes

Bayesian Inference for CBC model selection or parameter estimation relies on accurately exploring a highly dimensional parameter space, 9 dimensions in the case of CBC signals with non-spinning components and 15 for spinning ones. This integral is very computationally expensive so statistical sampling techniques are used. Multi-dimensional integrals are not unique to the field of GW data analysis so existing algorithms are used which are then tailored and further developed specifically for this problem in order to optimise the computation. Even so, full parameter estimation computations can take days, weeks or even months to complete.

There are two main methods used by the Parameter Estimation group of the LIGO Virgo Collaboration (LVC) and are implemented in the LIGO Scientific Collaboration (LSC) algorithm library (LAL) [119], they are called Nested Sampling and Markov chain Monte Carlo (MCMC). Both codes use sampling methods to concentrate samples in the part of the parameter space which has the highest contribution to the evidence. Nested Sampling is an algorithm specifically designed to compute the Bayesian Evidence, with the by-product of producing parameter PDFs. It was created by Skilling [167] [168] and developed for use in GW data analysis by Veitch and Vecchio [192] [193]. Nested Sampling works by evolving a set of \( N \) samples (or live points), which are initially randomly distributed in parameter space, to higher likelihood values at each iteration,
zooming in on the peak(s) of the PDF and performing the sum of the evidence as it goes. The PDF can then be reconstructed via the density of samples at each iteration of the algorithm, see [193] for details. In contrast the MCMC algorithm is designed to produce the PDF and can produce the evidence as a by-product of the computation. MCMC methods have a long history of being used in a wide variety of fields including a number of Bayesian applications, e.g. [82], and has been used in GW parameter estimation for a number of years, e.g. [147] [186]. The MCMC algorithm uses a weighted random walk to draw samples from the parameter space such that the probability of being in a region of parameter space is proportional to the posterior density for that region. Hence, after some termination condition is met, the density of samples is directly proportional to the PDF.

1.4.3 Fisher Matrix Approximation

Full Bayesian parameter estimation is computationally costly and often a faster approximation for the accuracy to which one can recover the parameters of the GW source is desirable. The fisher matrix has been used extensively for this purpose, see for example [56] although it has many limitations some which are only recently being investigated [145] [125].

The Fisher Information Matrix $\Gamma_{ij}$ is defined as,

$$\Gamma_{ij} = \left. \langle -\frac{\partial}{\partial \theta_i} \frac{\partial}{\partial \theta_j} \log L \left( d \mid \theta \right) \rangle \right|_{\theta = \theta_r}. \tag{1.34}$$

Where $\langle \ldots \rangle$ denotes averaging over noise realisations. In the limit of high SNR, equivalently the linear signal approximation (LSA) see [180], the inverse of the Fisher matrix...
approximates the covariance matrix of the PDF such that,

\[ \sigma_i = \sqrt{\Sigma_{ij}} = \sqrt{(\Gamma^{-1})_{ij}} , \quad (1.35) \]

\[ \text{covar}(\theta^i, \theta^j) = \frac{\Sigma_{ij}}{\sqrt{\Sigma_{ii} \Sigma_{jj}}} . \quad (1.36) \]

For this likelihood,

\[ \Gamma_{ij} = \langle h_i | h_j \rangle . \quad (1.37) \]

### 1.5 Waveforms

As discussed above, compact binary coalescence (CBC) data analysis depends on using accurate waveforms of the gravitational wave (GW) signal that can be produced across a range of source parameters at a rate which allows computation of a template bank or sample of likelihoods. These are possible to produce as CBC systems are relatively clean sources, meaning the signal depends on a small number of parameters. The parameters which control the form of the signal received at the Earth can be classified as intrinsic or extrinsic to the source. The intrinsic parameters are the spins and the masses of the objects, often expressed as the Chirp Mass \( \mathcal{M} \) and symmetric mass ratio \( \eta \),

\[ \eta = \frac{m_1 m_2}{M^2} , \quad (1.38) \]

\[ \mathcal{M} = \eta^{3/5} M , \quad (1.39) \]

where \( m_1 \) and \( m_2 \), are the binary’s component masses and \( M \) is the total mass of the system. The extrinsic parameters are those which depend on the detector location and orientation relative to the source: sky position (right ascension \( \alpha \) and declination \( \delta \)), the luminosity distance of the source \( (D_L) \), the polarisation phase \( (\psi) \), the binary’s in-
clination ($i$) and some reference time ($t_c$) and phase ($\phi_c$). This is a total of 9 parameters for binaries composed of non-spinning compact objects and 15 parameters for spinning objects. The eccentricity of the orbit has a negligible effect on the GW signal in the Laser Interferometer Gravitational-wave Observatory (LIGO) band. This is because the radiation reaction causes any eccentricity in the orbit to decrease \cite{138} so that by the time the signal is in the sensitive band of the detector the orbit it can be assumed circular.

The waveforms produced by the complex two-body gravitationally bound system may be approximated using a variety of methods. Various numerical relativity simulations have been able to generate waveforms in recent years over $\sim$ tens of orbits for a selected choice of extrinsic parameters as well as the merger of the objects, see \cite{19} for details of a selection of these waveforms. As many of the data analysis techniques rely on using a large number of waveforms across the parameter space these numerical methods do not provide all the waveforms needed and other approximate techniques are used.

The post-Newtonian (PN) expansion is commonly used to approximate the inspiral signal generated by CBC \cite{49}. It is a low velocity expansion whose expansion parameter is the velocity $v$ of the reduced mass $\mu$ of the system. By using expansions in this parameter for the GW luminosity and energy of the system the energy balance equation can be used to compute the adiabatic expressions for orbital velocity and phase. These equations can then be solved in a number of ways leading to different families of waveforms, see \cite{53} for a comparison. TaylorF2 is one such waveform family which is used extensively in this work, it uses a Taylor expansion and stationary phase approximation to generate a frequency domain waveform. Here I outline the derivation of the orbital parameters and TaylorF2 waveform at the leading (Newtonian) order based on the derivations described in \cite{53, 56} and \cite{122}.
Let the orbit of the binary lie in the \((x,y)\) plane such that,

\[
x(t) = r \cos \left( \pi ft + \frac{\pi}{2} \right), \tag{1.40}
\]
\[
y(t) = r \sin \left( \pi ft + \frac{\pi}{2} \right), \tag{1.41}
\]
\[
z(t) = 0, \tag{1.42}
\]

where \(r\) is the orbital separation and \(f\) is the gravitational wave frequency, which (at this lowest order) is twice the orbital frequency.

Then using the expressions for \(Q_{ij}\) given in Equations \[1.5\] and \[1.6\] in the centre of mass frame, gives the mass quadrupole and its traceless second and third time derivatives,

\[
I_{ij} = \mu x^i x^j, \tag{1.43}
\]
\[
I_{11} = \mu r^2 \left( \frac{1 - \cos (2\pi ft)}{2} \right), \tag{1.44}
\]
\[
I_{22} = \mu r^2 \left( \frac{1 + \cos (2\pi ft)}{2} \right), \tag{1.45}
\]
\[
I_{12} = I_{21} = -\mu r^2 \sin (2\pi ft), \tag{1.46}
\]
\[
I_{i3} = I_{3i} = 0, \tag{1.47}
\]

where \(i = 1, 2, 3\).

\[
\ddot{Q}_{11} = -\ddot{Q}_{22} = 2\mu r^2 \pi^2 f^2 \cos (2\pi ft), \tag{1.48}
\]
\[
\ddot{Q}_{12} = \ddot{Q}_{21} = 2\mu r^2 \pi^2 f^2 \sin (2\pi ft). \tag{1.49}
\]

\[
\dddot{Q}_{11} = -\dddot{Q}_{22} = -4\mu r^2 \pi^3 f^3 \sin (2\pi ft), \tag{1.50}
\]
\[
\dddot{Q}_{12} = \dddot{Q}_{21} = 4\mu r^2 \pi^3 f^3 \cos (2\pi ft). \tag{1.51}
\]
Using the equation for quadrupole luminosity given in Equation 1.7,

\[ \mathcal{L} = \frac{32}{5} \mu^2 r^4 \pi^6 f^6. \]  

(1.52)

Using the quadrupole formula, Equation 1.4,

\[ h = \frac{4\mu r^2 \pi^2 f^2}{D_L} \begin{bmatrix} \cos(2\pi ft) & \sin(2\pi ft) & 0 \\ \sin(2\pi ft) & -\cos(2\pi ft) & 0 \\ 0 & 0 & 0 \end{bmatrix}. \]  

(1.53)

In order to express this as a simple time-domain waveform we assume an adiabatic inspiral such that,

\[ \mathcal{L} = -\frac{dE}{dt}, \]  

(1.54)

where \( E \) is, at leading order, the sum of potential and kinetic energies,

\[ E = -\frac{m_1 m_2}{r} + \frac{1}{2} \mu v^2. \]  

(1.55)

Assuming a circular Keplarian orbit,

\[ v = \sqrt{\frac{M}{r}} = (\pi M f)^{1/3}. \]  

(1.56)

We can now write the equation of motion of the binary as,

\[ \frac{dr}{dt} = \frac{dE}{dt} \frac{dr}{dE} = -\mathcal{L} \frac{dr}{dE}. \]  

(1.57)
\[
\frac{dr}{dt} = -\frac{64 m_1 m_2 M}{5 r^3}.
\] (1.58)

Letting \( r \to 0 \) as \( t \to t_c \),

\[
r(t) = \left(\frac{256}{5} m_1 m_2 M\right)^{1/4} (t_c - t)^{1/4}.
\] (1.59)

And equivalently,

\[
f(t) = \frac{M^{-5/8}}{\pi} \left[ \frac{256}{5} (t_c - t) \right]^{-3/8}.
\] (1.60)

The phase of the wave is,

\[
\phi = \int 2\pi f \, dt.
\] (1.62)

Integrating and using constant of integration such that as \( t \to t_c \) \( \phi \to \phi_c \) gives,

\[
\phi(t) = -2 \left[ \frac{1}{5M} (t - t_c) \right]^{5/8} + \phi_c.
\] (1.63)

Leading to,

\[
h_+ = \frac{4\eta M^2}{D_{LR}} \cos (\phi(t)),
\] (1.64)

\[
h_\times = \frac{4\eta M^2}{D_{LR}} \sin (\phi(t)).
\] (1.65)

To approximate the Fourier transform we use the well known stationary phase approx-
imation which states that given a function of the form,

\[ B(t) = A(t) \cos \phi(t), \]  

(1.66)

the estimate of the fourier transform is given by

\[ \tilde{B}(f) \approx \frac{1}{2} A(t) \left( \frac{df}{dt} \right)^{-1/2} e^{i(2\pi ft - \phi(f) - \pi/4)} \]  

(1.67)

where \( t \) is defined as the time when \( \frac{d\phi(t)}{dt} = 2\pi f \) and \( \phi(f) = \phi(f(t)) \). The following conditions must be met,

\[ \frac{1}{A} \frac{dA}{dt} \ll 2\pi f, \]  

(1.68)

\[ \frac{1}{f} \frac{df}{dt} \ll 2\pi f. \]  

(1.69)

I.e. this is valid for CBC systems within the LIGO band which have many cycles at a slowly changing amplitude and frequency. Therefore we can approximate \( \tilde{h}(f) \) as,

\[ \tilde{h}(f) = \frac{1}{D_L} \mathcal{M}^{5/6} f^{-7/6} e^{i\Psi(f)}, \]  

(1.70)

\[ \Psi(f) = 2\pi ft_c - \phi_c - \frac{\pi}{4} + \frac{3}{128} (\pi \mathcal{M} f)^{-5/3}. \]  

(1.71)

This is the quadrupole Newtonian approximation to the waveform, PN corrections and higher harmonics add corrections to both the amplitude and phase of the wave, which can be expanded in terms of the classical velocity of the reduced mass.

The corrections to the phase, which have been calculated to 3.5 PN order (\( \mathcal{O}(v^7) \)), are vital for detection and parameter estimation, see section 1.4. The 3.5 PN TaylorF2...
phase for a non-spinning objects is given by (e.g. [26])

\[
\Psi(f) = 2\pi f t_c - \phi_c - \frac{\pi}{4} + \frac{3}{128} (\pi M f)^{-5/3} \sum_{k=0}^{N} \alpha_k (\pi M f)^{k/3},
\]

(1.72)

\[
\alpha_0 = 1,
\]

(1.73)

\[
\alpha_1 = 0,
\]

(1.74)

\[
\alpha_2 = \frac{20}{9} \left( \frac{743}{336} + \frac{11}{4} \eta \right),
\]

(1.75)

\[
\alpha_3 = -16\pi,
\]

(1.76)

\[
\alpha_4 = 10 \left( \frac{3058673}{1016064} + \frac{5429}{1008} \eta + \frac{617}{144} \eta^2 \right),
\]

(1.77)

\[
\alpha_5 = \pi \left( \frac{38645}{756} + \frac{38645}{252} \log \left( \frac{v}{v_{ISCO}} \right) - \frac{65}{9} \eta \left[ 1 + 3 \log \left( \frac{v}{v_{ISCO}} \right) \right] \right),
\]

(1.78)

\[
\alpha_6 = \left( \frac{11583231236531}{4694215680} - \frac{640 \pi^2}{3} - \frac{6848 \gamma}{21} \right)
\]

\[
+ \eta \left( -\frac{15335597827}{3048192} + \frac{2255 \pi^2}{12} - \frac{1760 \theta}{3} + \frac{12320 \lambda}{9} \right)
\]

\[
+ \frac{76055}{1728} \eta^2 - \frac{127825}{1296} \eta^3 - \frac{6848}{21} \log(4 v),
\]

(1.79)

\[
\alpha_7 = \pi \left( \frac{77096675}{254016} + \frac{378515}{1512} \eta - \frac{74045}{756} \eta^2 \right).
\]

(1.80)

Where \( \lambda = -\frac{1987}{3080} \), \( \theta = -\frac{11831}{9240} \) and \( \gamma \) is the Euler-Mascheroni constant = 0.577... The presence of spins, as expected to be common if a black hole (BH) is one of the compact objects, causes the orbit to precess, introducing a phase and amplitude modulation.

### 1.6 Testing General Relativity

Einstein’s theory of General Relativity (GR) has passed every test it has undergone so far, see [207] and references therein for comprehensive review of these tests. The direct detection of gravitational waves (GWs) from compact binary coalescence (CBC)
sources will provide a new testing ground for GR. Tests of GR can be classified as weak or strong field tests, the strength of gravity can be classified via the Newtonian gravitational field strength calculated from the total mass $M$ of a system and its linear size $r$,

$$\phi = \frac{M}{r}. \quad (1.81)$$

For example for a gravitationally bound system with reduced mass $\mu$ and typical velocity $v$, the kinetic forces must be of order of the gravitational forces,

$$\frac{1}{2} \frac{\mu M}{r} \sim \frac{1}{2} \mu v^2, \quad (1.82)$$

$$\phi \sim v^2. \quad (1.83)$$

GR is relatively well tested in the weak field regime within our solar system, e.g. [42], where $\phi \ll 1$, for example the Newtonian gravitational field strength on the surface of the Sun $\phi_\odot = M_\odot / r_\odot \approx (4.93 \times 10^{-6} \text{s}) / (2.32 \text{s}) \approx 2.12 \times 10^{-6}$. In order to more fully test GR it must be tested against observations from strong field systems also.

### 1.6.1 Binary Pulsars

The most stringent tests of GR so far have come from the observations of binary pulsars which are much more sensitive to relativistic effects than any solar system tests, $v \sim 10^{-3}$, they have a short orbital period allowing effects to rapidly build up and they are relatively clean systems allowing relativistic effects to be accurately determined [207]. The first pulsar in a binary system to be discovered was PSR B1913+16, also known as the Hulse-Taylor pulsar after its discoverers [96]. The binary is composed of a radio pulsar in orbit around a quiet companion with an orbital period of $\sim 7.75$ hours and
binary separation $\sim 1R_\odot$ leading to the conclusion that the companion must be a compact object. The pulsar is very stable with a pulse period of $P \sim 59\text{ms}$ and no glitches. GR predicts the orbit of the binary to be decaying in a predictable way due to loss of energy and angular momentum via GWs. This decay is dependant on the masses and eccentricity of the system which can be determined via other observables. Therefore the predicted shift in periastron due to the orbits decay can be calculated and compared to the observed shift as a test of GR. This agreement in observation and prediction over 30 years of observations of the pulsar is seen in Figure 1.6.

Since the discovery of the Hulse Taylor pulsar a handful of other pulsars in binary systems have been discovered, see [118] and references therein. The most stringent tests of GR come from the only known double pulsar system PSR J0737-3039, in which both objects have been detected via pulsar emissions [120]. As each of the relativistic observational parameters of the binary have a precise dependence on the masses of the system predicted by GR these parameters are used as a self consistency check of the theory, seen in graphical form in Figure 1.7.

### 1.6.2 Gravitational Waves

When CBC GW signals are detected in advanced interferometers they will be the strongest field systems to be observed, with $\phi \sim \frac{1}{6}$. If GR is the incorrect theory of gravity there are various effects which could possibly be observed in the inspiral signal, especially if those theories effect the orbital evolution of the binary as ground based interferometers are very sensitive to phase evolution of the signal. Rather than investigate the exact form of GWs from all possible theories of gravity, which would each involve complex analytical solutions which are not even complete for the most
Figure 1.6 The Periastron advance of the Binary Pulsar PSR B1913+16. The points are data (with error bars) and the curve is the prediction of GR (Source: [201])
Figure 1.7 Parametrised tests of General Relativity using the observed post-Keplarian parameters of the double pulsar. The shaded area is the parameter space forbidden via mass functions which ensure sin of the inclination of the orbit is less than 1. Other post-Keplarian parameters and their respective errors are represented as pairs of lines (some only distinguishable in the zoomed panel). All of the mass functions are seen to agree within a small error area, marked in blue. $R$ is the mass ratio, $\dot{\omega}$ describes the relativistic precession of the orbit, $\gamma$ describes the relativistic redshift and time dilation, $\dot{P}_b$ describes the decrease in orbital period due to GW emission, $s$ and $r$ describe the Shapiro time delay. (Source: [109])
respected theory of gravity, it is possible instead to focus on general phenomenological changes to GW signals and parameterisation of signals in such a way to test a range of alternative theories. This topic is discussed further in Chapter 3, Appendix B and Appendix C.

The rest of this work is arranged as follows. Chapter 2 is a study on the predictive methods for the accuracy of sky localisation of compact binary coalescence (CBC) signals in an advanced detector network, as published in [86]. Chapter 3 presents the first steps in studying data analysis of non-General Relativity (GR) gravitational wave (GW) signal, the work being included in published works [62] and [112], both found in the appendix. Chapter 4 presents an online tool for estimating the rates of CBC signals in advanced detectors. The appendices include the papers mentioned above as well as the paper published in [130] which studies the accuracy to which the dynamics of a super massive black hole binary (SMBHB) could be recovered using a pulsar timing array (PTA).
Chapter 2

COMPARISON OF
GRAVITATIONAL WAVE
DETECTOR NETWORK SKY
LOCALISATION
APPROXIMATIONS

The work in this chapter is presented in the form of a paper published in Physical Review D [86].

to obtain comparable sky areas, the timing triangulation areas where calculated using a code written by S. Fairhurst and modified by K. Grover. K. Grover was part of discussions for sections 2.8 and 2.9 but did not produce the plots and K. Grover edited the text which was written by I. Mandel ad S. Fairhurst.

Gravitational waves emitted during compact binary coalescences are a promising source for gravitational-wave detector networks. The accuracy with which the location of the source on the sky can be inferred from gravitational wave data is a limiting factor for several potential scientific goals of gravitational-wave astronomy, including multimessenger observations. Various methods have been used to estimate the ability of a proposed network to localize sources. Here we compare two techniques for predicting the uncertainty of sky localization – timing triangulation and the Fisher information matrix approximations – with Bayesian inference on the full, coherent data set.

We find that timing triangulation alone tends to over-estimate the uncertainty in sky localization by a median factor of 4 for a set of signals from non-spinning compact object binaries ranging up to a total mass of \(20M_\odot\), and the over-estimation increases with the mass of the system. We find that average predictions can be brought to better agreement by the inclusion of phase consistency information in timing-triangulation techniques. However, even after corrections, these techniques can yield significantly different results to the full analysis on specific mock signals. Thus, while the approximate techniques may be useful in providing rapid, large scale estimates of network localization capability, the fully coherent Bayesian analysis gives more robust results for individual signals, particularly in the presence of detector noise.
2.1 Introduction

Neutron star (NS) and black hole (BH) binaries will be an important source of gravitational waves (GWs) detectable by advanced ground-based laser interferometers that are expected to come online in 2015, the two LIGO detectors in the US and the Virgo detector in Italy \cite{87,179}. These instruments are sensitive to the final minutes to seconds of a binary coalescence and the detection rate is anticipated to be between $0.4 \text{ yr}^{-1}$ and $400 \text{ yr}^{-1}$ at final design sensitivity \cite{4}. This new class of observations is anticipated to provide us with new insights into the formation and evolution of this class of relativistic objects and their environments e.g. \cite{102,112,126}.

An important element in any astronomical observation is the ability to locate a source in the sky. Compact binaries that are detected via GWs provide a radically new sample of compact object binaries in a highly relativistic regime, which is otherwise difficult to identify. If some of the binding energy is released in the electromagnetic band as a prompt burst of radiation during the merger or as an afterglow, as is expected in the case of NS-NS and NS-BH coalescences, signatures in the gamma-ray, X-ray, optical, and radio spectra may be identified by telescopes, and will provide a multi-wavelength view of these phenomena e.g. \cite{129}. If, on the other hand, the merger is electro-magnetically silent, as expected for a binary black hole merger in vacuum, constraining the source location in the sky may provide unprecedented clues about the environments that harbor such exotic objects.

Locating a GW source as precisely, and rapidly, as is technically possible is therefore an important element of GW observations. GW laser interferometers are not pointing telescopes, but the sky location can be reconstructed through the time of arrival of
GW radiation at the different detector sites, i.e. *timing triangulation*, as well as the relative amplitude and phase of the GWs in different detectors, that carry additional information about the source geometry. During the final observational run (S6/VSR2-3) of the LIGO and Virgo instruments, in their so-called “initial” configuration, a rapid sky localization algorithm based in part on timing triangulation was implemented and used to provide alerts on the time-scale of minutes to telescopes for follow-ups of detection candidates (none of which represented a confident GW detection) [9]. In parallel, a Bayesian inference analysis designed to provide accurate estimates of all the source parameters, including location in the sky, was deployed on a range of software and hardware injections, including the “blind injection” [5]. Now that the instruments are undergoing upgrades [87, 179] a major effort is taking place to refine these sky localization techniques in preparation for observations at advanced sensitivity, and to estimate the pointing performance of the GW network in order to put in place an electro-magnetic (EM) follow-up observational strategy.

When computing the typical size of the error-box in the sky, one needs to draw a careful distinction between actual parameter estimation on noisy data from a detector network, and predictions of the expected parameter-recovery accuracy in principle. Ultimately, one would like to know the probability that the source is enclosed within a given sky area in a real analysis. This information is provided by the posterior probability density function of the sky location given the data and all the assumptions of the model. For a multi-dimensional and possibly multi-modal parameter space, as is the case of models that describe GWs from coalescing binaries, this function can be efficiently obtained using a variety of stochastic sampling techniques. Markov-chain Monte Carlo [186] and nested sampling [193] have both been applied to inference on GW data; in fact, a sophisticated software library specifically developed for this goal is now in place and actively developed [119]. Several assessments of the localization
capability of the trans-continental network of GW instruments in different observational scenarios have recently been made using full, coherent parameter estimation techniques e.g. [104, 134, 189].

However, the exploration of a large-dimensional parameter space can be computationally intensive and lengthy. Other methods have therefore been devised to estimate theoretically the uncertainty of the sky location recovery without going through the actual analysis process.

One technique that has been used in countless studies is based on the evaluation of the Fisher information matrix (FIM), whose inverse provides an estimate of the covariance matrix on the parameter space [56]. However, the FIM provides robust estimates only for a sufficiently high signal-to-noise ratio to validate the approximation of the likelihood as a Gaussian. It is now clear that it is of limited use to describe the actual performance of the network of ground-based laser interferometers in realistic conditions, see [180] and most recently [145].

A different approach that has been considered specifically for predicting the sky localization error-box is based on using time delays between the arrival of GWs at different detectors in the network and theoretical estimates of time-of-arrival measurement uncertainty in individual detectors [74, 202]. A predictive method using solely timing accuracy is therefore based on the assumption of independent rather than coherent analyses of data streams from different detectors, and potentially misses out on additional information from a coherent analysis, such as the relative phase and amplitude of the GW strain between detectors, that could improve localization accuracy. This timing triangulation approach [75] was used as the basis of the recent LIGO Scientific Collaboration and Virgo Collaboration document on prospects for localization of GW transients with advanced observatories [115].
The main question that we want to address in this paper is the following: how accurate are the predictions based solely on triangulation estimates with respect to what could be actually achieved in a real coherent analysis of a stretch of data in which a GW candidate has been identified? We answer this question by considering a set of synthetic gravitational-wave signals from coalescing compact binaries added to Gaussian and stationary noise representative of the sensitivity achieved in the last LIGO – Virgo science run. We then examine and compare the predicted sky localization uncertainty estimates obtained with different techniques for this common set of simulated sources. Our study measures the accuracy of estimates from timing triangulation and Fisher information matrix analyses relative to the optimal coherent Bayesian inference, which defines what is achievable in practice with a given data set and model.

The paper is organized as follows. Section 2.2 outlines the methods used to calculate the sky areas. Section III applies these methods to a set of simulated GW signals. We compare the three methods in Section IV, and conclude with a discussion in Section V.

### 2.2 Methods

The data, \( d_j(t) \), from each GW detector \( j = 1, \ldots, N \), where \( N \) is the number of instruments, is a sum of the noise \( n_j(t) \) and any signal \( h(t; \theta) \),

\[
d_j(t) = n_j(t) + h_j(t; \theta) ,
\]  

(2.1)

where \( \theta \) is a vector that describes the set of unknown parameters that characterize the emitting source. The waveforms for coalescing binary systems \( h(\theta) \) used in this study are discussed in Section 2.4. The noise in each detector is assumed to be a
zero-mean, stationary, Gaussian process characterized by a one-sided noise spectral density $S_{n_j}(|f|)$. The signal, $h(t; \theta)$, from compact binary coalescences (CBCs) with non-spinning components can be described with a nine-dimensional parameter vector $\theta$: the two component masses $m_1$ and $m_2$ (or, alternatively, the symmetric mass ratio $\eta = m_1 m_2 / (m_1 + m_2)^2$ and the chirp mass $M_c = \eta^{3/5} (m_1 + m_2)$), the distance to the source $D$, the source location in the sky – right ascension $\alpha$ and declination $\delta$, the orientation of the binary – polarization $\psi$ and inclination $\iota$, and the reference phase $\phi_0$ and time $t_0$. It is useful to define the noise-weighted inner product between two functions $a$ and $b$ as

$$
\langle a | b \rangle = 2 \int_0^\infty df \frac{\tilde{a}^*(f) \tilde{b}(f) + \tilde{a}(f) \tilde{b}^*(f)}{S_n(f)},
$$

(2.2)

where the integral is formally over all positive frequencies, but in practice is restricted, through $S_n(f)$, to the finite bandwidth over which the instrument is sensitive. Through the rest of the paper we use the notation $\langle a | b \rangle = \sum_j \langle a_j | b_j \rangle$ in order to describe the data analysis of $N$ detectors with uncorrelated noise.

### 2.2.1 Bayesian Parameter Estimation

The parameter-estimation pipeline of the LIGO – Virgo collaboration uses a Bayesian framework to coherently analyze data from all detectors in the network [5]. Bayes’ law gives the posterior probability density function $p(\theta | d)$ in terms of the likelihood $p(d | \theta)$ and prior $p(\theta)$:

$$
p(\theta | d) = \frac{p(\theta) p(d | \theta)}{p(d)},
$$

(2.3)
where the denominator $p(d)$ is the evidence, which we treat as a normalization factor. In stationary, Gaussian noise, the likelihood is

$$p(d | \theta) = \exp \left[ -\frac{1}{2} \langle d - h(\theta) \mid d - h(\theta) \rangle \right]. \quad (2.4)$$

The Bayesian pipeline maps out the posterior probability density function $p(\theta | d)$ of the signal parameters given the data and model, and thus directly provides the statistical measurement uncertainty on parameter estimates. The sampling algorithm used in this paper is the LAL [119] implementation of MCMC [186], known as LALinference.mcmc. It explores the parameter space using a random walk based on Metropolis-Hastings sampling methods [82]. The code returns samples from the posterior which are binned using a kD-tree algorithm [165] to compute the relevant two-dimensional probability intervals on the sky marginalized over all other parameters. For the comparisons reported below, we considered the smallest area which encloses 50% of the total posterior probability $A_{Bayes}$, also known as the 50% credible interval. The performance of this pipeline has been demonstrated on a number of simulated events [5]. Sky localization with this pipeline, among other parameters, was investigated for binary neutron star sources at high signal-to-noise ratios (SNRs) in [146], and the sky localization performance was validated on the same set of simulated sources as here in [164], where the self-consistency of credible intervals was tested.

### 2.3 Timing Triangulation Approximation

The Bayesian methods described above are computationally expensive; therefore, approximate techniques capable of analyzing a large set of synthetic GW sources and
predicting their localization accuracies are desirable. In particular, a timing triangu-
lation (TT) approximation, outlined in \[74\] and \[75\], has been used to predict the sky
localization ability of the upcoming advanced LIGO-Virgo network \[115\]. TT assumes
that the bulk of information that allows for source localization on the sky is contained
in the relative time delays of the arrival of the GW train at different detectors in the
network, and so uses estimates of time-of-arrival uncertainties in individual detectors
to predict the overall localization uncertainty \[74\]. The timing uncertainty in each
detector \(\sigma_t\) is estimated to be:

\[
\sigma_t = \frac{1}{2\pi \rho \sigma_f},
\]  

(2.5)

where \(\rho\) is the expectation value of the SNR in the detector \(\rho^2 = \langle h | h \rangle\) and the effective
bandwidth of the signal in the detector \(\sigma_f\) is

\[
\sigma_f^2 = \overline{f^2} - (\overline{f})^2,
\]  

(2.6)

where

\[
\overline{f^n} = \frac{1}{\rho^2} \langle f^n h | h \rangle.
\]  

(2.7)

Considering only timing information, the likelihood for the sky location in the high-SNR
regime is given by

\[
p(r|R) = \exp \left[ -\frac{1}{2}(r - R)^T M (r - R) \right]
\]  

(2.8)

where \(R\) and \(r\) are unit vectors describing the true location and recovered locations
of the source, respectively. The matrix \(M\) describes the network localization accuracy
(whose inverse is the covariance matrix on the sky) and is given by

\[
M = \frac{1}{\sum_k \sigma_t^2} \sum_{i,j} D_{ij} D_{ij}^T,  
\]  

(2.9)
where \(i, j, k\) label the detectors. \(M\) is a function of the timing uncertainty \(\sigma_t\) in each detector and the pairwise separation vectors of the detectors in the network \(D_{ij}\) expressed in light seconds.

We use the sky area as defined for the three-detector network in equation (33) of [74] to calculate the \(P = 50\%\) credible interval,

\[
A_{TT}(P) = -2\pi \sigma_x \sigma_y \frac{\ln(1 - P)}{\cos \gamma},
\]

(2.10)

where \(\gamma\) is the angle between the direction to the source and the normal to the plane containing the three detectors and \(\sigma_x\) and \(\sigma_y\) are the inverse square roots of the two non-zero eigenvalues of the matrix \(M\).

### 2.3.1 Fisher Information Matrix Approximation

The calculation of the timing uncertainty, Eq. (2.5), in the TT method described above is in essence a two-dimensional (time and phase) application of the Fisher information Matrix (FIM) technique. The FIM is an approximation with a long history of use in GW data analysis e.g. [56]. In the high SNR limit, the likelihood over the desired credible region can be approximated as a Gaussian centered on the true parameters:

\[
p(d|\theta) \propto \exp \left[ -\frac{1}{2} \langle h_a | h_b \rangle \Delta \theta^a \Delta \theta^b \right],
\]

(2.11)

where \(\Delta \theta_a = \theta_a - \theta_a^{\text{true}}\), \(h_a = \frac{\partial h}{\partial \theta^a}\) and repeated indices are summed over.
In this case the Fisher information matrix is

\[ \Gamma_{ab} \equiv \left\langle \frac{\partial h}{\partial \theta^a} \bigg| \frac{\partial h}{\partial \theta^b} \right\rangle, \tag{2.12} \]

where \( h \) is the gravitational-wave signal and the inner product is defined in Eq. (2.2). The FIM approximation has been found to be useful for large-scale investigations into sky localization of detector networks, although individual sky areas estimated via FIM can be orders of magnitude different from full coherent analyses for some particular cases [145]. Assuming flat priors, the covariance matrix is then

\[ \left\langle \Delta \theta^a \Delta \theta^b \right\rangle = (\Gamma^{-1})^{ab} \equiv \Sigma^{ab}. \tag{2.13} \]

We use the solid angle sky area as defined in equation (43) of [34] to calculate the \( P = 50\% \) credible interval,

\[ A_F(P) = -2\pi \cos(\delta^{\text{true}}) \left[ \ln(1 - P) \right] \sqrt{\Sigma^{\alpha\alpha} \Sigma^{\delta\delta} - (\Sigma^{\alpha\delta})^2}, \tag{2.14} \]

where \( \alpha \) and \( \delta \) label the right ascension and declination respectively, \( \delta^{\text{true}} \) is the declination of the source and here indices are not summed over. Below, we describe two different FIM analyses. In the first, the full 9-dimensional parameter space described at the beginning of section 2.2 is considered. The 9-dimensional FIM and its inverse, the 9-dimensional covariance matrix, are used to estimate the area \( A_{F9} \) via Eq. (2.14).

As an interesting comparison we also include FIM results based on a reduced four-dimensional analysis incorporating only the two sky location parameters of the source (the right ascension and declination) as well as the reference phase and time of merger, with the remaining parameters held fixed, i.e., assumed to be known perfectly. Such
an analysis artificially restricts the parameter space and assumes perfect knowledge of parameters which are correlated with sky location. The 50% credible level sky localization areas computed from the four-dimensional FIM approximation are reported as $A_{F4}$.

### 2.4 Detector Network and Injections

To compare the methods described in the previous section we consider a set of mock observations made with the LIGO – Virgo detector network. The network is composed of three detectors located at the LIGO Hanford (Washington state, USA) LIGO Livingston (Louisiana, USA) and Virgo (near Pisa, Italy) sites. We model the noise in each instrument as zero-mean, Gaussian and stationary with the same one-sided power spectral density $S_{n_j} = S_n(|f|)$ for each instrument, $j = 1, 2, 3$. We use the noise power spectral density typical of the sensitivity achieved during the last science run (LIGO S6) \cite{178}; Figure 2.1 shows the noise power spectral density.

The signal model $h(t; \theta)$ describes the inspiral phase of a low-mass compact-object binary in circular orbit. The waveform is generated in the time domain and is modeled using the restricted post-Newtonian (pN) approximation, with amplitude at the leading Newtonian order and phase at the 3.5 pN order. The compact objects are assumed to be non-spinning and the specific waveform approximant used for injection and Bayesian recovery is TaylorT4 \cite{53}. The waveform used in the FIM analysis is the frequency-domain TaylorF2 approximant, which uses the restricted post-Newtonian approximation with amplitude at the leading Newtonian order and phase at the 2pN order \cite{53}. The difference in waveform family will not have a significant effect on sky localization for the sources considered here, i.e., binaries with non-spinning components detected by
Figure 2.1 The one-sided noise power spectral density \( S_n(|f|) \) as estimated from the mock data. The same noise spectral density, which is representative of the noise during the LIGO S6 operational period, was used to generate noise realizations in each of the three instruments (LIGO Hanford, LIGO Livingston and Virgo) that make up the detector network used in the study.

![Noise Power Spectral Density Plot](image)

a network of instruments with identical noise spectra. Given the noise spectral density adopted for this study, the waveforms are generated from a starting frequency of 40 Hz and are terminated at the usual condition for these approximants, when the waveform reaches the innermost stable circular orbit frequency, \( f_{\text{ISCO}} = 1/[6^{3/2}\pi(m_1 + m_2)] \). In all cases, we neglect the merger and ringdown parts of the waveform even though, for the higher mass systems, they would contribute to the signal power and to the source localization.

The set of signals added to the Gaussian noise was generated with parameters drawn randomly from the following distribution, which was chosen to test the techniques and does not represent expected astrophysical populations: the distance is distributed linearly in \( \log(D) \) in the range \( 10 - 40 \) Mpc, the sky location and orientation are isotropic on the respective two-spheres, and the component masses \( (m_1, m_2) \) are drawn uniformly from \( 1 M_\odot \leq m_{1,2} \leq 15 M_\odot \) with an additional cut on the total mass at
These injection distributions are also used as the priors in the Bayesian analysis. A total of 200 injections were generated. However, in this study we consider only 166 of the 200, based on the following two cuts. We crudely emulate the detection pipeline by considering only signals with $\rho \geq 5$ in at least two detectors. We also consider only signals whose sky position was at least 5 degrees away from the plane defined by the detector network in order to use the simple TT approximation in Eq. (2.10). The combination of distance and masses of the sources selected for the analysis leads to a distribution of chirp mass and total network SNR $\rho_{\text{network}} = \sqrt{\sum j \rho_j^2}$ that is shown in Figure 2.2.

Sky localization is largely determined by the frequency content of the signals. For this set of injections, the mean frequency $\bar{f}$ varies from 150 Hz for the lowest mass system to 120 Hz for the highest, with a median value of 130 Hz, while the bandwidth $\sigma_f$ varies from 90 Hz at low mass to 40 Hz at high mass, with a median of 60 Hz.

### 2.5 Comparison of Methods

For each of the 166 signals described in the previous section, we computed the associated sky area at the 50% credible level (CL) using each of the four methods: coherent Bayesian analysis ($A_{\text{Bayes}}$), timing triangulation ($A_{\text{TT}}$), 9-dimensional Fisher information matrix ($A_{F9}$) and 4-dimensional Fisher information matrix ($A_{F4}$), as described in Section 2.2. Figures 2.3(a)-2.3(d) and Table 2.1 summarize the results.
Figure 2.2 The chirp mass and coherent network signal-to-noise ratio of the set of sources being used to compare the sky localization methods.

Table 2.1 Average 50% credible-interval sky areas, in square degrees, computed using the four methods in Section 2.2.

<table>
<thead>
<tr>
<th>Method</th>
<th>Median (sq. deg.)</th>
<th>Mean (sq. deg.)</th>
<th>Standard Dev. (sq. deg.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{\text{Bayes}}$</td>
<td>2.9</td>
<td>8.9</td>
<td>17.1</td>
</tr>
<tr>
<td>$A_{TT}$</td>
<td>10.6</td>
<td>29.3</td>
<td>59.3</td>
</tr>
<tr>
<td>$A_{F9}$</td>
<td>4.0</td>
<td>8.7</td>
<td>16.0</td>
</tr>
<tr>
<td>$A_{F4}$</td>
<td>1.6</td>
<td>3.2</td>
<td>6.1</td>
</tr>
</tbody>
</table>
Figure 2.3 Histograms of the estimated 50% credible-interval sky areas, in square degrees, calculated using the Bayesian coherent analysis $A_{\text{Bayes}}$ (panel (a)), timing triangulation $A_{TT}$ (panel (b)), 9-dimensional Fisher information matrix $A_{F9}$ (panel (c)) and 4-dimensional Fisher information matrix, $A_{F4}$ (panel (d)).
### 2.6 Timing vs Coherent Bayesian

The comparison of the timing triangulation (TT) approximate sky areas and those from the full Bayesian method provides an indication of the ability of the TT approximation to predict the sky localization uncertainty for GW transients with advanced networks. It was expected that the extra information used in the full Bayesian coherent analysis should provide better localization and so smaller sky areas. However, prior to this study the size of this improvement was unknown. As seen in Table 2.1, the sky areas are on average significantly smaller when measured using the coherent Bayesian method than when estimated with TT. When comparing injections individually, the median of the ratio $A_{TT}/A_{Bayes}$ is 4.1, see Figure 2.4(a). However, there is a large scatter in individual results. The distribution of the ratio $A_{TT}/A_{Bayes}$ is strongly skewed, but the distribution of the logarithm of the ratio appears relatively Gaussian, so we use the standard deviation of the ratio as a proxy for the scatter. The standard deviation of the natural logarithm of this ratio is 0.7, meaning that individual sky localization areas typically differ by a factor of $\sim 2$.

The Bayesian 50% credible interval for a typical mock event is shown in Figure 2.5(a), along with timing triangulation and FIM predictions for localization ellipses. This event, at a network SNR of 23.6, has $A_{TT}/A_{Bayes} = 4.01$. The Bayesian posteriors are slightly offset from the true value because of the impact of noise in the data, while the predicted TT and FIM uncertainties that do not consider the actual data realization are centred on the true value. However, the qualitative shape of the Bayesian posterior here is ellipsoidal (the KD binning method tends to produce elongated bins at the edges of distributions, exaggerating the “jagged” edges of these ellipses) and the orientation and eccentricity of this ellipse match the analytical predictions, although the size of
Figure 2.4 Comparisons of 50% credible-interval sky areas found using the timing triangulation approximation $A_{TT}$, the 4d Fisher information matrix approximation $A_{F4}$, the 9d Fisher information matrix approximation $A_{F9}$ and the coherent Bayesian method $A_{Bayes}$, as a function of the network SNR of the signal. Panel (a) compares $A_{TT}$ and $A_{Bayes}$, panel (b) $A_{F9}$ and $A_{TT}$, panel (c) $A_{F9}$ and $A_{Bayes}$, and panel (d) $A_{F4}$ and $A_{Bayes}$. 

(a) Timing triangulation and full coherent Bayesian comparison  
(b) 9d Fisher information matrix and timing triangulation comparison  
(c) 9d Fisher information matrix and full coherent Bayesian comparison  
(d) 4d Fisher information matrix and full coherent Bayesian comparison
the ellipses vary because of the omission of key phase and amplitude information when constructing the TT uncertainty region.

**Figure 2.5** 50% credible intervals for the a typical injection (panel (a), $A_{TT}/A_{Bayes} = 4.01$, $A_{F4}/A = 0.84$, $A_{F9}/A_{Bayes} = 2.23$, $\rho_{\text{Hanford}} = 7.48$, $\rho_{\text{Livingston}} = 14.3$, $\rho_{\text{Virgo}} = 17.1$ and $\rho_{\text{Network}} = 23.6$) and for a injection where the posterior density function found via the Bayesian analysis is patchy (panel (b), $A_{TT}/A_{Bayes} = 0.38$, $A_{F4}/A_{Bayes} = 0.09$, $A_{F9}/A_{Bayes} = 0.22$, $\rho_{\text{Hanford}} = 6.62$, $\rho_{\text{Livingston}} = 4.54$, $\rho_{\text{Virgo}} = 7.77$ and $\rho_{\text{Network}} = 11.2$).

Meanwhile, Figure 2.5(b) shows the Bayesian credible interval and the analytical localization predictions for the outlier seen in Figure 2.4(a) at a network SNR of 11.2 and $A_{TT}/A_{Bayes} = 0.38$. In this case, the partial degeneracy between multiple sky locations cannot be broken, and the Bayesian 50% credible interval is composed of multiple patches in the sky. The TT and FIM technique, which assume that such degeneracies can always be broken using amplitude information, do not account for this degeneracy and significantly under-predict the sky localisation uncertainty. Note the MCMC code may have not completely converged on the peak here, as the code was terminated when set
number of independent samples were drawn from the posterior, as such it is possible the code could be run for longer to more accurately estimate the sky location.

**Figure 2.6** Histograms of Bayesian sky areas at the 30% (panel (a)) and 70% (panel (b)) credible levels to the area of a Gaussian posterior at the same credible level, scaled to match the Bayesian posterior at the 50% credible level.

As the TT and FIM approximations assume a Gaussian posterior distribution, any deviations from this, as seen in an extreme case in Figure 2.5(b), will affect the validity of these approximations. In order to investigate the Gaussianity of the Bayesian posteriors we compare the two-dimensional 30% credible intervals and 70% credible intervals to those expected for a Gaussian posterior distribution scaled to match the Bayesian posterior at the 50% CL, Figure 2.6. The tails extending to lower ratios of Bayesian to Gaussian ratios at the 30% credible intervals and to higher ratios at the 70% credible intervals CI indicate that some of the Bayesian posteriors are not Gaussian, but have greater peakedness with long tails.
2.7 Fisher Matrix vs Coherent Bayesian

The fractional difference in the sky location angles, right ascension and declination, between FIM and Bayesian for this set of simulated sources have been reported in [145], where it was shown that the FIM tends to overestimate the error in individual sky angles at low SNRs and underestimate it at high SNRs. In Figure 2.4(b) we show the ratio of sky areas for the FIM and TT approximations, while Figure 2.4(c) shows the ratio of FIM sky areas to the coherent Bayesian 50% credible intervals. With the cuts used in this study (see Section 2.4), the median of ratios $A_{F9}/A_{Bayes}$ is 1.6 with standard deviation in the log of the ratio 0.6, while the median of the ratio $A_{TT}/A_{F9}$ is 2.4 and standard deviation in the log of the ratio of 0.5. The inclusion of the full 9-dimensional parameter space in the FIM results provides a closer estimation of the full coherent analysis than the areas estimated via timing triangulation alone, but still overestimates the sky areas. While the FIM does include all the signal parameters, it is still limited to considering the leading order, quadratic terms to determine localization, and it makes no use of physically motivated priors on the signal parameters. Both of these are included in the Bayesian approach and are likely to explain the difference in results.

The restricted 4-dimensional FIM analysis over-constrains the sky areas by artificially assuming perfect knowledge of the remaining 5 parameters. The ratio of 4-dimensional FIM 50% confidence-interval sky areas to corresponding areas from the coherent Bayesian analysis $A_{F4}/A_{Bayes}$, shown in Figure 2.4(d) have a median 0.68 with standard deviation in the log of the ratio 0.6. It is not surprising that the 4-dimensional FIM gives the smallest localization regions, as it is imposing physically unrealistic restrictions on the parameters.
2.8 Timing Triangulation with Phase Correction

We have seen that signal parameters not considered in basic timing triangulation still affect the sky localization, yielding an area that is a factor of 2.7 larger than predicted by the 9-dimensional FIM. Ignoring these parameters, particularly the phase consistency between detectors, leads to pessimistic predictions of the ability of a detector network to localize GW sources. We can attempt to correct the predicted sky localization based on timing triangulation alone \cite{74,75} to account for phase information.

To understand the impact of this, we can consider a simplified case where we ignore the polarization of the waveform and keep the relative phase of the signal between detectors fixed. Generically, this is overly restrictive, although it would be appropriate for a face-on, circularly polarized binary.

Consider a waveform of the form \( \tilde{h}(f) = A(f) \exp[i\phi_0 + i2\pi ft_0 + i\Psi(f)] \) where \( \phi_0 \) and \( t_0 \) are the phase and time at a particular frequency (e.g., at the fiducial moment of coalescence) and \( A(f) \) and \( \Psi(f) \) are the amplitude and phase, respectively, which depend on the other seven parameters of the signal. For a signal of this form, it is possible to measure both \( \phi_0 \) and \( t_0 \) from each detector’s data. The timing accuracy in each detector \( \sigma_t \), considered independently, can be obtained by applying a 2-dimensional FIM calculation in \( \{\phi_0, t_0\} \) to each detector’s data set. This FIM is:

\[
\begin{align*}
\Gamma_{tt} &= 4\pi^2 \rho^2 \bar{f}^2, \\
\Gamma_{t\phi} &= 2\pi \rho^2 \bar{f}, \\
\Gamma_{\phi\phi} &= \rho^2,
\end{align*}
\tag{2.15}
\]

where \( \bar{f} \) and \( \bar{f}^2 \) are defined in Eq. (2.7). In the high SNR limit, the covariance matrix
can be approximated by the inverse of the FIM, Eq. (2.13). The timing uncertainty in an individual detector is given by \( \sigma_t^2 = (\Gamma^{-1})_{tt} = \left[4\pi^2 \rho^2 (\bar{f}^2 - \tilde{f}^2)\right]^{-1} \), in agreement with the expression for \( \sigma_t \) given in Eq. (2.5).

This calculation, a variant of which was used for the original TT prediction [74], ignores the requirement of phase consistency between detectors. Although we don’t know the actual value of \( \phi_0 \) in the detectors, its value must be the same for all detectors regardless of detector location. Fixing the phase, rather than marginalizing over it, corresponds to using a 1-dimensional FIM \( \Gamma_{tt} \) in place of the two-dimensional matrix considered above. Thus, with the phase consistency requirement, the timing uncertainty in each detector is just the inverse of the \( tt \) component of the 2-dimensional FIM, \( \sigma_{t,\text{new}}^2 = (\Gamma_{tt})^{-1} \). We can use this timing uncertainty in place of \( \sigma_t \) in Eq. (2.9) to compute a prediction for the sky localization uncertainty with the phase consistency requirement.

If there is a correlation between \( \phi_0 \) and \( t_0 \), the uncertainty ellipse in time–phase space will be inclined. In this case, the ellipse’s projection onto the time axis, measured by \( \sigma_t \), which was the measure of localization used in the original TT approach, can be much wider than the width of the ellipse at a fixed value of phase. Thus, the largest improvements from including phase constraints in timing triangulation arise when there are large correlations between time and phase measurements, as explained pictorially in Figure 2.7.

For the simple case of detectors with equal noise power spectral densities, such as those considered in this study, sky localization area uncertainties will decrease by a factor of

\[
\frac{\sigma_{t,\text{1-phase}}^2}{\sigma_t^2} = \frac{\bar{f}^2 - \tilde{f}^2}{\tilde{f}^2}.
\]

The precise value added depends on both the detector bandwidth and the system.
**Figure 2.7** An example of a correlated error ellipse in time and phase space. No assumption or other information to measure phase gives a wide timing error when the parameters are highly correlated as here (green lines). Alternately assuming perfect knowledge of the phase (red dashed line) constricts the ellipse to smaller timing error (blue lines).
masses, with larger contributions for higher masses because of greater correlation. The
effect is illustrated in Figure 2.8. For instance, for a signal from a typical binary neutron
star system observed by the network considered here, we expect approximately a factor
of 3 improvement in sky localization by including phasing information. However, for
the most massive systems in the set of injections considered above, the improvement is
as large as a factor of 8, while the median improvement is a factor of 6.

The additional freedom contained in the choice of polarization lowers the phase con-
sistency improvement to the sky localization area to only a square root of the value
predicted above, i.e.,

$$\frac{\sigma^2_{t, \text{2-phase}}}{\sigma^2_t} = \sqrt{\frac{f^2 - \bar{f}^2}{f^2}}.$$  (2.17)

Heuristically, this can be understood by noting that the GW has two free phases, while
TT (with a three-site network) assumes three. Consider the case where two detectors
see the $+$ gravitational wave polarization while the third detector is sensitive to the
$\times$. In this case, the observations in the first two detectors must be phase consistent, while
the phase in the third detector is not restricted. Timing triangulation with a three-site
network (TT) allows for three free phases while the calculation above allows a single
overall phase. Thus, we should expect the actual result to be midway between TT and
fixed phase approximations. The improvement in predicted sky localization relative to
TT alone varies from a factor of 1.8 for a signal from a typical binary neutron star
system, to a factor of three for the most massive system considered here (i.e. the
signal with the shortest bandwidth), with a median value of 2.5 for the set of injections
considered above (see Figure 2.8 for the distribution with mass).

We see in Table 2.2 that the inclusion of phase information improves the TT pre-
dictions and brings them closer in-line with the observed sky localization ability of
**Figure 2.8** Fractional reduction in timing triangulation prediction for the sky localization area after incorporating phase consistency versus using only timing information; crosses correspond to the single-free-phase approximation described here, while circles correspond to the two-free-phase approximation from [76].

**Table 2.2** The median areas of 50% Bayesian credible intervals for coherent Bayesian method, timing triangulation and time-phase localization. Median ratios of the areas relative to the coherent Bayesian method are also given.

<table>
<thead>
<tr>
<th>Method</th>
<th>Median Area (square degrees)</th>
<th>Median Ratio with $A_{\text{Bayes}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bayesian</td>
<td>2.9</td>
<td>-</td>
</tr>
<tr>
<td>standard TT</td>
<td>10.6</td>
<td>4.1</td>
</tr>
<tr>
<td>TT + two phases from [76]</td>
<td>4.4</td>
<td>1.6</td>
</tr>
<tr>
<td>TT + one free phase</td>
<td>1.7</td>
<td>0.6</td>
</tr>
</tbody>
</table>
coherent Bayesian analysis. In the case where we ignore the freedom of choosing the polarization angle, we effectively over-constrained the system with the phase consistency requirement, which leads to predicted credible intervals that are smaller than what can be achieved even with coherent Bayesian analysis. In fact, the median 50% credible-interval area for the TT prediction with this phase constraint, 1.7 square degrees for our injection set (see Table 2.2), matches with the 4-dimensional FIM median interval of 1.6 square degrees (see Table 2.1). This is to be expected as both methods effectively consider three free angles: two sky angles and phase.

Predictions from the TT calculation with two free phases are similar to the full 9-dimensional FIM, and, indeed, the median sky localization areas for the two methods are 4.4 and 3.9 square degrees, respectively. This indicates that by requiring a coherent signal across the detectors, we have incorporated the most significant additional parameter after arrival time. However, the median area predicted with this method is a factor of $\sim 1.6$ larger than the median Bayesian area, which indicates that additional inputs can further improve sky localization ability.

This importance of coherence, and particularly phase consistency, is relevant for the development of actual (rather than merely predictive) rapid methods to localize sources based on TT, e.g., [9]. We expect these rapid localization methods to benefit from including phase consistency information along with timing triangulation. As discussed above, the largest benefits accrue for more massive systems.

Although we see that the inclusion of phase information brings average predictions of timing-triangulation based estimates closer to the full coherent Bayesian localization, there is very significant scatter in results on individual mock data sets when compared on an injection-by-injection basis. The standard deviation of the natural logarithm of the ratio of the 50% MCMC credible intervals to 50% TT predicted areas is $\sim 0.7$ both
without phase information and for both correction schemes.

2.9 Discussion

We have compared the predicted accuracy of source localization with various techniques with the performance obtained by a fully coherent Bayesian parameter estimation method. In general, the full exploration of the parameter space yields the most accurate results, and also the smallest confidence regions. For the systems considered here, the median areas are a factor of four smaller than those obtained with the timing triangulation approximation. We have seen that requiring a consistent phase between the sites can significantly improve the localization of sources. The agreement between this result and the 9-dimensional FIM result suggests that this is the most significant additional parameter to include. For the set of simulations considered here, incorporating this correlation reduces the median area by a factor of 2.5. However, for binary neutron star systems, the correction will be smaller, a factor of 1.8. The effect could be less significant in advanced detectors as their sensitive band starts at a lower frequency. Additionally, the inclusion of merger and ringdown waveform phases will significantly increase the frequency content of the higher mass signals and consequently may reduce the impact of phase consistency for stellar-mass black hole binaries.

The best of the approximation methods still differ, on average, by at least 50% from the full results and, more significantly, there is a large variation in the results on an event-by-event basis. The difference between the full analysis results and the best approximations indicate that there are still significant factors which are being overlooked in the approximation methods. These include: correlations with other parameters such as the binary’s component masses, priors on signal parameters, particularly distance
and inclination, and the specific noise realization in the data set being analyzed. Furthermore, all of the approximation techniques consider only the leading-order effects. At low SNR, expected for the first gravitational-wave detections, these approximations are not sufficient and a full examination of the parameter space is required to accurately extract the signal parameters. While the approximation methods can be used to give a sense of the localization capabilities of various detector networks, the fully coherent Bayesian analysis gives the most accurate results both on a population of sources and, most significantly, on individual events. It also provides a critical cross-check on the self-consistency of purely predictive methods techniques for parameter estimation.

In this study, we only analyzed the case of non-spinning compact objects. The results should extend straightforwardly to systems with aligned spins. However, for binaries in which at least one of the components is a black hole, and therefore could carry significant spin, precession of the orbital plane through spin-orbit and spin-spin coupling carries information about the system location and orientation parameters and therefore affects our ability to recover the sky location of the source. It is likely that these effects will produce a systematic offset in a parameter estimation approach based on intermediate data products from single-detector analyses. A fully coherent Bayesian parameter recovery can straightforwardly incorporate such effects. It would be interesting to investigate the effect of precession on source localization, but we leave that for the future.
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Chapter 3

TESTING GENERAL RELATIVITY WITH COMPACT BINARY COALESCENCES IN GROUND BASED DETECTORS

The work in this chapter is a combination of the work presented in it’s published form in Appendix B and C. K. Grover wrote all text and produced all plots apart from figures and , which were produced by W. Del Pozzo, based on work done by the both of us. Equation 3.8 was a joint work by the authors of Appendix B.

The advanced generation of gravitational wave interferometer detectors are expected to start making regular detections in late 2015. Gravitational wave signals from compact binary coalescences as detected in these instruments will provide a new regime in which to test General Relativity, with signals providing detailed information on strong field
dynamics of the theory. A bayesian pipeline which tests GR using these detections is described here. The pipeline works by combining a number of tests of the consistency of phase coefficients with those predicted via GR, without assuming any particular specific deviation from GR. As this is a computationally intensive process a means to cheaply estimate the Odds ratio has been suggested by various sources, including [181]. Here we compare the output of a full Bayesian inference calculation with that calculated via this approximation. We find that the two agree for high Fitting Factors, around 0.9, but progressively disagree for larger differences between the General Relativity (GR) and alternative gravity (AG) waveforms.

3.1 Introduction

Gravitational waves (GWs) from compact binary coalescence (CBC) sources are one of the most promising signals predicted in the advanced Laser Interferometer Gravitational-wave Observatory (aLIGO) and advanced Virgo ground based interferometers [87,179], which are expected to start taking science data in 2015. These signals will provide access to a new regime of strong field tests of GR. As such, it is vital to investigate at what level these advanced detectors can be expected to test GR and prepare data analysis techniques to utilise these observations to their full potential.

Various methods have been suggested to test GR using CBC signals either searching directly for specific alternate theories or for some generic deviation from GR. For example using the CBC signal to test GR using the post-Newtonian (PN) coefficients as test parameters [28] following the example of the binary pulsar tests of GR. Alternatively Bayesian model selection can be used e.g. [63] to compare alternative theories or a generic parametrised deviations from GR [55]. Such a pipeline, the test infrastructure
Before CBC signals become routine it is useful to investigate at what level particular deviations from GR can be detected. Full pipelines such as TIGER are very computationally expensive, as a background of simulated sources must be calculated in order to account for unmodelled effects. Therefore an approximation to the Odds ratio, like the one described by Vallisneri in [181] could prove useful as a predictive method.

Here we briefly describe the TIGER pipeline, where full testing of the pipeline is shown in Appendix B. We then investigate the validity of the approximation to the Odds ratio, and find it matches full Bayesian inference at fitting factors (FFs) less than approximately 0.9. The rest of this chapter is arranged as follows, in Section 3.2.1 we recap the Bayesian framework for model selection, before outlining the TIGER pipeline in Section 3.2.3. The approximation to the Odds ratio is described in Section 3.9 and the Fitting Factor and detectability are described in Section 3.3. An example signal is used to test the validity of the Odds approximation in Sections 3.4 and 3.5.

3.2 Use of Bayesian Odds Ratio in Testing GR

3.2.1 Bayesian Model Selection

Bayesian model selection provides a comprehensive framework in which it is possible to compare two competing models. As Bayesian infrastructure is already in place to perform GW data analysis, an obvious method to test GR is using model selection. The odds ratio \( O_{i,j} \) between models \( M_i \) and \( M_j \) is,
\[ O_{i,j} = \frac{P(M_i \mid D, I)}{P(M_j \mid D, I)} = \frac{P(M_i \mid I)}{P(M_j \mid I)} B_{i,j}, \tag{3.1} \]
\[ B_{i,j} = \frac{P(D \mid M_i, I)}{P(D \mid M_j, I)}. \tag{3.2} \]

Where \( D \) is the data and \( I \) is any prior information. In this case the two models are a detection of a GW as generated by GR and as generated by some AG theory, \( M_i = AG \) and \( M_j = GR \). The odds ratio can be strongly influenced by the prior probabilities assigned to each model \( P(M_i \mid I) \) and in this case there is no strong reasoning for a particular quantified value of these prior odds. Therefore it seems prudent to give each model equal prior probabilities or equivalently to report the Bayes factor \( B_{i,j} \) which is the ratio of evidences, \( Z \), between the models, allowing the reader to apply their own priors as a simple weighting. In order to calculate the evidence for a particular model we must parametrise the model such that it is possible to calculate the likelihood,

\[ L = p(D \mid M_i, \theta, I), \]

\[ Z = P(D \mid M_i) = \int p(\theta \mid M_i, I)p(D \mid M_i, \theta, I)d\theta. \tag{3.3} \]

Where \( \theta \) are the free parameters of the model.

### 3.2.2 Towards a Generic Test of GR

It is impossible to calculate the odds ratio between a GR GW and a completely general non-GR GW as we must parametrise the non-GR GW in someway. This can be done by either selecting a specific non-GR model to compare (e.g. [63]) or by using a parametrised framework which encompasses a range of theories (e.g. the ppE framework [55]). A
Bayesian pipeline to test GR with parametrised deformations, the TIGER, has been implemented in lalinfere [190].

TIGER aims to test generic deviations from GR by testing the consistency of free parameters of the waveform, such that when the parameters are zero the waveform corresponds to GR. In principle this could be applied to any parametrised modified theory of gravity, however in this first case we consider the free parameters to be the PN coefficients of the phase. The phase of the GW directly encodes the orbital dynamics of the compact binary and as such any difference from GR will have a direct imprint on the GW phase. This pipeline is designed to be useful in the early detection era, when SNRs are expected to be low, making parameter estimation and model selection with large number of free parameters useless. Instead the odds ratio of subsets of parameters are calculated and then combined. Bayesian inference provides a simple way to combine such tests as well as combing results from multiple detections.

For example, consider a waveform with two phase coefficients $\psi_1$ and $\psi_2$. We wish to calculate the odds of either of these coefficients being varied from the expected function in GR such that $\psi_1 \neq \psi_1^{GR}(M, \eta)$ or $\psi_2 \neq \psi_2^{GR}(M, \eta)$. I.e. the models we are comparing are,

$$M_i = AG = AG_1 \lor AG_2 \lor AG_{12} ,$$  

$$M_j = GR .$$

(3.4)  

(3.5)

Where $AG_{i,j}$ denotes a model where $\psi_i$ and $\psi_j$ differ from GR while the other coefficients, if any, take the form as prescribed by GR. The Odds ratio we compute is
then,

\[
O_{AG,GR} = \frac{P(AG \mid D,I)}{P(GR \mid D,I)} = \frac{P(AG_1 \lor AG_2 \lor AG_{12} \mid I)}{P(GR \mid I)} B_{AG,GR}. \tag{3.6}
\]

As these are logically disjoint we can write,

\[
O_{AG,GR} = \frac{P(AG_1 \mid D,I)}{P(GR \mid D,I)} + \frac{P(AG_2 \mid D,I)}{P(GR \mid D,I)} + \frac{P(AG_{12} \mid D,I)}{P(GR \mid D,I)}. \tag{3.7}
\]

In practice we set the priors on the free phase coefficients such that the hypothesis \(AG_1\) and \(AG_2\) are embedded within hypothesis \(AG_{12}\), which in principle could invalidate the assumption that these hypotheses are logically disjoint. However the \(\psi_1 = \psi^{GR}_{1}(M, \eta)\) (i.e. \(AG_1\)) is a space of zero measure within the full \(AG_{12}\) integration space, meaning it does not contribute to \(B_{12}\) and we are in no way “double counting” the contribution from this hypothesis.

We currently have no reason for preferring one of these types of deviation over the others so can assign equal prior weighting,

\[
O_{AG,GR} = \alpha [B_{AG_1,GR} + B_{AG_2,GR} + B_{AG_{12},GR}]. \tag{3.8}
\]

This may seem like some averaging factor which could win over a high Bayes factor for the case of many parameters, remember that the “correct” Bayes factor grows exponentially with the log Likelihood and will overcome this averaging factor, see \[B\] for specific examples. \(N\) independent detections can be combined simply via the product of Bayes factors, allowing the odds ratio for a catalog of sources to be calculated. \(GR\) signals may still have a resulting Odds ratio which favours \(AG\) due to noise data or other
unmodelled effects. As such a background of Odds ratios for simulated GR signals is created and used as a comparison. The pipeline is tested in Appendix B where a deviation at the few percent level in the 1.5 PN phase coefficient is discernible. Additionally it is tested on a deviation in the phase which does not fall within the parametrised deviations, demonstrating that a generic phase deviation may be detectable via this pipeline.

### 3.2.3 Approximating the Odds Ratio

Using such a pipeline is computationally intensive process even for this simple case and including spinning waveforms, which must be done when testing true signals, can cause Bayesian codes to take days or weeks to calculate. This makes the type of systematic study that it would be wise to carry out prior to the first tests of GR, or to construct a background distribution, extremely time consuming. As such, an approximate method to calculate the odds ratio has been suggested in \[181\]. This approximation uses a linear signal approximation (LSA) one additional parameter to describe an alternative gravity waveform, uniform priors on all parameters, and assumes a FF close to one.

Using these approximations the evidence can be calculated analytically and in the zero noise realisation the Odds Ratio is given by,

$$O_{AG,GR} \approx \frac{p(AG)}{p(GR)} \frac{\sqrt{2\pi \Delta \theta_{\text{Fisher}}}}{\Delta \theta_{\text{prior}}} \exp \left[ \rho^2 (1 - FF) \right].$$

(3.9)

$\rho$ is the optimal signal to noise ratio (SNR)

$$\rho^2 = \langle h(\mathbf{\theta}_T) | h(\mathbf{\theta}_T) \rangle,$$

(3.10)
and $\theta_f$ are the true parameters of the waveform. Where $\langle a \mid b \rangle$ denotes the noise weighted inner product such that,

$$
\langle a \mid b \rangle \equiv 2 \int_0^{\infty} \frac{\tilde{a}(f)\tilde{b}^*(f) + \tilde{a}^*(f)\tilde{b}(f)}{S_n(f)} df = 4\Re \left[ \int_0^{\infty} \frac{\tilde{a}(f)\tilde{b}^*(f)}{S_n(f)} df \right].
$$

(3.11)

The $\text{FF}$ measures the fraction of optimal $\text{SNR}$ recovered, due to mismatch between the model used for recover (GR) and the true form of the GW (AG).

$$
\text{FF} = \left[ \frac{\langle h_{GR}(\theta) \mid h_{AG}(\mu) \rangle}{\sqrt{\langle h_{GR}(\theta) \mid h_{GR}(\theta) \rangle \langle h_{AG}(\mu) \mid h_{AG}(\mu) \rangle}} \right]_{\text{maximised over } \theta},
$$

(3.12)

where $\theta$ and $\mu$ are the parameters of the GR and AG waveform respectively. $\Delta \theta_{\text{Fisher}}$ and $\Delta \theta_{\text{prior}}$ denote the width of the prior and Fisher matrix $1 - \sigma$ uncertainty estimate of the additional AG parameter. Using this approximation it would be possible to investigate which AG theories would be distinguishable from GR via Bayesian model selection with out using lengthy full code runs. It is important to ensure that such an approximation gives accurate results, and in which regime by comparisons to full Bayesian codes, before using in any systematic study.

### 3.3 Detectability of non-GR Signals

Detection of CBC signals depends on the construction of a template bank of accurate waveforms in order to perform detection via matched filtering. By definition the type of generic deviation from GR as discussed in the previous section will not be represented in the standard detection template bank. Any mismatch between the template bank and the true signals will result in a loss of effective SNR and so a loss in the number
of detected signals, i.e. signals with near threshold optimal SNR become undetectable.

This loss in SNR due to using a GR template bank to detect a AG signal is quantified by the FF as defined above in Equation 3.12. This can be converted to a fractional decrease in detection rate,

$$\frac{N_{\text{opt}} - N}{N_{\text{opt}}} \sim 1 - FF^3,$$

(3.13)

where the subscript opt, denotes the optimal number of detections per time, which is recovered by using a template of exactly the same form as the signal.

In order to calculate the FF a maximisation over the whole template bank must be performed. Consider a GW signal of the form,

$$\tilde{h}(f) = A_T f^{-7/6} e^{i[2\pi ft_c + 7\phi_c + \Psi]},$$

(3.14)

where $A$ is the frequency independent amplitude, $f$ is the GW frequency, $t_c$ and $\phi_c$ are a reference time and phase respectively. And a template bank constructed from the same waveform family, where the superscript $T$ denotes the true values of the parameter.

It can be seen that the FF is independent of any maximisation over the frequency independent amplitude. Let $A\tilde{h} = \tilde{h}$ and $\{\theta', A\} = \theta$,

$$FF = \left[ \frac{\langle A\tilde{h}(\theta') | A^T\tilde{h}(\theta'^T) \rangle}{\sqrt{A^2 \langle \tilde{h}(\theta') | \tilde{h}(\theta') \rangle A^T \langle \tilde{h}(\theta'^T) | \tilde{h}(\theta'^T) \rangle}} \right]_{\text{maximised over } \{\theta', A\}}$$

$$= \left[ \frac{\langle \tilde{h}(\theta') | \tilde{h}(\theta'^T) \rangle}{\sqrt{\langle \tilde{h}(\theta') | \tilde{h}(\theta') \rangle \langle \tilde{h}(\theta'^T) | \tilde{h}(\theta'^T) \rangle}} \right]_{\text{maximised over } \theta'}.$$

(3.15)

To maximise over the reference time $t_c$, notice that the denominator in Equation 3.15
is independent from the value of $t_c$. The numerator, when maximising over $t_c$ may be re-expressed as

$$
\left[ 4\mathcal{R} \int_0^\infty \frac{\tilde{h}(f, \theta, t_c = 0) \tilde{h}(f, \theta^T, t_c = t_c^T)}{S_n(f)} e^{2\pi ft_c df} \right] \text{maximised over } t_c,
$$

(3.16)

$$
= 4\mathcal{R} \text{FT} \left[ \frac{\tilde{h}(f, \theta, t_c = 0) \tilde{h}(f, \theta^T, t_c = t_c^T)}{S_n(f)} \right] \text{maximised over } t_c.
$$

(3.17)

where $\text{FT} [...]$ is the inverse Fourier transform, i.e. in order to maximise over reference time it is possible to perform a Fourier transform and find the maximum of the resulting time series.

To maximise over phase notice that again the denominator does not depend on this parameter and the numerator in Equation 3.15 can be reexpressed as,

$$
\left[ \sqrt{x^2 + y^2} \cos \left( \phi_c - \arctan \frac{y}{x} \right) \right] \text{maximised over } \phi_c.
$$

(3.18)

where $x = \langle \bar{h}(\phi_c = 0) \bar{h}_T \rangle$ and $y = \langle \bar{h}(\phi_c = \frac{\pi}{2}) \bar{h}_T \rangle$. This is simply maximised at $\phi_c = \arctan \left( \frac{y}{x} \right)$, allowing the phase maximisation to be computed via just two templates.

The remaining parameters, in the case of non-spinning inspiral only waveforms the two mass parameters, must be searched over to find the maximum. Here we look at a generic deviation to ensure it is detectable before using it to further investigate the odds ratio approximation.
3.4 Example Signal

In what follows we use a simple arbitrary deviation from GR based on the TaylorF2 waveform family but with a deviation in the 1.5PN phase term. For an optimally oriented binary the TaylorF2 waveform is given by,

\[ \tilde{h}(f) = \frac{\pi^{-2/3}}{D_L} \sqrt{\frac{5}{24}} \mathcal{M}^{5/6} f^{-7/6} e^{i\Psi(f)}, \]  
\[ \Psi(f) = 2\pi f t_c + \phi_c - \frac{\pi}{4} + \frac{3}{128} (\pi \mathcal{M} f)^{-5/3} \sum_{k=0}^{N} \alpha_k (\pi \mathcal{M} f)^{k/3}. \]  

Where,

\[ \eta = \frac{m_1 m_2}{M^2}, \]  
\[ \mathcal{M} = \eta^{3/5} M, \]  

and \( m_1 \) and \( m_2 \), are the binary’s component masses and \( M \) is the total mass of the system. \( D_L \) is the luminosity distance to the source, \( t_c \) and \( \phi_c \) are a reference time and phase respectively. \( f \) is the GW frequency and \( \alpha_k \) is the phase coefficient as found in Equation 1.72. The AG waveform is modified such that,

\[ \alpha_3 \to \alpha_3 (1 + \delta \chi_3) \]  

Such a signal is not designed to be physically motivated and rather demonstrates some
generic deviation from \( \text{GR} \). However it should be noted such a shift in one of the phase coefficients is not impossible, for example in the massive graviton model a deviation from \( \text{GR} \) occurs just in the 1 PN coefficient, as explored in [63].

Here we consider an example \( \text{CBC} \) system to understand the effects of an AG waveform on the Odds Ratio approximation. The Odds ratio is calculated via the lalinference [190] implementation of Nested Sampling [168]. The predicted noise power spectral density (PSD) of a single advanced LIGO detector at full sensitivity in the high power zero detuning mode is used [163]. The mass combination investigated here is an unequal mass binary of masses 4.5 \( M_\odot \) and 1.4 \( M_\odot \). This combination was chosen as to be central to the mass parameter space relative to the prior boundaries. The prior is set to be between 2 \( M_\odot \) and 8 \( M_\odot \) in total mass with a minimum individual mass of 1 \( M_\odot \), see Figure 3.2. A range of injected \( \delta \chi \)\( s \) where used from \(-0.5 \) to \( 0.5 \), in order to generate a range of FFs, and the prior set to this range accordingly. The sky location and orientation prior is uniform on the two-sphere and the distance prior is set to be uniform in volume.

The signal waveform, known as the injection, is generated as a discrete frequency series, \( \tilde{h}(f_k) \) from an inspiral only frequency domain waveform family. As such the inner product integrals are approximated as discrete Riemann sums.

\[
\langle a | b \rangle \equiv 4 \Re \left[ \int_0^\infty \frac{\tilde{a}(f)\tilde{b}^*(f)}{S_n(f)} df \right] \approx 4 \Re \left[ \sum_{f_k=f_{\min}}^{f_{\max}} \frac{\tilde{a}(f_k)\tilde{b}^*(f_k)}{S_n(f_k)} \Delta f \right]
\]

(3.24)

\( f_{\min} \) is set by sensitive band of the detector, for a signal in advanced Laser Interferometer Gravitational-wave Observatory (LIGO) there is negligible contribution to the sum below 10 \( \text{Hz} \). \( f_{\max} \) is set to 512 \( \text{Hz} \) to avoid complications to the Fisher matrix approximation caused when signals terminate in band, as reported in [124].
Here we use a simple algorithm to calculate the FF suited for our example cases for a number of test cases in a (reasonably) short time scale. For the event rate estimation we use a simple hierarchical grid based search used to maximise over the masses. To investigate the odds ratio approximation we use the FF calculated from the lalinference maximum likelihoods,

$$FF = \sqrt{\frac{2\Delta L}{\rho^2}} + 1,$$

(3.25)

where $\Delta L$ is the difference in maximised log likelihoods, see Appendix C.5.

The Fisher Matrix uncertainty $\Delta \theta^2_{\text{Fisher}}$ is calculated from a six-dimensional covariance matrix calculation (masses, time, phase, mass independent amplitude and AG parameter), calculated at the parameter values corresponding to the injected values for GR parameters and $d\chi = 0$, as specified in the derivation by the Nested Sampling algorithm [167] as implemented in lalinference [190].

### 3.5 Results

The fitting factors for the example mass combination “injected” with an SNR of 20 were found to lie between 0.7 and 1, seen in Figure 3.1. As expected when the signals can be included in the GR template bank, i.e. with $d\chi = 0$, the signal has maximum overlap, giving a FF of unity. As the deviation from GR increases the difference in the waveforms can be partially absorbed by a shift from the true parameters, however as the deviation increases the mismatch between the waveforms can no longer be completely absorbed, decreasing the FF. Due to the particular form of the deviation chosen in this study the shift in the symmetric mass ratio is more extreme than the shift in chirp mass. Eventually the parameter shift is halted by the prior boundary, which are set by
computational or physical reasoning, meaning the parameters cannot shift any further to counteract the mismatch, and will rail against the priors as seen in Figure 3.2. In this case this happens for deviations greater than -0.2 or 0.4, hence the sharp decrease in FFs seen in Figure 3.1. In this case these prior bounds come from two distinct effects. The negative deviations hit the physically motivated prior on the symmetric mass ratio which has a maximum of 0.25, a reparameterization of the mass parameters could allow greater freedom within the mass parameter space to absorb these deviations. The positive $\chi$ hit the combined chirp mass, symmetric mass ratio prior which has been set to allow relative speed of the Bayesian codes, which could be extended if needed. For interest the corresponding fractional loss in detection rate can be seen in Figure 3.3.

Next we compare the Bayes factor from the LALInference codes with that estimated via Equation 3.9. We investigate the dependence of the Bayes Factor on the SNR and FF as the approximation in Equation 3.9 essentially depends on these two quantities. For a fixed FF of 0.992 we compare the Bayes factors at SNRs of 10, 20, 30 and 40. As shown in Figure 3.4 the approximation gives the expected scaling of the log Bayes factor with square of the SNR at this high FF. Fixing the SNR to 20, we then vary the FF seen in Figure 3.5. The two methods agree for small variations from GR i.e. small FFs. However as the FF decreases the approximation begins to progressively over estimate the Bayes factor.

3.6 Discussion and Conclusions

Calculating FFs using a GR template bank to recover an arbitrary AG signal shows the importance of priors in detection. If the deviation shifts the best fit parameters within
Figure 3.1 The plot shows the fitting factors as calculated by a hierarchical grid based search for two compact binary coalescence systems. As expected the fitting factors are unity when the signals are included within the General Relativity model ($d\chi=0$) and then decrease with the deviation from GR. The sharp decrease occurs when the recovered parameters can long shift to absorb the deviation due to the prior bounds.
Figure 3.2 The points in mass parameter space at which the maximum match between General Relativity and alternative gravity waveform is found. This shift in masses away from the injected value, starred, allows some of the mismatch caused by the non-zero $d\chi$ to be absorbed. However the prior bounds allow templates only in the shaded region of mass space meaning the mass parameters can’t shift indefinitely.

The prior boundary high fitting factors can still be recovered, suggesting the signals are still recoverable with minimal loss in event rate, albeit with false best fit parameters. Comparing the Bayes factor calculated via Lalinference and via an approximate analytical prediction shows agreement when $FFs > 0.9$. This is unsurprising as the approximation, as described in [181] assumed a small deviation from GR. Via investigating the scaling of the odds ratio with SNR additional corrections to the approximation are suggested in appendix C. Using this approximation may provide a quick indication as to the possibility of differentiating between GR and a GR signal with out running computationally intensive simulations. When real detections are made the full TIGER
Figure 3.3 The fractional reduction in detection rate \((1 - F F^3)\) for the injected AG waveforms which are detected using GR waveforms. The \(d \chi = 0\) case is omitted to allow a log scale plotting.

pipeline will be used to analyse these signals.
Figure 3.4 The Bayes factors as calculated via lalinference (bars) and via approximation (circles) as a function of SNR for a fixed fitting factor of 0.992.
Figure 3.5 The Bayes factors as calculated via lalinference (bars) and via approximation (circles) as a function of Fitting Factor for a fixed SNR of 20. The red dots show the edited version of the approximation, described in Appendix C.
Chapter 4

ONLINE CALCULATOR FOR GRAVITATIONAL WAVE DETECTION RATES

The work in this chapter is presented in the form of documentation to support the online tools available at www.sr.bham.ac.uk/gwastro. All text was written by K. Grover. The calculator was jointly created by K Grover, J Klemkowsky, I Mandel, J Tye, W Vousden and T Wantock. J Klemkowsky, J Tye and T Wanock were undergraduate summer students who were supervised by I. Mandel and K. Grover.

The first of the advanced generation of ground based laser interferometer gravitational wave (GW) detectors are schedule to begin taking data in the later half of 2015. One of the most promising sources of GWs in these detectors are those from compact binary coalescence (CBC) sources. However the expected rate of detection of such binaries has large associated uncertainties due to the unknown merger rates. This online tool
provides a way to calculate the expected rate in a selected detector given certain input
parameters which control the merger rate of compact binaries and the conditions of
detection. The tool is aimed at the interested public as well being useful for those
within the scientific community.

4.1 Introduction

General Relativity has passed every test it has undergone and is widely regarded as an
accurate description of gravity. One consequence of General Relativity (GR) yet to be
directly observed are ripples in space time known as Gravitational waves (GWs). GWs
are caused by accelerating asymmetric masses which travel out at the speed of light in
every direction from the source, causing distances to stretch and squash as the wave
passes. The direct detection of these waves by measuring this distance change has not
yet been achieved. However indirect evidence of gravitational waves has been observed,
by measuring the energy loss from a binary pulsar system [201].

Ground based laser interferometers are advanced versions of a Michelson interferometers
with arms that are kilometres long. A world wide network of advanced detectors hope
to make the first direct detections of gravitational waves. These GW detectors are
currently being upgraded and will start taking data in late 2015. As GWs interact very
weakly with matter we can only hope to detect the most strongly emitting sources of
GWs. One category of these potential sources is known as compact binary coalescence
(CBC) the merger of black holes (BHs) and/or neutron stars (NSs). If two of these
compact objects are in a binary system the binary will lose energy via gravitational
wave emission, causing the objects to spiral in towards each other until they eventually
merge. The last stages of the CBC inspiral would be “loud” enough to detect directly
in an advanced interferometer detector.

The data output from the detector will be a combination of any GW signal, \( h \), and some unwanted output called noise, \( n \), which comes from a variety of sources, see for example [139]. The output of the detector is simply the sum of any GW signal and the noise,

\[
d(t) = h(t) + n(t) .
\] (4.1)

For the purposes of data analysis we often assume the noise is stationary and gaussian with zero mean.

CBC signals are “clean”, meaning the form of the GW can be described using relatively few parameters and the form of the wave can be predicted with relative accuracy. This is vital to data analysis techniques which allow the GW signal to be detected and analysed, even when the noise has a higher amplitude than the GW signal. CBC signals are found in the output by filtering \( d(t) \) with a range of filters known as a template bank. Templates are simply the predicted waveform (or approximation to it) at different possible parameter combinations. The optimal filter is an accurate waveform generated using the true parameters of the source. The optimally filtered data provides us with an optimal signal to noise ratio (SNR), \( \rho \), which is calculated via the noise weighted inner product,

\[
\rho^2 = 4 \Re \int_0^\infty \frac{\tilde{h}(f) \tilde{h}^*(f)}{S_n(f)} df . \] (4.2)

Here \( \tilde{h}(f) \) is the fourier transform of \( h(t) \) and \( S_n(f) \) is the single sided noise power spectral density which describes the variance of the noise in the detector.

The criteria for detection in the Laser Interferometer Gravitational-wave Observatory
detector is in reality a function of the data pipeline and real noise in the data, rather than the gaussian stationary idealised scenario we use here. The data analysis pipeline will also vary depending on the detector network and precise detection algorithm, e.g. [22]. We approximate this process by assuming the optimal SNR must be above some threshold, $\rho_{\text{threshold}}$, in a single detector network in order to be called a detection. The rate at which such SNRs will be reached depends on the noise level in the detector, the precise form of the GW and the merger rate of binaries in the universe. An example threshold is usually taken to be 8 for CBC signals in a ground based detector, this means we are only accepting high sigma events. This is due to the fact that CBC signals are expected with rates of up to a few per year, while the noise could generate many false alarms per year for a lower threshold after being matched with $10^{13}$ filters for a template bank of $10^3$ filters for a year of data sampled at 1kHz [152]. For a false alarm rate less than $10^{-2}$ per year in aLIGO-AdV a 2 detector network has a SNR threshold of 8.5 and a 3 detector network has a detector threshold of 7 in each detector [115].

4.2 Merger Rate

The only compact binary systems which have been directly observed are galactic binary neutron stars (BNSs) where at least one of the neutron stars is a pulsar. The merger rates of BNS are then extrapolated from the number of these observations that will merge in the Hubble time including the selection effects of the observations. Due to the small sample size and uncertainties in the selection effects, the predicted merger rates of BNS systems varies by several orders of magnitude. We rely on population synthesis models for predicted merger rates where one or more of the objects is a black hole.
These models depend on a number of free parameters, which again results in predicted merger rates which can vary by several orders of magnitude. For a review of these rates see [127].

As a first approximation we can assume merger rates, $R_m$, in other galaxies scales as the star formation rate, $R_s$. Star formation rate is often estimated via the blue light luminosity, meaning it is often expressed per $L_{10}$, which is $10^{10}$ times the solar blue light luminosity. Here we use a simple direct proportionality between $R_s$ and $R_m$ with constant of proportionality $C$ such that $R_m = CR_s$. However it should be noted that BH mergers can be significantly delayed from the formation of the binary where blue light luminosity becomes a less accurate measure of star formation.

4.2.1 Redshifted merger rate

Star formation rate is not constant throughout the history of the universe. The rates presented in [4] do not account for this fact, as it is a negligible factor for mergers at low redshift. We use, as an example, a star formation rate density as a function of redshift that is presented in [171], for redshifts $z < 5$ this can be approximated to,

$$R_s = \frac{\partial^2 M}{\partial V_c \partial t_{\text{source}}} \approx 0.014(1 + z)^{1.3} \frac{M_\odot}{Mpc^3 \text{ yr}},$$  \hspace{1cm} (4.3)$$

where $M$ is stellar mass, $V_c$ is comoving distance and $t_{\text{source}}$ is time at the source.
4.3 Detection Rate

Let us initially ignore redshift effects, given a constant merger rate per volume the detection rate $R_D$ is simply,

$$R_D = VR_m ,$$

(4.4)

where $V$ is the detectable volume of space within which a given mass combination has $\rho > \rho_{\text{threshold}}$. $V$ is not a sphere as the detector is not equally sensitive to all sky positions and orientations. The signal depends on relatively few parameters, some intrinsic and some extrinsic to the source. The intrinsic parameters are the masses and spins of the two compact objects. Here we sometimes use the Chirp Mass $\mathcal{M}$ and symmetric mass ratio $\eta$ as the mass parameters,

$$\eta = \frac{m_1 m_2}{M^2} ,$$

(4.5)

$$\mathcal{M} = \eta^{3/5} M ,$$

(4.6)

where $m_1$ and $m_2$, are the binary’s component masses and $M$ is the total mass of the system. We assume non-spinning components. The extrinsic parameters are the four angles which define the position and orientation of the binary relative to the detector, the inclination $\iota$, polarisation phase $\psi$, polar angle $\theta$ and azimuthal angle $\phi$. As well as the luminosity Distance to the source, $D_L$ and a reference time and phase, $t_c$ and $\phi_c$.

The signal is a combination of the two polarisations, $h_+$ and $h_\times$, weighted by
the detector response functions, $F_+$ and $F_\times$.

$$h = \frac{4M}{D_L} (\pi M f)^{2/3} \cos (\Phi + \phi_c) \left[ \left( \frac{1 + \cos^2 \iota}{2} \right) F^2_+ + \cos^2 \iota F^2_\times \right]^{1/2}. \quad (4.7)$$

$\Phi$ is the GW phase.

$$F_+ = \frac{1}{2} (1 + \cos^2 \theta) \cos 2\phi \cos 2\psi - \cos \theta \sin 2\phi \sin 2\psi, \quad (4.8)$$

$$F_\times = \frac{1}{2} (1 + \cos^2 \theta) \cos 2\phi \sin 2\psi + \cos \theta \sin 2\phi \cos 2\psi. \quad (4.9)$$

Let the function $\Theta$ encode all angular dependence in the amplitude of the GW signal such that $h \propto \Theta$ and $\Theta = 1$ for an optimally orientated binary.

$$\Theta = \left[ \left( \frac{1 + \cos^2 \iota}{2} \right) F^2_+ + \cos^2 \iota F^2_\times \right]^{1/2}. \quad (4.10)$$

Let,

$$\rho_1 = \rho (\Theta = 1, D_L = 1 Mpc), \quad (4.11)$$

then the maximum distance which is detectable for a given mass combination and $\Theta$ is,

$$D^\text{max}_L = \frac{\rho_1}{\rho_{\text{threshold}}} \Theta = D_L^\text{horizon} \Theta Mpc, \quad (4.12)$$

where the horizon distance, $D_L^\text{horizon}$, is defined as the maximum distance which is detectable for an optimally orientated binary. If we assume the merger rate, $R_m$, is
a constant in space and time, we can imagine how a sphere with radius $D_{L}^{\text{horizon}}$ is fractionally reduced due to random binary positions and orientations by averaging $\Theta$ across the whole sky and possible orientations.

$$V = \frac{4}{3} \pi D_{L}^{\text{max}} = \frac{4}{3} \pi \left( \frac{\rho_{1}}{\rho_{\text{threshold}}} \right)^{3} \Theta^{3}$$

(4.13)

4.3.1 Redshift

The detection rate calculation described above is a fair estimation of detection rate for distances at which redshifts can be neglected, however advanced detectors are expected to make detections out to cosmological distances, i.e. where $z \sim 1$. The effect this has on star formation rate is discussed above and redshift also has an effect on the detected GW signal. The propagation of the GW over cosmological distances acts like a factor of $(1 + z)$ on the masses, so although redshift has no physical effect on the masses of the system the observed wave has “redshifted masses”, such that $M_{\text{obs}} = (1 + z) M_{\text{source}}$. Additionally the observed frequency is redshifted with respect to the source frequency,

$$f_{\text{obs}} = \frac{f_{\text{source}}}{1 + z}.$$  

When discussing distances and volumes at cosmological distances the distinction between distance measures must be made. Here we are interested in the comoving volume, $V_{c}$, i.e. a volume calculated using the comoving distance,

$$D_{c} = \int_{0}^{z} \frac{D_{H}}{E(z')} dz',$$

(4.14)

where $D_{H}$ is the Hubble distance, or the inverse of the Hubble parameter, taken here
to be \( H_0 = 70.4 \text{ km s}^{-1} \text{ Mpc}^{-1} \). \( E(z) \equiv \sqrt{\Omega_M(1 + z)^3 + \Omega_\Lambda} \), where \( \Omega_M \) and \( \Omega_\Lambda \) are dimensionless matter and vacuum density respectively, here taken as \( \Omega_M = 0.272 \) and \( \Omega_\Lambda = 0.728 \) (we assume a flat universe). The luminosity distance is then

\[
D_L = D_c(1 + z) .
\]  

Finally when calculating the rates we must not forget that \( dt_{\text{obs}} = (1 + z) dt_{\text{source}} \). For detailed derivations of the effect of a CBC signal at cosmological distances see Chapter 4.1.4 of [122] and for more information on cosmological distance scales see [92].

Therefore the detection rate is now,

\[
R_D = \int_{0}^{z_{\text{max}}} R_s(z) \frac{dV_c}{dz} f_d(z) \frac{1}{1 + z} dz ,
\]  

where \( z_{\text{max}} \) is the redshift at which a redshifted optimally orientated binary has an SNR at threshold, \( f_d \) is the fraction of binaries that are above threshold due to non-optimal orientation and the factor \( \frac{1}{1 + z} \) is the difference in rate at the source and observer due to cosmic time dilation.
Figure 4.1 The user interface for the online rates calculator. There are five astrophysical options, redshift effects can be turned on or off, the star formation rate and conversion to merger rate, the maximum redshift to which to count mergers and the example masses to be used for detection rates.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Astrophysical parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Redshift Effects</strong></td>
<td>Include Redshift Effects</td>
</tr>
<tr>
<td></td>
<td>No Redshift Effects</td>
</tr>
<tr>
<td><strong>Star Formation Rate (SFR)</strong></td>
<td>Constant SFR</td>
</tr>
<tr>
<td></td>
<td>3.5e6 [Solar Mass / MWG/Myr^{-1}]</td>
</tr>
<tr>
<td></td>
<td>Redshift Dependent SFR</td>
</tr>
<tr>
<td></td>
<td>1.2e6 (1 + z)^{1.3} [Solar Mass / MWG/Myr]</td>
</tr>
<tr>
<td><strong>Conversion Factor from SFR to Merger Rate</strong></td>
<td>Binary Neutron Stars</td>
</tr>
<tr>
<td></td>
<td>Binary Black Holes</td>
</tr>
<tr>
<td></td>
<td>Neutron Star-Black Hole Binaries</td>
</tr>
<tr>
<td><strong>Max. redshift</strong></td>
<td>5</td>
</tr>
<tr>
<td><strong>Component masses</strong></td>
<td>Binary Neutron Stars</td>
</tr>
<tr>
<td></td>
<td>1.4 [Solar Masses]</td>
</tr>
<tr>
<td></td>
<td>1.4 [Solar Masses]</td>
</tr>
<tr>
<td></td>
<td>Binary Black Holes</td>
</tr>
<tr>
<td></td>
<td>10.0 [Solar Masses]</td>
</tr>
<tr>
<td></td>
<td>10.0 [Solar Masses]</td>
</tr>
<tr>
<td></td>
<td>Neutron Star-Black Hole</td>
</tr>
<tr>
<td></td>
<td>1.4 [Solar Masses]</td>
</tr>
<tr>
<td></td>
<td>10.0 [Solar Masses]</td>
</tr>
</tbody>
</table>
4.4 The Calculator

4.4.1 Inputs

Astrophysical Parameters

Redshift Effects
Selecting “No Redshift Effects” performs a simple calculation which does not take into account the effect of redshift on star formation or the difference between luminosity and co-moving distances.

Star Formation Rate
The user can select a constant or redshift dependent star formation rate, each can be specified in the following units,

- Solar Mass per Milky Way Equivalent Galaxy per Mega-year,
- Solar Mass per $L_{10}$ per Mega-year,
- Solar Mass per Mega-parsec cubed per mega year.

The default star formation rate for the constant option is that used in [4]. If choosing a redshift dependent star formation rate it must be in the form, $\alpha (1 + z)^\beta$ with defaults set as described in Equation 4.3, $\alpha = 0.014 \frac{M_s}{M_{\text{pc}^3 \text{yr}}}$ and $\beta = 1.3$.

Conversion Factor from SFR to Merger Rate
The constant of proportionality between star formation rate and merger rate controls the number of mergers of each type of binary. This number is physically set by the delay from formation of the compact objects to their merger and is estimated via population synthesis models. The default values are set to those used in [4], $C_{BNS} = 3 \times 10^{-5}$,
\[ C_{BBH} = 1 \times 10^{-7} \quad \text{and} \quad C_{NSBH} = 1 \times 10^{-6}. \]

Max. Redshift

If redshift effects are turned on the maximum redshift sets the maximum distance at which mergers are counted, this simply stops the calculation from taking too long, especially if large masses are chosen.

Component Masses

The user may choose up to three types of system for which to estimate the detection rate. The NSs must have masses between \(1M_\odot\) and \(2.5M_\odot\) (default \(1.4M_\odot\)) and the BHs must have masses between \(2.5M_\odot\) and \(100M_\odot\) (default \(10M_\odot\)).

Detection Parameters

Figure 4.2 The user interface for the online rates calculator. There are four detection options, the detector and its operating mode, the waveform family with which to calculate the SNR, the minimum frequency to begin the SNR and the threshold SNR above which a detection is counted.
Detector/Operating Mode
The user can select from a choice of detectors and operating modes. This choice sets
the level of the noise, the stronger the noise the lower the signal to noise ratio and fewer
detections will be made. Users can view the exact form of the noise in the detector
noise PSD plot in the results section. The current choices are a variety of operating
modes of Advanced LIGO [87] or variants of the Einstein Telescope [141].

Waveform Approximant
The SNR of the signal is calculated using a waveform approximant. These can be
generated in the time or frequency domain. If the waveform is generated in the time
domain a fast Fourier transform (FFT) is used to transform to the frequency domain
for the computation.

Starting Frequency
Although in principle the SNR is calculated from $f = 0$ to $f = \infty$ this is not suitable for
the discrete computation used here. The maximum frequency is set to the innermost
stable circular orbit (ISCO) frequency and the starting frequency is set here by the user.
This should be around the frequency at which the noise power spectral density (PSD)
drops in order to not significantly under estimate the SNR. As lowering the minimum
frequency can dramatically increase the length of the calculation the calculator may
change the users choice if the waveform will be over 120s in length, a message will
inform the user if this is the case. The default value is 20 Hz.

Threshold SNR
The threshold SNR is the way we approximate the detection criteria, which in reality
can only be calculated empirically depending on the real noise, detector network and
data analysis algorithm. The default value is 8, as commonly used to calculate horizon
distances, e.g. [4].
4.4.2 Calculation

Waveform and SNR

The waveforms are generated using the LIGO Scientific Collaboration (LSC) algorithm library (LAL), if a time domain waveform is chosen a FFT is used to transform it to the frequency domain. The waveforms are generated at a distance of $1\, Mpc$ as the simple $1/D_L$ scaling allows each distance to be calculated without the computationally intensive process of waveform generation being repeated. The SNR is calculated using a discrete form of Equation 4.2 summed between the minimum frequency set by the user and the ISCO frequency.

No Redshift Effects

If no redshift effects are included the calculation is a simple one, the total detection rate is the merger rate times the detectable volume. The merger rate is the star formation rate multiplied by the conversion factor both supplied by the user. The volume is calculated as shown in Equation 4.13 using the threshold SNR set by the user. $\Theta^3$ has been calculated via a Monte Carlo to be 0.086, assuming the following are uniformly distributed $\cos \iota[-1, 1], \cos \theta[-1, 1], \phi[0, 2\pi]$ and $\psi[0, 2\pi]$.

4.4.3 Include Redshift Effects

As described in Equation 4.16 the detection rate is a integration over a complex function of redshift. Therefore the calculator works by computing the detection count per year at discrete redshift shells, summing the total until an optimally oriented binary no
longer reaches the threshold SNR. The fraction, \( f_d \), that will be above threshold due to sky position and orientation is determined via a precalculated, Monte Carlo generated, cumulative distribution function, seen in Figure 4.3.

**Figure 4.3** \( \Theta \) cumulative distribution function generated via a Monte carlo of 1000000 randomly distributed sky locations and orientations.

### 4.4.4 Outputs

**Numerical Outputs**

**Detection Rate**

The result of the calculation as described in the previous sections are shown for each of the selected mass combinations as well as the total sum.
Distance

The horizon distance is that at which an optimally orientated binary is at threshold SNR, i.e. the furthest distance this detector can detect a binary of a given mass combination. This is shown for each of the selected masses.

Figure 4.4 The default outputs of the rates calculator including the number of detections and horizon distance for each of the mass systems.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Detection rate</td>
<td>54 per year</td>
</tr>
<tr>
<td>Detection rate BBH</td>
<td>8 per year</td>
</tr>
<tr>
<td>Detection rate BNS</td>
<td>38 per year</td>
</tr>
<tr>
<td>Detection rate NSBH</td>
<td>8 per year</td>
</tr>
<tr>
<td>Horizon luminosity</td>
<td>488 Mpc</td>
</tr>
<tr>
<td>distance BNS</td>
<td></td>
</tr>
<tr>
<td>Horizon luminosity</td>
<td>2.59e+03 Mpc</td>
</tr>
<tr>
<td>distance BBH</td>
<td></td>
</tr>
<tr>
<td>Horizon luminosity</td>
<td>1e+03 Mpc</td>
</tr>
<tr>
<td>distance NSBH</td>
<td></td>
</tr>
</tbody>
</table>

Plots

Noise amplitude spectral density

This plot shows the strain equivalent noise amplitude for the detector and operating mode that the user has selected, the default is shown as an example in Figure 4.5.

Frequency Domain Waveforms

The frequency domain waveforms are plotted for the selected mass systems at a dis-
**Figure 4.5** The default noise amplitude spectral density used in the rates calculator. This is the predicted noise curve for the high power zero detuning mode of the advanced LIGO detectors.
Tance of 1 Mpc with an optimal orientation and sky position. If a frequency domain waveform is requested the waveform is plotted as generated by the LAL. If a time domain waveform is requested the frequency domain waveform is generated via a FFT of the waveform generated by the LAL. The default is shown as an example in Figure 4.6.

**Figure 4.6** The default frequency domain waveforms generated by a fast fourier transform of a TaylorT1 waveform generated by LAL for the three mass systems. In each case the real part of the waveform is plotted.

---

**Time Domain Waveforms**

The time domain waveforms are plotted for the selected mass systems at a distance of 1 Mpc with and optimal orientation and sky position. If a frequency domain waveform is requested the time domain waveform plot is not generated as it is not needed for the rates calculation. The default is shown as an example in Figure 4.7.
Figure 4.7 The default time domain waveforms, a TaylorT1 waveform generated by LAL for the three mass systems.
Detections per Redshift Shell

If redshift effects are turned on the detection rate per year at each discrete redshift shell is shown as a stacked histogram for all the mass systems that are selected. The total number of detections is the sum of these rates. The default is shown as an example in Figure 4.8.

Figure 4.8 The default detection rate per discrete redshift shell for each of the three mass systems.

SNR as a Function of Redshift

If redshift effects are turned on the signal to noise ratio for an optimally oriented binary is calculated at each discrete redshift shell and plotted here for each of the selected mass systems, the default is shown as an example in Figure 4.9.
Figure 4.9 The default Signal to Noise Ratio for an optimally orientated binary as a function of redshift for each of the three mass systems.
Distribution of SNRs

If redshift effects are turned on the number of detections per year is shown as a distribution of SNR for each of the selected systems, the default is shown as an example in Figure 4.10.

Figure 4.10 The default distribution of Signal to Noise Ratios that are detected for the three mass systems.

Merger Rate as a Function of Redshift

If a redshift dependant star formation rate is selected the merger rate is plotted as a function of redshift, the default is shown as an example in Figure 4.11.
Figure 4.11 The default merger rate as a function of redshift for the three mass systems.
4.5 Comparison to Published Results

Many of the default input parameters are taken from the calculations and results presented in [4], so a comparison of outputs of the calculator to these numbers is shown in table 4.1. The outputs of the rates calculator match fairly closely with the published results, although the binary black hole (BBH) rate seems to be slightly low when using the same merger rate. However it should be noted that this calculation varies to the order of a few depending on the waveform family selected, as some include the merger and ringdown portion of the signal which can significantly contribute to SNR. It should be noted however that redshifting the waveforms in this case does not significantly affect the results, and this effect is negligible compared to errors on Merger Rates. Using star formation rate with the redshift dependence estimated from results published [171] does cut rates by around two-thirds, but again this falls within the uncertainty from merger rates.

<table>
<thead>
<tr>
<th>Source</th>
<th>$R_{D}^{\text{low}}$</th>
<th>$R_{D}^{\text{likely}}$</th>
<th>$R_{D}^{\text{high}}$</th>
<th>$R_{D}^{z}$</th>
<th>$R_{D}^{z,SFR}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNS</td>
<td>0.4</td>
<td>40</td>
<td>400</td>
<td>37</td>
<td>34</td>
</tr>
<tr>
<td>Neutron star - black hole (NSBH)</td>
<td>0.2</td>
<td>10</td>
<td>300</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>BBH</td>
<td>0.4</td>
<td>20</td>
<td>1000</td>
<td>15</td>
<td>10</td>
</tr>
</tbody>
</table>
Chapter 5

FUTURE WORK

5.1 Sky Localisation

As described in Chapter 2, approximate methods to characterise the sky localisation ability of detector networks can provide useful upper limits. However, approximate methods still differ by at least 50% from full results and there is a large variation in individual results. Any studies going forward are best suited to use Bayesian inference techniques with which to characterise the network. A recent work investigates the sky localisation capabilities of the advanced detector network using a rapid sky localisation technique, BAYESTAR, which is shown to be as accurate as full parameter estimation for Binary Neutron Star signals [166].
5.2 Testing General Relativity

Testing GR using gravitational wave signals looks to be a challenging and complex endeavour as the advanced detection era approaches. The TIGER pipeline has been tested on modelled and unmodeled deviations from GR as described in Appendix B and has been shown to be robust against a number of unmodeled effects for BNS signals in [17]. However there is still large uncertainties as the expected level of unmodeled effects that could effect signals, both within GR signals and deviations from it, for example testing the pipeline in real noise from the advanced detectors.

5.3 Rates Calculator

The online rates calculator as described in Chapter 4 is a useful tool for the general public and scientific community to quickly check the impact of various inputs to the expected rates of CBC signals in ground based interferometers. There are various improvements that could be made to improve the accuracy and functionality of the calculator, described below.

5.3.1 Astrophysical Parameters

The current calculator only allows a redshift dependent star formation rate (SFR) in the form, \(\alpha(1 + z)^\beta\), where \(z\) is the redshift, \(\alpha\) and \(\beta\) are free parameters set by the user. It is likely that some users may want to enter functions with other redshift dependencies, especially with more sensitive detector that has a higher redshift horizon, where it is known that this approximation no longer holds.
Currently users can select up to three example masses for the CBC systems they are interested in, the rates are then calculated using the SNR calculated from waveforms with exactly these mass parameters. A more accurate scenario would be to allow the user to input a mass distribution from which to calculate the rates. Similarly the sources in the current calculator are assumed to be non-spinning compact objects. As a first step it could be possible for the user to enter an example spin, like the current options for the masses. However going forward there should again be a spin distribution input option.

5.3.2 Detection Parameters

The current “detector/operating mode” option allows the user to select from a variety of predicted advanced LIGO and Einstein Telescope (ET) operating modes. As advanced LIGO comes online and more accurate noise curves become available it may be possible to implement them in the calculator as well including those from other detectors such as the Virgo detector, GEO600 and Kagra. It may be useful for the user to see this options graphically before selection. The waveform approximant section should be kept up to date with the most accurate waveform family implemented within the LAL.

5.3.3 Calculation

The calculation can be slow for time domain waveforms, which is not ideal for a web based application as casual users are unlikely to stick with the page for calculations even as long as a minute. This is due to the computational cost of performing the Fourier transform on the time domain waveform (the reverse is not carried out for frequency domain waveforms). To mitigate this problem currently long waveforms are truncated,
via increasing the minimum frequency, however this technique underestimates the SNR of the signal and therefore underestimates the rates. A better solution would be to implement a faster FFT routine (the current code uses standard Python libraries which are known to be slow).

5.3.4 Outputs

The current outputs of the calculator are fairly comprehensive, however they could be improved by outputting the horizon as a redshift and comoving volume, which would be of interest to astrophysicists.
Appendix A

OBSERVING THE DYNAMICS OF SUPERMASSIVE BLACK HOLE BINARIES WITH PULSAR TIMING ARRAYS

The work in this Appendix is presented in the form of the paper Published in Physical Review Letters [130]

Text was written by C. M. F. Minagrelli, K. Grover, T. Sidery, R. Smith, A. Vecchio. K. Grover was involved in discussions for all parts of this paper but did not produced any of the key figures or tables in the final paper. K. Grover performed the calculation to ensure correct mass and frequencies were chosen for example systems to ensure separation of the Earth and pulsar terms in frequency space.

Pulsar timing arrays are a prime tool to study unexplored astrophysical regimes with
Gravitational waves. Here, we show that the detection of gravitational radiation from individually resolvable supermassive black hole binary systems can yield direct information about the masses and spins of the black holes, provided that the gravitational-wave-induced timing fluctuations both at the pulsar and at Earth are detected. This in turn provides a map of the nonlinear dynamics of the gravitational field and a new avenue to tackle open problems in astrophysics connected to the formation and evolution of supermassive black holes. We discuss the potential, the challenges, and the limitations of these observations.

A.1 Introduction

Gravitational waves (GWs) provide a new means for studying black holes and addressing open questions in astrophysics and fundamental physics: from their formation, evolution and demographics, to the assembly history of galactic structures and the dynamical behaviour of gravitational fields in the strong non-linear regime. Specifically, GW observations through a network of radio pulsars used as ultra-stable clocks – Pulsar Timing Arrays (PTAs) [68,73,153] – represent the only direct observational avenue for the study of supermassive black hole binary (SMBHB) systems in the $\sim 10^8 - 10^9 M_\odot$ mass range, with orbital periods between $\sim 1$ month and a few years, see e.g. [156,198] and references therein. Ongoing observations [77,91,99,194] and future instruments, e.g. the Square Kilometre Array [3], are expected to yield the necessary timing precision [116,195] to observe the diffuse GW background. This background is likely dominated by the incoherent superposition of radiation from the cosmic population of massive black holes [66,88,98,100,142,157,159,188,209] and within it, we expect a handful of sources that are sufficiently close, massive and high-frequency to be individually
Massive black hole formation and evolution scenarios predict the existence of a large number of SMBHBs. Furthermore, SMBHs are expected to be (possibly rapidly) spinning. In fact the dynamics of such systems – which according to general relativity are entirely determined by the masses and spins of the black holes – leave a direct imprint on the emitted gravitational waveforms. From these, one could measure SMBHB masses and their distribution, yielding new insights into the assembly of galaxies and the dynamical processes in galactic nuclei. Moreover, measuring the magnitude and/or orientation of spins in SMBHBs would provide new information on the role of accretion processes. Finally, detections of SMBHBs could allow us to probe general relativistic effects in the non-linear regime in an astrophysical context not directly accessible by other means, see, and references therein.

The observation of gravitational waves with PTAs relies on the detection of the small deviation induced by gravitational radiation in the times of arrival (TOAs) of radio pulses from millisecond pulsars that function as ultra-stable reference clocks. This deviation, called the residual, is the difference between the expected (without GW contribution) and actual TOAs once all the other physical effects are taken into account. The imprint of the residual on the timing residuals is the result of how the propagation of radio waves is affected by the GW-induced space-time perturbations along the travel path. It is a linear combination of the GW perturbation at the time when the radiation transits at a pulsar, the so-called “pulsar term”, and then when it passes at the radio receiver, the “Earth term”. The two terms reflect the state of a source at two different times of its evolution separated by \( \tau \equiv (1 + \hat{\Omega} \cdot \hat{p}) L_p \sim 3.3 \times 10^3 (1 + \hat{\Omega} \cdot \hat{p}) (L_p/1 \text{ kpc}) \text{ yr} \) where \( \hat{\Omega} \) and \( \hat{p} \) are the unit vectors that identify the propagation
direction and the pulsar sky location at a distance $L_p$ from the Earth, respectively, see e.g. [161]. [We use geometrical units in which $G = c = 1$.] In a network (array) of pulsars all the perturbations at the Earth add coherently and therefore boost the signal-to-noise ratio (S/N) of the signal. Each pulsar term is at a slightly different frequency since the orbital period of the binary evolves over the time $\tau$.

Measuring the key physics of SMBHBs is hampered by the short (typically $T = 10$ yr) observation time compared to the typical orbital evolution timescale $f/\dot{f} = 1.6 \times 10^3 (M/10^9 M_\odot)^{-5/3} (f/50 \text{ nHz})^{-8/3}$ yr of binaries that are still in the weak field adiabatic inspiral regime, with an orbital velocity $v = 0.12 \left( M/10^9 M_\odot \right)^{1/3} (f/50 \text{ nHz})^{1/3}$. Here $M = m_1 + m_2$, $\mu = m_1 m_2 / M$ and $\mathcal{M} = M^{2/5} \mu^{3/5}$ are the total, reduced and chirp mass, respectively, of a binary with component masses $m_{1,2}$, and $f$ is the emission frequency at the leading quadrupole order. The chirp mass determines the frequency evolution at the leading Newtonian order. In the post-Newtonian (pN) expansion of the binary evolution [49] in terms of $v \ll 1$, the second mass parameter enters at $p^{1 \text{N}}$ order ($\mathcal{O}(v^2)$ correction); spins contribute at $p^{1.5 \text{N}}$ order and above ($\mathcal{O}(v^3)$) causing the orbital plane to precess through spin-orbit coupling, at leading order. These contributions are therefore seemingly out of observational reach.

The effect at the pulsar – the pulsar term – may be detectable in future surveys, and for selected pulsars their distance could be determined to sub-parsec precision [64, 110,169]. If this is indeed the case, it opens the opportunity to coherently connect the signal observed at the Earth and at pulsars, therefore providing snapshots of the binary evolution over $\sim 10^3$ yr. These observations would drastically change the ability to infer SMBHB dynamics, and study the relevant astrophysical process and fundamental physics.

In this Letter we show that for SMBHBs at the high end of the mass and frequency
spectrum observable by PTAs, say \( m_{1,2} = 10^9 M_\odot \) and \( f = 10^{-7} \) Hz, the observations of a source still in the weak-field regime become sensitive to post-Newtonian contributions up to \( p^{1.5}N \), including spin-orbit effects, if both the pulsar and Earth term can be detected. This in principle enables the measurement of the two mass parameters and a combination of the spin’s magnitude and relative orientation. We also show that the Earth-term only can still be sensitive to spin-orbit coupling due to geometrical effects produced by precession. We discuss the key factors that enable these measurements, and future observational prospects and limitations.

A.2 Signals from SMBHBs

Consider a radio pulsar emitting radio pulses at frequency \( \nu_0 \) in the source rest-frame. GWs modify the rate at which the radio signals are received at the Earth \[68,73,153\], inducing a relative frequency shift \( \delta \nu(t)/\nu_0 = h(t - \tau) - h(t) \), where \( h(t) \) is the GW strain. The quantities that are actually produced at the end of the data reduction process of a PTA are the timing residuals, \( \int dt' \delta \nu(t')/\nu_0 \), although without loss of generality, we will base the discussion on \( h(t) \). The perturbation induced by GWs is repeated twice, and carries information about the source at time \( t \), the “Earth term”, and at past time \( t - \tau \), the “pulsar term”.

We model the radiation from a SMBHB using the so-called restricted pN approximation, in which pN corrections are included only in the phase and the amplitude is retained at the leading Newtonian order, but we include the leading order modulation effects produced by spin-orbit coupling. The strain is given by

\[
h(t) = -A_{gw}(t)A_p(t) \cos[\Phi(t) + \varphi_p(t) + \varphi_T(t)], \tag{A.1}
\]
where $A_{gw}(t) = 2[\pi f(t)]^{2/3} M^{5/3}/D$ is the Newtonian order GW amplitude, $\Phi(t)$ is the GW phase, see e.g. Eq. (232, 234) in [49] and Eq. (8.4) in [44], and $D$ is the distance to the GW source. $A_p(t)$ and $\varphi_p(t)$ are the time-dependent polarisation amplitude and phase and $\varphi_T(t)$ is an additional phase term, analogous to Thomas precession, see Eq. (29) in [23].

The physical parameters leave different observational signatures in the GW strain $h(t)$ and are therefore found in the TOA residuals. At the leading Newtonian order, $M$ drives the frequency and therefore the phase $\Phi(t)$ evolution, with the second independent mass parameter entering from the $p^{1}N$ onwards. SMBHs are believed to be rapidly spinning, and the spins are responsible for three distinctive imprints in the waveform: (i) they alter the phase evolution through spin-orbit coupling and spin-spin coupling at $p^{1.5}N$ and $p^{2}N$ order, respectively [107], (ii) they cause the orbital plane to precess due to (at lowest order) spin-orbit coupling and therefore induce amplitude and phase modulations in the waveform through $A_p(t)$ and $\varphi_p(t)$; and (iii) through orbital precession they introduce an additional secular contribution $\varphi_T(t)$ to the waveform phase. Astrophysically we expect PTAs to detect SMBHBs of comparable component masses [161]. We therefore model the spin-orbit precession using the simple precession approximation [23], which formally applies when $m_1 = m_2$, or when one of the two spins is negligible with respect to the other. Let $S_{1,2}$ and $L$ be the black holes’ spins and the orbital angular momentum, respectively. Then both $S = S_1 + S_2$ and $L$ precess around the (essentially) constant direction of the total angular momentum, $J = S + L$, at the same rate $d\alpha/dt = \pi^2 (2 + 3m_2/(2m_1)) (|L + S|) f^2(t)/M$ [23], where $\alpha$ is the precession angle, while preserving the angle of the precession cone, $\lambda_L$, see Fig. 4 of Ref. [23]. This approximation is adequate to conceptually explore these effects, however in the case of real observations, one will need to consider the exact expressions [106]. We also assume the binaries are circularised and have zero eccentricity. For this simple precession case
the waveforms are derived in [23], the equations are lengthy and not repeated here but
the interested reader is pointed to eqns (64a-c) in [23].

The detection and particularly the measurement of the aforementioned parameters
relies on coherently matching the signal with a template that faithfully reproduces its
amplitude and, importantly, its phase evolution. We therefore consider the contribution
to the total number of wave cycles a proxy for the significance of a specific parameter.
Individual terms that contribute $\sim 1$ GW cycle or more mean that the effect is in
principle detectable, hence one can infer information about the associated parameter(s).
We show that information about the parameters can only be inferred for SMBHBs at
the high end of the mass spectrum and PTA observational frequency range. Having a
sufficiently high-mass and high-frequency GW source is also essential to ensure sufficient
frequency evolution over the time $\tau$, so that the Earth and pulsar term are clearly
separated in frequency space cf. Table A.1. We therefore take fiducial source parameters
of $m_1 = m_2 = 10^9 M_\odot$, frequency at the Earth at the beginning of the observation
$f_E = 10^{-7}$ Hz and an observational time $T = 10$ years to illustrate the main results.
We provide scaling relations as a function of the relevant quantities, allowing the reader
to rescale the results for different astrophysical and/or observational values.

### A.3 Observations using the Earth-term only

We start by considering analyses that rely only on the Earth-term contribution to the
residuals, as done in Ref. [117, 210]. The case of a coherent analysis based both on
the Earth- and pulsar-term, introduced in Ref. [101], is discussed later in this Letter.
Table A.1 shows that, in general, the frequency change over 10 yr is small compared to
the frequency bin width, $3.2(10\text{yr}/T) \text{nHz}$ [110, 161]. The observed signal is effectively
monochromatic, making the dynamics of the system impossible to infer. However, the presence of spins affects the waveform not only through the GW phase evolution, but also via the modulations of $A_p(t)$ and $\varphi_p(t)$ that are periodic over the precession period, and also introduces the secular contribution $\varphi_T(t)$. For $m_{1,2} = 10^9 M_\odot$ and $f_E = 10^{-7}$ Hz the orbital angular momentum precesses by $\Delta \alpha = 2$ rad (for dimensionless spin parameter $a \equiv S/M^2 = 0.1$) and $\Delta \alpha = 3$ rad (for $a = 0.98$), and therefore the additional modulation effect on $A_p(t)$ and $\varphi_p(t)$ is small, and likely undetectable. However, the overall change of $\varphi_T(t)$ over 10 yrs could be appreciable: the average contribution for each precession cycle of this additional phase term is $\langle \Delta \varphi_T \rangle = 4\pi$ or $4\pi (1 - \cos \lambda_L)$, depending on whether $\hat{\Omega}$ lies inside or outside the precession cone, respectively [23]. If $\hat{\Omega}$ lies inside the precession cone, and given that the observation will cover between a third and a half of a full precession cycle, then $\langle \Delta \varphi_T \rangle \sim \pi$, which could surely indicate the presence of spins. On the other hand, the precession cone will be small in general since $|S/L| \sim a v (M/\mu) \simeq 0.1 a (M/\mu) (M/10^9 M_\odot)^{1/3} (f/100 \text{ nHz})^{1/3}$, therefore the likelihood of $\hat{\Omega}$ lying inside the precession cone is small, assuming an isotropic distribution and orientation of sources. In this case the Thomas precession contribution (per precession cycle) is suppressed by a factor $(1 - \cos \lambda_L) \simeq \lambda_L^2/2 \sim 5 \times 10^{-3} a^2 (M/\mu)^2 (M/10^9 M_\odot)^{2/3} (f/100 \text{ nHz})^{2/3}$, which will produce a negligible contribution $\Delta \varphi_T(t) \ll 1$. However unlikely, spins may still introduce observable effects that need to be taken into account.
Table A.1 Frequency change $\Delta f$, total number of Gravitational Wave cycles and individual contributions from the leading order terms in the pN expansion over the two relevant time scales – a 10 yr period starting at the Earth and the time period $L_p(1 + \hat{\Omega} \cdot \hat{p})$ between the Earth and pulsar term (hence the negative sign) – for selected values of $m_{1,2}$ and $f_E$.

<table>
<thead>
<tr>
<th>$m_1(M_\odot)$</th>
<th>$m_2(M_\odot)$</th>
<th>$f_E$(nHz)</th>
<th>$v/c \times 10^{-2}$</th>
<th>timespan</th>
<th>$\Delta f$ (nHz)</th>
<th>Total Newtonian</th>
<th>$p^1N$</th>
<th>$p^{1+2}N$</th>
<th>spin-orbit/β</th>
<th>$p^2N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^9$</td>
<td>$10^9$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>14.6</td>
<td>10 yr</td>
<td>3.22</td>
<td></td>
<td>32.1</td>
<td>31.7</td>
<td>0.9</td>
<td>-0.7</td>
<td>0.06</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>9.6</td>
<td>-1 kpc</td>
<td>71.2</td>
<td></td>
<td>4305.1</td>
<td>4267.8</td>
<td>77.3</td>
<td>-45.8</td>
<td>3.6</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>11.6</td>
<td>10 yr</td>
<td>0.24</td>
<td></td>
<td>15.8</td>
<td>15.7</td>
<td>0.3</td>
<td>-0.2</td>
<td>0.01</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td></td>
<td>9.4</td>
<td>-1 kpc</td>
<td>23.1</td>
<td></td>
<td>3533.1</td>
<td>3504.8</td>
<td>53.5</td>
<td>-28.7</td>
<td>2.3</td>
<td>1.2</td>
</tr>
<tr>
<td>$10^8$</td>
<td>$10^8$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>6.8</td>
<td>10 yr</td>
<td>0.07</td>
<td></td>
<td>31.6</td>
<td>31.4</td>
<td>0.2</td>
<td>-0.07</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td></td>
<td>6.4</td>
<td>-1 kpc</td>
<td>15.8</td>
<td></td>
<td>9396.3</td>
<td>9355.7</td>
<td>58.3</td>
<td>-19.9</td>
<td>1.6</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>5.4</td>
<td>10 yr</td>
<td>0.005</td>
<td></td>
<td>15.8</td>
<td>15.7</td>
<td>0.06</td>
<td>-0.02</td>
<td>&lt; 0.01</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td></td>
<td>5.3</td>
<td>-1 kpc</td>
<td>1.62</td>
<td></td>
<td>5061.4</td>
<td>5045.8</td>
<td>20.8</td>
<td>-5.8</td>
<td>0.5</td>
<td>0.1</td>
</tr>
</tbody>
</table>
A.4 Measuring SMBHB evolution using the Earth and pulsar term

With more sensitive observations and the increasing possibility of precisely determining $L_p$ see e.g. [169], the prospect of also observing the contribution from the pulsar-term from one or more pulsars becomes more realistic. We show below that if at least one of the pulsar terms can be observed together with the Earth-term, this opens opportunities to study the dynamical evolution of SMBHBs and, in principle, to measure their masses and spins. This is a straightforward consequence of the fact that PTAs become sensitive to $\sim 10^3$ yr of SMBHB evolutionary history, in “snippets” of length $T \ll L_p$ that can be coherently concatenated.

The signal from each pulsar term will be at a S/N which is significantly smaller than the Earth-term by a factor $\sim \sqrt{N_p}$, where $N_p$ is the number of pulsars that effectively contribute to the S/N of the array. For example, if the Earth-term yields an S/N of $\sim 36\sqrt{N_p}/20$, then each individual pulsar term would give an S/N $\sim 8$. The possibility of coherently connecting the Earth-term signal with each pulsar term becomes therefore a question of S/N, prior information about the pulsar-Earth baseline and how accurately the SMBHB location in the sky can be reconstructed, as part of a “global fit”, e.g. [110]. Assuming for simplicity that the uncertainties on $L_p$ and $\hat{\Omega}$ are uncorrelated, this requires that the distance to the pulsar and the location of the GW source are known with errors $\lesssim 0.01(100\text{ nHz}/f)$ pc and $\lesssim 3(100\text{ nHz}/f)(1\text{ kpc}/L_p)$ arcsec, respectively. These are very stringent constraints [32][161][169], and a detailed analysis is needed in order to assess the feasibility of reaching this precision. Clearly if an electromagnetic counterpart to the GW source were to be found [158][176], it would
enable the identification of the source location in the sky, making the latter constraint unnecessary.

We can now consider the contribution from the different terms in the pN expansion to the total number of cycles in observations that cover the GW source evolution over the time $\tau$ that are encoded in the simultaneous analysis of the Earth and pulsar terms. The results are summarised in Table A.1 for selected values of $m_{1,2}$, and $f_E$ and for a fiducial value $\tau = 1$ kpc. The wavecycle contributions from the spin-orbit parameter are normalised to $\beta = (1/12) \sum_{i=1}^{2} [113(m_i/M)^2 + 75\eta] \hat{L} \cdot \hat{S}_i$, which has a maximum value of 7.8. Contributions from the p$^2$N order spin-spin terms are negligible. The results clearly show that despite the fact that the source is in the weak field regime the extended Earth-pulsar baseline requires the p$^{1.5}$N, and in some rare cases the p$^2$N contribution, to accurately (i.e. within $\sim 1$ GW cycle) reproduce the full phase evolution.

For $m_{1,2} = 10^9 M_\odot$ and $f_E = 10^{-7}$ Hz there is a total of 4305 GW cycles over a 1 kpc light travel time evolution, with the majority (4267) accounted for by the leading order Newtonian term, providing information about the chirp mass, and tens of cycles due to the p$^1$N and p$^{1.5}$N terms (77 and 45, respectively), that provide information about a second independent mass parameter. Spins contribute to phasing at p$^{1.5}$N with $\sim 3\beta$ cycles. Therefore their total contribution is smaller than the p$^{1.5}$N mass contribution by a factor between a few and $\sim 10$. The additional Thomas precession phase contribution may become comparable to the p$^1$N mass contribution in some cases. In fact, for $a = 0.1(0.98)$ the binary undergoes 24 (34) precession cycles. This corresponds to a total Thomas precession phase contribution of 306 (426) rad if $\dot{\Omega}$ lies outside the precession cone.

The modulations of $A_p(t)$ and $\varphi_p(t)$ are characterised by a small $\lambda_L$, because for most of the inspiral $S \ll L$, and are likely to leave a smaller imprint on the waveform than
those discussed so far. We can indeed estimate the importance of this effect for the most favourable parameter combinations. The value of $\varphi_p(t)$ oscillates over time with an amplitude which depends on the time to coalescence, $S$, $L$, $\hat{\Omega}$ and $\hat{p}$. We choose the orientation of $\hat{S}$ such that $\lambda_L$ is maximised, and we vary $\hat{\Omega}$ and $\hat{p}$, each of which is drawn from a uniform distribution on the two-sphere.

In Figure 1 we show that for rapidly spinning ($a = 0.98$) SMBHBs this effect could introduce modulations larger than $\pi/2$ in $\varphi_p(t)$ over 30% of the parameter space of possible $\hat{\Omega}$ and $\hat{p}$ geometries. The amplitude would correspondingly change over the same portion of the parameter space by at most 60% with respect to its unmodulated value. Since these effects are modulated, they will not be easily identifiable.

A.5 Conclusions

We have established that the coherent observation of both the Earth and pulsar term provides information about the dynamical evolution of a source. The question now is whether they can be unambiguously identified. A rigorous analysis would require extensive simulations based on the actual analysis of synthetic data sets. We can however gain the key information with a much simpler order of magnitude calculation. The phase (or number of cycles) error scales as $\sim 1/(S/N)$. Assuming $S/N \sim 40$ means that the total number of wave cycles over the Earth-pulsar baseline can be determined with an error $\sim 4300/40 \sim 100$ wave cycles. This is comparable to the $p^{1N}$ contribution to the $GW$ phase and, in very favourable circumstances, to the Thomas precession phase contribution, and larger by a factor of a few or more than all the other contributions. It may therefore be possible to measure the chirp mass and, say, the symmetric mass ratio of a SMBHB, and possibly a combination of the spin parameters. Effects due to the
The fraction of parameter space in $\hat{\Omega}$ and $\hat{p}$ for which the maximum excursion of $\varphi_p$ over the time $L_p(1 + \hat{\Omega} \cdot \hat{p})$ for $L_p = 1$ kpc exceeds a certain value, shown on the horizontal axis. Several values of $m_{1,2}$, $a$ and $f_E$ are considered (see legend).

$p^{1.5}$N and higher phase terms are likely to remain unobservable, as well as amplitude and phase modulations. Correlations between the parameters, in particular masses and spins, will further degrade the measurements. The details will depend on the actual S/N of the observations, the source parameters, and the accuracy with which the source location and the pulsar distance can be determined. We plan to explore these issues in detail in a future study.
Appendix B

TOWARDS A GENERIC TEST OF THE STRONG FIELD DYNAMICS OF GENERAL RELATIVITY USING COMPACT BINARY COALESCENCE

The work in this Appendix is presented in the form of the paper Published in Physical Review D \cite{112}.

Coalescences of binary neutron stars and/or black holes are amongst the most likely gravitational-wave signals to be observed in ground-based interferometric detectors. Apart from the astrophysical importance of their detection, they will also provide us with our very first empirical access to the genuine strong-field dynamics of general relativity (GR). We present a new framework based on Bayesian model selection aimed at detecting deviations from GR, subject to the constraints of the Advanced Virgo and LIGO detectors. The method tests the consistency of coefficients appearing in the waveform with the predictions made by GR, without relying on any specific alternative theory of gravity. The framework is suitable for low signal-to-noise ratio events through the construction of multiple subtests, most of which involve only a limited number of coefficients. It also naturally allows for the combination of information from multiple sources to increase ones confidence in GR or a violation thereof. We expect it to be capable of finding a wide range of possible deviations from GR, including ones which, in principle, cannot be accommodated by the model waveforms, on the condition that the induced change in phase at frequencies where the detectors are the most sensitive is comparable to the effect of a few percent change in one or more of the low-order post-Newtonian phase coefficients. In principle, the framework can be used with any GR waveform approximant, with arbitrary parametrized deformations, to serve as model waveforms. In order to illustrate the workings of the method, we perform a range of numerical experiments in which simulated gravitational waves modelled in the restricted post-Newtonian, stationary phase approximation are added to Gaussian and stationary noise that follows the expected Advanced LIGO/Virgo noise curves.
B.1 Introduction

General Relativity (GR) is a non-linear, dynamical theory of gravity. Until the 1970s, all of its tests involved the weak-field, stationary regime; these are the standard Solar System tests that are discussed in most textbooks, e.g. [132]. GR passed them with impressive accuracy. Nevertheless, the more interesting part of any field theory resides in its dynamics, and this is especially true of GR [152, 207]. A first test of the latter came from the Hulse-Taylor binary and a handful of similar tight neutron star binaries [54, 96, 109], whose orbital elements are changing in close agreement with GR under the assumption that energy and angular momentum are carried away by gravitational waves (GW). Thus, these discoveries led to the very first, albeit indirect, evidence for GW. However, even the most relativistic of these binaries, PSR J0737-3039 [54, 109], is still in the relatively slowly varying, weak-field regime from a GR point of view, with a compactness of $GM/(c^2R) \simeq 4.4 \times 10^{-6}$, with $M$ the total mass, $R$ the orbital separation, and a typical orbital speed $v/c \simeq 2 \times 10^{-3}$. By contrast, for an inspiraling compact binary, in the limit of a test particle around a non-spinning black hole, the last stable orbit occurs at a separation of $R = 6GM/c^2$, where $GM/(c^2R) = 1/6$ and $v/c = 1/\sqrt{6}$. This constitutes the genuinely strong-field, dynamical regime of General Relativity, which in the foreseeable future will only be empirically accessible by means of gravitational-wave detectors.

Several large gravitational wave observatories have been operational for some years now: the two 4 km arm length LIGO interferometers in the US [11], the 3 km arm length Virgo in Italy [13] [15], and the 600 m arm length GEO600 [84, 85]. By around 2015, LIGO and Virgo will have been upgraded to their so-called advanced configurations [1, 2, 87, 179], and shortly afterwards up to tens of detections per year are expected [4]. Another
planned GW observatory is the Japanese detector KAGRA \cite{29}, and the construction of a further large interferometer in India is under consideration \cite{150}. Among the most promising sources are the inspiral and merger of compact binaries composed of two neutron stars (BNS), a neutron star and a black hole (NSBH), or two black holes (BBH).

Within GR, especially the inspiral part of the coalescence process has been modeled in great detail using the post-Newtonian (PN) formalism (see \cite{49} and references therein), in which quantities such as the conserved energy and flux are found as expansions in $v/c$, where $v$ is a characteristic speed. During inspiral, the GW signals will carry a detailed imprint of the orbital motion. Indeed, the contribution at leading order in amplitude has a phase that is simply $2\Phi(t)$, with $\Phi(t)$ being the orbital phase. Thus, the angular motion of the binary is directly encoded in the waveform’s phase, and assuming quasi-circular inspiral, the radial motion follows from the instantaneous angular frequency $\omega(t) = \dot{\Phi}(t)$ through the relativistic version of Kepler’s Third Law. If there are deviations from GR, the different emission mechanism and/or differences in the orbital motion will be encoded in the phase of the signal waveform, allowing us to probe the strong-field dynamics of gravity. In this regard we note that with binary pulsars, one can only constrain the conservative sector of the dynamics to 1PN order (i.e. $(v/c)^2$ beyond leading order), and the dissipative sector to leading order; see, e.g., the discussion in \cite{122} and references therein. Hence, when it comes to $\Phi(t)$, these observations do not fully constrain the 1PN contribution. Yet several of the more interesting dynamical effects occur starting from 1.5PN order; this includes ‘tail effects’ \cite{17,48} and spin-orbit interactions; spin-spin effects first appear at 2PN \cite{45}. As indicated by the Fisher matrix results of \cite{131}, Advanced LIGO/Virgo should be able to put significant constraints on the 1.5PN contribution to the phase, and possibly also higher-order contributions.
Possible deviations from GR that have been considered in the past in the context of compact binary coalescence include scalar-tensor theories \[37, 38, 58, 154, 205, 206\]; a varying Newton constant \[215\]; modified dispersion relation theories, usually referred to in literature as ‘massive graviton’ models \[27, 37, 38, 40, 63, 105, 173, 204\]; violations of the No Hair Theorem \[33, 39, 80, 93, 103\]; violations of Cosmic Censorship \[103, 184\]; and parity violating theories \[21, 170, 212, 214\]. The (rather few) specific alternative theories of gravity that have been considered in the context of ground-based gravitational wave detectors – essentially scalar-tensor and ‘massive graviton’ theories – happen to be hard to constrain much further with GW observations, and we will not consider them in this paper. However, General Relativity may be violated in some other manner, including a way that is yet to be envisaged. This makes it imperative to develop methods that can search for generic deviations from GR.

In the past several years, several proposals have been put forward to test GR using coalescing compact binary coalescence:

1. One can search directly for the imprint of specific alternative theories, such as the so-called ‘massive graviton’ models and scalar-tensor theories \[27, 37, 38, 40, 58, 105, 154, 173, 204, 206\]. For the ‘massive graviton’ case, a full Bayesian analysis was recently performed by Del Pozzo, Veitch, and Vecchio \[63\].

2. A method due to Arun et al. exploits the fact that, at least for binaries where neither component has spin, all coefficients \(\psi_i\) in the PN expansion (see Eq. (B.2) below for their definition) of the inspiral phase depend only on the two component...

\footnote{The designations ‘massive gravity’ and ‘massive graviton’ originate from \[45\] where actually the effect of a modified dispersion relation, or a wavelength dependent propagation velocity has been taken into account. While it is attractive to ascribe such a modification to a graviton mass, a modification of the dispersion relation can be a more general effect, and moreover endowing the graviton with a mass introduces additional deviations from GR than a mere modified dispersion relation. See e.g. the original \[183\] and the recent \[61\] for a thorough discussion of the issues related to massive gravity models.}
masses, $m_1$ and $m_2$ \cite{25,28,131}. In that case only two of the $\psi_i$ are independent, so that a comparison of any three of them allows for a test of GR. Such a method would be very general, in that one does not have to look for any particular way in which gravity might deviate from GR; instead it allows generic failures of GR to be searched for. However, so far its viability was only explored using Fisher matrix calculations.

3. In the so-called parameterized post-Einsteinian (ppE) formalism of Yunes and Pretorius, gravitational waveforms are parameterized so as to include effects from a variety of alternative theories of gravity \cite{213,216}. A Bayesian analysis was performed in \cite{55}.

4. Recently a test of the No Hair Theorem was presented, also in a Bayesian setting \cite{83}.

The first method presupposes that GR will be violated in a particular way. As for the third and fourth points, the particular Bayesian implementation that was used involves comparing the GR waveform with a waveform model that includes parameterized deformations away from GR, thus introducing further free parameters.

Now, imagine one introduces free parameters $p_i$, $i = 1, 2, \ldots, N_T$ in such a way that $p_i = 0$ for all $i$ corresponds to GR being correct. Then one can compare a waveform model in which all the $p_i$ are allowed to vary with the GR waveform model in which all the $p_i$ are zero. As we will explain in this paper, this amounts to asking the question: “Do all the $p_i$ differ from zero at the same time?” Let us call the associated hypothesis $H_{12\ldots N_T}$, which is to be compared with the GR hypothesis $H_{\text{GR}}$.

A more interesting (because much more general) question would be: “Do one or more of the $p_i$ differ from zero”, without specifying which. As we shall see, this question
is more difficult to cast into the language of model selection. Below we will call the associated hypothesis $\mathcal{H}_{\text{modGR}}$, to be compared with the GR hypothesis $\mathcal{H}_{\text{GR}}$. What we will show is that, although there is no single waveform model that corresponds to $\mathcal{H}_{\text{modGR}}$, testing the latter amounts to testing $2^{N_T} - 1$ hypotheses $H_{i_1i_2...i_k}$ corresponding to all subsets $\{p_{i_1}, p_{i_2}, \ldots, p_{i_k}\}$ of the full set $\{p_1, p_2, \ldots, p_{N_T}\}$. Each of the hypotheses $H_{i_1i_2...i_k}$ is tested by a waveform model in which $p_{i_1}, p_{i_2}, \ldots, p_{i_k}$ are free, but all the other $p_j$ are fixed to zero. The Bayes factors against GR for all of these tests can then be combined into a single odds ratio which compares the full hypothesis $\mathcal{H}_{\text{modGR}}$ with $\mathcal{H}_{\text{GR}}$.

In a scenario with low signal-to-noise ratio (SNR), as will be the case with advanced ground-based detectors, parameter estimation will degrade significantly when trying to estimate too many parameters at once, and so will model selection if the alternative model to GR has too many additional degrees of freedom [63]. This could be problematic if one only tests the ‘all-inclusive’ hypothesis $H_{12...N_T}$ against GR, i.e., if the question one asks is “Do all the $p_i$ differ from zero at the same time”. The question we want to ask instead, namely “Do one or more of the $p_i$ differ from zero”, is not only more general; most of the sub-hypotheses $H_{i_1i_2...i_k}$ involve a smaller number of free parameters, making the corresponding test more powerful in a low-SNR situation. And, as in most Bayesian frameworks, information from multiple sources can be combined in a straightforward way.

Our framework can be used with any family of waveforms with parameterized deformations, including the ppE family. In order to illustrate the method, following [25,28,131] we make the simplest choice by adopting model waveforms in which the deviations away from GR take the form of shifts in a subset of the post-Newtonian inspiral phase coefficients. To establish the validity of the framework, we perform simulations with
simple analytic frequency domain waveforms in stationary, Gaussian noise that follows the expected Advanced LIGO/Virgo noise curves. In the future, for actual tests of GR, one may want to use time domain waveforms and introduce deviations in e.g. a Hamiltonian used to numerically evolve the motion of the binary.

As noted in [63,216] and also illustrated here, if one is only interested in detection, then it might suffice to only search with template waveforms predicted by GR, but parameter estimation can be badly off; this is what is called ‘fundamental bias’. Indeed, even if there is a deviation from GR in the signal, then a model waveform with completely different values for the masses and other parameters could still be a good fit to the data, with minimal loss of signal-to-noise ratio. We note that given model waveforms that feature a certain family of deformations away from GR, ‘fundamental bias’ can still occur if the signal has a deviation that does not belong to the particular class of deformations allowed for by the models. However, in that case one expects the non-GR model waveforms to still be preferred over GR ones in the sense of model selection, even if parameter estimation may be deceptive in interpreting the nature of the deviation.

We will show an explicit example of this, and will argue that generic deviations from GR can be picked up, of course subject to the limitations imposed by the detectors, as is the case with any kind of measurement. In particular, we expect that a GR violation will generally be visible, on condition that its effect on the phase at frequencies where the detector is the most sensitive is comparable to the effect of a few percent shift in one of the lower-order phase coefficients.

This paper is structured as follows. We first introduce our waveform model for compact binary inspiral, and discuss its sensitivity to changes in phase parameters (Section B.2). In Section B.3, we explain the basic method for single and multiple sources. In Section B.4, we construct different simulated catalogs of sources and evaluate the level at which
deviations from GR can be found. We end with a summary and a discussion of future steps to be taken.

Unless stated otherwise, we will take $G = c = 1$.

### B.2 Waveform model and its sensitivity to changes in phase coefficients

We now introduce our waveform model. Since we are concerned with testing the strong-field dynamics of gravity, eventually all of the effects which we expect to see with compact binary coalescence should be represented in the waveform. This includes, but is not limited to, precession due to spin-orbit and spin-spin interactions [45], sub-dominant signal harmonics [46], and merger/ringdown [35]. In due time these will indeed need to be taken into account. However, in this paper we first and foremost wish to demonstrate the validity of a particular method, for which it will not be necessary to use very sophisticated waveforms. Also, as suggested by Fisher matrix calculations such as those of Mishra et al. [131], methods based on measuring phase coefficients will be the most accurate at low total mass. In this paper we limit ourselves to BNS sources, for which spin will be negligible, as well as sub-dominant signal harmonics [184, 185]. Since we will assume a network of Advanced LIGO and Virgo detectors, the merger and ringdown signals will also not have a large impact [197]. Thus, for a first analysis we will focus on the inspiral part of the coalescence process, modeling the waveform in the frequency domain using the stationary phase approximation (SPA) [97, 151]. In particular, we use the so-called restricted TaylorF2 waveforms [53, 119] up to 2PN in phase.
Since the way we illustrate our method here is based on allowing for deviations in phase coefficients, we will need to know how sensitive our waveform model is to minor changes in the values of these coefficients. To get a sense of this, one could use the results of [131] as a guide, but since these are based on the Fisher matrix they necessarily assume that signal and template are from the same waveform family. Before explaining our method for testing GR, we will first look at what happens both to detectability and parameter estimation when the signal contains a deviation from GR but is being searched for with a bank of GR templates.

### B.2.1 Model waveform(s) and detector configuration

We start from the way TaylorF2 is implemented in the LIGO Algorithms Library [119]:

\[
h(f) = \frac{1}{D} \frac{A(\theta, \phi, \iota, \psi, \mathcal{M}, \eta)}{\sqrt{\dot{F}(\mathcal{M}, \eta; f)}} f^{2/3} e^{i\Psi(t_c, \phi_c; \mathcal{M}, \eta; f)},
\]

where \(D\) is the luminosity distance to the source, \((\theta, \phi)\) specify the sky position, \((\iota, \psi)\) give the orientation of the inspiral plane with respect to the line of sight, \(\mathcal{M}\) is the chirp mass, and \(\eta\) is the symmetric mass ratio. In terms of the component masses \((m_1, m_2)\), one has \(\eta = m_1 m_2 / (m_1 + m_2)^2\) and \(\mathcal{M} = (m_1 + m_2)^{3/5}\). \(t_c\) and \(\phi_c\) are the time and phase at coalescence, respectively. The ‘frequency sweep’ \(\dot{F}(\mathcal{M}, \eta; f)\) is an expansion in powers of the frequency \(f\) with mass-dependent coefficients, and

\[
\Psi(t_c, \phi_c; \mathcal{M}, \eta; f) = 2\pi ft_c - \phi_c - \pi/4 + \sum_{i=0}^{7} \left[ \psi_i + \psi_i^{(l)} \ln f \right] f^{(i-5)/3}.
\]
In the case of GR, the functional dependence of the coefficients $\psi_i$ and $\psi_i^{(l)}$ on $(M, \eta)$ can be found in [131]. However, here we will not assume that those relationships necessarily hold, except in the case of $\psi_0$, which has been tested using binary pulsars. With minor abuse of notation, let us re-label the remaining coefficients as $\psi_i, i = 1, \ldots, M$.

We note that $\dot{F}$ is related to the phase $\Psi$, and in principle we should also leave open the possibility that its expansion coefficients deviate from their GR values. However, with the Advanced LIGO and Virgo network and for stellar mass binaries we do not expect to be very sensitive to sub-dominant contributions to the amplitude [184,185].

Let us focus on the phase (B.2). One way of testing GR would be to use a model waveform in which all the $\psi_i$ are considered free parameters, measure these together with $M$ and $\eta$, and check whether one obtains agreement with the functional relations $\psi_i(M, \eta)$ predicted by GR. However, the events we expect in Advanced LIGO/Virgo will probably not have sufficient SNR for this to be directly feasible [131].

Below, we instead suggest a scheme where a large number of tests are done, in each of which a specific, limited subset of the phase coefficients is left free while the others have the dependence on masses as in GR. The results from all of these tests can then be combined into the odds ratio for a general deviation from GR versus GR being correct.

In this study we will assume a network of two Advanced LIGO detectors, one in Hanford, WA, and the other one in Livingston, LA, together with the Advanced Virgo detector in Cascina, Italy. We take the Advanced LIGO noise curve to be the one with zero-detuning of the signal recycling mirror and high laser power [163]. With these assumptions, the curves in Fig. B.1 represent the incoherent sums of the principal noise sources as they are currently understood; however, there may be unexpected, additional sources of noise. The high-power, zero-detuning option gives most of the desired sensi-
tivity with the fewest technical difficulties. Advanced Virgo can also be optimized for BNS sources by an appropriate choice of the signal recycling detuning and the signal recycling mirror transmittance \[179\], and this is what we assume here.

**Figure B.1** The high-power, zero-detuning noise curve for Advanced LIGO, and the BNS-optimized Advanced Virgo noise curve.
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### B.2.2 Changes in phase coefficients and detectability

It is important to investigate to what extent signals that may deviate from General Relativity could be detected in the first place. The fitting factor \((FF)\) is a measure of the adequateness of a template family to fit the signal; \(1 – FF\) is the reduction in signal-to-noise ratio that occurs from using a model waveform which differs from the exact signal waveform when searching the data. Let \(h_e(\vec{\lambda})\) be the ‘exact’ waveform of the signal and \(h_m(\vec{\theta})\) the model used for detection; the exact and model waveforms are dependent on sets of parameters \(\vec{\lambda}\) and \(\vec{\theta}\), respectively. The fitting factor is then defined
as \[ FF \equiv \max_\theta \left( \frac{\langle h_e(\lambda) \mid h_m(\theta) \rangle}{\sqrt{\langle h_m(\theta) \mid h_m(\theta) \rangle \langle h_e(\lambda) \mid h_e(\lambda) \rangle}} \right), \quad \text{(B.3)} \]

where \( \langle a \mid b \rangle \) denotes the usual noise weighted inner product,

\[
\langle a \mid b \rangle = 2 \int_{f_{\text{min}}}^{f_{\text{max}}} \frac{a^*(f)b(f) + a(f)b^*(f)}{S_n(f)} df,
\quad \text{(B.4)}
\]

and \( S_n(f) \) is the one-sided noise spectral density \[122]. \( f_{\text{min}} \) is the detectors’ lower cut-off frequency, and in our case, \( f_{\text{max}} \) is the frequency at last stable orbit, \( f_{\text{max}} = (6^{3/2}\pi M\eta^{-3/5})^{-1} \). We note that the detection rate scales like the cube of the signal-to-noise ratio, so that the fractional reduction in event rate is \( 1 - FF^3 \) \[24]. In this case the waveform is not ‘exact’ in the sense of numerical relativity; instead we use the fitting factor as a measure of how similar a modified TaylorF2 waveform and a GR version are.

A sample deviation is tested using a modified waveform different only in the 1.5PN order phase coefficient: \( \psi^{\text{GR}}_3(M, \eta) \rightarrow \psi^{\text{GR}}_3(M, \eta) [1 + \delta \chi_3] \). The Advanced LIGO noise curve is used. The signal is ‘detected’ with a template bank of standard GR waveforms that is regularly spaced in the parameters present in the phase, \( \phi_c, t_c, M, \) and \( \eta \). We study a \( (1.4, 1.4) M_\odot \) binary with \( \delta \chi_3 \) ranging from 0.025 to 0.175. As seen in figures B.2 and B.3, the mass parameters can absorb the change in the phase due to the modified phase coefficient while providing a fitting factor of over 95%.

Thus, with a template bank of GR waveforms it is possible to detect a signal containing a large deviation from GR without significant loss in signal-to-noise ratio, but recovered with intrinsic parameters that deviate significantly from the true values. We now describe a method which will be able to nevertheless recognize a deviation from GR.
when one is present.

**Figure B.2** The fitting factors for a range of $M$, once the other parameters are maximized over. Here a deviation of $\psi_3$ from 2.5% to 17.5% is used for a $(1.4, 1.4) M_\odot$ system. The vertical dashed line represents the true value of $M$, while the maximum is offset to compensate for the modification in the phase.

---

### B.3 Method

We will first recall some basic facts about Bayesian inference. Next we outline our method for finding a possible violation of GR using inspiral signals by allowing for deviations in phase coefficients. For simplicity, we start with an example where only two phase coefficients are taken into account; then we go on to the general case. Finally we explain how to combine information from a catalog of sources.
B.3.1 Bayesian inference and nested sampling

We now give a brief overview of Bayesian inference, as well as the method of nested sampling due to Skilling [167], which was first introduced into ground-based GW data analysis by Veitch and Vecchio [191, 193] and which we will adopt here as well.

Let us consider hypotheses $\mathcal{H}_i$, $\mathcal{H}_j$. Here $\mathcal{H}_i$ could be the hypothesis that there is a deviation from GR while $\mathcal{H}_j$ is the hypothesis that GR is correct; or $\mathcal{H}_i$ could simply be the hypothesis that a signal of a particular form is present in the data while $\mathcal{H}_j$ is the hypothesis that there is only noise. The statements that we can make about any hypothesis are based on a data set $d$ (observations) and all the relevant prior information $I$ that we hold.

Within the framework of Bayesian inference, the key quantity that one needs to compute
is the posterior probability of a hypothesis $\mathcal{H}_i$. Applying Bayes’ theorem we obtain

$$P(\mathcal{H}_i|d, I) = \frac{P(\mathcal{H}_i|I) P(d|\mathcal{H}_i, I)}{P(d|I)},$$

(B.5)

where $P(\mathcal{H}_i|d, I)$ is the posterior probability of the hypothesis $\mathcal{H}_i$ given the data, $P(\mathcal{H}_i|I)$ is the prior probability of the hypothesis, and $P(d|\mathcal{H}_i, I)$ is the marginal likelihood or evidence for $\mathcal{H}_i$, which can be written as:

$$P(d|\mathcal{H}_i, I) = \mathcal{L}(\mathcal{H}_i) = \int d\vec{\theta} p(\vec{\theta}|\mathcal{H}_i, I) p(d|\vec{\theta}, \mathcal{H}_i, I).$$

(B.6)

In the above expression, $p(\vec{\theta}|\mathcal{H}_i, I)$ is the prior probability density of the unknown parameter vector $\vec{\theta}$ within the model corresponding to $\mathcal{H}_i$, and $p(d|\vec{\theta}, \mathcal{H}_i, I)$ is the likelihood function of the observation $d$, assuming a given value of the parameters $\vec{\theta}$ and the model $\mathcal{H}_i$.

If we want to compare different hypotheses, $\mathcal{H}_i$ and $\mathcal{H}_j$, in light of the observations made, we can compute the ratio of posterior probabilities, which is known as the odds ratio:

$$O^i_j = \frac{P(\mathcal{H}_i|d, I)}{P(\mathcal{H}_j|d, I)} = \frac{P(\mathcal{H}_i|I) P(d|\mathcal{H}_i, I)}{P(\mathcal{H}_j|I) P(d|\mathcal{H}_j, I)} = \frac{P(\mathcal{H}_i|I)}{P(\mathcal{H}_j|I)} B^i_j,$$

(B.7)

where $P(\mathcal{H}_j|I)/P(\mathcal{H}_i|I)$ is the prior odds of the two hypotheses, the relative confidence we assign to the models before any observation, and $B^i_j$ is the Bayes factor.
In addition to computing the relative probabilities of different models, one usually wants to make inference on the unknown parameters, and therefore one needs to compute the joint posterior probability density function (PDF)

\[
p(\vec{\theta}|d, \mathcal{H}_i, I) = \frac{p(\vec{\theta}|\mathcal{H}_i, I)p(d|\vec{\theta}, \mathcal{H}_i, I)}{p(d|\mathcal{H}_i, I)}.
\] (B.8)

From the previous expression it is simple to compute the marginalized PDF on any given parameter, say \(\theta_1\) within a given model \(\mathcal{H}_i\):

\[
p(\theta_1|d, \mathcal{H}_i, I) = \int d\theta_2 \cdots \int d\theta_N p(\vec{\theta}|d, \mathcal{H}_i, I).
\] (B.9)

The key quantities for Bayesian inference in Eq. (B.7), (B.8) and (B.9) can be efficiently computed using e.g. a nested sampling algorithm \[167\]. The basic idea of nested sampling is to use a collection of \(n\) objects, called live points, randomly sampled from the prior distributions, but subject to a constraint over the value of their likelihood. A live point \(\vec{\xi}\) is a point in the multidimensional parameter space. At each iteration, the live point \(\vec{\xi}^*\) having the lowest likelihood \(\mathcal{L}(\vec{\xi}^*)\) is replaced with a new point \(\vec{\xi}\) sampled from the prior distribution. To be accepted, the new point must obey the condition

\[
\mathcal{L}(\vec{\xi}) > \mathcal{L}(\vec{\xi}^*)
\] (B.10)

The above condition ensures that regions of progressively increasing likelihood are explored, and the evidence integral, Eq. (B.6), is calculated using those points as the computation progresses.

In this paper we use a specific implementation of this technique that was developed for ground-based observations of coalescing binaries by Veitch and Vecchio; we point the
interested reader to [30][31][191][193] for technical details. To select a new live point, a Metropolis-Hastings Markov chain Monte Carlo (MCMC) is used with \( p \) steps. The uncertainty in the evidence computation for a given number of live points \( n \) and MCMC steps \( p \) was quantified in [193]. For the calculations in this paper we took \( n = 1000 \) and \( p = 100 \), in which case the standard deviation on log Bayes factors is \( O(1) \).

**B.3.2 Basic method for a single source**

Given that we have no knowledge of which coefficient(s) might deviate from the GR values, we want to test the hypothesis that at least one of the known coefficients \( \{\psi_0, \psi_1, \psi_2, \ldots, \psi_M\} \) is different. Computational limitations and possible lack of sensitivity to changes in the higher-order coefficients will induce us to only look for deviations in a set of testing coefficients \( \{\psi_1, \ldots, \psi_{N_T}\} \subset \{\psi_0, \psi_1, \ldots, \psi_M\} \), with \( N_T < M \). For the examples of Sec. [B.4] we will choose \( N_T = 3 \) due to computational constraints, but a larger number could be used.

Let us introduce some notation. We define hypotheses \( H_{i_1i_2\ldots i_k} \) as follows:

\[
H_{i_1i_2\ldots i_k} \text{ is the hypothesis that the phasing coefficients } \psi_{i_1}, \ldots, \psi_{i_k} \text{ do not have the functional dependence on } (\mathcal{M}, \eta) \text{ as predicted by General Relativity, but all other coefficients } \psi_j, j \notin \{i_1, i_2, \ldots, i_k\} \text{ do have the dependence as in GR.}
\]

Thus, for example, \( H_{12} \) is the hypothesis that \( \psi_1 \) and \( \psi_2 \) deviate from their GR values, with all other coefficients being as in GR. With each of the hypotheses above, we can associate a waveform model that can be used to test it. Let \( \vec{\theta} = \{\mathcal{M}, \eta, \ldots\} \) be the parameters occurring in the GR waveform. Then \( H_{i_1i_2\ldots i_k} \) is tested by a waveform in
which the independent parameters are

\[ \{ \tilde{\theta}, \psi_1, \psi_2, \ldots, \psi_k \} \], \quad (B.11)

i.e. the coefficients \( \{ \psi_1, \psi_2, \ldots, \psi_k \} \) are allowed to vary freely. In practice, these will need to be subsets of a limited set of coefficients; in Section B.4, where we present results, we will consider all subsets of the set \( \{ \psi_1, \psi_2, \psi_3 \} \). This choice will already suffice to illustrate the method without being overly computationally costly, but in the future one may want to use a larger set.

Now, the hypothesis we would really like to test is that one or more of the \( \psi_i \) differ from GR, without specifying which. This corresponds to a logical ‘or’ of the above hypotheses:

\[ H_{\text{modGR}} = \bigvee_{i_1 < i_2 < \ldots < i_k} H_{i_1 i_2 \ldots i_k}. \] \quad (B.12)

Our aim is to compute the following odds ratio:

\[ O_{\text{modGR}}^{\text{GR}} \equiv \frac{P(H_{\text{modGR}}|d, I)}{P(H_{\text{GR}}|d, I)}. \] \quad (B.13)

However, the hypothesis (B.12) is not what model waveforms with one or more free coefficients \( \psi_i \) will test; rather, such waveforms test the hypotheses \( H_{i_1 i_2 \ldots i_k} \) themselves.

What we will need to do is to break up the logical ‘or’ in \( H_{\text{modGR}} \) into the component hypotheses \( H_{i_1 i_2 \ldots i_k} \). Fortunately, this is trivial.

Before treating the problem more generally, let us consider a simple example. Imagine that only two coefficients \( \psi_1 \) and \( \psi_2 \) are being used for the testing of GR. Then

\[ H_{\text{modGR}} = H_1 \lor H_2 \lor H_{12}. \] \quad (B.14)
In this example, the odds ratio of interest can then be written as

\[ (2) O_{\text{modGR}}^{\text{GR}} \equiv \frac{P(H_1 \lor H_2 \lor H_{12}|d,I)}{P(H_{\text{GR}}|d,I)}, \]  

where the superscript (2) reminds us that only two of the parameters are being used for testing.

An important observation is that the hypotheses \( H_1, H_2, H_{12} \) are logically disjoint: the ‘and’ of any two of them is always false. Indeed, in \( H_1 \), \( \psi_2 \) takes the value predicted by GR, but in \( H_2 \) it differs from the GR value, as it does in \( H_{12} \). Similarly, in \( H_2 \), \( \psi_1 \) takes the GR value, but in \( H_1 \) it differs from the GR value, and the same in \( H_{12} \). More generally, any two hypotheses \( H_{i_1i_2...i_k} \) and \( H_{j_1j_2...j_l} \) with \( \{i_1, i_2, \ldots, i_k\} \neq \{j_1, j_2, \ldots, j_l\} \) are logically disjoint. This means that the odds ratio is simply

\[
(2) O_{\text{modGR}}^{\text{GR}} = \frac{P(H_1|d,I)}{P(H_{\text{GR}}|d,I)} B^1_{\text{GR}} + \frac{P(H_2|d,I)}{P(H_{\text{GR}}|d,I)} B^2_{\text{GR}} + \frac{P(H_{12}|d,I)}{P(H_{\text{GR}}|d,I)} B^{12}_{\text{GR}}. 
\]  

Using Bayes’ theorem, this can be written as

\[
(2) O_{\text{modGR}}^{\text{GR}} = \frac{P(H_1|I)}{P(H_{\text{GR}}|I)} B^1_{\text{GR}} + \frac{P(H_2|I)}{P(H_{\text{GR}}|I)} B^2_{\text{GR}} + \frac{P(H_{12}|I)}{P(H_{\text{GR}}|I)} B^{12}_{\text{GR}}. 
\]  

Here \( B^1_{\text{GR}}, B^2_{\text{GR}}, B^{12}_{\text{GR}} \) are the Bayes factors

\[
B^1_{\text{GR}} = \frac{P(d|H_1,I)}{P(d|H_{\text{GR}},I)}, \\
B^2_{\text{GR}} = \frac{P(d|H_2,I)}{P(d|H_{\text{GR}},I)}, \\
B^{12}_{\text{GR}} = \frac{P(d|H_{12},I)}{P(d|H_{\text{GR}},I)}. 
\]  
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and \( P(H_1|I)/P(\mathcal{H}_{\text{GR}}|I) \), \( P(H_2|I)/P(\mathcal{H}_{\text{GR}}|I) \), \( P(H_{12}|I)/P(\mathcal{H}_{\text{GR}}|I) \) are ratios of prior odds.

In practice, we will write the testing coefficients as

\[
\psi_i = \psi_i^{\text{GR}}(\mathcal{M}, \eta) \left[ 1 + \delta \chi_i \right], \quad (B.19)
\]

with \( \psi_i^{\text{GR}}(\mathcal{M}, \eta) \) the functional form of the dependence of \( \psi_i \) on \( (\mathcal{M}, \eta) \) according to GR, and the dimensionless \( \delta \chi_i \) is a fractional shift in \( \psi_i \). Note that in GR, the 0.5PN contribution is identically zero; it will be treated separately, as explained in section B.4. In the example of this subsection, one can assume that \( \psi_1, \psi_2 \) are any of the PN coefficients other than the 0.5PN one. With the above notation, the Bayes factors (B.18) are

\[
B_{1\text{GR}} = \frac{\int d\vec{\theta} d\delta \chi_1 \, \{1\} \pi(\delta \chi_1) \, \pi(\vec{\theta}) \, p(d|\vec{\theta}, \delta \chi_1, H_1, I)}{\int d\vec{\theta} \, \pi(\vec{\theta}) \, p(d|\vec{\theta}, \mathcal{H}_{\text{GR}}, I)},
\]

\[
B_{2\text{GR}} = \frac{\int d\vec{\theta} d\delta \chi_2 \, \{2\} \pi(\delta \chi_2) \, \pi(\vec{\theta}) \, p(d|\vec{\theta}, \delta \chi_2, H_2, I)}{\int d\vec{\theta} \, \pi(\vec{\theta}) \, p(d|\vec{\theta}, \mathcal{H}_{\text{GR}}, I)},
\]

\[
B_{12\text{GR}} = \frac{\int d\vec{\theta} d\delta \chi_1 d\delta \chi_2 \, \{12\} \pi(\delta \chi_1, \delta \chi_2) \, \pi(\vec{\theta}) \, p(d|\vec{\theta}, \delta \chi_1, \delta \chi_2, H_{12}, I)}{\int d\vec{\theta} \, \pi(\vec{\theta}) \, p(d|\vec{\theta}, \mathcal{H}_{\text{GR}}, I)}. \quad (B.22)
\]

Here \( \{1\}\pi(\delta \chi_1), \{2\}\pi(\delta \chi_2), \{12\}\pi(\delta \chi_1, \delta \chi_2) \) are priors for, respectively, \( \delta \chi_1, \delta \chi_2 \), and the pair \( (\delta \chi_1, \delta \chi_2) \). We choose these to be constant functions in the relevant parameter or pair of parameters, having support within a large interval or square centered on the origin, and normalized to one. For the other parameters, \( \vec{\theta} \), we use the same functional form and limits as [193], with the exception of the distance being allowed to vary between 1 and 1000 Mpc. Specifically, for the sky location and the orientation of the orbital plane we choose uniform priors on the corresponding unit spheres. For the phase
at coalescence $\phi_c$ we choose a flat prior with $\phi_c \in [0, 2\pi]$, and the time of coalescence $t_c$ is in a time interval of 100 ms. The prior on $\eta$ is flat on the interval $[0, 0.25]$. For chirp mass we use an approximation to the Jeffreys prior which gives $p(M|I) \propto M^{-11/6}$; see [193] for motivation. In addition, component masses are restricted to the interval $m_1, m_2 \in [1, 34] M_\odot$.

At this point it is worth commenting on the mutual relationships of the hypotheses $H_{i_1 i_2 \ldots i_k}$ amongst each other and with $H_{GR}$, and on the waveform models used to test them. As an example, let us discuss the case of $H_1$ and $H_{GR}$. Consider the numerator of the Bayes factor $B_{GR}^1$ in Eq. (B.20):

$$
\int d\vec{\theta} d\delta \chi_1 \ {^{(1)}}\pi(\delta \chi_1) \pi(\vec{\theta}) \ p(d|\vec{\theta}, \delta \chi_1, H_1, I). \quad (B.23)
$$

The parameter space of the GR waveforms, $\{\vec{\theta}\}$, has a natural embedding into the parameter space $\{\vec{\theta}, \delta \chi_1\}$ of the waveforms used to test $H_1$: it can be identified with the hypersurface $\delta \chi_1 = 0$. We could have explicitly excluded this hypersurface from $\{\vec{\theta}, \delta \chi_1\}$ by setting a prior on $\delta \chi_1$ of the form $^{(1)}\pi_0(\delta \chi_1) = 0$ if $\delta \chi_1 = 0$ and $^{(1)}\pi_0(\delta \chi_1) =$ const otherwise. However, this would not have made a difference in the integral above; indeed, with respect to the integration measure induced by the prior probability density on $\{\vec{\theta}, \delta \chi_1\}$, the surface $\delta \chi_1 = 0$ constitutes a set of measure zero anyway. Now look at the denominator in the expression for $B_{GR}^1$, which is the evidence for the GR hypothesis:

$$
\int d\vec{\theta} \ \pi(\vec{\theta}) \ p(d|\vec{\theta}, H_{GR}, I). \quad (B.24)
$$

Despite the fact that the GR waveforms form a set of measure zero within the set of waveforms used for testing $H_1$, the above integral is clearly not zero. It is the evidence for a qualitatively different hypothesis, whose parameter space $\{\vec{\theta}\}$ carries a different
integration measure with respect to which the marginalization of the likelihood is carried out. In particular, $H_{GR}$ is not ‘included’ in the $H_1$ model in any sense that is meaningful for model selection.

Next let us consider $H_{12}$. The numerator of the Bayes factor $B_{GR}^{12}$ in Eq. (B.22) is

$$\int d\vec{\theta} d\delta\chi_1 d\delta\chi_2 \pi(\delta\chi_1, \delta\chi_2) \pi(\vec{\theta}) p(d|\vec{\theta}, \delta\chi_1, \delta\chi_2, H_{12}, I).$$

(B.25)

The parameter space of the GR waveforms has a natural embedding into the parameter space $\{\vec{\theta}, \delta\chi_1, \delta\chi_2\}$ of the waveforms used to test $H_{12}$, by identification with the hypersurface $\delta\chi_1 = \delta\chi_2 = 0$. Similarly, the parameter spaces of the waveforms we use to test $H_1$ and $H_2$ can be identified with the hypersurface $\delta\chi_2 = 0$ and the hypersurface $\delta\chi_1 = 0$, respectively. With respect to the integration measure induced by the prior on $\{\vec{\theta}, \delta\chi_1, \delta\chi_2\}$, these hypersurfaces have measure zero. Despite this, the numerators of $B_{GR}^1$ and $B_{GR}^2$ in Eqns. (B.20) and (B.21) are not zero, because of the different integration measures. With our choices of prior probability densities on the different parameter spaces, and the associated waveform models, there is no meaningful sense in which $H_1$ or $H_2$ are ‘included’ in $H_{12}$. Thus, we are indeed testing the disjoint hypotheses $H_1$, $H_2$, and $H_{12}$. The latter is the hypothesis that both $\delta\chi_1$ and $\delta\chi_2$ differ from zero: the prior density $\{12\} \pi(\delta\chi_1, \delta\chi_2)$ gives the surfaces $\delta\chi_1 = 0$ and $\delta\chi_2 = 0$ zero prior mass.

The waveform model that leaves $\{\vec{\theta}, \delta\chi_1, \delta\chi_2\}$ free corresponds to the hypothesis $H_{12}$. When computing the Bayes factor $B_{GR}^{12}$, the question one addresses is “Do $\psi_1$ and $\psi_2$ both differ from what GR predicts?” This is analogous to what has been done in recent Bayesian work on testing GR [55, 63, 83]. As we are in the process of showing, it is possible to address a more general question, namely “Do $\psi_1$, or $\psi_2$, or both at the same time, differ from their GR values?”
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For completeness, we note that what nested sampling will give us directly are not the Bayes factors of Eqns. (B.20)–(B.22), but rather the Bayes factors for the various hypotheses against the noise-only hypothesis $H_{\text{noise}}$:

$$
B^1_{\text{noise}} = \frac{P(d|H_1, I)}{P(d|H_{\text{noise}}, I)}, \\
B^2_{\text{noise}} = \frac{P(d|H_2, I)}{P(d|H_{\text{noise}}, I)}, \\
B^{12}_{\text{noise}} = \frac{P(d|H_{12}, I)}{P(d|H_{\text{noise}}, I)}, \\
B^{\text{GR}}_{\text{noise}} = \frac{P(d|H_{\text{GR}}, I)}{P(d|H_{\text{noise}}, I)}.
$$

(B.26)

These can trivially be combined to obtain the Bayes factors of Eqns. (B.20)–(B.22):

$$
B^1_{\text{GR}} = \frac{B^1_{\text{noise}}}{B^{\text{GR}}_{\text{noise}}}, \\
B^2_{\text{GR}} = \frac{B^2_{\text{noise}}}{B^{\text{GR}}_{\text{noise}}}, \\
B^{12}_{\text{GR}} = \frac{B^{12}_{\text{noise}}}{B^{\text{GR}}_{\text{noise}}}, \\
B^{\text{GR}}_{\text{noise}} = B^{\text{GR}}_{\text{noise}}.
$$

(B.27)

Now, upon calculating the Bayes factors for each model, we would like to combine these measurements into an overall odds ratio between the GR model and any of the competing hypotheses (Eq. (B.17)). In order to do this, we must specify the prior odds for each model against GR, $P(H_1|I)/P(H_{\text{GR}}|I)$, $P(H_2|I)/P(H_{\text{GR}}|I)$, etc. Here one might want to let oneself be guided by, e.g., the expectation that a violation of GR will likely occur at higher post-Newtonian order, and give more weight to $H_2$ and $H_{12}$. Or, if one expects a deviation to happen only in a particular phase coefficient (such as $\psi_2$ in the case of ‘massive gravity’), one may want to down weight the most inclusive hypothesis, in this example $H_{12}$. In reality, we will not know beforehand what form a violation will take; in particular, it could affect all of the PN coefficients. For the purposes of this analysis, we invoke the principle of indifference among the alternative hypotheses, taking no one to be preferable to any other. This imposes the condition that the prior odds of each against GR are equal. We explicitly note that this is a
choice of the authors for computing final results. This choice results in our effectively taking the average of the Bayes factors for the alternative hypotheses when we compute the odds ratio versus GR.

When combining the Bayes factors into the odds ratio, we therefore assume

$$\frac{P(H_1|I)}{P(\mathcal{H}_{GR}|I)} = \frac{P(H_2|I)}{P(\mathcal{H}_{GR}|I)} = \frac{P(H_{12}|I)}{P(\mathcal{H}_{GR}|I)}. \quad (B.28)$$

Furthermore, we let

$$\frac{P(\mathcal{H}_{modGR}|I)}{P(\mathcal{H}_{GR}|I)} = \frac{P(H_1 \lor H_2 \lor H_{12}|I)}{P(\mathcal{H}_{GR}|I)} = \alpha, \quad (B.29)$$

where we do not specify $\alpha$; it will end up being an overall scaling of the odds ratio. This, together with (B.28) and the logical disjointness of the hypotheses $H_1, H_2, H_{12}$ implies

$$\frac{P(H_1|I)}{P(\mathcal{H}_{GR}|I)} = \frac{P(H_2|I)}{P(\mathcal{H}_{GR}|I)} = \frac{P(H_{12}|I)}{P(\mathcal{H}_{GR}|I)} = \frac{\alpha}{3}. \quad (B.30)$$

The final expression for the odds ratio for a modification of GR versus GR, in the case where up to two coefficients are used for testing, is then

$$(2)O_{GR}^{modGR} = \frac{\alpha}{3} \left[ B_{GR}^1 + B_{GR}^2 + B_{GR}^{12} \right]. \quad (B.31)$$

Before continuing to the case of more than two testing parameters, let us compare and contrast what is proposed here with what was done in previous Bayesian work, e.g. [55, 63, 83]. There, one introduced free parameters $p_i$ in the waveform (not necessarily corresponding to shifts in phase coefficients; they could, e.g., be shifts in ringdown.
frequencies and damping times), which are zero in GR. Next, one constructed a Bayes factor comparing a model waveform in which all of the $p_i$ are allowed to vary freely with the GR model in which all of the $p_i$ are fixed to zero. In our language and in the case of two testing parameters, this corresponds to only comparing the hypothesis $H_{12}$ with the GR hypothesis $H_{GR}$. Hence, what was effectively done in previous work was to address the question: “Do all of the additional free parameters differ from zero at the same time?” A more interesting question to ask is “Do one or more of the extra parameters differ from zero?” This corresponds to testing our hypothesis $H_{modGR}$. There is no waveform model that can be used to test the latter hypothesis directly, but as we were able to show, $H_{modGR}$ can be broken up into sub-hypotheses, $H_1$, $H_2$, and $H_{12}$ in the case of two testing parameters. With each of these, a waveform model can be associated, hence they can be tested against the GR hypothesis, $H_{GR}$. The resulting Bayes factors can be combined into an odds ratio as in Eq. (B.31), which does compare the more general hypothesis $H_{modGR}$ with $H_{GR}$.

B.3.3 The general case

So far we have assumed just two testing coefficients, but we may want to use more. In practice it makes sense to pick $\{\psi_1, \ldots, \psi_{N_T}\}, N_T \leq M$. The number of coefficients used, $N_T$, will be dictated mostly by computational cost; in Sec. B.4 we will pick $N_T = 3$ but a larger number could be chosen. We then define

$$H_{\text{modGR}} = \bigvee_{i_1 < i_2 < \ldots < i_k; k \leq N_T} H_{i_1 i_2 \ldots i_k}.$$  

(B.32)
When using this set of testing coefficients, the odds ratio for ‘modification to GR’ versus GR becomes:

\[
\begin{align*}
\frac{\binom{N_T}{O_{\text{modGR}}}}{\binom{N_T}{O_{\text{GR}}}} &= \frac{P(H_{\text{modGR}}|d, I)}{P(H_{\text{GR}}|d, I)} \\
&= \frac{P(\bigvee_{i_1<i_2<\ldots<i_k;k\leq N_T} H_{i_1i_2\ldots i_k}|d, I)}{P(H_{\text{GR}}|d, I)},
\end{align*}
\]

(B.33)

where as before, \(H_{i_1i_2\ldots i_k}\) is the hypothesis that \(\{\psi_{i_1}, \psi_{i_2}, \ldots, \psi_{i_k}\}\) do not have the functional dependence on \((\mathcal{M}, \eta)\) as predicted by GR, but all of the remaining coefficients do. Thus, we are considering the odds ratio for one or more of the phase coefficients \(\psi_1, \ldots, \psi_{N_T}\) deviating from GR, versus all of them having the functional dependence on masses as in GR.

Using the logical disjointness of the \(H_{i_1i_2\ldots i_k}\) for different subsets \(\{i_1, i_2, \ldots, i_k\}\) as well as Bayes’ theorem, one can write

\[
\binom{N_T}{O_{\text{modGR}}} = \sum_{k=1}^{N_T} \left( \sum_{i_1<i_2<\ldots<i_k} \frac{P(H_{i_1i_2\ldots i_k}|I)}{P(H_{\text{GR}}|I)} B_{\text{GR}}^{i_1i_2\ldots i_k} \right),
\]

(B.34)

where

\[
B_{\text{GR}}^{i_1i_2\ldots i_k} = \frac{P(d|H_{i_1i_2\ldots i_k}, I)}{P(d|H_{\text{GR}}, I)}. 
\]

(B.35)

Again, one computes the \(2^{N_T} - 1\) individual Bayes factors \(B_{\text{GR}}^{i_1i_2\ldots i_k}\) of each of the alternative hypotheses versus GR. The evaluation of the odds ratio requires that we use specific values for the prior odds ratios. We will set them equal to each other, as we
did in Eq. (B.28):

$$\frac{P(H_{i_1i_2...i_k}|I)}{P(H_{GR}|I)} = \frac{P(H_{j_1j_2...j_l}|I)}{P(H_{GR}|I)} \quad \text{for any } k, l \leq N_T,$$

(B.36)

in which case the odds ratio $^{(N_T)}O_{GR}^{modGR}$ will be proportional to a straightforward average of the Bayes factors. We note once again that other choices could in principle be made. If one expects a violation to be mainly visible in a particular phase coefficient (see, e.g., Table I in [55]), then one might want to down weight the more inclusive hypotheses. Or, one may argue that a deviation will most likely affect all of the coefficients starting from some PN order, but then it would not necessarily be sensible to give more inclusive hypotheses a lower weight. Hence we assign equal prior odds to all of the sub-hypotheses $H_{i_1i_2...i_k}$.

Also as before, we let

$$\frac{P(H_{modGR}|I)}{P(H_{GR}|I)} = \alpha,$$

(B.37)

where we do not specify $\alpha$; it will end up being an overall prefactor in the odds ratio. The equality (B.37), together with (B.36) and the logical disjointness of the $2^{N_T} - 1$ hypotheses $H_{i_1...i_k}$ implies

$$\frac{P(H_{i_1i_2...i_k}|I)}{P(H_{GR}|I)} = \frac{\alpha}{2^{N_T} - 1}.$$

(B.38)

In terms of the $H_{i_1i_2...i_k}$, the odds ratio can then be written as

$$^{(N_T)}O_{GR}^{modGR} = \frac{\alpha}{2^{N_T} - 1} \sum_{k=1}^{N_T} \sum_{i_1 < i_2 < ... < i_k} P_{GR}^{i_1i_2...i_k}.$$  

(B.39)
Analogously to (B.20)–(B.22), we will use priors on the parameters $\delta \chi_i$.

\[ \{i_1 i_2 \ldots i_k\} \pi(\delta \chi_{i_1}, \delta \chi_{i_2}, \ldots, \delta \chi_{i_k}) \]  

which are constant within some large box centered on the origin.

### B.3.4 Combining information from multiple sources

Although the detection rate for binary neutron stars is still rather uncertain, we expect advanced instruments to detect several events per year [4]. It is therefore important to take advantage of multiple detections to provide tighter constraints on the validity of GR. Consider a set of $\mathcal{N}$ independent GW events, corresponding to $\mathcal{N}$ independent data sets $d_A$. We do not assume that deviations from GR are necessarily consistent between events, but rather that they can vary from source to source. We assume there is a common underlying theory of gravity that describes emission of gravitational waves from the sources that are observed, but that shifts in the values of the parameters can vary from one source to another, over and above the dependence of the parameters on the masses. One can write down a combined odds ratio for the catalog of sources:

\begin{align}
\mathcal{O}_{\text{modGR}}^{(\mathcal{N}_T)} & = \frac{P(\mathcal{H}_{\text{modGR}}|d_1, \ldots, d_{\mathcal{N}_T}, I)}{P(\mathcal{H}_{\text{GR}}|d_1, \ldots, d_{\mathcal{N}_T}, I)} \\
& = \frac{\sum_{k=1}^{\mathcal{N}_T} \sum_{i_1 < i_2 < \ldots < i_k} P(H_{i_1 i_2 \ldots i_k}|d_1, \ldots, d_{\mathcal{N}_T}, I)}{P(\mathcal{H}_{\text{GR}}|d_1, \ldots, d_{\mathcal{N}_T}, I)} \\
& = \sum_{k=1}^{\mathcal{N}_T} \sum_{i_1 < i_2 < \ldots < i_k} \frac{P(H_{i_1 i_2 \ldots i_k}|I)_{(\text{cat})}}{P(\mathcal{H}_{\text{GR}}|I)} B_{\text{GR}}^{i_1 i_2 \ldots i_k}, \tag{B.41}
\end{align}
where
\[
(cat) B_{GR}^{i_1 i_2 \ldots i_k} = \frac{P(d_1, \ldots, d_N | H_{i_1 i_2 \ldots i_k}, I)}{P(d_1, \ldots, d_N | \mathcal{H}_{GR}, I)}.
\] (B.42)

Since the events \(d_1, \ldots, d_N\) are all independent, one has
\[
P(d_1, \ldots, d_N | H_{i_1 i_2 \ldots i_k}, I) = \prod_{A=1}^{N} P(d_A | H_{i_1 i_2 \ldots i_k}, I),
\]
\[
P(d_1, \ldots, d_N | \mathcal{H}_{GR}, I) = \prod_{A=1}^{N} P(d_A | \mathcal{H}_{GR}, I).
\] (B.43)

Thus,
\[
(cat) B_{GR}^{i_1 i_2 \ldots i_k} = \prod_{A=1}^{N} (A) B_{GR}^{i_1 i_2 \ldots i_k},
\] (B.44)

with
\[
(A) B_{GR}^{i_1 i_2 \ldots i_k} = \frac{P(d_A | H_{i_1 i_2 \ldots i_k}, I)}{P(d_A | \mathcal{H}_{GR}, I)}.
\] (B.45)

To evaluate the combined odds ratio of the catalog we choose to invoke indifference (as in Eqs. (B.28) and (B.36)) and set the individual prior odds ratios equal to each other, so that
\[
\frac{P(H_{i_1 i_2 \ldots i_k} | I)}{P(\mathcal{H}_{GR} | I)} = \frac{\alpha}{2^{N_T} - 1}.
\] (B.46)

Together with Eqns. (B.41), (B.44), this leads to
\[
(N_T) \bigcap_{GR}^{\text{mod}} = \frac{\alpha}{2^{N_T} - 1} \sum_{k=1}^{N_T} \sum_{i_1 < i_2 < \ldots < i_k} \prod_{A=1}^{N} (A) B_{GR}^{i_1 i_2 \ldots i_k},
\] (B.47)

which, up to an overall prefactor, amounts to taking the average of the cumulative Bayes factors (B.44).

Alternatively, one may prefer not to make any assumptions for the prior odds ratios \(P(H_{i_1 i_2 \ldots i_k} | I)/P(\mathcal{H}_{GR} | I)\) at all, and focus on the cumulative Bayes factors \((cat) B_{GR}^{i_1 i_2 \ldots i_k}\).
separately and individually. It will also be of interest to look at the cumulative Bayes factors for the various hypotheses $H_{i_1 i_2 \ldots i_k}$ and $H_{\text{GR}}$ against the noise-only hypothesis $H_{\text{noise}}$:

\[
\prod_A (A) B_{\text{noise}}^{i_1 i_2 \ldots i_k} = \prod_A \frac{P(d_A | H_{i_1 i_2 \ldots i_k}, I)}{P(d_A | H_{\text{noise}}, I)},
\]

\[
\prod_A (A) B_{\text{noise}}^{\text{GR}} = \prod_A \frac{P(d_A | H_{\text{GR}}, I)}{P(d_A | H_{\text{noise}}, I)},
\]

(B.48)

and we note that

\[
(\text{cat}) B_{\text{GR}}^{i_1 i_2 \ldots i_k} = \frac{\prod_A (A) B_{\text{noise}}^{i_1 i_2 \ldots i_k}}{\prod_A (A') B_{\text{noise}}^{\text{GR}}}. \tag{B.49}
\]

Finally, we will also look at the individual contributions $(A) B_{\text{noise}}^{i_1 i_2 \ldots i_k}$ and $(A) B_{\text{noise}}^{\text{GR}}$, for $A = 1, 2, \ldots, N$.

### B.4 Results

To illustrate the method, we construct catalogs of 15 binary neutron star sources, distributed uniformly in volume, with random sky positions and orientations, and whose total number is taken to be on the conservative side of the ‘realistic’ estimates in [4] for the number of detectable sources in a one-year time span. We take the individual neutron star masses to lie between 1 and $2 M_\odot$. The distance interval is between 100 Mpc and 400 Mpc; the former number is the radius within which one would expect $\sim 0.5$ BNS inspirals per year, and 400 Mpc is the approximate horizon distance in Advanced LIGO. The corresponding signals are added coherently to stationary, Gaussian simulated data for the Advanced Virgo interferometer and the two Advanced LIGOs. A lower cut-off of 8 is implemented on the optimal network SNR, defined as the quadrature sum of individual detector SNRs. The analysis of the surviving signals is performed with an
appropriately modified version of the nested sampling code available in LAL [119].

For simplicity, we took the phase up to only 2PN order ($M = 4$), both in the signal and in the model waveforms. As an example, we considered the case of $N_T = 3$ testing coefficients $\psi_1$, $\psi_2$, $\psi_3$. Nested sampling then gives $2^3 - 1 = 7$ Bayes factors $B_{\text{GR}}^1$, $B_{\text{GR}}^2$, $B_{\text{GR}}^3$, $B_{\text{GR}}^{12}$, $B_{\text{GR}}^{13}$, $B_{\text{GR}}^{23}$, and $B_{\text{GR}}^{123}$, which for a single source can be combined to form the odds ratio [B.39]. Note that up to and including 2PN order, the post-Newtonian coefficients take the general form [131]

\begin{equation}
\psi_i(M, \eta) = \frac{3}{128\eta} g_i(\eta) (\pi M \eta^{-3/5} (i-5)/3),
\end{equation}

where the $g_i(\eta)$ are polynomials in $\eta$; for the lowest three sub-leading PN orders one has

\begin{align}
g_1(\eta) &\equiv 0, & g_2(\eta) &= \frac{20}{9} \left( \frac{743}{336} + \frac{11}{4} \eta \right), & g_3(\eta) &= -16\pi. \tag{B.51}
\end{align}

Accordingly, in the model waveforms we allow for deformations

\begin{align}
\psi_{1\text{GR}}^\text{GR}(M, \eta) &\rightarrow \frac{3}{128\eta} (\pi M \eta^{-3/5})^{-4/3} \delta \chi_1, \\
\psi_{2\text{GR}}^\text{GR}(M, \eta) &\rightarrow \frac{3}{128\eta} g_2(\eta) (\pi M \eta^{-3/5})^{-1} \left[ 1 + \delta \chi_2 \right], \\
\psi_{3\text{GR}}^\text{GR}(M, \eta) &\rightarrow \frac{3}{128\eta} g_3(\eta) (\pi M \eta^{-3/5})^{-2/3} \left[ 1 + \delta \chi_3 \right]. \tag{B.52}
\end{align}

We take the prior on $\delta \chi_i$ to be flat and centered on zero, with a total width of 0.5. This will be much larger than the deviations we will use in simulated signals and hence suffices to illustrate the method; for real measurements one may want to choose a still wider prior.
For the purposes of showing results, the factor $\alpha$ in Eqns. (B.39) and (B.47) will be set to one.

### B.4.1 Measurability of a deviation in a post-Newtonian coefficient

In order to gauge the sensitivity of our method to deviations from GR, we first consider a large number of simulated signals with a constant relative offset $\delta\chi_3$. If GR is violated, we do not expect the deviation to be this simple, but these examples will serve to illustrate both the workings and the effectiveness of the technique for low-SNR sources of the kind we expect in Advanced LIGO and Virgo. We note that $\psi_3$ is the lowest-order coefficient which incorporates the non-linearity of General Relativity through so-called tail effects [47,48], and is therefore of particular interest.

**Signals with constant relative deviation $\delta\chi_3 = 0.1$**

We start with signals that have $\delta\chi_3 = 0.1$. We first compute the odds ratios for individual sources, $(N_T)O_{\text{modGR}}^{\text{GR}}$, according to (B.39), with $N_T = 3$. Next we divide these up randomly into catalogs of 15 sources each and compute the combined odds ratios $(N_T)O_{\text{modGR}}^{\text{GR}}$ as in (B.47). We do the same thing for injections that are pure GR, i.e. $\delta\chi_i = 0$ for all $i$, and again compute the quantities $(N_T)O_{\text{modGR}}^{\text{GR}}$ for individual sources, and $(N_T)O_{\text{modGR}}^{\text{GR}}$ for catalogs of 15 sources each.

Before considering catalogs, let us look at the (log) odds ratios for individual sources as a function of SNR. This is shown in Fig. B.4. The overwhelming majority of signals have SNR between 8 and 15, consistent with our SNR cut and the placement of sources uniformly in volume up to 400 Mpc. Even for low SNR sources, there is separation
between the GR injections and the injections with modified $\psi_3$. As one would expect, the separation becomes much clearer with increasing SNR.

**Figure B.4** The log odds ratios for individual sources. The blue crosses represent signals with standard GR waveforms, the red circles signals with a constant 10% relative offset in $\psi_3$. A separation between the two is visible for SNR greater than $\sim 10$ and becomes more pronounced as the SNR increases.

![Log odds ratios for individual sources](image)

Fig. B.5 shows normalized distributions of the log odds ratios, both for individual sources and for catalogs of 15 sources each. Combining the odds ratios for sources within a catalog will strongly boost our confidence in a violation of GR if one is present at the given level. For this particular choice of $\delta \chi_3$ in the injected non-GR signals, the separation from the GR injections is complete.

It is useful to look at which of the Bayes factors of the component hypotheses tend to give the largest contribution to the odds ratio. What is computed directly by the nested sampling code is not $B_{GR}^1, \ldots, B_{GR}^3, B_{GR}^{12}, \ldots, B_{GR}^{23}, B_{GR}^{123}$, but rather the Bayes factors for each of the hypotheses against the noise-only hypothesis $\mathcal{H}_{\text{noise}}$:

\[
B_{\text{noise}}^{i_1 \ldots i_k} = \frac{P(d|H_{i_1 \ldots i_k}, \mathcal{I})}{P(d|\mathcal{H}_{\text{noise}}, \mathcal{I})}, \quad B_{\text{GR}}^{\text{noise}} = \frac{P(d|\mathcal{H}_{\text{GR}}, \mathcal{I})}{P(d|\mathcal{H}_{\text{noise}}, \mathcal{I})},
\]  

(B.53)
Figure B.5 Top: The normalized distribution $P(\ln O_{\text{modGR}}^{\text{GR}})$ of log odds ratios for individual sources, where the injections are either GR or have $\delta\chi_3 = 0.1$. Bottom: The normalized distribution $P(\ln O_{\text{modGR}}^{\text{GR}})$ of logs of the combined odds ratios for GR injections and injections with $\delta\chi_3 = 0.1$, for catalogs of 15 sources each. The effectiveness of the catalog approach to testing for deviations from GR comes from the combination of multiple sources, each source contributing to the overall result in proportion to its own Bayes factors.
and one has

\[ B^{i_1 \ldots i_k}_{GR} = \frac{B^{i_1 \ldots i_k}_{\text{noise}}}{B^{i_1 \ldots i_k}_{\text{GR}}}. \]  

(B.54)

In Fig. B.6, we show the cumulative number of times that a particular \( B^{i_1 \ldots i_k}_{\text{noise}} \) is the largest, against SNR, for the case where the injections have \( \delta \chi_3 = 0.1 \). The results are entirely as expected, considering that the injected waveform has a shift in \( \psi_3 \) only:

- The Bayes factor \( B^3_{\text{noise}} \) corresponding to the hypothesis \( H_3 \) dominates;
- The Bayes factors \( B^{i_1 \ldots i_k}_{\text{noise}} \) corresponding to hypotheses that involve \( \psi_3 \) being non-GR tend to outperform those that do not;
- The Bayes factors for the non-GR hypotheses deviate from the GR one already at low SNR, showing that our method will perform well in the low-SNR scenario.

Because of the first two points, one may be tempted to assign different prior odds to the various hypotheses instead of setting them all equal to each other. For instance one might consider downweighting the most inclusive hypothesis, \( H_{123} \), by invoking Occam’s razor. However, the violation of GR we assume here is of a rather special form. In reality one will not know beforehand what the nature of the deviation will be; in particular, its effect may not be restricted to a single phase coefficient. It is possible that all coefficients are affected, in which case one would not want to a priori deprecate \( H_{123} \). As explained in Sec. B.3.3, our hypothesis \( \mathcal{H}_{\text{modGR}} \) corresponds to the question whether one or more of the phasing coefficients \( \{\psi_1, \psi_2, \psi_3\} \) differ from their GR values; one may want to ask a different question, but this is the one that is the most general within our framework. To retain full generality, all sub-hypotheses \( H_{i_1 i_2 \ldots i_k} \) need to be taken into account and given equal weight.

Signals with constant relative deviation \( \delta \chi_3 = 0.025 \)
Figure B.6 Top; curves and left vertical axis: For a given SNR, the cumulative number of times that the Bayes factor against noise for a particular component hypothesis is the largest for injections with that SNR or below, for $\delta \chi^3 = 0.1$. All 1471 simulated sources were used. As expected, $B^3_{\text{noise}}$ dominates, and Bayes factors for hypotheses that let $\psi_3$ be non-GR tend to outperform those that do not. The GR model outperforms the one with the largest number of free parameters. Histogram and right vertical axis: The number of sources per SNR bin. Bottom: The same as above, but restricting to sources with SNR < 12. Similar behavior as for the full set of 1471 sources is observed. Note that already at SNR close to threshold, the GR hypothesis is more likely to be disfavored.
It is clear that, if signals arriving at the Advanced Virgo-LIGO network would have a (constant) fractional deviation in $\psi_3$ as large as 10%, then at least under the assumption of Gaussian noise, we would have no trouble in discerning this violation of GR even if only 15 events were ever recorded. Now let us look at a smaller deviation in $\psi_3$; say, 2.5%.

In Fig. B.7 we plot the log odds ratios for individual sources against SNR, both for signals with GR waveforms and signals with $\delta \chi_3 = 0.025$. This time the two distributions largely coincide, although there are some outliers which could boost the combined odds ratio when they are present in a catalog of sources.

**Figure B.7** The log odds ratios for individual sources. The blue crosses are for signals with standard GR waveforms, the red circles for signals with a constant 2.5% relative offset in $\psi_3$. This time there is little separation between the two, although there are outliers for SNR greater than $\sim 15$.

In Fig. B.8 we show normalized distributions of the log odds ratio for individual sources, as well as for catalogs with 15 sources each. For individual sources, the distributions are more or less on top of each other. The picture is somewhat different for the catalogs. If a catalog with $\delta \chi_3 = 0.025$ happens to contain one of the outliers visible in Fig. B.7,
then it can boost the combined odds ratio for the catalog.

It is instructive to look at a representative catalog with \( \ln^{(3)} \mathcal{O}_{GR}^{mod} > 0 \). In Fig. B.9 we show the build-up of the log Bayes factors for the various sub-hypotheses against GR, as well as the odds ratio itself. In a scenario where the evidence for a GR violation is marginal, it is imperative to include as many hypotheses as possible in the analysis. Indeed, in this example, the hypothesis \( H_3 \) is not the most favored one; instead, it is \( H_1 \). Note also that if we had only tested the most inclusive hypothesis \( H_{123} \) against GR (as one might do if one expects a deviation in all of the PN parameters), we would have concluded that the GR hypothesis is the favored one. The same is true if we had only tested \( H_2 \), as one would do when specifically looking for a ‘massive graviton’. Even the log Bayes factor for \( H_{23} \) ends up being negative. We also remind the reader that we will not know beforehand what the precise nature of the GR violation will be.

By using the distribution of log odds ratios for simulated catalogs of GR sources, one can establish a threshold which the odds ratio of a given catalog must overcome in order that a violation of GR becomes credible. This would be the analog of what was done in [193] (see Fig. 7 of that paper), where the distribution of the log Bayes factor \( \ln \mathcal{B}_{S,N} \) for the presence of a signal versus noise-only was computed for many realizations of the noise, in the absence of a signal. Consider the distribution \( \mathcal{P} \left( \ln \left( \frac{\mathcal{O}}{N_T} \right) \big| \kappa, \mathcal{H}_{GR}, I \right) \) of log odds ratio for the collection \( \kappa \) of simulated catalogs of signals that are in accordance with GR. Given a ‘false alarm probability’ \( \beta \), a threshold \( \ln \mathcal{O}_\beta \) for the odds ratio can be set as follows:

\[
\beta = \int_{\ln \mathcal{O}_\beta}^{\infty} P(\ln \mathcal{O} | \kappa, \mathcal{H}_{GR}, I) \, d\ln \mathcal{O}.
\]  \hspace{1cm} (B.55)

Now suppose we also have a distribution \( \mathcal{P} \left( \ln \left( \frac{\mathcal{O}}{N_T} \right) \big| \kappa', \mathcal{H}_{alt}, I \right) \) of log odds ratio for a collection \( \kappa' \) of simulated catalogs of signals which follow some alternative theory (in this example, one which leads to a shift \( \delta \chi_3 = 0.025 \)). Then we can quantify the
Figure B.8 Top: The normalized distribution $P(\ln O_{GR}^{mod})$ of log odds ratios for individual sources, where the injections are either GR or have $\delta \chi_3 = 0.025$. Bottom: The normalized distribution $P(\ln O_{GR}^{mod})$ of logs of the combined odds ratios for GR injections and injections with $\delta \chi_3 = 0.025$, for catalogs of 15 sources each. For individual sources, the two distributions essentially lie on top of each other. However, when sources are combined into catalogs, it is possible for an outlier to boost the odds ratio of the entire catalog.
Figure B.9 The build-up of cumulative Bayes factors against GR for individual hypotheses, and the odds ratio, for a typical catalog with $\delta \chi^2 = 0.025$. Note that on the basis of the Bayes factor against GR of the most inclusive hypothesis $H_{123}$ alone, one would have concluded that the GR model is in fact the favored one. Even the log Bayes factor for $H_{23}$ ends up being negative. Additionally, the hypothesis with the largest Bayes factor is not $H_3$ but $H_1$. This illustrates that it is necessary to include as many hypotheses as possible in the analysis.
chance that a deviation from GR of this particular kind will be detected with a false alarm probability smaller than the given $\beta$, by means of an efficiency $\zeta$, defined as

$$\zeta = \int_{\ln O_{\beta}}^{\infty} P(\ln O|\kappa', H_{\text{alt}}, I) d\ln O.$$  \hfill (B.56)

We note that with these definitions, the efficiency is independent of the overall prior odds of $H_{\text{modGR}}$ versus $H_{\text{GR}}$, as the factor $\alpha$ in Eqns. (B.37) and (B.47) will just cause both the distributions $P(\ln (N_T)O_{\text{modGR}}|\kappa, H_{\text{GR}}, I)$ and $P(\ln (N_T)O_{\text{modGR}}|\kappa', H_{\text{alt}}, I)$, and the threshold $\ln O_{\beta}$, to be shifted by $\ln \alpha$.

In the present example, with $\delta\chi_3 = 0.025$ and catalogs of 15 sources each, for $\beta = 0.05$ one has $\zeta = 0.22$. Hence, by this standard and for the given number of sources in a catalog, a GR violation of this kind is just borderline detectable.

However, the number of sources per catalog, 15 in the examples shown so far, and the chosen false alarm probability, $\beta = 0.05$, are somewhat arbitrary. In reality the size of the catalog will depend on the number of detected sources, and the false alarm probability is set according to the required confidence. It is therefore of interest to investigate the effects of both of these factors. In Fig. B.10 we show the behavior of the efficiency as a function of the catalog size and the false alarm probability. To account for the arbitrariness in which the sources are combined to form a catalog, we show the median and 68% confidence interval of the efficiencies from 5000 random source orderings as the central curves and the error bars, respectively. Results are shown for $\beta \in \{0.05, 0.01\}$.

As is evident from Fig. B.10, the efficiency rises as a function of the catalog size. This highlights the importance of combining all available sources in the advanced detector era, when one looks for deviations from GR. The maximum catalog sizes shown are
comparable to the ‘realistic’ estimates of the number of detections of binary neutron star inspirals in a the span of a year [4].

We see that $\delta \chi_3 = 0.025$ is a borderline case in terms of discernability of a GR violation. Later on, when we show posterior PDFs, it will become evident that indeed, $\delta \chi_3$ can typically be measured with an an accuracy of this order.

**Figure B.10** The efficiency of detecting a GR violation for sources with $\delta \chi_3 = 0.025$, as a function of catalog size for false alarm probabilities $\beta \in \{0.05, 0.01\}$. The median and the 68% confidence interval from 5000 random catalog orderings are shown as the central curve and the error bars, respectively. The efficiency increases as a function of catalog size, once again underscoring the benefit of combining all available data.

### B.4.2 Effect of number of hypotheses used

It is of interest to see what would have happened if we had used a smaller number of testing coefficients; say, $\{\psi_1, \psi_2\}$, so that the hypotheses to be tested are $H_1$, $H_2$, and $H_{12}$. In the example with $\delta \chi_3 = 0.025$ as in the previous subsection, the PN order where the deviation occurs, namely 1.5PN, would then be higher than the PN orders.
associated with our testing coefficients, which are 0.5PN and 1PN.

In Fig. B.11 the following two things are shown:

- In the case where only \{ψ₁, ψ₂\} are testing coefficients, we compute the thresholds \(\ln^{(2)} O_β\) corresponding to false alarm probabilities (FAPs) \(β \in \{0.05, 0.01\}\). Next, we re-calculate the false alarm probabilities for the same thresholds, but now for the case where there are three testing parameters, \{ψ₁, ψ₂, ψ₃\}, and show the difference in false alarm probabilities;

- On the other hand, one can compare the efficiencies \(^{(2)}ζ\) and \(^{(3)}ζ\) for the two and three parameter cases, for fixed false alarm probabilities \(β \in \{0.05, 0.01\}\). This is shown in the bottom panel.

As expected, in the first case (fixed thresholds for the odds ratios), the false alarm probabilities increase in going from two to three testing parameters, but only moderately so. On the other hand, for fixed false alarm probabilities, there is no appreciable change in efficiency. Indeed, the spread in the GR ‘background’ will increase with an increase in hypotheses to be tested against GR; yet, having more hypotheses does not really hurt us in terms of our ability to detect a deviation from GR.

Fig. B.11 indicates the typical behavior for catalogs with a specific deviation from GR, in this case \(δχ₃ = 0.025\). It is worth repeating, however, that especially when there is only marginal evidence for a GR violation, it is important to use as many hypotheses as is computationally feasible; see Fig. B.9 (and also Fig. B.16 and B.17 below). Also, we will obviously not know beforehand what the nature of the GR violation is.

One may nevertheless wonder how our 3-parameter test would compare with a ‘targeted search’ that only looks for a deviation in \(ψ₃\), which in this example happens to be
where the deviation actually is. With our choice of $\alpha = 1$, this corresponds to setting $\mathcal{O}_{\text{modGR}}^{\text{cat}} = (\text{cat}) B_{\text{GR}}^{3}$. Fig. B.12 shows the change in false alarm probabilities in going from testing only $H_3$ to the full test for fixed log odds ratio thresholds, as well as the change in efficiencies for fixed false alarm probabilities. The results are as follows:

- The change in false alarm probabilities for fixed log odds ratio thresholds is minor;
- However, especially for a large number of sources per catalog, the efficiencies show a clear rise. This can be accounted for by the fact that, for a small violation of GR, it will not always be the case that the Bayes factor against GR for $H_3$ is the largest, but our method is able to compensate for that.

We conclude that for this particular example, our method with $N_T = 3$ testing parameters will tend to outperform a ‘targeted search’ that happens to look for the violation actually present. However, we do not expect this to be true for more complicated deviations from GR.

B.4.3 Measurability of deviations with non-PN frequency dependences

The aim of the previous subsections was to get a rough idea of the sensitivity of our method to deviations in post-Newtonian coefficients, and in order to gauge this we assumed a constant relative offset in the physically interesting parameter $\psi_3$. However, we stress once again that we do not expect a violation of GR to manifest itself as a simple constant relative shift in one of the post-Newtonian coefficients. Even if modifications are confined to the PN coefficients, the $\delta \chi_i$ in the signals can be dependent on $(\mathcal{M}, \eta)$, in addition to whatever charges and coupling constants may be present. Moreover, a
Figure B.11 Top: The change in false alarm probabilities (FAPs) in going from two to three testing parameters, but keeping the odds ratio thresholds fixed. Bottom: The change in efficiencies when keeping the false alarm probabilities fixed. The plots shown are for the case where the signals have $\delta \chi_3 = 0.025$. We see that increasing the number of testing parameters has only a moderate effect on the FAPs, while for fixed FAPs, the efficiencies do no change appreciably. Note, however, that when the evidence for a deviation from GR is marginal, the use of as many hypotheses as possible can be pivotal in finding the violation (see Fig. B.9 and also Fig. B.16 and B.17).
Figure B.12 Top: The difference of false alarm probabilities, \((3)\beta - (\text{target})\beta\), for fixed log odds ratio thresholds and signals having \(\delta\chi_3 = 0.025\), between our 3-parameter test and a ‘targeted search’ which only looks for a deviation in \(\psi_3\), i.e., only tests the hypothesis \(H_3\) against GR. We see that the difference is minor. Bottom: More important is the difference in efficiencies, \((3)\zeta - (\text{target})\zeta\), for fixed false alarm probabilities. Especially for a large number of sources per catalog, our 3-parameter test is actually more efficient than the ‘targeted search’, at least for this particular example. This is because the Bayes factor against GR for \(H_3\) will not be the largest in every catalog, but our method naturally compensates for that. Of course, we do not expect our method to outperform a targeted search in the case of a more complicated deviation from GR.
deviation from GR could introduce terms in the phase with frequency dependences that
do not correspond to any of the PN contributions. We now show that the method can
also be sensitive to violations of that kind, even though the model waveforms we use
in our analyses only have deformations of PN terms. Let us give an heuristic example
where the phase of the simulated signals contains a term with an anomalous frequency
dependence in between that of the 1PN and 1.5PN contributions. Specifically,

\[
\frac{3}{128\eta} (\pi \mathcal{M} \eta^{-3/5})^{-5/6} \delta \chi_A f^{-5/6},
\]  

(B.57)

and we note that the 1PN term goes like \( f^{-1} \) and the 1.5PN term like \( f^{-2/3} \); thus, the
deviation introduced here could be dubbed ‘1.25PN’. However, for the recovery, we will
continue to use the same model waveforms as before, which can only have shifts in the
phase coefficients at 0.5PN, 1PN, and 1.5PN. Our aim in this subsection is to show
that they will nevertheless allow us to find a deviation in the signal of the form \( \text{(B.57)} \).

We now need to make a choice for \( \delta \chi_A \). We aim to show that even if there is a deviation
in the phase that is not represented in any of our model waveforms, it can be recovered,
if near the ‘bucket’ of the noise curve (at \( f \sim 150 \text{ Hz} \)) the amount by which it affects
the phase is on a par with a shift in the PN coefficients of more than a few percent.

For definiteness, let us take \( \delta \chi_A \) to be constant, and such that at \( f = 150 \text{ Hz} \) and for
a system of \((1.5, 1.5) M_\odot\), the contribution \( \text{(B.57)} \) to the phase is equal to the change
caused by a shift in the 1.5PN contribution with \( \delta \chi_3 = 0.1 \):

\[
(\pi 3 M_\odot)^{-5/6} \delta \chi_A (150 \text{ Hz})^{-5/6} \\
= g_3(0.25) (\pi 3 M_\odot)^{-2/3} \times 0.1 \times (150 \text{ Hz})^{-2/3},
\]

(B.58)

leading to \( \delta \chi_A = -2.2 \).
As before, we first give results for the odds ratios of individual sources with increasing SNR; see Fig. B.13. We see that even at small SNR there is already a good separation between the GR injections and the injections with a modification in the structure of the phase.

**Figure B.13** The log odds ratios for individual sources for injections with an anomalous frequency dependence in the phase. The blue crosses represent GR injections, while the red circles are for signals that have a contribution to the phase with a frequency dependence in between that of the 1PN and 1.5PN terms (‘1.25PN’). As with the $\delta \chi_3 = 0.1$ example, a separation between the two is visible for SNR greater than $\sim 10$ and becomes more pronounced as the SNR increases.

Next we show normalized distributions of the log odds ratios, both for individual sources and for catalogs of 15 sources each: Fig. B.14. As expected, for the catalogs there is an excellent separation between the GR injections and injections with a modification in the phase.

Now let us look at the cumulative number of times that the Bayes factor against noise for a particular hypothesis is the largest, for individual sources with $\delta \chi_A = -2.2$, arranged with increasing SNR (Fig. B.15). From SNR greater than $\sim 15$, the Bayes factor $B_{\text{noise}}^2$...
Figure B.14 Top: The normalized distribution $P(\ln O_{\text{GR}}^{\text{modGR}})$ of log odds ratios for individual sources, where the injections are either GR or have the anomalous frequency dependence. Bottom: The normalized distribution $P(\ln O_{\text{GR}}^{\text{modGR}})$ of logs of the combined odds ratios for GR injections and injections for catalogs of 15 sources each.
starts to dominate, followed by $B_{\text{noise}}^{23}$ and $B_{\text{noise}}^3$, with the latter two crossing over between SNR $\sim 20$ and SNR $\sim 25$. Already at SNR $\sim 9$, all of the $B_{\text{noise}}^{i_1 i_2 \cdots i_k}$ dominate the Bayes factor $B_{\text{noise}}^{\text{GR}}$ for the GR hypothesis. However, near the SNR threshold, no single hypothesis dominates clearly, which again shows that as many hypotheses as possible should be included in the analysis.

Especially in this case, it is interesting to look at the growth of cumulative Bayes factors against GR for individual hypotheses, as well as of the odds ratio, as sources with increasing SNR are being added within catalogs of 15 sources. This is shown for a few example catalogs in Fig. B.16 and B.17. The salient features are:

- Even if all 15 sources only have modest SNR, by their cumulative contributions they can cause a relatively large odds ratio for the catalog as a whole;

- In catalogs containing a source with a particularly high SNR, it is by no means a given that the contribution of this source will dominate the odds ratio compared to the cumulative contributions of the other sources;

- Which hypothesis comes out on top will vary from one catalog to another; in the examples of Fig. B.16 and B.17 we see $H_{12}$, $H_2$, or $H_{23}$ giving the largest contribution, respectively, but there are examples where any of the other four sub-hypotheses contributes the most. In this respect we note that the odds ratio for a catalog is proportional to the average of the cumulative Bayes factors themselves, not of their logarithms. If one were to a priori favor particular (subsets of) hypotheses, the log odds ratio could be lowered by as much as 100. This could have a large effect on the false alarm probability; see Fig. B.14. These are again arguments for using as many sub-hypotheses as possible, and give them equal relative prior odds.
Figure B.15 Top; curves and left vertical axis: The cumulative number of times that the Bayes factor against noise for a particular component hypothesis is the largest, with increasing SNR, for individual sources with $\delta X_A = -2.2$. All 854 simulated sources were used. Histogram and right vertical axis: The number of sources per SNR bin. Bottom: The same as above, but now for sources with SNR < 12. Close to threshold, no single hypothesis is the dominant one.
Figure B.16 A few examples of how cumulative Bayes factors against GR for individual hypotheses, and the odds ratio, grow as sources with increasing SNR are being added within three different catalogs of 15 sources in total. These catalogs have sources with only modest SNRs ($< 20$). Note the large differences in contributions from different hypotheses, and in the ordering of Bayes factors, between these two catalogs.
Figure B.17 A third examples of how cumulative Bayes factors against GR for individual hypotheses, and the odds ratio, grow as sources with increasing SNR are being added within three different catalogs of 15 sources in total. This catalog has a high SNR source; note however that the source with the highest SNR does not cause a particularly large ‘boost’, and the cumulative log odds ratio ends up being considerably lower than the examples in Figure B.16.
Note that in principle we could have extended our model waveforms with more free parameters so as to be more sensitive to deviations of this kind, e.g., by including a term in the phase of the form $\mathcal{A}f^n$, similar to what one has in the so-called parameterized post-Einsteinian (ppE) waveforms [216]. However, the point of our method is to search for generic deviations from GR. In the future, we will want to search with more sophisticated (time domain) waveforms whose use is computationally more demanding in a Bayesian setting, and we will not be able to allow for an arbitrarily large number of deformations in the model waveforms. However, here we have an example where the injections have a contribution to the phase that is not present in any of the model waveforms, yet is clearly observable. Recall that the overall magnitude of the anomalous phase contribution was chosen so that, at $f \sim 150$ Hz, it changes the phase by a similar amount as a shift in $\psi_3$ of 10%. Our results make it plausible that generically, when there is a deviation in the phase which, at frequencies where the detectors are the most sensitive, causes a phase change on a par with a change in one of the (low order) PN coefficients of more than a few percent, it will be detectable.

\section*{B.4.4 Parameter estimation}

Finally, let us look at some posterior PDFs for the $\delta \chi_i$. We stress that unlike Bayes factors, the PDFs can not be combined across sources since we should not expect the $\delta \chi_i$ to be independent of the component masses; they can differ from source to source. Even looking at the PDFs for a single source may then be misleading; even if the deviation is exactly in one or more of the PN coefficients, a given source will have values for the $\delta \chi_i$ that are representative just for the $(\mathcal{M}, \eta)$ of that source, and possibly also the values of additional charges that may appear in an alternative theory of gravity. In a given catalog, there may be only one source with sufficient SNR to allow for accurate
parameter estimation, in which case the posteriors will not tell us much even if they are strongly peaked. More generally, the deviation from GR may manifest itself by the appearance of terms in the phase that do not have the frequency dependence of any of the PN contributions. However, in the event that the log odds ratio and Bayes factors strongly favor the GR hypothesis, posterior PDFs will allow us to constrain deviations in the PN coefficients, thereby adding further support that GR is the correct theory. Hence we start with an analysis of pure GR injections.

**Example: A GR injection**

Let us first look at a GR source with \((M, \eta, D) = (1.31 M_\odot, 0.243, 131 \text{ Mpc})\), and a LIGO-Virgo network SNR of 23.0. The Bayes factors for the various component hypotheses are:

\[
\ln B_{1}^{GR} = -2, \quad \ln B_{2}^{GR} = -2, \quad \ln B_{3}^{GR} = -2,
\]

\[
\ln B_{12}^{GR} = -3, \quad \ln B_{13}^{GR} = -1, \quad \ln B_{23}^{GR} = -1,
\]

\[
\ln B_{123}^{GR} = -2.
\]

We recall that these are the Bayes factors for a particular deviation from GR versus GR. The GR hypothesis is favored in all cases. We can also look at the Bayes factors
for all of the hypotheses against noise:

\[
\ln B_{\text{GR}}^{\text{noise}} = 211, \\
\ln B_{\text{noise}}^1 = 209, \quad \ln B_{\text{noise}}^2 = 209, \quad \ln B_{\text{noise}}^3 = 209, \\
\ln B_{\text{noise}}^{12} = 208, \quad \ln B_{\text{noise}}^{13} = 210, \quad \ln B_{\text{noise}}^{23} = 210, \\
\ln B_{\text{noise}}^{123} = 209.
\]  

(B.60)

Hence the signal is picked up very well by the waveforms of all of the hypotheses, with the GR waveform doing slightly better.

Let us now look at some posterior PDFs. In Fig. B.19 and B.19, we show the PDFs for \(\delta\chi_1\), \(\delta\chi_2\), and \(\delta\chi_3\), respectively for the waveforms that have free parameters \(\{\vec{\theta}, \delta\chi_1\}\), \(\{\vec{\theta}, \delta\chi_2\}\), and \(\{\vec{\theta}, \delta\chi_3\}\), with \(\vec{\theta}\) the parameters of the GR waveform. We see that the distributions are all narrowly peaked around the correct value of zero.

Example: A signal with \(\delta\chi_3 = 0.1\).

We now consider an example with \((M, \eta, D) = (1.18 M_\odot, 0.244, 196 \text{ Mpc})\), with a non-zero relative shift in \(\psi_3\) of \(\delta\chi_3 = 0.1\), and network SNR 23.2. The Bayes factors are:

\[
\ln B_{\text{GR}}^1 = 117, \quad \ln B_{\text{GR}}^2 = 124, \quad \ln B_{\text{GR}}^3 = 124, \\
\ln B_{\text{GR}}^{12} = 123, \quad \ln B_{\text{GR}}^{13} = 124, \quad \ln B_{\text{GR}}^{23} = 125, \\
\ln B_{\text{GR}}^{123} = 114.
\]  

(B.61)

This time the GR hypothesis is very much disfavored. However, we note that the Bayes factor for the hypothesis that only \(\psi_3\) differs from its GR value is not the largest. In
Figure B.18 Posterior PDFs for a single GR injection with network SNR of 23.0. Top: $\delta \chi_1$ measured with a waveform that has $\{\vec{\theta}, \delta \chi_1\}$ as free parameters; bottom: $\delta \chi_2$ measured with a waveform that has $\{\vec{\theta}, \delta \chi_2\}$ free; In each case the distribution is tightly centered on zero, with standard deviations of 0.014, 0.015, and 0.019, respectively.
Figure B.19 Posterior PDFs for a single GR injection with network SNR of 23.0. Here $\delta \chi_3$ measured with a waveform that has $\{\tilde{\theta}, \delta \chi_3\}$ free. As in Fig. the distribution is tightly centered on zero, with standard deviations of 0.014, 0.015, and 0.019, respectively.

fact, all the Bayes factors except for $B_{1}^{\text{GR}}$ and $B_{123}^{\text{GR}}$ are rather similar in magnitude, and no clear conclusions can be drawn from them regarding the underlying nature of the deviation from GR.

When looking at the Bayes factors against noise, we see that the signal is clearly detected for all hypotheses:

\[
\begin{align*}
\ln B_{\text{noise}}^{\text{GR}} &= 128, \\
\ln B_{\text{noise}}^{1} &= 245, \quad \ln B_{\text{noise}}^{2} = 252, \quad \ln B_{\text{noise}}^{3} = 252, \\
\ln B_{\text{noise}}^{12} &= 251, \quad \ln B_{\text{noise}}^{13} = 252, \quad \ln B_{\text{noise}}^{23} = 253, \\
\ln B_{\text{noise}}^{123} &= 242.
\end{align*}
\]
Now let us consider posterior PDFs. We expect the PDF of $\delta \chi_3$ for the hypothesis $H_3$, where only $\{\bar{\theta}, \delta \chi_3\}$ are allowed to vary, to be peaked at the injected value of 0.1, and this is the case with very good accuracy, as shown in the bottom panel of Fig. B.20 and B.21.

In the upper and middle panels of the same figure, the PDFs of $\delta \chi_1$ for the hypothesis $H_1$, and of $\delta \chi_2$ for the hypothesis $H_2$ are shown. In these cases the parameter in the signal that has the shift is now not represented; in the first case only $\delta \chi_1$ is allowed to vary on top of the parameters $\bar{\theta}$ of GR, and in the second case only $\delta \chi_2$. In the nested sampling process, the waveform will still try to adapt itself to the deformation in the signal. The result is that $\delta \chi_1$ and $\delta \chi_2$ are strongly peaked, but away from the correct values $\delta \chi_1 = \delta \chi_2 = 0$. Thus, if one were to study the data only using waveforms from a specific alternative theory of gravity (e.g., a ‘massive graviton’ model with a deviation in $\psi_2$ only), one might find a violation of GR but draw the wrong conclusions about the nature of the deviation.

We can also look at the PDF for the hypothesis $H_{123}$, where the waveforms have $\delta \chi_1$, $\delta \chi_2$, $\delta \chi_3$ free; see Fig. B.22. Once again the peak is more or less at the correct value of $\delta \chi_3$, but we now have a much bigger spread. This too is as expected; parameter estimation degrades if one tries to measure too many parameters at once.

Finally, we look at the two-dimensional PDF for $\{\delta \chi_2, \delta \chi_3\}$, in the case where the waveform is the one that tests the hypothesis $H_{123}$; Fig. B.23. Here too there is little to learn about the underlying nature of the deviation.

**Example:** A signal with $\delta \chi_3 = 0.025$

Let us consider an example with $(\mathcal{M}, \eta, D) = (1.14 M_\odot, 0.242, 216 \text{ Mpc})$, $\delta \chi_3 = 0.025$, and a network SNR of 20.6. As expected, the Bayes factors for the component hypothe-
Figure B.20 Posterior PDFs for a single injection with $\delta \chi_3 = 0.1$ and network SNR 23.2. Top: $\delta \chi_1$ measured with a waveform that has $\{\vec{\theta}, \delta \chi_1\}$ free; bottom: $\delta \chi_2$ measured with a waveform that has $\{\vec{\theta}, \delta \chi_2\}$ free. The one test parameter that is used differs from the parameter in the signal that has the shift. The parameters in the waveform will rearrange themselves such as to best accommodate the properties of the signal. Both $\delta \chi_1$ and $\delta \chi_2$ end up being sharply peaked, but not at the correct value of zero.
Figure B.21 Posterior PDFs for a single injection with $\delta \chi_3 = 0.1$ and network SNR 23.2. $\delta \chi_3$ measured with a waveform that has $\{\tilde{\theta}, \delta \chi_3\}$ free. As expected, the PDF is sharply peaked at the correct value of $\delta \chi_3 = 0.1$, with a standard deviation of 0.012.

Figure B.22 The posterior PDF for the injection with $\delta \chi_3 = 0.1$ as in the previous figure, but recovered with waveforms where $\{\tilde{\theta}, \delta \chi_1, \delta \chi_2, \delta \chi_3\}$ are all free. The peak is near the correct value of $\delta \chi_3$ (with a median of 0.083), but this time the spread is considerably larger (with a standard deviation of 0.055), as we are trying to measure more parameters at the same time.
Figure B.23 The 68% and 95% confidence contours of the two-dimensional PDF for \(\{\delta\chi_2, \delta\chi_3\}\), still for an injection with \(\delta\chi_3 = 0.1\), and with a waveform that has \(\{\hat{\theta}, \delta\chi_1, \delta\chi_2, \delta\chi_3\}\) as free parameters. The maximum of the PDF is given by the black dot and the injection values are represented by the red cross.

ses against GR are considerably smaller than in the case of \(\delta\chi_3 = 0.1\), but GR is still disfavored:

\[
\begin{align*}
\ln B_{GR}^1 &= 11, & \ln B_{GR}^2 &= 12, & \ln B_{GR}^3 &= 12, \\
\ln B_{GR}^{12} &= 10, & \ln B_{GR}^{13} &= 11, & \ln B_{GR}^{23} &= 11, \\
\ln B_{GR}^{123} &= 11. 
\end{align*}
\]

(B.63)
Also as expected, the signal is easily found by all of the model waveforms:

\[
\ln B_{\text{noise}}^{\text{GR}} = 186,
\]
\[
\ln B_{\text{noise}}^{1} = 197, \quad \ln B_{\text{noise}}^{2} = 198, \quad \ln B_{\text{noise}}^{3} = 198,
\]
\[
\ln B_{\text{noise}}^{12} = 196, \quad \ln B_{\text{noise}}^{13} = 197, \quad \ln B_{\text{noise}}^{23} = 197,
\]
\[
\ln B_{\text{noise}}^{123} = 197.
\]  

(B.64)

As before we look at the posterior PDF of \(\delta \chi_3\) for the hypothesis \(H_3\), where only \(\{\tilde{\theta}, \delta \chi_3\}\) are allowed to vary: see the bottom plot in Fig. B.24 and B.25. The distribution is peaked near the correct value and stays away from zero; however, one should not expect the same to happen for lower-SNR sources.

Let us also look at the PDF for \(\delta \chi_1\) when \(\{\tilde{\theta}, \delta \chi_1\}\) are free parameters, and of \(\delta \chi_2\) when \(\{\tilde{\theta}, \delta \chi_2\}\) are free; see the top and middle plots of Fig. B.24 and B.25. As before, \(\delta \chi_1\) and \(\delta \chi_2\) are not peaked at the right values of \(\delta \chi_1 = \delta \chi_2 = 0\).

**Example:** A signal with non-PN frequency dependence in the phasing

We now look at a signal with a non-standard contribution to the phase, with a frequency dependence between 1PN and 1.5PN, as in Eq. (B.57). In the example we use here, \((M, \eta, D) = (1.29 M_\odot, 0.250, 208 \text{ Mpc})\), with a network SNR of 22.4. The Bayes factors for the component hypotheses against GR are:

\[
\ln B_{\text{GR}}^{1} = 91, \quad \ln B_{\text{GR}}^{2} = 93, \quad \ln B_{\text{GR}}^{3} = 89,
\]
\[
\ln B_{\text{GR}}^{12} = 92, \quad \ln B_{\text{GR}}^{13} = 91, \quad \ln B_{\text{GR}}^{23} = 92,
\]
\[
\ln B_{\text{GR}}^{123} = 91.
\]  

(B.65)
Figure B.24 The posterior PDFs for $\delta \chi_1$ (top) and $\delta \chi_2$ (bottom) for a single injection with $\delta \chi_3 = 0.025$ and network SNR 20.6, recovered with waveforms where, respectively, $\{\bar{\theta}, \delta \chi_1\}$ and $\{\bar{\theta}, \delta \chi_2\}$ are free. Both $\delta \chi_1$ and $\delta \chi_2$ are strongly peaked at incorrect values.
Thus, also in this case the GR hypothesis is very much disfavored, despite the fact that none of our model waveforms contain the anomalous frequency dependence which is present in the phase of the signal. We can also look at the Bayes factors against noise:

\[
\begin{align*}
\ln B_{\text{noise}}^{\text{GR}} &= 148, \\
\ln B_{\text{noise}}^{1} &= 239, \quad \ln B_{\text{noise}}^{2} = 241, \quad \ln B_{\text{noise}}^{3} = 237, \\
\ln B_{\text{noise}}^{12} &= 240, \quad \ln B_{\text{noise}}^{13} = 239, \quad \ln B_{\text{noise}}^{23} = 239, \\
\ln B_{\text{noise}}^{123} &= 239.
\end{align*}
\]

(B.66)

It is interesting to look at the posterior PDF of \(\delta \chi_3\) for the case where \(\{\bar{\theta}, \delta \chi_3\}\) are allowed to vary (Fig. B.27). The distribution looks uncannily like the analogous one
for a signal with \( \delta \chi_3 = 0.1 \); see the bottom panel of Fig. B.20 and B.21. We can also look at the PDF of \( \delta \chi_1 \) in the case where \( \{ \vec{\theta}, \delta \chi_1 \} \) are free parameters, and the PDF of \( \delta \chi_2 \) when \( \{ \vec{\theta}, \delta \chi_2 \} \) are free; see Fig. B.26. Here too there is an interesting resemblance to the analogous panels in Fig. B.20 and B.21 for an injection with \( \delta \chi_3 = 0.1 \).

In summary,

- Also here, the Bayes factors against GR clearly disfavor the GR hypothesis, despite the fact that none of our model waveforms has the kind of non-PN contribution to the phase that the signal contains;

- As before, the Bayes factors against GR are quite close to each other, and one cannot conclude much from them about the nature of the underlying deviation from GR;

- The Bayes factors against noise indicate that the signal will not be missed;

- The posteriors are quite similar to the ones where the deviation from GR is purely in the 1.5PN coefficient, with \( \delta \chi_3 = 0.1 \).

Finally, let us look at the two-dimensional PDF for \( \{ \delta \chi_2, \delta \chi_3 \} \) in the case where the waveform is the one that tests \( H_{123} \); Fig. B.28. Unlike the one-dimensional PDFs, here there is not much resemblance with the two-dimensional PDF for \( \delta \chi_3 = 0.1 \) (Fig. B.23). Still, nothing much can be learned about the actual nature of the violation.

This shows once again that we will be able to also discern violations of GR of a kind that has no analog in the model waveforms. In the posteriors, these can even ‘masquerade’ as deviations in one of the post-Newtonian coefficients, if, for example, one would only be looking for a ‘massive graviton’ with a waveform model that has \( \{ \vec{\theta}, \delta \chi_2 \} \) as free parameters.
Figure B.26 The posterior PDFs for $\delta \chi_1$ (top) and $\delta \chi_2$ (bottom) or a single injection with $\delta \chi_A = -2.2$ and network SNR 22.4, recovered with waveforms where, respectively, $\{\bar{\theta}, \delta \chi_1\}$ and $\{\bar{\theta}, \delta \chi_2\}$ are free. Note the remarkable resemblance with Fig. B.20, where the signal had $\delta \chi_3 = 0.1$. Also for $\delta \chi_1$ and $\delta \chi_2$, the distributions are very similar to the ones for a signal with $\delta \chi_3 = 0.1$. 

![PDF plots for $\delta \chi_1$ and $\delta \chi_2$](image-url)
Figure B.27 The posterior PDFs for $\delta \chi_3$ (bottom) for a single injection with $\delta \chi_A = -2.2$ and network SNR 22.4, recovered with waveforms where $\{\vec{\theta}, \delta \chi_3\}$ are free. The distribution of $\delta \chi_3$ has its median at 0.11 and a standard deviation of 0.017. Note the remarkable resemblance with Fig. B.21, where the signal had $\delta \chi_3 = 0.1$.

Figure B.28 The 68% and 95% confidence contours of the two-dimensional PDF for $\{\delta \chi_2, \delta \chi_3\}$, for an injection with $\delta \chi_A = -2.2$, and with a waveform that has $\{\vec{\theta}, \delta \chi_1, \delta \chi_2, \delta \chi_3\}$ as free parameters. The maximum of the PDF is given by the black dot. Here the distribution is quite different from the case with $\delta \chi_3 = 0.1$ (Fig. B.23).
B.4.5 A note on parameter estimation and multiple sources

We end this section with some cautionary remarks on the use of parameter estimation in testing GR. As we have seen in subsection [B.3.4], model selection allows for combining the information from multiple sources to compute a single odds ratio, but for parameter estimation the situation is quite different.

In the examples presented in this paper, the deviations $\delta \chi_3$ and $\delta \chi_A$ were taken to be the same for all sources. Hence, in principle we could have combined PDFs from multiple sources, simply by multiplying them, to arrive at more accurate measurements. However, we reiterate that in reality, one cannot expect the deviations to be constant in this fashion; rather, they might vary from source to source, with dependence on the masses as well as whatever additional charges may be present in the correct theory of gravity. If it so happens that deviations in individual sources can go both ways, making positive or negative contributions to the overall phase depending on the parameters of the source, then a combined PDF may not show any significant deviation at all. Moreover, since most sources will have SNRs near threshold, it could be that only a few sources will allow for accurate parameter estimation; here we only showed PDFs for single, relatively ‘loud’ sources with SNR greater than $\sim 20$. However, if there is significant dependence of the GR deviation on source parameters (unlike in the heuristic examples shown here), the particular deviation exhibited by the loudest source may not be representative. Hence, in contrast to model selection, parameter estimation alone does not provide a solid foundation to look for deviations from GR.
B.5 Conclusions and future directions

As we showed at the beginning, it is possible for a signal to contain very significant deviations from General Relativity while still being detectable with a template family of GR waveforms; this is the ‘fundamental bias’ discussed in [63, 216]. A violation of GR can in principle take any form, and the question which then presents itself is how to search for generic deviations.

We have developed a general method to search for deviations from General Relativity using signals from compact binary coalescence events. To this end we constructed an odds ratio \(O_{\text{modGR}}^{\text{GR}}\) for modifications to GR against GR, which is the posterior probability that there is a deviation from GR, versus GR being correct. This odds ratio can be written as a linear combination of Bayes factors \(B_{\text{GR}}^{i_1i_2\ldots i_k}\) for hypotheses \(H_{i_1i_2\ldots i_k}\), in each of which one or more of the phase parameters \(\psi_i\) is assumed to deviate from the GR value, without actually assuming any specific dependence on the frequency and/or physical parameters pertinent to a given theory. Since this includes hypotheses where only a single one of the \(\psi_i\) is non-GR, our method will be particularly well-suited in low-SNR scenarios, which we expect to be in with the upcoming advanced detector network. Finally, information from multiple sources can easily be combined to arrive at an odds ratio \(O_{\text{modGR}}^{\text{GR}}\) for the ‘catalog’ of all observed events.

The method we developed, applied to phase coefficients in inspiral waveforms, essentially addresses the question “Do one or more of the coefficients differ from the values predicted by GR?” This is in contrast with previous Bayesian analyses such as [55, 63, 83], where effectively, the question being asked was limited to “Do all of the additional free parameters introduced differ from their GR values?” In addition to being
better adapted to a low-SNR environment, the test proposed here is far more general.

In order to gauge how large a deviation might be detectable, we first considered signals with a constant fractional deviation in the 1.5PN coefficient $\psi_3$. This coefficient is of particular interest, since it incorporates the so-called ‘tail effects’ \cite{47,48} (as well as spin-orbit coupling \cite{45}, although we did not consider spin here), which are not empirically accessible with binary pulsar observations and can only be studied through direct detection of gravitational waves. When considering catalogs of only 15 binary neutron star sources, we saw that a deviation in $\psi_3$ at the 10% level would easily be detectable. In fact, even a deviation at the few percent level can be discernable. This is confirmed by posterior PDFs for $\psi_3$ in the case where this is the only parameter that is assumed to deviate from its GR value.

We also considered a deviation in the phase with a frequency dependence that does not match any of the post-Newtonian terms, and hence is not present in any of the recovery waveforms that we used. More precisely, we looked at signals whose phase has an additional contribution, with a frequency dependence in between that of the 1PN and 1.5PN terms (‘1.25PN’). The magnitude of the deviation was chosen such that near $f \sim 150$ Hz, where the detectors are the most sensitive, the change in phase is roughly the same as the change caused by a 10% shift in the 1.5PN coefficient. The deviation was clearly detectable in the log odds ratios, the Bayes factors, and the posterior PDFs. We expect this to be an instance of a more general fact. Namely, even if there is a deviation in the phase which the model waveforms technically do not allow for, it will typically be observable, on condition that near the ‘bucket’ it causes a change in the phase that is on a par with the effect of a shift in the (low order) PN phase coefficients of more than a few percent.

In order to establish the basic validity and usefulness of our method for testing GR, we
considered constant fractional deviations in $\psi_3$, and a non-PN frequency dependence in the signal. However, even if there is a deviation in one or more of the PN phase contributions only, these may depend on $(\mathcal{M}, \eta)$ as well as whatever additional charges and coupling constant might be present. It would be of great interest to study the effects of more general deviations from GR on the odds ratio $O_{\text{mod}GR}^{\text{GR}}$, the cumulative Bayes factors $\prod_A (A) B_{\text{GR}}^{i_1 i_2 \ldots i_k}$ for the component hypotheses $H_{i_1 i_2 \ldots i_k}$ against $H_{\text{GR}}$, and the cumulative Bayes factors $\prod_A (A) B_{\text{noise}}^{i_1 i_2 \ldots i_k}$ against noise. Additionally, in future one should consider deviations in the amplitude as well, and use model waveforms which have such freedom. \textit{A priori} there is no reason not to use an arbitrary number of free coefficients in both the phase and the amplitude of recovery waveforms, the only limiting factor being computational time.

Should no deviation from GR be convincingly found through model selection, one will still be interested in constraining the theory. Advanced gravitational wave detectors will then take us considerably beyond the binary pulsar observations. We recall that even the 1PN phase coefficient $\psi_2$ is not fully constrained by the latter, since the dissipative dynamics is only probed to leading PN order. As we have seen from PDFs, with a single compact binary coalescence event in Advanced LIGO/Virgo at SNR $\sim 20$, the coefficient $\psi_2$ can be constrained to better than 2%, and the same is true of the 1.5PN coefficient $\psi_3$. Mainly for computational reasons, we did not study constraints on the 2PN and higher-order terms, but it would clearly be of interest to see how well one can pin down the corresponding coefficients. We also draw attention to the results for the 0.5PN contribution, which in General Relativity is identically zero. For simplicity we restricted the mass range of our simulated sources to that of binary neutron stars. Given the very encouraging results, in future work the BHNS and BBH ranges should also be investigated.
The preliminary results presented here motivate the construction of a full data analysis pipeline for testing or constraining General Relativity. To have a real chance of finding a deviation, much more sophisticated GR waveforms will have to be used, with inclusion of merger and ringdown, higher harmonics both in the inspiral and ringdown parts, dynamical spins, and residual eccentricity. The development of such waveforms, with input from numerical simulations, is currently a subject of intense investigations [18, 20, 35, 50, 52, 57, 59, 149, 174, 175]. We note that the method we presented is not tied to any particular waveform approximant. Moreover, the deformations need not be in the phase. Indeed, in the future one would presumably want to use time domain waveforms, for which it may be more convenient (and physically more appropriate) to introduce parameterized deformations directly in coefficients appearing in, e.g., a Hamiltonian used to evolve the inspiral part of the waveform. Irrespective of the parameterization, one would still be able to associate with it an exhaustive set of logically disjoint hypotheses $H_{i_1,i_2,...i_k}$.

Once sufficiently accurate waveforms are available, a test of GR on Advanced LIGO/Virgo could go as follows:

- Starting from the best available GR waveforms, introduce parameterized deformations, leading to disjoint hypotheses like our $H_{i_1i_2...i_k}$, which together form $\mathcal{H}_{\text{modGR}}$;

- Use many injections of GR waveforms in real or realistic data, arranged into simulated ‘catalogs’, to investigate the distributions of the cumulative odds ratio $O_{\text{modGR}}^{\text{GR}}$ as well as of the cumulative Bayes factors when GR is correct. Use these to set thresholds for the measured odds ratio and Bayes factors to overcome;

- Apply our method to the catalog of sources actually found by the detectors. If the
measured cumulative odds ratio $O_{\text{mod GR}}^{\text{mod GR}}$ is below threshold, then there is no real reason to believe that a deviation from GR is present. The posterior PDFs for the free phase and amplitude coefficients in the model waveforms, taken from the highest-SNR sources, will provide (potentially very strong) constraints on these parameters;

- If the measured odds ratio is above threshold, then a violation of GR is likely. As we have seen, Bayes factors and PDFs can be misleading in trying to find out what the precise nature of the deviation may be. However, one may be able to follow up on the violation by again using our method, this time with waveforms with more complicated deformations and a larger number of free parameters, inspired by particular alternative theories of gravity, similar to what is done in ppE \[216\].

Thus, although much work remains to be done, we have the basics of a very general method for testing General Relativity using compact binary coalescence events to be detected by the upcoming Advanced LIGO and Advanced Virgo observatories.
Appendix C

TESTING GENERAL RELATIVITY WITH COMPACT COALESCING BINARIES:
COMPARING EXACT AND PREDICTIVE METHODS TO COMPUTE THE BAYES FACTOR

The work in this Appendix is presented in the form of the paper Published in General Relativity and Quantum Cosmology [62].

Authorship of paper: W. Del Pozzo, K. Grover, I. Mandel, A. Vecchio. K. Grover did not write the text but was involved in all discussions and work.
The second generation of gravitational-wave detectors is scheduled to start operations in 2015. Gravitational-wave signatures of compact binary coalescences could be used to accurately test the strong-field dynamical predictions of general relativity. Computationally expensive data analysis pipelines, including TIGER, have been developed to carry out such tests. As a means to cheaply assess whether a particular deviation from general relativity can be detected, Cornish et al. [55] and Vallisneri [181] recently proposed an approximate scheme to compute the Bayes factor between a general-relativity gravitational-wave model and a model representing a class of alternative theories of gravity parametrised by one additional parameter. This approximate scheme is based on only two easy-to-compute quantities: the signal-to-noise ratio of the signal and the fitting factor between the signal and the manifold of possible waveforms within general relativity.

In this work, we compare the prediction from the approximate formula against an exact numerical calculation of the Bayes factor using the lalinf erence library. We find that, using frequency-domain waveforms, the approximate scheme predicts exact results with good accuracy, providing the correct scaling with the signal-to-noise ratio at a fitting factor value of 0.992 and the correct scaling with the fitting factor at a signal-to-noise ratio of 20, down to a fitting factor of \( \sim 0.9 \). We extend the framework for the approximate calculation of the Bayes factor which significantly increases its range of validity, at least to fitting factors of \( \sim 0.7 \) or higher.

C.1 Introduction

The upgraded versions of the ground-based gravitational wave detectors LIGO [11] and Virgo [2][12][14] are expected to detect gravitational-wave signals from the coa-
lescence of compact binary systems. The prospect of frequent detections, with expected rates between one per few years and a few hundred per year [4] promises to yield a variety of scientific discoveries. Among these, the possibility of testing the strong field dynamics of general relativity (GR) has received increasing attention (e.g., [16, 55, 63, 112, 114, 148]). In fact, during the latest phase of the inspiral, typical orbital velocities are an appreciable fraction of the speed of light \((v/c \sim 0.4)\); following merger, the compactness \(GM/(Rc^2)\) of the newly formed black hole that is undergoing quasinormal ringing is close to 1. By comparison, the orbital velocity of the double pulsar J0737-3039 is \(O(10^{-3}c)\) and its compactness is \(\sim 10^{-6}\) [54]. Consequently, efforts have concentrated on the development of robust frameworks to reliably detect deviations from GR using gravitational-wave signatures of compact-binary mergers.

One of these frameworks is the so-called Test Infrastructure for General Relativity (TIGER) [16, 112, 113]. TIGER operates by computing the odds ratio between GR and a test model in which one or more of the post-Newtonian coefficients are allowed to deviate from the value predicted by GR. The interested reader is referred to Refs. [16, 112, 113] for the details of the method and for analysis of its robustness against various potential systematic effects. To account for unmodelled effects, TIGER constructs a “background” distribution of odds ratios between GR and the test hypothesis by analysing \(O(10^3)\) simulated GR signals. The background distribution defines the null hypothesis against which any particular observation (or catalog of observations) is tested. For validation purposes, the sensitivity of the algorithm to a specific deviation from GR is currently assessed by comparing it with a “foreground” odds ratio distribution. The foreground distribution is constructed by simulating a variety of signals in which the chosen deviation from GR is introduced. If the integrated overlap between the foreground and background distributions is smaller than a given false alarm probability, sensitivity to that particular deviation can be claimed.
The process described in the previous paragraph is extremely computationally expensive. If arbitrary combinations of $k$ post-Newtonian coefficients are allowed to deviate from GR values, the total number of simulations that necessary to construct the background is $2^k$ for each synthetic source.

As a means to cheaply evaluate the detectability of particular deviations from GR, Cornish et al. \cite{55} proposed an approximate formula to calculate the odds ratio between GR and an alternative model for gravity (AG). Subsequently, Vallisneri \cite{181} proposed a similar approximation derived from the Fisher matrix formalism. Vallisneri’s approximation considers the distribution of the odds ratio in the presence of noise and characterises the efficiency and false alarm of a Bayesian detection scheme for alternative theories of gravity. Whilst neither of these approaches can replace the necessary analysis for real data, the possibility of having a quick and easily understandable formalism to check the performance of complex pipelines such as TIGER and assess whether a specific type of deviation is detectable without having to run thousands of simulations seems quite attractive.

In this work we investigate, in an idealised and controlled scenario, whether the predictions from Refs. \cite{55,181} are in agreement with the output of a numerical Bayesian odds-ratio calculation. We find in particular that the the analytical prescription of Ref. \cite{181} is in reasonable agreement with the numerical result when the fitting factor (FF) between AG and GR waveforms is $\geq 0.9$, and that for $FF \leq 0.8$, both analytical prescriptions overestimate the exact odds ratio.

Nevertheless, when the analytical odds ratio is regarded as an upper limit, useful indications of the detectability of a given deviation from GR can be drawn.

We analytically correct the approximate framework for computing the Bayes factor by
introducing terms that are negligible at \( FF \sim 1 \), reproducing the proposed analytical expressions given in [55][181], but become significant at lower values of the fitting factor. We show that these corrections extend the range of validity of the approximate expressions at least down to fitting factor values of \( \sim 0.7 \).

The rest of the paper is organised as follows: in section C.2 we briefly review the Bayesian definition of the odds ratio; in section C.2.1 we introduce the formula from Ref. [181]. In section C.3 we present our findings and finally we discuss them in section C.4.

C.2 Bayesian Inference for gravitational wave signals

In a Bayesian context, the relative probability of two or more alternative hypotheses given observed data \( d \) is described by the odds ratio (see, e.g., [63]). If GR is the general relativity hypothesis and AG is the hypothesis corresponding to some alternative theory of gravity, the odds ratio is given by:

\[
O_{AG,GR} = \frac{p(AG|d)}{p(GR|d)} = \frac{p(AG) p(d|AG)}{p(GR) p(d|GR)} \equiv \frac{p(AG)}{p(GR)} B_{AG,GR} \tag{C.1}
\]

where we introduced the Bayes factor \( B_{AG,GR} \), which is the ratio of the marginalised likelihoods (or evidences). The marginal likelihood is the expectation value of the likelihood of observing the data given the specific model \( H \) under consideration over of the prior probability distribution for all the model parameters \( \theta \):

\[
p(d|H) \equiv Z = \int d\theta \, p(d|\theta, H) \, p(\theta|H). \tag{C.2}
\]
With the exception of a few idealised cases, the integral (C.2) is, in general, not tractable analytically. In gravitational-wave data analysis, the parameter space is at least 9-dimensional (for binaries with components that are assumed to have zero spin), and up to 15-dimensional for binaries with arbitrary component spins, and the integrand is a complex function of the data and the waveform model. For stationary Gaussian noise

$$p(d|\theta, H) \propto \exp[-(d - h(\theta)|d - h(\theta))/2],$$  \hspace{1cm} \text{(C.3)}

where $h(\theta) \equiv h(\theta|H)$ is the model waveform given parameters $\theta$ and we introduced the scalar product

$$(a|b) \equiv 2 \int_0^\infty df \frac{a(f)b(f) + a(f)^*b(f)}{S(f)}$$  \hspace{1cm} \text{(C.4)}

with the one-sided noise power spectral density $S(f)$. We analysed data from a single detector with a noise spectral density corresponding to the zero-detuning, high-power Advanced LIGO design configuration [163].

\begin{center}
\textbf{C.2.1 Analytical Approximation}
\end{center}

Vallisneri [181] proposed an analytical approximation to the integral (C.2). He considered the following assumptions:

- linear signal approximation leading to a quadratic approximation of the log likelihood;
- only one additional dimension is necessary to describe the AG model;
- uniform prior distributions for all parameters describing both GR and AG models;
- the distance between the AG waveform and the manifold of GR waveforms is...
small so that the fitting factor (FF) between the two, defined as

\[
FF = \left[ \frac{(h_{AG}|h_{GR}(\theta))}{\sqrt{(h_{AG}|h_{AG})(h_{GR}(\theta)|h_{GR}(\theta))}} \right]_{\text{max over } \theta}, \quad (C.5)
\]

is close to unity.

With the above assumptions, the integral Eq. (C.2) can be approximately computed analytically and the Bayes factor (C.1) is then given by:

\[
B_{AG,GR} \approx \sqrt{2\pi} \frac{\Delta \theta_{est}^a}{\Delta \theta_{prior}^a} e^{\rho^2(1-FF)}, \quad (C.6)
\]

where \( \rho \) denotes the optimal signal-to-noise ratio (SNR)\(^1\)

\[
\rho \equiv 2 \sqrt{\int_{0}^{\infty} df \frac{|h(\theta_{true})|^2}{S(f)}}. \quad (C.7)
\]

The terms \( \Delta \theta_{prior}^a \) and \( \Delta \theta_{est}^a \) are the width of the prior distribution and of the Fisher matrix 1-\( \sigma \) uncertainty estimate for the additional AG parameter, respectively. Eq. (C.6) given here is valid for the case in which a zero realisation of the noise is present in the data. In Ref. [181] noise is considered and the appropriate formulae for the distribution of the Bayes factor over noise realisations can be found there. We opted for a zero-noise case for ease of comparison.

\(^1\)Note that the definition by Vallisneri of the signal-to-noise ratio is different from ours. In Ref. [181] the signal-to-noise ratio quantity that appears in Eq. (C.6) is the norm of an hypothetical GR signal whose parameters are exactly the same as the “true” AG waveform, but with the extra AG parameter set to zero. In our case, the signal-to-noise ratio corresponds to the power in the AG signal (in the ideal case when it is filtered with AG templates). However, when the AG parameter is present only in the phase of the gravitational wave these two signal-to-noise ratios coincide.
C.3 Comparison between the exact calculation and the analytical approximation

We compare the prediction from Eq. (C.6) with the evidence calculated by the Nested Sampling algorithm [167] as implemented in lalInference [190] in a simple experiment. Using the test waveform model presented in [112], we generate inspiral signals which would span a range of FFs. The testing waveform is a frequency-domain stationary phase approximation waveform, based on the TaylorF2 approximant [53], that has been modified in such way that the post-Newtonian coefficients are allowed to vary around the GR values within a given range. The TaylorF2 waveform for a face-on, overhead binary is given by:

$$ h(f) = \frac{1}{D} \sqrt{\frac{5}{24}} \pi^{-2/3} \mathcal{M}^{5/6} f^{-7/6} e^{i\Psi(f)}, \quad \text{(C.8)} $$

where $D$ is the luminosity distance, $\mathcal{M}$ is the chirp mass and the phase $\Psi(f)$ is:

$$ \Psi(f) = 2\pi ft_c - \phi_c - \pi/4 $$

$$ + \sum_{i=0}^{7} \left[ \psi_i + \psi_i^{(f)} \ln f \right] f^{(i-5)/3}. \quad \text{(C.9)} $$

The explicit forms of the coefficients $\psi_i$ and $\psi_i^{(f)}$ in $(\mathcal{M}, \eta)$, where $\eta$ is the symmetric mass ratio, can be found in [131]. In all our experiments we kept the parameters of the simulated sources fixed with the exception of the 1.5 post-Newtonian coefficient $\psi_3$ which we varied between $[0.5, 1.5]$ times its GR value by adding an arbitrary shift $d\chi_3$ between $[-0.5, 0.5]$:

$$ \psi_3 \rightarrow \psi_3(1 + d\chi_3). \quad \text{(C.10)} $$
The Nested Sampling algorithm was set up to sample from the following prior:

- the component masses where allowed to vary uniformly $\in [1, 7]M_\odot$ with the total mass constrained to the range $\in [2, 8]M_\odot$. This choice results in an allowed region of triangular shape in the $M, \eta$ plane, see Fig. C.1;

- uniform on the 2-sphere for sky position and orientation parameters;

- uniform in Euclidean volume for the luminosity distance;

- for recovery with AG templates, we used only one free testing parameter ($d\chi_3$) which was allowed to vary uniformly between $[-0.5, 0.5]$ times its GR value.

The FFs were computed from the maximum likelihood values obtained from the lalinferrnce simulations, see Appendix A. The parameter uncertainty for Eq. (C.6) was computed using a 5-dimensional Fisher matrix calculation in which we varied the two mass pa-
rameters, the time of coalescence, the phase at coalescence and the deviation parameter $d\chi_3$.

Our experiments were performed analysing simulated signals from a system whose component masses were chosen to be $1.4M_\odot + 4.5M_\odot$. We chose this system because it lies in the centre of our prior probability distribution over the masses, far away from prior boundaries. This minimises the impact of the prior on the fitting factor and Bayes factor computations, which ensures that we can make a fair comparison with Eq. (C.6) derived under the assumption of a uniform prior\(^2\).

The approximate formula in Eq. (C.6) depends essentially on two quantities: the signal-to-noise ratio $\rho$ and the FF. Below, we describe our investigations of the dependence of the Bayes factor on these two quantities.

For Nested Sampling calculations, there is a Poisson uncertainty on the number of iterations taken to find the high posterior region \([193]\),

$$n_{tot} = nH \pm \sqrt{nH} . \quad (C.11)$$

where $H$ is the Kullback–Leibler divergence (or relative entropy) between the posterior distribution and the prior distribution and $n$ is the number of live points used for Nested Sampling. The uncertainty on the calculated value of the evidence $Z$ is evaluated as \([167]\):

$$\Delta \log Z \simeq \sqrt{\frac{H}{n}} \quad (C.12)$$

$H$ is computed by the Nested Sampling along side the evidence $Z$. Typical values for

\(^2\)For example, an equal mass system would lie exactly on the prior boundary at $\eta = 0.25$. For this reason, the GR model has very little room in the $\eta$ direction to accommodate the additional phase shift due to a non-zero $d\chi_3$. The net result is a very rapid drop in FF towards negative $d\chi_3$.\]
The logarithmic Bayes factor from \texttt{lalinference} (errorbars) and from Eq. \eqref{C.6} (empty circles) as a function of the SNR, for FF fixed to 0.992. The \texttt{lalinference} errors are computed from Eq. \eqref{C.12}. The circles are the values of the logarithmic Bayes factor obtained from Eq. \eqref{C.6} using the FF extracted from the maximum likelihood values as computed by \texttt{lalinference}.
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\caption{Logarithmic Bayes factor from \texttt{lalinference} (errorbars) and from Eq. \eqref{C.6} (empty circles) as a function of the SNR, for FF fixed to 0.992. The \texttt{lalinference} errors are computed from Eq. \eqref{C.12}. The circles are the values of the logarithmic Bayes factor obtained from Eq. \eqref{C.6} using the FF extracted from the maximum likelihood values as computed by \texttt{lalinference}.}
\end{figure}

Finally, it was recently pointed out that when a signal terminates abruptly in the detector band, measurement uncertainty may be significantly smaller than predicted by the Fisher matrix calculation \cite{124}. To avoid these complications, we limited our analysis to frequencies between 30 and 512 Hz.

\textbf{C.3.1 Scaling with the signal-to-noise ratio}

We investigated the dependence of the Bayes factor on SNR by comparing the output of \texttt{lalinference} and Eq. \eqref{C.6} for a $1.4M_\odot + 4.5M_\odot$ system at SNRs of 10, 20, 30 and 40 at a fixed value of the FF, 0.992. Fig. C.2 shows the Bayes factors from the two calculations.
The quadratic dependence of the Bayes factor on the SNR was verified by means of a simple chi-squared fit to an expression of the form

$$\ln B_{AG,GR} = \alpha \text{SNR}^{\beta} + \gamma.$$  \hfill (C.13)

The scaling of log($B_{AG,GR}$) with the SNR of the appears to be consistent with the expected quadratic dependence: we find $\beta = 1.95 \pm 0.4$.

### C.3.2 Scaling with the fitting factor

We evaluate the dependence of the Bayes factor on FF by again injecting a signal from a $1.4M_\odot + 4.5M_\odot$ binary, now at a fixed SNR of 20 but with varying FF. As in the previous section, we vary the FF by adding arbitrary deviations from the GR value to the 1.5 post-Newtonian phase coefficient. In particular, we varied $d\chi_3$ between $-0.5$ and 0.5, leading to $\text{FF} \in [0.7, 1.0]$. We verified that our injection was sufficiently far from prior boundaries by confirming that the Bayes factor is the same for positive and negative values of $d\chi_3$ that yield the same FF.

Fig. [C.3] shows the logarithmic Bayes factor computed by lalinfenence and from Eq. (C.6). The two methods agree for FF $\sim 1$. At FF $\leq 0.9$, the analytical approximation overestimates the value of the Bayes factor compared to lalinfenence. Moreover, the disagreement gets worse with decreasing FF, suggesting a nonlinear dependence on the FF. In the next section, we investigate the approximate analytical expression in greater detail and derive additional corrections that extend its validity to lower fitting factors.
Figure C.3 Logarithmic Bayes factor from \texttt{lalinf}erence (error bars) and from Eq. (C.6) (empty circles) as a function of the FF. The SNR was fixed to 20. The Bayes factors computed with the two approaches agree for FF $\sim 1$ but tend to diverge for decreasing FF. The red dots indicate the value of the logarithmic Bayes factor obtained by using a quadratic dependence on the FF, Eq. (C.17), rather than the linear dependence of Eq. (C.6).
C.3.3 Correcting the analytical expression for lower fitting factors

Under the assumption that the region of likelihood support on the parameter space is small, and that over this region the prior does not vary significantly, the evidence for any of the models \(H_i\), depending on parameters \(\theta\), under consideration can be approximated as (e.g., [189], correcting for a typo in the exponent of \((2\pi)\)):

\[
Z(H_i) \propto [L_{H_i}]_{\text{max over } \theta} (2\pi)^{N/2} \prod_i \frac{\Delta \theta^i_{\text{est}}}{\Delta \theta^i_{\text{prior}}},
\]

where \(N\) is the number of parameters. Strictly speaking, the equation above is only valid when parameters are uncorrelated. In the general case of correlated parameters, \(\prod_i^N \Delta \theta^i_{\text{est}}\) should be replaced with the uncertainty volume in which the likelihood has support, while \(\prod_i^N \Delta \theta^i_{\text{prior}}\) is shorthand for the total prior volume. However, such correlations do not affect the scaling of the uncertainty with the SNR, and do not impact our conclusions.

Therefore, the Bayes factor between the AG and GR model can be approximated as the ratio of the maximum likelihoods times the product of the ratios of posterior widths to prior supports:

\[
B_{AG,GR} \approx \frac{[L_{AG}]_{\text{max over } \theta'}}{[L_{GR}]_{\text{max over } \theta}} \sqrt{2\pi} \frac{\prod_{i=0}^N \frac{\Delta \theta^i_{\text{est}}}{\Delta \theta^i_{\text{prior}}}}{\prod_{i=0}^{N-1} \frac{\Delta \theta^i_{\text{est}}}{\Delta \theta^i_{\text{prior}}}},
\]

where \(\theta'\) and \(\theta\) are parameter vectors within the AG and GR models, respectively, and \(N\) is the dimensionality of the AG parameter space.

We begin by considering just the first term in Eq. \([C.15]\), which scales exponentially with the SNR in contrast to the components of the second term, which scale inversely
with the SNR. Neglecting the second term, we find:

$$\log(B_{AG,GR}) \propto \log([L_{AG}]_{\text{max over } \theta'}) - \log([L_{GR}]_{\text{max over } \theta}).$$  \hfill (C.16)

Using Eq. (C.31), we find:

$$\log(B_{AG,GR}) \propto \frac{\rho^2}{2} (1 - FF^2).$$ \hfill (C.17)

which is the expression originally proposed in [55]. At FF close to unity, $(1 - FF^2) = (1+FF)(1-FF) \approx 2(1-FF)$, the approximation implicitly made in [181], and we recover Eq. (C.6). However, we expect (C.17) to lead to a better fit at low fitting factors. The filled (red) dots in Fig. C.3 show the Bayes factor computed via Eq. (C.17), with the proportionality constant fixed to be the same as in Eq. (C.6). Indeed, Eq. (C.17) predicts Bayes factors that are in closer agreement with the exact ones than Eq. (C.6). In this case, disagreements with the exact result can be seen for $FF \sim 0.75$, when the differences in the local shapes of the GR and AG manifolds can become significant.

Vallisneri [181] further assumed that the priors and measurement uncertainties on all parameters except the one describing the deviation from GR, $\theta^a$, are the same for the AG and GR models (which, in turn, is a statement about the similarity in the shape of the two waveform manifolds near the maximum likelihood locations). In this case, the Bayes factor between the two models is [cf. (C.6)]:

$$B_{AG,GR} \propto \frac{[L_{AG}]_{\text{max over } \theta'}}{[L_{GR}]_{\text{max over } \theta}} \sqrt{\frac{2\pi}{\Delta \theta^a_{\text{prior}}}},$$ \hfill (C.18)

where $^a$ again refers to the one additional AG parameter which describes the deviation from GR.
However, we should not expect that the posterior widths will be identical in the AG and GR models for all parameters except the additional AG parameter are the same in the AG and GR models. At high SNRs where the log likelihood can be approximated by a quadratic, posterior widths should scale inverse with the signal-to-noise ratio $\rho$. While $\rho$ is the optimal SNR recovered when AG templates are used within the AG model, the maximal SNR recoverable when using GR templates within the GR model is lower. By definition, this GR SNR is

$$\rho_{GR} \equiv \left[ \frac{h_{AG}(\theta)}{\sqrt{h_{GR}(\theta)}} \right]_{\text{max over } \theta} = FF \rho.$$  \hfill (C.19)

Assuming the inverse SNR scaling of the posteriors, and using identical priors on common parameters in the AG and GR models, Eq. (C.15) reduces to

$$B_{AG,GR} \approx \frac{[L_{AG}]_{\text{max over } \theta'}}{[L_{GR}]_{\text{max over } \theta}} FF^{N-1} \sqrt{2\pi} \frac{\Delta \theta^a_{est}}{\Delta \theta^a_{prior}}.$$  \hfill (C.20)

Taking a logarithm of this equation and again using $\frac{\rho^2}{2} (1 - FF^2)$ for the difference between maximum likelihoods (C.31), we find

$$\log(B_{AG,GR}) \approx \frac{\rho^2}{2} (1 - FF^2) + (N - 1) \log(FF) + \log \left( \sqrt{2\pi} \frac{\Delta \theta^a_{est}}{\Delta \theta^a_{prior}} \right).$$  \hfill (C.21)

Eq. (C.21) reduces to Eq. (C.6) for $FF \sim 1$. However, it is accurate for a much wider range of fitting factors. Fig. C.4 shows the comparison between the log-Bayes factors from lalinfererence (error bars), the ones from Eq. (C.6) (circles) and finally the ones from Eq. (C.21) (red dots). Indeed, the log-Bayes factors from Eq. (C.21) show a very close agreement with the numerical values. Thus, Eq. (C.21) provides a good
Figure C.4 Logarithmic Bayes factor from \textit{lalinfenence} (error bars), from Eq. (C.6) (empty circles), and from Eq. (C.21) (red dots) as a function of the FF. The SNR is fixed to 20. The \textit{lalinfenence} errors are computed from Eq. (C.12). The extended analytical expression of Eq. (C.21) which includes corrections for lower fitting factors is in good agreement with the exact calculation from \textit{lalinfenence}.

approximation to the exact values of the log-Bayes factors.

Another merit of Eq. (C.21) is that it can be generalised to an arbitrary number of extra non-GR parameters. If we have $k$ non-GR parameters, Eq. (C.21) becomes:

\[
\log(B_{AG,GR}) \approx \frac{\rho^2}{2} (1 - FF^2) + (N - k) \log(FF) + \log \left( (2\pi)^{k/2} \prod_{i} \frac{\Delta \theta_{est}^{\alpha_i}}{\Delta \theta_{prior}^{\alpha_i}} \right). \tag{C.22}
\]

Throughout this work, we have restricted our attention to the zero-noise realisation. Vallisneri analysed the distribution of the Bayes factor under different noise realisations and showed (see Eq. (15) of [181]) that fluctuations in the logarithm of the Bayes factor have a standard deviation of $\sim \sqrt{2} \rho \sqrt{1 - FF}$. While our additional corrections to the
Bayes factor also lead to corrections in this quantity, we neglect these second-order
effects.

We can compare the two systematic corrections discussed above to the level of these
statistical fluctuations due to noise. The difference in the log-Bayes factor between
Eq. (C.6) and Eq. (C.17), i.e., the difference between the approximations of Refs. [181]
and [55], is \((1/2)\rho^2(1 - \text{FF}^2) - \rho^2(1 - \text{FF}) = -(1/2)\rho^2(1 - \text{FF})^2\). This difference is
approximately equal to the statistical fluctuation in the log-Bayes factor for \(\rho = 20\)
and \(\text{FF} \sim 0.73\), corresponding to the rightmost points in Fig. C.4. Meanwhile, the new
correction to the log-Bayes factor which we introduced in Eq. (C.21) has a magnitude
of \((N - 1)\log \text{FF}\); for \(N = 9\) and other parameters as above, it is several times smaller
than the noise-induced fluctuations.

Therefore, these corrections are unlikely to impact the detectability of a deviation from
GR; in any case, in practice the detectability of the deviation would be determined by an
analysis of the data and a numerical computation of the Bayes factor, not approximate
predictive techniques. However, these corrections are useful in explaining the apparent
difference between numerical and analytical calculations, and therefore help validate
both approaches by enabling a successful cross-check.

C.4 Discussion

We computed the Bayes factor between a GR model and an alternative gravity model
for a gravitational-wave signature of an inspiraling compact binary. We compared two
calculations of the Bayes factor: an exact numerical computation with lalinfERENCE
and an approximate analytical prediction due to Vallisneri [181]. We verified that the
analytical approximation yields the correct scaling of the logarithm of the Bayes factor with the square of the signal-to-noise ratio at high fitting factor values. However, the predicted scaling of the Bayes factor with the fitting factor is inaccurate for \( FF \leq 0.9 \).

We extended the regime of validity of the analytical approximation of [181] to lower fitting factors by including additional FF-dependent terms and by extending to multiple non-GR parameters. We confirmed that the more complete analytical prediction that we derived in this work, Eq. (C.21), remains valid down to fitting factors of \( \leq 0.7 \).

It is worth noting that Eq. (C.6) loses accuracy precisely in the regime where it becomes possible to differentiate GR and alternative gravity models. The FF is very close to unity in the regime in which the GR waveform can still match a signal which violates GR through different choices of the values of the binary’s parameters within the GR framework. The Bayes factor in this case is not significantly different from 1, thus no decision on the nature of the signal can be made at an acceptably low false alarm probability. Therefore, our extension of the analytical expression for the Bayes factor to lower fitting factors provides a useful, easy-to-compute approximate technique precisely in the regime of interest in the case of a zero noise realisation.

The analytical expressions presented in [55, 181] and in this work are predicated on the assumption that the \((N - 1)\)-dimensional GR manifold and the \(N\)-dimensional AG manifold are sufficiently similar near the maximum-likelihood values that the parameter uncertainties can be assumed to be equal (up to scaling with the inverse SNR) on the two manifolds. Differences in the local curvature of the two manifolds could become significant when the distance between them is large, or the systematic bias between true and best-fit parameters is significant relative to statistical measurement uncertainty.

\(^3\)This regime is a case of the so-called “fundamental bias” [216]. It is treated using the analytical approximation presented in [181] by [182]. A numerical study with the lalinferece code can be found in [196].
Therefore, this assumption could (although need not) break down either at small fitting factors, or, somewhat paradoxically, at large SNR for a fixed fitting factor. Specifically, when $\rho^2(1 - FF^2) \gg N$, the uncertainty region within a manifold is much smaller than the distance between manifolds or between true and best-fit parameters within a manifold, and the AG and GR manifolds may no longer yield similar parameter uncertainties.

Another possible cause of the breakdown of the analytical approximation is the impact of priors. If the prior distribution is very non-uniform within the region of likelihood support, particularly if a sharp prior boundary is present within this region, the analytical approach described above is no longer valid. A further limitation is the restriction to high SNRs. The widths of the posterior distributions are inversely proportional to the SNR only when the linearized-signal approximation is valid (i.e., when the covariance matrix is well approximated by the inverse of the Fisher matrix).

In summary, the analytical approximation presented by Cornish et al. \cite{55} and Vallisneri \cite{181}, and its extensions as given in Eqs. (C.21) and (C.22), provide a computationally cheap way of predicting the detectability of a deviation from GR for a given AG theory without the need to run expensive numerical simulations, subject to the limitations outlined above. Hence, these analytical approximations can be a very useful tool to get quick indications of whether a particular class and magnitude of one-parameter deviations from GR are detectable. However, these methods are merely predictive, and inference on actual data must rely on parameter estimation and model comparison with complete data-analysis pipelines.
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C.5 Appendix: Computing Fitting Factors from log-Likelihoods

The fitting factor Eq. (C.5) can be extracted directly from the Nested Sampling runs without the need to search over a parameter grid. Begin by writing the logarithmic likelihood in a zero noise realisation:

$$\log(L) = \text{const} + (h_{\text{true}}|h(\theta)) - \frac{(h_{\text{true}}|h_{\text{true}})}{2} - \frac{(h(\theta)|h(\theta))}{2}$$

(C.23)

where $h_{\text{true}}$ is the gravitational wave signal in the data stream, $h(\theta)$ is the search template, and $\text{const}$ is a constant. Consider the difference $\Delta \lambda$ between the maximum log likelihoods given for the AG and GR models given an AG signal:

$$\Delta \lambda = \log(L_{GR})_{\text{max over } \theta} - \log(L_{AG})_{\text{max over } \theta'},$$

(C.24)
where

\[
\log(L_{GR}) = \text{const} + (h_{\text{true}}|h_{GR}(\theta)) - \frac{(h_{\text{true}}|h_{\text{true}})}{2} - \frac{(h_{GR}(\theta)|h_{GR}(\theta))}{2}
\]  (C.25)

and \(\log(L_{AG})\)_{max over \theta'} = \text{const} since this likelihood is maximized for \(h_{AG}(\theta') = h_{\text{true}}\).

We can maximise the GR log-likelihood analytically over the amplitude of \(h_{GR}(\theta)\) by defining

\[
h_{GR}(\theta) = A\hat{h}_{GR}(\xi)
\]  (C.26)

with \(\xi \equiv \theta \setminus A\) being the set of parameters other than the amplitude. One can solve for the value of the amplitude that satisfies

\[
\frac{\partial \log(L_{AG})}{\partial A} = 0
\]  (C.27)

and obtain:

\[
A = \frac{(h_{\text{true}}|\hat{h}_{GR}(\xi))}{(\hat{h}_{GR}(\xi)|\hat{h}_{GR}(\xi))}.
\]  (C.28)

Substituting this into Eq. [C.25] and setting \((h_{\text{true}}|h_{\text{true}}) \equiv \rho^2\) yields:

\[
\Delta \lambda = \frac{1}{2} \left[ \frac{(h_{\text{true}}|\hat{h}_{GR}(\xi))^2}{(\hat{h}_{GR}(\xi)|\hat{h}_{GR}(\xi))} \right]_{\text{max over } \xi} - \frac{\rho^2}{2}.
\]  (C.29)

Meanwhile, the fitting factor FF can be similarly written as:

\[
FF = \left[ \frac{(h_{\text{true}}|\hat{h}_{GR}(\xi))}{\rho \sqrt{(\hat{h}_{GR}(\xi)|\hat{h}_{GR}(\xi))}} \right]_{\text{max over } \xi}.
\]  (C.30)
Thus,

\[ \Delta \lambda = \frac{1}{2} \rho^2 F^2 - \frac{\rho^2}{2} = -\frac{\rho^2}{2}(1 - FF^2) \]  \hspace{1cm} (C.31)

and

\[ FF = \sqrt{\frac{2\Delta \lambda}{\rho^2}} + 1. \]  \hspace{1cm} (C.32)

The numerically computed values of \( \Delta \lambda \) have an intrinsic variability due to the stochastic nature of the sampler. The standard deviation for \( \Delta \lambda \) derived from our simulations is \( \sigma_{\Delta \lambda} = 0.016 \). The corresponding uncertainty in our FF estimate is given by

\[ \sigma_{FF} = \frac{1}{\rho^2 FF} \sigma_{\Delta \lambda}. \]  \hspace{1cm} (C.33)

For an SNR of 20 and a FF of 1, \( \sigma_{FF} = 4 \times 10^{-5} \). For all practical purposes we can consider our estimated FFs to be exact.
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