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Abstract

This thesis presents a systematic study on the characterising ultrafast dynamics of photo excited carriers in hydrogenated nano crystalline silicon (nc-Si:H) and porous silicon (PS) materials using the ultrafast optical pump probe spectroscopy approaches. The work involves the ground state optical property detection and optical model simulation, ultrafast time resolved pump probe measurements and pump probe data analysis processes. Applying the novel pump probe detection methods, the study explores the carriers concentration, carriers recombination property, scattering rate and conductivity of photo excited semiconducting nano materials.

For the nc-Si:H sample, regarding the multilayer structure and dielectric function variation of excited state nc-Si:H material, the shifting of Fabry-Perot interference fringes were detected from the pump probe reflection measurements with scanning probing angles. And the ultrafast parameters plasma frequency \( \omega_p \) and scattering rate \( \Gamma \) were precisely determined from the optical model fitting. We found that \( \Gamma \) is dependent on \( \omega_p \) when the carrier-carrier scattering mechanism dominates the scattering process. Moreover, the effective mass \( m^* \) of excited carriers is estimated as \( m^* \approx 0.17m_e \) through the pump fluence dependent measurements. The recombination property of excited carriers concentration \( N_{eh}(t) \) under different pump fluence is then analysed through fitting the decay process of \( N_{eh}(t) \) and determining the recombination coefficients. We realised the recombination process is mainly controlled by the quadratic and cubic recombination terms. Meanwhile, the conductivity as a function of pump photon energy is detected and analysed using the Drude conductivity and Boltzmann transport theory. Lastly, the pump probe ellipsometry technique is detailedly introduced and applied to accurately characterise the decay process of dielectric constant and absorption coefficient and conductivity of excited state nc-Si:H material. In researching PS membrane, we simultaneously did the time resolved pump probe transmission and reflection measurements. According to the detected data, we developed a nonuniform optical model based on Wentzel-Kramers-Brillouin (WKB) approach and Drude equation in the analysis procedure. The model permits to retrieve a pump-induced nonuniform complex dielectric function change and excited carriers concentration, along the increasing of membrane depth and time delay. Then, the diffusion coefficient and recombination time of excited carriers in PS membrane are discussed through the simulating of a carrier transport equation.
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</tr>
<tr>
<td>C-Si</td>
<td>Crystalline silicon</td>
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speed of Light in vacuum $c$</td>
<td>$2.99792 \times 10^8 \text{ m/s}$</td>
</tr>
<tr>
<td>Plank’s constant $h$</td>
<td>$6.62607 \times 10^{-34} \text{ J} \cdot \text{s}$</td>
</tr>
<tr>
<td></td>
<td>$h = h/2\pi = 1.05457 \times 10^{-34} \text{ J} \cdot \text{s}$</td>
</tr>
<tr>
<td>Free-space permittivity $\varepsilon_0$</td>
<td>$8.85419 \times 10^{-12} \text{ F/m}$</td>
</tr>
<tr>
<td>Electron charge $e$</td>
<td>$1.60218 \times 10^{-19} \text{ C}$</td>
</tr>
<tr>
<td>Free-electron mass $m_e$</td>
<td>$9.10938 \times 10^{-31} \text{ kg}$</td>
</tr>
<tr>
<td>Free-space permeability $\mu_0$</td>
<td>$4\pi \cdot 10^{-7} \text{ H/m}$</td>
</tr>
</tbody>
</table>
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<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q$</td>
<td>Integer number</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>Ellipsometry ratio</td>
<td></td>
</tr>
<tr>
<td>$d$</td>
<td>Thickness of layer</td>
<td>$m$</td>
</tr>
<tr>
<td>$I$</td>
<td>Intensity</td>
<td>$W \cdot m^2$</td>
</tr>
<tr>
<td>$r$</td>
<td>Reflection coefficient</td>
<td></td>
</tr>
<tr>
<td>$E_i$</td>
<td>Incident light electrical field intensity</td>
<td></td>
</tr>
<tr>
<td>$E_r$</td>
<td>Reflective light electrical field intensity</td>
<td></td>
</tr>
<tr>
<td>$N$</td>
<td>Complex refractive index</td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>Reflective index (real)</td>
<td></td>
</tr>
<tr>
<td>$k$</td>
<td>Extinction coefficient (imaginary)</td>
<td></td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Complex dielectric constant</td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>Absorption coefficient</td>
<td>$m^{-1}$</td>
</tr>
<tr>
<td>$E$</td>
<td>Photon energy</td>
<td>$eV$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Incident angle</td>
<td>degrees</td>
</tr>
<tr>
<td>$R$</td>
<td>Reflectance</td>
<td></td>
</tr>
<tr>
<td>$T$</td>
<td>Transmittance</td>
<td></td>
</tr>
<tr>
<td>$\omega$</td>
<td>Angular frequency</td>
<td>$rad/s$</td>
</tr>
<tr>
<td>$\omega_p$</td>
<td>Plasma frequency</td>
<td>$sec^{-1}$</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Damping rate</td>
<td>$sec^{-1}$</td>
</tr>
<tr>
<td>$R_0$</td>
<td>Reflective signal before pump</td>
<td></td>
</tr>
<tr>
<td>$R_t$</td>
<td>Reflective signal at $t$ time delay</td>
<td></td>
</tr>
<tr>
<td>$F$</td>
<td>Pump beam fluence</td>
<td>$mJ/cm^2$</td>
</tr>
<tr>
<td>$m_e$</td>
<td>Optical mass of excited electron</td>
<td></td>
</tr>
<tr>
<td>$m_h$</td>
<td>Optical mass of excited hole</td>
<td></td>
</tr>
<tr>
<td>$m^*$</td>
<td>Optical mass of excited carriers</td>
<td></td>
</tr>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Unit</td>
</tr>
<tr>
<td>--------</td>
<td>----------------------------------------------------------</td>
<td>--------</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Light wavelength</td>
<td>nm</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Arctangent amplitude ratio from reflected p- and s- polarisation</td>
<td>degrees</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>Phase difference between reflected p- and s- polarisation</td>
<td>degrees</td>
</tr>
<tr>
<td>$E_g$</td>
<td>Optical energy band gap</td>
<td>eV</td>
</tr>
<tr>
<td>$K$</td>
<td>Electron wave vector</td>
<td>$m^{-1}$</td>
</tr>
<tr>
<td>$N_{eh}$</td>
<td>Carriers concentration</td>
<td>$cm^{-3}$</td>
</tr>
<tr>
<td>$\beta$</td>
<td>Two-photon absorption coefficient</td>
<td></td>
</tr>
<tr>
<td>$H$</td>
<td>Magnetic field</td>
<td>Wb</td>
</tr>
</tbody>
</table>
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Introduction

In the last four decades, the research area of ultrafast carrier dynamics in semiconductor material has presented lots of achievements. Not only involving the basic fundamental interests, the research motivations also focus on the application of semiconductor opto-electronic and electronic devices and the growing need for faster response and processing of information\[1\]. To continuously develop and optimise microelectronic semiconductor devices, the various dynamical processes in semiconductors need to be understood. So, the excitation of semiconductors into non-equilibrium state (pump) and the subsequent various relaxation processes (probe) need to be precisely explored. As the fast development of the ultrafast lasers, which can produce a few femtoseconds ($1\text{fs} = 10^{-15}\text{s}$) pulses, the time resolution of time resolved pump-probe technique can be significantly improved. Moreover, the optical spectroscopy is also another powerful technique to investigate electronic and vibrational properties of semiconductor materials. Through the reflection, transmission, luminescence and light-scattering spectroscopies detection approaches, we can realise the invaluable information about such diverse aspects as the electronic band structure, phonons, coupled phonon-plasma modes, single-particle excitation of electrons and holes, and properties of defects, surfaces and interfaces\[2\]. Therefore, combining the ultrafast pump probe with optical spectroscopic techniques becomes an excellent tool for investigating a wide diversity of ultrafast dynamics phenomena related to relaxation, nonlinear property and transport dynamics in semiconductors.

The developments of ultrafast optical spectroscopy are distinguished in recent few years, such as: high order harmonic generation (HHG) to generate the sub-femtosecond pulse\[3\], pump probe spectroscopy reflection and transmission and photoluminescence to monitor the optical property of excited state semiconductor\[4–8\], time resolved optical pump and terahertz spectroscopy probe to realise frequency-dependent conductivity\[9–13\] and z-scan measurements\[14–16\] for researching optical nonlinearities etc. In this thesis,
we focus on the characterising ultrafast dynamics of photo excited carriers in semiconducting nano materials, including hydrogenated nano crystalline silicon (nc-Si:H, nano crystalline silicon clusters embedding in amorphous silicon matrix) and porous silicon (PS, void inclusions embedding in nano wires crystalline silicon matrix). Regarding the structure of researched samples and the ultrafast laser system in the lab, we study the optical property of excited state through applying the pump probe spectroscopic reflection[17, 18], transmission[4, 19–21] and ellipsometry[22, 23] approaches. From these measurements, we investigate the relaxation and transportation processes of photo excited carriers. In this chapter, we firstly introduce the research background review about carriers dynamics in semiconductor material. Then, the main research content of this thesis is presented.

1.1 Research Background Review

The hydrogenated nano-crystalline silicon (nc-Si:H), which comprises of the amorphous phase silicon matrix (α-Si) and nano clusters inclusions of crystalline silicon phase (nc-Si), has caused considerable research interests[24, 25] in recent decades. The unique electro-optical properties are exposed about this material, which have already been investigated for application in photovoltaic solar cells[26], nonvolatile memory devices[27], and thin-film transistors[28]. The characterisation and understanding of the excited free carrier properties are important to develop electro-optical applications, which also determines mobility related to carriers concentration and scattering rate. On another hand, the high-frequency conductivity of Si derivative material is also not yet well understood or researched, although it is the most critical property governing the performance of electro-optical devices. In a summary, several crucial questions await understanding and explanation: what happens to the charge carries after they absorb the pump photons; what is the mechanism of the carreirs relaxation and the excess energy release; what physics governs their conductivity.

Investigation of the nano-porous silicon (PS) has also attracted tremendous fundamental research attention and investment into development of applications. In the publication[29], we have indicated that the success of the PS is attributed to a variety of factors, most crucial among them being those related to the wide use of silicon in microelectronics, the well controlled and reproducible dimensions of PS owing to a robust fabrication technology, and the ability to produce quantities on an industrial scale. Moreover, we point out that the potential range of applications spreads over research areas and development activities including the drug and food industry[30], optical sensing
and wave-guiding\cite{31, 32}, ion exchange, molecular isolation and purification\cite{33}, photonics devices\cite{34–36}, antireflection coatings in solar cells\cite{37}, and biosensing\cite{38} and many others. Successful development of applications, in the future, requires reliable and verified models describing the optical and conductive properties of the PS\cite{39, 40}. And the transport property of carriers in PS material also need to be accurately characterised.

1.1.1 Excited Carriers Dynamics Procedure

One of the most advanced tools currently available for the investigation of excited carriers relaxation and transport property on extremely short timescales is ultrafast optical pump probe spectroscopy\cite{1}. In brief, the absorption of pump photons with an energy greater than the band gap energy of a semiconductor material generates electron-hole pairs. At sufficiently high concentrations, these charges can be treated as an ambipolar plasma. This free carrier plasma can give an impact on the optical properties of the excited state material and changes the optical response, such as reflectance, transmittance, and polarisability\cite{41–43}. Thus, investigation of the optical response allows indirect access to the properties of the excited carriers forming the plasma, such as the relaxation and recombination times, carrier concentration, carrier temperature and scattering mechanism.

Theoretically speaking, if there is no optical and electrical and other excitation methods, the intrinsic free carriers, including electrons and holes, of a semiconductor material would be distributed in terms of the Fermi-Dirac statistic. Meanwhile, the phonons are used to indicate lattice vibration, which are Bosons and followed by the Bose-Einstein statistic distribution\cite{44, 45}. The energy and momentum are interchanged through carrier-carrier and carrier-phonon interactions, which retain both distributions at a common temperature. Thus, an average momentum of the carrier and phonon systems is zero, and their common temperature represents the carriers and phonons average energies. But when an optical electromagnetic radiation is absorbed by the semiconductor, this equilibrium ground state is perturbed by the excited carriers plasma, which results in different thermal states between carriers and lattice system. However, if the external excitation is stopped, the excited carriers would return back to the original ground state within a short time scale. The average momentum relaxes to zero and the average carrier temperature reaches to equilibrium with the lattice temperature as the excited carriers lose momentum and energy to phonons through variety of scattering and recombination processes.

Figure 1.1 shows a schematic representation of the main processes following photo-excitation of a direct energy band semiconductor with a monochromatic polarised laser.
light. This laser light is assumed to be the ultrashort pulses with a delta function in time. As the photon energy $\hbar \omega_0$ is higher than the band gap energy $E_g$, the absorption of optical photons can be easily happened. This absorption can lead to the creation of electron-hole pairs with excess kinetic energy corresponding to the residual energy $\hbar \omega_0 - E_g$. This initial excitation by a monochromatic and polarised photon produces the distributions of electron and hole that are narrow in energy, $\delta(E_e)$ and $\delta(E_h)$, respectively, in figure 1.1(a). Then, due to the elastic as well as inelastic scattering events, the randomise momentum process occurs within tens of femtoseconds, as shown in figure 1.1(b).

Actually, the excited electrons will own most of the excess kinetic energy following photo-excitation. This is because the effective mass of excited electrons is much lighter
than that of the holes. Initially, electrons and holes can be considered as separate systems, each with their individual thermal distributions. This indirectly illustrates the electron-hole interactions should be weaker comparing to other carrier-carrier interactions. Meanwhile, the excited carriers concentration can influence electron-electron and hole-hole collisions processes. If the carrier densities were greater than $10^{19} \text{ cm}^{-3}$ with thermal energy of around 1000 K, these collisions would occur on approximately $10^{-13} \text{s}$ time scale and lead to thermalisation of the carriers into an certain static distribution, as shown in figure 1.1(c). This timescale is also the time required to establish a carrier temperature. Subscripts e, h, and L correspond to electrons, holes and lattice, respectively. $T$ and $\mu$ describe temperature and chemical potential, respectively[46]. The distribution functions of electrons, $f(E_e)$, and holes, $f(E_h)$, possess different temperatures, which are higher than the lattice temperature. As time evolves the hot carriers lose their excess kinetic energy due to attempt to reach thermal equilibrium with the lattice through various scattering and recombination mechanisms. As shown in Figure 1.1(d), through the carriers relaxation, the population of non-equilibrium optical phonon increases and attempts to thermalise with other lattice modes via phonon-phonon interactions on picosecond timescale. Meanwhile, the carriers recombination process also occurs and transfers the carriers energy to the lattice or emitting photons. If the energy density of carriers is above a certain threshold, this can even induce heating and melting of the lattice[47].

### 1.1.2 Optical Property of Excited State Semiconductor

As the excited state semiconductor material can be characterised by the pump probe optical spectroscopy methods, a corresponding analysis approach needs to be established to describe the excited state optical property. Generally, the dielectric constant is always used to express the optical property of a researched material. So, the excited carrier dynamics procedure can be related to the variation of material dielectric constant.

In 1983, Shank[41] had started to do the first time resolved pump probe reflectivity measurements to investigate the process of energy transfer to the crystalline silicon lattice. The excited electron-hole plasma contributes to the reflectivity variation of the sample, which was described by Drude expression with neglecting dampening: $n_p = n_0(1 - \omega_p^2/\omega^2)^{1/2}$. Here, $n_p$ and $n_0$ stand for the refractive index of the pumped and unpumped state sample respectively. $\omega_p = (4\pi N_{eh} c^2/m_{opt}^* \epsilon_0)^{1/2}$ is the plasma frequency in CGS unit, which relates to carriers concentration $N_{eh}$ and effective mass $m_{opt}^*$ and $\omega$ is the angular frequency of light. $m_{opt}^*$ is the combined optical effective mass. As neglecting the dampening of carriers, the imaginary part of refractive index has been ignored in the analysis.
Sabbah[42] had concluded in his paper that there are mainly two types of linear-response contributions to the measured reflectivity changes: changes in the dielectric function associated with the presence of free-carriers and changes in the dielectric function associated with inter-band transitions. Normally, the Drude model is applied to describe the free-carrier (fc) contribution. And the inter-band contribution is dominated by three separate effects: state filling (sf), lattice temperature changes (lt), and band-gap renormalisation (bgr). In his analysis, when a sample satisfies \( \Re(\varepsilon) \gg \Im(\varepsilon) \) and the change in dielectric function meets \( \Re(\Delta\varepsilon) \geq \Im(\Delta\varepsilon) \) and \( |\Delta\varepsilon| \ll |\varepsilon| \), where \( \varepsilon \) is the dielectric function of sample and \( \Delta\varepsilon \) is the change of dielectric function, the change of reflectivity can be assumed mainly due to the variation of real part of dielectric constant. So, the normalised change of reflectivity can be formulated only by the real part of refractive index, referring to Fresnel equations:

\[
\Delta R/R = \frac{4n_0\cos(\theta)}{(n_0^2 - 1)[n_0^2 - \sin^2(\theta)]^{1/2}} \Delta n ,
\]

where \( \theta \) is the incident angle and \( n_0 \) is the refractive index of sample and \( \Delta n \) is the change of real part refractive index. But, if the experimental conditions cannot fulfil the assumptions, the equation cannot be applied anymore to calculate the change of reflectivity.

Moreover, referring to the different contributions on \( \Delta n \), the total change of refractive index should be written as \( \Delta n = \Delta n_{fc} + \Delta n_{sf} + \Delta n_{lt} + \Delta n_{bgr} \). In Sabbah’s[42] discussions, the free carrier contribution \( \Delta n_{fc} \) is still expressed using the Drude model, which is mentioned in the previous paragraph. Theoretically, the \( m^*_\text{opt} \) is related with the carrier temperature, which was also taken into account in his discussion. As the carriers temperature can influence the energy band gap and change the distribution of excited carriers in different curvature of energy band, \( m^*_\text{opt} \) is also affected. Then, the state filling effect can be described by the variation of absorption coefficient \( \Delta\alpha_{sf} = K_\alpha \alpha_0 \), where \( K_\alpha \) is a constant. In general this state filling effect decreases the absorption coefficient for photon energies above the band gap[42], due to the occupation of energy bands by the excited electrons and holes. \( \Delta n_{sf} \) can be estimated via the Kramers-Kronig relationship from \( \Delta\alpha_{sf} \). As for the lattice temperature, which changes the refractive index through a variety of effects including electron-phonon collision, Fermi smearing, and shifts of the band gap energy[48], it can be formulated as \( \Delta n_{lt} = \left( \frac{dn}{dT} \right)_{lt} \Delta T \), where \( dn/dT \approx 3.4 \times 10^{-4} K^{-1} \). Lastly, the band gap renormalisation results from the changes of the single-particle energy of the carriers due to many-body interactions in the excited plasma. In most cases, these changes can be treated as a rigid shift of the band structure resulting in a shrinkage of the energy gap \( \Delta E_{gap} \). So, the changes of the optical
properties can be estimated within the rigid band shift model from a corresponding shift of the optical spectra\cite{17, 49}: \[ \Delta n_{bgr} = n_g (\hbar \omega + \Delta E_{gap}) - n_g (\hbar \omega) \].

However, Sokolowski\cite{17} had demonstrated that the changes of the optical properties are mainly dominated by the response of the free carriers (fc), especially at high densities of excited carriers concentration. Moreover, the variation of imaginary part of complex refractive index also has a great influence on the changes of optical property. So, both real part and imaginary part are need to be considered, which requires the Drude model need to be expressed fully regarding the excited plasma dampening:

\[ \Delta \epsilon_{fc} = -\frac{N_{eh} e^2}{\varepsilon_0 m^*_{opt} \omega^2} \left( \frac{1}{1 + \frac{i}{\omega \tau_D}} \right). \] (1.2)

There are two important parameters: carrier concentration \( N_{eh} \) and damping time \( \tau_D \) in the Drude model, to define the accurate excited free carrier response on optical property change. The knowledge about these parameters is also crucial for the development of active optical components\cite{50, 51} based on silicon derivative materials. In this thesis, this free carrier response is considered as the main contribution to interpret the pump probe optical spectroscopy measurements for nc-Si:H and PS membrane samples.

In order to precisely determine the dielectric function of excited semiconductor materials and characterise the excited carrier concentration and scattering rate, researchers have designed lots of different detection approaches in pump probe experiments. Roeser\cite{18} employs a dual-angle-of-incidence reflectometry technique to do the time resolved dielectric function measurements with Drude model simulation, which illustrates the merit of dual-angle detection can improve the accuracy of determining the plasma frequency and damping time. And he also proposed that a pump probe ellipsometer may be another ideal device for determining the ultrafast dynamics of multilayer structured sample. Yoneda\cite{52} had applied the ultrashort-pulse laser ellipsometry pump-probe experiments to research the gold targets. They measured time-resolved \( p- \) and \( s- \) polarised reflectivity and the \( s-p \) phase difference from ellipsometer detection to realise the plasma expansion and atomic polarisability. In this thesis, referring to the multilayer structured sample nc-Si:H, the multiple incident angle detection method is applied firstly to measure the induced Fabry-Perot interference shifting and simulate out the excited carrier concentration and scattering rate. Furthermore, the pump-probe ellipsometry detection approach is also built up for precise characterisation of the optical properties of excited state nc-Si:H material.

Additionally, Esser\cite{4, 53, 54} presented a study of spectral- and time-resolved pump probe reflectivity and transmission measurements on hydrogenated amorphous silicon (\( \alpha \)-Si:H). Moreover, the optical response of photo excited carriers in energy state of
α-Si:H is determined by intra-band transitions. And the Drude formula is also used to describe the microscopic transport properties of excited free carriers in the probing optical frequency range. Then, the non radiative recombination process of excited carriers above $5 \times 10^{19} \text{cm}^{-3}$ is fitted by a quadratic process, $dN/dt = \gamma N^2$. He also mentioned that the optical response displays the dynamics expected from a trapping mechanism at lower free-carrier density for α-Si:H material[53]. In our case, the hydrogenated nano crystalline silicon sample is a multilayer structured, opaque sample, which means we can not probe the transmission. And the recombination process of extracted carrier concentration, from Drude model fitting pump probe data, can be analysed by a recombination equation including the linear and quadratic and cubic processes, which supports the discussion of all kinds of carriers recombination mechanisms.

Actually, the ultrafast dynamics of photo excited carriers in hydrogenated nano crystalline silicon had been researched before, but there is still little known about photo induced changes of material[55]. Kudrna[56] measured the differential absorption of sample by a standard pump probe transmission technique. The transmission $T_E (T_0)$ of the sample after (without) the pump excitation monitored by the probe pulse, are connected with the relevant absorbances $A_E$ or $A_0$ as $T_{E,0} = \exp(-A_{E,0})[56]$. The differential absorbance $A_D$ is given as $A_D = A_E - A_0$. Meanwhile, the absorption connected with the excited carriers in material. The excited carriers absorption leads to the positive differential absorbance, but the change of the occupancy of the upper and lower states due to the excitation of carriers across the gap results in the negative differential absorbance (absorption bleaching)[56]. This absorption bleaching has been mentioned above as the state filling effect, and the excited state absorption can be expressed by Drude equation. Moreover, the relationship between transmission and absorbance is also an estimation with ignoring the reflected part of the incident beam. Therefore, if we want to precisely realise the photo-excited carriers dynamics, the reflection needs to be measured as well. Referring to the two different composites in nc-Si:H sample, Barreto[57] combined the pump probe time resolved reflectivity with scattering measurements to extract the characteristic times for charge carrier evolution. They used the 3D Maxwell-Garnett formulae, modified to include the Drude optical response, to model the results, which showed that the recombination times in the nano crystals and in the amorphous matrix were $\sim 4.9 \text{ps}$ and $\sim 22 \text{ps}$ respectively[57]. But this research did not regard the probing spectrum influence. Here, we applied the multiple probing angles spectral reflection and spectral ellipsometry detection methods, and focused on the spatially averaged information about the photo excited carrier dynamics.

Moreover, in the optical pump terahertz probe experiments, the researchers not only used the Drude expression to describe the excited free carrier response in terahertz (THz) probing range, they also applied the Lorentz oscillator model[9] or Drude-Smith
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model[58] or summed with a Debye relaxator[10] to express a resonance at a finite THz frequency. This is because the THz spectral regime covers many fundamental excitations including rotations, vibrations, and low-lying electronic transitions in molecules and collective modes in condensed matter such as phonons, plasma, magnons, and energy gaps associated with superconductivity as well as intraexcitonic transitions for excitons[9]. In this thesis, we only concentrated on the pump probe visible spectroscopy measurements, so a Drude expression is enough to analyse the experimental data and we ignored the other subordinate influences on optical response. Similarly, the ultrafast dynamics of photo excited carriers in porous silicon material is also revealed by Drude equation under the pump probe visible spectroscopy measurements[59–62].

1.2 Main research content

In this thesis, a detailed report is presented on a systematic ultrafast dynamics study of photo excited carriers in hydrogenated nano crystalline silicon (nc-Si:H) and porous silicon (PS) materials. For the multilayer structured nc-Si:H sample, the multiple incident angles pump probe reflection and pump probe spectroscopic ellipsometry techniques were applied to monitor the optical response decay process after photon excitation. For the PS membrane sample, the pump-probe spectral reflection and transmission techniques are used to characterise the nonuniformly excited carriers along the membrane depth. The thesis is organised as following:

Chapter 2 starts with introducing the basic properties of nc-Si:H and PS materials. The fabrication and characterisation methods are simply reviewed firstly, which illustrates the general morphology of these two novel nano semiconductor materials. Then, the ground state optical properties are presented, which involves the determination approaches and features of absorption coefficients.

Chapter 3 introduces in depth the basic principles of the experimental techniques and data analysis. Firstly, the different optical spectroscopy detection methods, including reflection, transmission and ellipsometry techniques, are discussed. Then, the constructing optical model approach is elucidated with the dispersion relations and effective medium approximation and transfer matrix simulation methods. Using the optical model to fit the optical spectroscopy data, the dielectric constant of unexcited state material can be obtained. Finally, the ultrafast time resolved pump probe spectroscopy approaches are introduced, and the pump probe data analysis method is also detailedly discussed via Drude expression. From the analysis, the carriers concentration and scattering rate can be realised for the excited state material.
In chapter 4, the pump probe reflection and ellipsometry techniques are applied to research the ultrafast dynamics property of nc-Si:H sample. With the help of measurements at multiple probe angles, the plasma frequency $\omega_p$ and scattering rate $\Gamma$ are precisely determined. $\Gamma$ is dependent on $\omega_p$ when the carrier-carrier scattering mechanism dominates the scattering processes. Then, the effective mass $m^*$ of excited carriers is estimated through the pump fluence dependent measurements. Meanwhile, the decay processes of excited carriers concentration $N_{eh}(t)$ are fitted by a recombination equation including linear and quadratic and cubic terms. Furthermore, the high-frequency conductivity as a function of pump photon energy is detected and analysed using the Drude conductivity and Boltzmann transport theory. Finally, the accurate decay processes of dielectric constant and absorption coefficient of excited nc-Si:H material are discussed by pump probe ellipsometry measurements and simulations.

In chapter 5, a free standing PS membrane is researched through the simultaneous pump probe transmission and reflection measurements. In the analysis procedure, we develop a nonuniform optical model based on Wentzel-Kramers-Brillouin (WKB) approach and Drude equation, to fit the transmission and reflection data synchronously. The model permits the retrieval of a pump-induced nonuniform complex dielectric function change and the excited carriers concentration with the increasing of membrane depth and time delay. Thus, lastly the diffusion coefficient and recombination time of excited carriers in PS membrane are discussed through the simulating of the carrier transport equation. Finally, a brief summary follows in Chapter 6.
Chapter 2

Novel Semiconductor Materials

2.1 Introduction

In this thesis, I mainly researched two different types of novel nano semiconductor mate-
rials. One is hydrogenated nano crystalline silicon (nc-Si:H), which is crystalline silicon
nano clusters embedding into hydrogenated amorphous silicon matrix. Another one is
porous silicon (PS) material, which is composed by empty voids and nano wires of crys-
talline silicon. In order to realise the basic properties of these two different materials,
the general fabrication and characterisation methods, optical properties of nc-Si:H and
PS materials will be reviewed respectively in this chapter.

2.2 Fabrication and Characterisation of nc-Si:H and PS

Hydrogenated Nano-Crystalline silicon (nc-Si:H)

The material of nc-Si:H used in our study was provided by Sirica DC (Israel), which was
fabricated via plasma enhanced chemical vapour deposition (PECVD) and characterised
in collaboration with IMT (Institute of Microtechnology, Switzerland).

Hydrogenated microcrystalline silicon was originally introduced by Veprek et al[63–65]
through a special kind of plasma-deposition technique. Then, the standard PECVD
method for depositing silicon films was gradually formed, which can be seen in publi-
cations of S.Usui et al[66] and Spear et al[67]. Nowadays, the PECVD technique has
been widely applied to deposit intrinsic silicon films and different doping silicon films.
Figure 2.1 is a standard setup of PECVD system. As we can see, a lot of deposition
conditions can influence the quality of deposited films, such as substrate temperature,
deposition pressure, plasma power and percentage values of silane gas etc. While the
percentage of silane (SiH₄)/(SiH₄+H₂) is one of the most important factors to control the size and morphology of crystalline silicon clusters in deposited film. Figure 2.2 shows the schematic picture of the evolution of crystalline silicon clusters with increasing concentration of silane in hydrogen[68]. The precise details of PECVD technique depositing silicon films can be seen in Shah’s publication on depositing nc-Si:H material for solar cell application[26].

As for our investigated sample, we firstly estimated the dimensions of the sample layers using cross-sectional scanning electron microscopy (SEM) image, which is shown in Figure 2.3. This is a multilayer structured sample, which consists of a layer of hydrogenated amorphous silicon matrix (α-Si:H) containing nano crystalline silicon clusters (nc-Si). This hydrogenated nano crystalline silicon (nc-Si:H) material is around 480nm thick top layer, whereas the underlying silicon oxide film is ~ 188nm thick. The bottom part of the cross section is a bulk crystalline silicon substrate.
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Figure 2.3: SEM image of cross section of nc-Si:H sample; the top 480 nm thick layer is the researching material nc-Si:H, which was grown on a ∼ 188 nm silicon oxide film (SiO$_2$) on top of a bulk crystalline silicon substrate. The Figure and Caption are from[69].

Then, the phase composition of the nc-Si:H films was investigated by Raman spectroscopy scattering measurement and analysis of the optical modes[70]. The excitation wavelength is at 532 nm and we get rid of the background signal from the substrate. In Figure 2.4(a), the experimental Raman data are shown as black circles. Two Gaussian functions with centres around 520 and 480 cm$^{-1}$ were applied to fit the Raman data. The integrated intensity ratio, $I_{520 \text{cm}^{-1}}/(I_{520 \text{cm}^{-1}} + I_{480 \text{cm}^{-1}})$, can be used to evaluate the crystalline volume fraction in nc-Si:H films[71], where $I_{520 \text{cm}^{-1}}$ and $I_{480 \text{cm}^{-1}}$ represent the areas of the respective Gaussians. The fitting results are shown as a red solid line in Figure 2.4(a). The volume fraction of the silicon crystalline phase estimated using this procedure is around 35%, and the rest is amorphous silicon.

The X-ray diffraction (XRD) data shown in Figure 2.4(b) were used to estimate the size of the embedded nano crystalline clusters[72–75]. Using the Scherrer equation[76, 77],

$$\langle a \rangle = \frac{K \lambda}{\beta \cos \theta}$$

(2.1)

where $K$ is a dimensionless shape factor with a typical value of about 0.9, but slightly varies with the actual shape of crystallite; $\lambda$ is the X-ray wavelength; $\beta$ is the diffraction peak broadening at half the maximum intensity (FWHM), after subtracting the instrumental background broadening, in radians; $\theta$ is the Bragg diffraction angle; we evaluated the mean diameter as $\langle a \rangle \approx 6 \text{nm}$. The equation relates the broadening of a peak in a diffraction pattern to the size of the embedded clusters.

Nano Porous Silicon (PS)

Porous silicon (PS) has been known for 40 years and has long been considered as a rather uninteresting side product of electropolishing studies of Si in dilute HF solutions[79]. The first optical studies of PS[80] was performed under the liquid He temperatures and received little attention in scientific research community. Then, after the first publication
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Figure 2.4: (a) Experimental Raman spectroscopy measurement data (black circles) of nc-Si:H sample. Red line shows a fit with two Gaussians; (b) X-ray diffraction (XRD) measurement data of nc-Si:H sample, showing three broadened diffraction peaks: (111), (220), (311).

Figure 2.5: Schematic of porous silicon etching system. The Figure is from [78].

of efficient room temperature photoluminescence (PL) [81], PS has started to attract intensity research attention. The efficient visible red photoluminescence (PL) from porous silicon can be observed with the naked eye under green or blue laser line excitation [81]. Even though bulk Si has an indirect energy band gap in the infrared light region, the PS structure induces the efficient visible PL. Furthermore, there is also possible application of PS material into the optoelectronic devices within the region of Si technology.

Generally, nano porous silicon is manufactured through the electrochemical etching of a crystalline silicon wafer [81], which can produce a sponge-like network with nanometer scale pores (<100nm) and nanometer scale silicon wires with diameter < 50nm. This nanometer-scale silicon has a number of unique features, producing a dramatic effect on optical and electrical compared to those of bulk silicon: a large surface area to volume ratio, a pore size smaller than the optical probing wavelength, a modified energy gap, and a constricted free-carrier mean free path. Figure 2.5 illustrates a schematic etching system to producing PS material. As for our research PS samples, the porous
silicon layer was fabricated by electrochemical anodisation of the surface of a 3 inch diameter (100) silicon wafer (B-doped, 5 – 15mΩcm), using an electrolyte comprised of methanol and 40%HF in the ratio 1:1; a current density of 30mA/cm² and anodisation time of 11min was chosen to yield a layer with ∼ 64% porosity and ∼ 11µm depth (calculated gravimetrically). With precisely controlling the anodisation time, different thickness of PS layer can be produced. Then, after anodisation, we can use this PS layer with c-Si substrate sample for research. Moreover, we can also only obtain the PS membrane. We applied a 120mA/cm² pulse (10s) before removed from the electrolyte to get only the PS layer by detaching the underlying c-Si substrate. This free-standing PS membrane was then rinsed in methanol and air-dried. Figure 2.6 (a) and (b) show the cross-sectional SEM images of a PS layer with c-Si substrate and free standing PS membrane, respectively. In our research, we characterised the ∼ 700nm PS layer with c-Si substrate sample firstly. Then, we focused on the ∼ 13µm thick free standing PS membrane research to avoid the influence from c-Si substrate. Figure 2.6(c) displayed the surface of porous silicon, which illustrates the dimensions of nano pores.

Figure 2.6: (a) Cross section of SEM image, ∼ 700nm PS layer with c-Si substrate; (b) ∼ 13µm free standing PS membrane; (c) Surface of PS layer showing dimensions nano pores.

2.3 Optical Property of nc-Si:H and PS

Hydrogenated Nano-Crystalline silicon (nc-Si:H)
As we want to use the spectroscopic pump probe approach to analyse the ultrafast dynamics properties of nc-Si:H material, we need to realise the fundamental optical properties of nc-Si:H sample firstly. Generally, the optical property is represented by the complex refractive index. As long as the complex refractive index $N$ is acquired though the experimental measurements, the complex dielectric constant $\epsilon$ and absorption coefficient $\alpha$ of the researched material both can be calculated as well. Intrinsically, $N$, $\epsilon$ and $\alpha$ are correlated with each other. As for nc-Si:H material, absorption coefficient $\alpha$ is an important parameter to be characterised[82], which influences the pump photons absorption. Moreover, the energy band gap $E_g$ of researched material can be approximated out through the relationship between absorption coefficient $\alpha$ and incident photon energy[83]. We can see in Figure 2.7, which illustrates the typical absorption coefficients spectra for the samples of micro/nano crystalline silicon ($\mu$c/nc-Si:H), crystalline silicon (c-Si), hydrogenated amorphous silicon ($\alpha$-Si:H), respectively. These results were measured using the constant photocurrent method (CPM)[84]. As shown, the $\mu$c/nc-Si:H closely follows the curve of c-Si, except for a slight red-shift when the photon energy is smaller than $\sim 1.3eV$. The enhanced absorbance in the red region seems to be considered due to the stronger light scattering inside of $\mu$c/nc-Si:H material[85], which also related with the crystalline volume fraction of this material. Meanwhile, the amorphous phase fraction contributes to the higher absorption coefficient of $\mu$c/nc-Si:H material in the higher photon energy region. Even though the energy gap of $\alpha$-Si:H, $\sim 1.7eV$ is larger than the c-Si, $\sim 1.12eV$, the direct band gap structure of $\alpha$-Si:H material improves the absorbance ability in the shorter wavelength region, which can be seen in Figure 2.7. Because of this excellent absorption property in the higher and lower photon energy region, the $\mu$c/nc-Si:H has been extensively researched as a novel absorbers in thin film solar cells[26]. In our case, referring to the multilayer structure of nc-Si:H sample, the transmission spectrum of sample can not be detectable due to its opacity. Thus, the CPM method is not suitable any more. To realise the dielectric constant of our opaque sample, spectroscopic reflection and ellipsometry measurements were done and an optical model was built to fit the results. From the optical model fitting, the energy band gap of the researched nc-Si:H material can also be estimated. All these optical properties research and optical model construction will be illustrated in detail in the next chapter.

**Nano Porous silicon (PS)**

As for the nano porous silicon (PS) material, we also need to fully understand the optical properties before analysing the ultrafast pump probe measurement data. A simple characterisation approach is to measure the spectroscopic reflectance spanning a large spectral region. Figure 2.8(a) displayed the measured reflectance spectra of PS (solid curve) and c-Si (dashed curve) in the photon energy range of $2 – 20eV$ using a
Figure 2.7: Optical absorption coefficients \((cm^{-1})\) of c-Si, \(\mu c\)-Si:H, \(\alpha\)-Si:H and calculated \(\alpha\) with the help of effective media approximation. The Figure and Caption are from[86].

Synchrotron radiation source. Then, the spectral response of the optical constant can be analysed out by the Kramers-Kronig (K-K) relation[87]. The K-K analysis equations are shown as following, which indicates the relationship between real part \(\epsilon_r\) and imaginary part \(\epsilon_i\) dielectric constant of a material. This K-K relations are derived based on causality and linearity, which means that light absorption occurs after light enters media[88].

\[
\begin{align*}
\epsilon_r(\omega) &= 1 + \frac{2}{\pi} P \int_0^\infty \frac{\omega' \epsilon_i(\omega')}{\omega^2 - \omega'^2} d\omega' \\
\epsilon_i(\omega) &= -\frac{2\omega}{\pi} P \int_0^\infty \frac{\epsilon_r(\omega') \omega' }{\omega^2 - \omega'^2} d\omega'
\end{align*}
\]

Where \(\epsilon = \epsilon_r - i \cdot \epsilon_i\) and \(P\) in the equation shows the principal value of the integral:

\[
P \int_0^\infty d\omega' \equiv \lim_{\delta \to 0}( \int_0^{\omega-\delta} d\omega' + \int_{\omega+\delta}^\infty d\omega')
\]

However, there is also a drawback of this simplest reflectance measurement with K-K analysis approach. As we can see in the K-K Equations 2.2, the integral of photon angular frequency \(\omega\) is from 0 to \(\infty\), which indicates photon energy should cover a large region, such as \(2 - 20\) eV, to eliminate the analysis errors. If the photon scanning region is too short, an extending approach should be taken to estimate the reflectance response at other undetected photon energy region. The different extending approaches will give different \(\epsilon\) results, which leads to the big errors of \(\epsilon\). Therefore, some researchers proposed other methods to evaluate the optical properties of PS material.

Another simple method is to evaluate Fabry-Perot interference fringes if they are observed in the reflection or transmission measurements. Figure 2.8(b) shows the measured (solid line) reflectance spectra of a PS sample. Then, a dielectric function model is set...
Figure 2.8: (a) Measured reflectance spectra of PS (solid curve) and c-Si (dashed curve) in the photon energy range of 2 – 20eV using a synchrotron radiation source. The Figure and Caption are from [87]; (b) Measured (solid line) and calculated (dotted) reflectance spectra of ∼70% porosity layer of 1µm thickness. The Figure is from [89].

up for expressing nano wires c-Si, and an effective medium approximation model is applied to generate the average dielectric response of the whole PS material. Finally, the reflectance or transmittance of the sample can be computed [90]. Through adjusting the parameters of model, including layer thickness and porosity, the experimental spectra can be fitted, which is shown as dotted line in Figure 2.8(b). Apart from these reflection and transmission methods, spectroscopic ellipsometry (SE) can also be applied to evaluate the optical properties of PS sample [80]. As for our researched PS samples, we applied SE method to determine the dielectric function of PS layer on c-Si substrate sample and used spectroscopic transmittance and reflectance measurements to evaluate dielectric function of free standing PS membrane. But, intrinsically, it is same way for both of these applied methods to construct optical model and fit the dielectric constant of PS material, which will be detailedly illustrated in the following chapters. Figure 2.9 gives out the comparison of the absorption coefficient spectra of c-Si, α-Si:H and PS. As we can see, the absorption spectra values of PS falls below that of bulk c-Si and α-Si:H. But there is absorption below the $E_g$ value of bulk c-Si. This electronic absorption tail is definitive proof for the additional (defect) energy states in the middle of energy band gap [91]. In our experiments, the 1.55eV photon energy is used to do the ultrafast pump probe measurements for the PS material, of which absorption coefficient corresponds to around $3 \times 10^4 \text{cm}^{-1}$. When the free carriers are excited in PS material by pump beam, the higher absorption ability can be observed from the probe beam detection, which will be discussed in the following chapters. This large photo induced absorption has been of considerable interest in view of possible applications in optoelectronics and signal processing [92].
2.4 Summary

In conclusion, the fabrication and characterisation of hydrogenated nano crystalline silicon (nc-Si:H) and nano porous silicon (PS) materials have been simply reviewed firstly, which gives out the general morphology of these two novel nano semiconductor materials. Then, the optical properties of nc-Si:H and PS are introduced respectively, which includes the description of determination methods and features of absorption coefficients. This optical property analysis is also the fundamental step before researching the ultrafast dynamical properties of these two materials.
Chapter 3

Experimental Techniques and Data Analysis

3.1 Introduction

In this chapter, various optical spectroscopy methods are introduced to determine the optical properties of semiconductor samples. They are the reflection, transmission and spectroscopic ellipsometry techniques. The reflection and transmission measurements can acquire the reflectance and transmittance of transparent samples. But, sometimes only detecting the reflected or transmitted signal intensity can not precisely solve out all the optical constant of a sample. Thus, the spectroscopic ellipsometry (SE) is normally applied to improve the determination of optical property. SE is normally based on the reflection measurement. But, the reflected beam is further analysed considering the phase difference between s- and p-polarised states, not only the intensity. Then, with the help of an optical model and applying the transfer matrix method, the dielectric constant of a material can be obtained from fitting the data. Moreover, the structural information of multilayer or multi-phase sample can also be realised, such as film thickness or phase volume fraction. Finally, the ultrafast time resolved pump probe techniques are discussed. As the pump beam excites the material, the reflection, transmission and ellipsometry techniques are applied again for the probe beam to monitor the optical property variation of excited state material. These ultrafast detections can be used to infer the information about the dynamics of excited carriers in the sample. And the discussions detail the principle of time resolved technique, the schematic of pump probe reflection, transmission and ellipsometry setup; the theoretical model for analysing the pump probe data and characterising the ultrafast dynamic.
3.2 Reflection Transmission and Ellipsometry

Even several centuries ago, optical methods have been used to measure the physical properties of materials. Since Huygens correctly concluded that light effectively slowed down on entering more dense media, derived the laws of reflection and refraction and even explained the double refraction of calcite\cite{93}, optics have been applied to measure and observe the intrinsic properties of materials in a non-invasive way. The observation by Huygens is fundamental for the reflection and transmission theory. Then, Fresnel conducted a series of experiments to determine the effect of polarisation on interference and went on to evolve a mechanistic description of ether oscillations, which produced his famous formulas about the amplitudes of reflected and transmitted light\cite{93}. Finally, James Clerk Maxwell brilliantly summarised and extended all the empirical knowledge on the subject in a single set of mathematical equations, the famous Maxwell Equations. Starting from this remarkably brief and beautifully symmetrical synthesis, he was able to show "light was an electromagnetic disturbance in the form of waves"\cite{93}. Based on these pioneers excellent theories, reflection and transmission techniques were confined to academic laboratories and then began to emerge in industrial applications in the 1960s\cite{94}. The basic principle behind all modern reflection and transmission techniques are not very complicated. A beam of monochromatic light is incident upon a sample. Then, the incident source light and reflected light and transmitted light intensity should be measured accurately. Finally, the ratio between reflected and source light intensity is the sample reflectance; the ratio between transmitted and source light intensity is the sample transmittance for this monochromatic light wave.

In the following sections, these techniques will be discussed on the capability of resolving the important optical parameters for various semiconductor materials. Reflection and transmission measurements will be introduced firstly to see what the obvious information can be obtained directly. To make it simple, we make the assumption that the measurements are performed under the normal incidence condition, which leads to all the cosine terms inside of the Fresnel equations are equal to unity. Furthermore, we also do not need to distinguish the p- (parallel) and s- (perpendicular to the light incident plane) polarisation waves due to the axial symmetry of the measurement at normal incidence. Considering a pure bulk semiconductor sample without films or other material on the surface, such as crystalline silicon, the Fresnel equations are given as following:

\[
\begin{align*}
    r &= \frac{N_S - N_i}{N_S + N_i} \\
    t &= \frac{2N_i}{N_S + N_i}
\end{align*}
\] (3.1)
Where $N_S$ is the complex refractive index of bulk material and $N_i$ is the refractive index of the surrounding medium or ambient (normally sample is measured in the air, $N_i = 1 - i \cdot 0$). The bulk sample can also be considered as a semi-infinite thickness substrate. Meanwhile, in the discussion, the transmission is assumed to be detected inside of the bulk material. And the research about films on substrate will be introduced in later sections. As long as the reflection and transmission coefficients are obtained at normal incidence angle, the reflectance and transmittance can be calculated out.

As we can see reflection and transmission from Figure 3.1 for an arbitrary incidence angle, part of incident beam is reflected and part of it is transmitted. We define the reflectance $R$ to be the ratio of reflected intensity (or power) to the incident intensity. The light intensity of electromagnetic waves is proportional to magnitude of electrical: $I \propto |E|^2$ and reflection and transmission coefficient are defined as $r = E_r/E_i, t = E_t/E_i$. So, considering the across sectional area of incident and reflected and transmitted beam in Figure 3.1, the reflectance is related to reflection coefficient as following:

$$R = \frac{I_r \cdot A \cos \theta_r}{I_i \cdot A \cos \theta_i} = \frac{I_r}{I_i} = \frac{|E_r|^2}{|E_i|^2} = |r|^2. \quad (3.2)$$

Where the law of reflection is used to get $\theta_i = \theta_r$ here. And transmittance $T$ is also defined as the ratio of transmitted to incident intensity. But $I_t \propto n_s \cdot |E_t|^2$ should be considered[93, 95], where $n_s$ is the real part of substrate complex refractive index $N_s = n_s - i \cdot k_s$. So the general relation between transmittance and transmission coefficient is as following:

$$T = \frac{n_s \cdot E_t^2 \cdot A \cos \theta_s}{n_i \cdot E_i^2 \cdot A \cos \theta_i} = \left(\frac{n_s \cos \theta_s}{n_i \cos \theta_i}\right) \cdot |t|^2. \quad (3.3)$$

**Figure 3.1:** Reflection and transmission of an incident beam.
Because of the normal incident assumption, the reflectance and transmittance for $s$- and $p$- polarization waves are same with each other, which would lead to

\[
R = R_s = R_p = \left(\frac{N_s - N_i}{N_s + N_i}\right)^2
\]

\[
T = T_s = T_p = \frac{4n_s n_i}{(N_s + N_i)^2}
\]

(3.4)

As we can measure and calculate the reflectance and transmittance, we should be able to obtain the information about real and imaginary component $(n_s, k_s)$ of bulk material theoretically. However, it is impossible to put the detector inside of bulk material to get transmission signal. All the materials investigated here are assumed to be isotropic structure, which means the complex refractive index of material is not a tensor referring to different directions.

![Figure 3.2](image)

**Figure 3.2**: Partially absorbing slab with plane parallel faces: $h$, geometrical thickness of the slab; $(R, T)$, intensity reflectance and transmittance overall coefficients of the slab; $(R_F, T_F)$, intensity reflectance and transmittance coefficients of a single face. The Figure and Caption are from [96].

In most cases, the slab structured sample is used to determine the complex refractive index of the material. Enrico Nichelatti [96] proposed an analytical expression to figure out the $N_s$ of a planar slab from normal incidence reflectance and transmittance. As long as one measured $(R, T)$, one can obtain complex refractive index $(n_s, k_s)$ of the slab through following three simple equations:

\[
R_F = (2 + T^2 - (1 - R)^2 - \{2 + T^2 - (1 - R)^2\}^2 - 4R(2 - R))^{1/2} \frac{2(2 - R)}{2(2 - R)}
\]

\[
k(R, T) = \frac{\lambda}{4\pi h} \left[ \frac{R_F(R, T)}{1 - R_F(R, T)} \right]
\]

\[
n_{\pm}(R, T) = \frac{1 + R_F(R, T)}{1 - R_F(R, T)} \pm \left[ \frac{4R_F(R, T)}{1 - R_F(R, T)} \right]^{1/2} \left[ \frac{R_F(R, T) - \lambda}{R_F(R, T) + \lambda} \right]^{1/2}
\]

(3.5)

As we can see the slab schematic Figure 3.2, the analytical procedure is processed as following: firstly $(R, T) \rightarrow R_F$, then $(R, T, R_F(R, T), \lambda, h) \rightarrow (n_s, k_s)$, where $\lambda$ is incident light wavelength. But there would be inducing two solutions for $n_s$ and both of them are mathematically acceptable. So the proper solution has to be selected on physical grounds, considering practical conditions ($k_s \ll n_s, n_s > 1$). Moreover, from Khashan’s [97] and Stezel’s [98] discussions on optical constant determination, we can conclude that this is a useful way to obtain the complex refractive index of a material.
from \((R(\lambda), T(\lambda))\) measurements. Actually, frankly speaking, the slab sample can definitely be symbolised as \((\text{air}/\text{layer}/\text{air})\) optical model. In the following sections, we will further talk about how to calculate \((R, T)\) of a multilayer structured sample.

However, it is not always possible to determine optical constants of a material by using reflectance and transmittance measurements. When the sample is very thick, the transmission signal intensity would be very low and absorbance could become stronger, so the detector for transmission can not detect any light. Even though transmitted signal intensity is acquired under this condition, the final results error would also be quite bigger than before. Sometimes, the absorbance of a material can be quite small. From reflected signal and transmitted signal intensity, one still can not get the precise absorbance of sample. Because any fluctuated errors in the detection signal can cover the actual absorbance. This will also increase the difficulty to obtain the optical constant of a material. Moreover, the above discussions are based on the measurements under the special restriction of nearly normal incidence. So in order to resolve the both components of complex refractive index, for all kinds of structured samples, and without special conditions and assumptions, we need to take another different approach.

Spectroscopic ellipsometry is another method to be used to obtain the important optical constants of a material. Ellipsometry measurements are performed by using light of precisely controlled polarisation. The polarised light is reflected from or transmitted through a sample, and then an analyser is used in the detection of reflected or transmitted light, ascertaining the change of resultant light polarisation due to its interaction with the sample. Generally, the polarised resultant light often becomes elliptically polarised following reflection or transmission. This is also the reason for the nomenclature ‘ellipsometry’. This ellipsometry technique measures two fundamental parameters as a function of light wavelength \(\lambda\), \((\psi(\lambda), \Delta(\lambda))\). Parameter \(\tan\psi\) corresponds to the amplitude ratio and \(\Delta\) represents to the phase difference between the two orthogonal components \(p-\) (parallel) and \(s-\) (perpendicular) polarised resultant light. Ellipsometry has become an attractive measurement tool due to its non-destructive nature and high sensitivity to small interfacial effects, such as volume fraction of different composed phases material in thin films and thickness identification. And the remarkable features of spectroscopic ellipsometry is typically the high precision measurement (thickness sensitivity: \(\sim 0.1\mu m\))\(^9\).

In order to make good use of ellipsometry non-destructive technique, we need to avoid two general restrictions on measurements: surface roughness of sample has to be small and measurement must be performed at oblique incidence\(^9\). If the roughness of a sample surface exceeds \(\sim 30\%\), it would raise difficulty in determining the polarisation sate and measurement errors would also increase. As for the incidence angle, it
influences the sensitivity of measurements and the choices of angle depends on the optical constants of the samples. For crystalline silicon, the incidence angle is typically at around 75°. Around this angle, the amplitude ratio between $p-$ and $s-$ polarised light is at maximum value. So the measurement sensitive is also quite high. When it is normal incidence, the ellipsometry measurement becomes impossible for isotropic materials, since $p-$ and $s-$ polarisation can not be distinguished anymore. But for the anisotropic material, the variation of optical constant at $p-$ and $s-$ directions can still allow the ellipsometry measurement. Apart from the advantages, there is also an inherent drawback for ellipsometry measurements, which is the indirect nature of this characterisation method. Specifically, an optical model is required to analyse ellipsometry data. This optical models need to be constructed, defined by the optical constants and thicknesses information and multi phases volume fraction of the researched sample. Moreover, the characterisation of small absorption coefficients ($\alpha < 100 \text{cm}^{-1}$) is also rather difficult[99].

The wavelength range of ellipsometry used to scan sample also plays an important role to provide information on different photonic interaction processes. Currently, spectroscopic ellipsometry has been widely applied to evaluate optical constants and monitor the thin film growth processes, especially silicon thin films and microcrystalline silicon thin films[100–109]. For real-time monitoring (in situ measurements), not only characterisation of thin-film growth but also process diagnoses including plasma etching and thermal oxidation can all be performed[110–112]. They also proposed that single wavelength ellipsometry is not sufficient to express the information of the sample in monitoring process. As for our samples, porous silicon and hydrogenated nano crystalline silicon, they all have been manufactured. So, only the ex situ measurements can be done. Then, constructing an optical model is necessary to fit ($\psi, \Delta$) and get out optical constants of our samples. As long as complex refractive index $N = n - ik$ is obtained, where $n$ is refractive index and $k$ is extinction coefficient, we can draw out the other optical constants, such as the dielectric function $\epsilon$ and absorption coefficient $\alpha$ by simple relations: $\epsilon = N^2$ and $\alpha = 4\pi k/\lambda$.

### 3.2.1 Principles of Measurements and Terminology

In order to reveal the principles of reflection and transmission spectroscopy and ellipsometry, we first use a simple semi-infinite substrate as an example to discuss the performance of measurement techniques. As we can see in Figure 3.3(a), the incident electric field $E_i$ is distributed between $E_{is}$ and $E_{ip}$ components, which represent the perpendicular and parallel component to incident plane respectively. Meanwhile, $(E_{rs}, E_{rp})$ and $(E_{ts}, E_{tp})$ express the $s-$ and $p-$ components of electric vectors of reflected and
transmitted waves separately. The complex refractive indices of ambient and substrate are $N_0$ and $N_s$ respectively. According to boundary conditions of Maxwell electromagnetic equations[113, 114], the components of electric filed $E$ and magnetic induction $B$ parallel to the interface are continuous at the boundary. (there is no surface charges for continuous $B$.) This means the parallel components on the incident side must be equal to that on the transmitted side. Referring to this condition for ambient/substrate interface, the Fresnel equations of reflection and transmission ($s-$, $p-$) coefficients can all be derived.

$$ r_s = \frac{E_{rs}}{E_{is}} = \frac{N_0 \cos \theta_i - N_s \cos \theta_t}{N_0 \cos \theta_i + N_s \cos \theta_t} $$

$$ r_p = \frac{E_{rp}}{E_{ip}} = \frac{N_s \cos \theta_t - N_0 \cos \theta_t}{N_s \cos \theta_t + N_0 \cos \theta_t} $$

$$ t_s = \frac{E_{ts}}{E_{is}} = \frac{2N_0 \cos \theta_i}{N_0 \cos \theta_i + N_s \cos \theta_t} $$

$$ t_p = \frac{E_{tp}}{E_{ip}} = \frac{2N_0 \cos \theta_i}{N_s \cos \theta_t + N_0 \cos \theta_t} $$

Figure 3.3: (a) Electric field $E$ composed by $p-$ and $s-$ polarisation. $E_s$ is perpendicular and $E_p$ is parallel to the light incident plane. $\theta_i$, $\theta_r$ and $\theta_t$ are the incident angle, reflective angle and refractive angle respectively. $N_0$ and $N_s$ are the complex refractive index of the ambient and substrate. (b) Measurement principle of ellipsometry. The Figure and Caption are from[99].
The reflection law $\theta_i = \theta_r$ has been used to derive these equations. Referring to the Snell’s law $N_0 \sin \theta_i = N_s \sin \theta_t$, the Fresnel equations can be rewritten as only depending on the incidence angle $\theta_i$ and complex refractive indexes ($N_0, N_s$). For example, the reflection coefficients can be written as following Equations 3.8. This formulae simplification is also a special feature of the ambient/substrate optical model.

$$r_s = \frac{\cos \theta_i - (N_{s0}^2 - \sin \theta_i^2)^{1/2}}{\cos \theta_i + (N_{s0}^2 - \sin \theta_i^2)^{1/2}}, \quad r_p = \frac{N_{s0}^2 \cos \theta_i - (N_{s0}^2 - \sin \theta_i^2)^{1/2}}{N_{s0}^2 \cos \theta_i + (N_{s0}^2 - \sin \theta_i^2)^{1/2}} \quad (3.8)$$

Where $N_{s0} = N_s/N_0$. According to the Figure 3.1 in previous section and definition of reflectance and transmittance, (reflectance is defined as intensity ratio between reflected and incident light, transmittance is the ratio of transmitted to incident intensity), we can obtain the reflectance $R$ and transmittance $T$ as following:

$$R_s = |r_s|^2 \quad R_p = |r_p|^2 \quad (3.9)$$
$$T_s = \frac{N_s \cos \theta_t}{N_0 \cos \theta_i} \cdot |t_s|^2 \quad T_p = \frac{N_s \cos \theta_t}{N_0 \cos \theta_i} \cdot |t_p|^2 \quad (3.10)$$

If the optical constant of the substrate is to be the complex refractive index $N_s = n_s - ik_s$, this means the reflection and transmission coefficients are all complex values. So, it should be more useful to represent the Fresnel coefficients in the polar coordinate system, which are shown in following Equations 3.11 and 3.12, to conveniently investigate the effect on the amplitude and phase of reflected or transmitted waves separately. As we mentioned earlier, the amplitude ratio and phase difference between $p-$ and $s-$ polarised waves are correlated to the ellipsometry measurement quantities ($\psi, \Delta$).

$$r_s = |r_s| \cdot e^{i\delta_{rs}} \quad r_p = |r_p| \cdot e^{i\delta_{rp}} \quad (3.11)$$
$$t_s = |t_s| \cdot e^{i\delta_{ts}} \quad t_p = |t_p| \cdot e^{i\delta_{tp}} \quad (3.12)$$

Figure 3.3(b) illustrates the measurement principle of reflection ellipsometry. The 45° linear polarisation incident light is used to provide equal amplitude components for $p-$ and $s-$ polarised directions. Moreover, $p-$ and $s-$ waves are also both in the same phase, as they are coming from the same source. So, we can define the initial phase for each component $p-$ and $s-$ is zero. After the sample reflection, there are definite changes of amplitude and phase for each components $p-$ and $s-$ polarised waves, in term of the reflection coefficients expressions 3.11. Thus, we can express the phase changes for $p-$ and $s-$ waves as $\delta_{rp}$ and $\delta_{rs}$ separately. Then, the ellipsometry parameter $\Delta$ is
defined to relate with the variations of each component phase by following formula:

\[ \Delta = \delta_{rp} - \delta_{rs} . \]  \hspace{1cm} (3.13)

Therefore, \( \Delta \) illustrates the phase difference between the \( p- \) and \( s- \) waves induced by the sample reflection. And this value can vary from \( -180^\circ \) to \( 180^\circ \) or be converted between \( 0^\circ \) and \( 360^\circ \) by periodical factor \( 2\pi[99, 115] \). As for the amplitude changes of \( p- \) and \( s- \) waves, another ellipsometry parameter \( \psi \) is used to express this information, which is defined as the amplitudes ratio of those reflection coefficients in polar coordinate expression 3.11:

\[ \tan \psi = \frac{|r_p|}{|r_s|} \]  \hspace{1cm} (3.14)

Therefore, \( \psi \) is the angle, whose tangent is the ratio of the amplitudes of the total reflection coefficients. The value should be in the range from \( 0^\circ \) to \( 90^\circ \)[99, 115]. To sum up both amplitude and phase information, \( \rho \) is defined as the complex ratio between the total \( p- \) and \( s- \) reflection coefficients:

\[ \rho = \frac{r_p}{r_s} = \tan \psi \cdot e^{i\Delta} \]  \hspace{1cm} (3.15)

Similarity, we can also measure the transmission ellipsometry. This means we can also obtain the amplitude and phase changes due to the transmitting through a sample. And \( \tan \psi \) would express the amplitude ratio of total \( p- \) and \( s- \) transmission coefficients and \( \Delta \) should be the phase difference between transmitted \( p- \) waves and \( s- \) waves. Then, the ellipsometry parameters are defined as following:

\[ \tan \psi = \frac{|t_s|}{|t_p|} \]
\[ \Delta = \delta_{tp} - \delta_{ts} \]
\[ \rho = \frac{t_p}{t_s} = \tan \psi \cdot e^{i\Delta} \]  \hspace{1cm} (3.16)

The amplitude and phase components of \( \rho \) is attributed to the tangential and exponential parts of this function respectively[22]. From Maxwell and Fresnel equations to the reflectance \( R \) transmittance \( T \) and ellipsometry \( (\psi, \Delta) \), you can see the basic theory behind the measurement and relationships among \( R, T, (\psi, \Delta) \). Meanwhile, we also find that \( R, T, (\psi, \Delta) \) depend on the external conditions according to above equations, including the complex refractive indexes of the ambient and substrate media and the incidence angle of light. As long as we can measure \( R, T \) or \( (\psi, \Delta) \) and we know the refractive index of the incident medium and incident angle, the material optical constants can be obtained finally from this \textit{Ambient/Substrate} system[22, 100].
3.2.2 Transfer Matrix for a Multilayer System

In the previous section, the theory of Fresnel equations and ellipsometry definition are discussed referring to the basic optical system Ambient/Substrate. However, this simple system is not very common in practical world. Moreover, the Fresnel equations can only solve the sample structured with one interface. Normally, the structure of a researched sample is a slabs or a thin film with a substrate, or multilayer films with a substrate. To establish an optical model precisely, we need to understand the basic concepts of thin film, slab and substrate firstly. Generally speaking, a material can be defined as a substrate when the thickness of this material is much bigger comparing to the incident light wavelength and it can also sufficiently absorb incident light. Then, we can ideally coin it as a substrate and we do not need to consider the rear side interface of this medium. Because there will be no light transmitting through this thick and strong absorbance sample, the Fresnel equations can simply solve all the optical parameters for this ambient/substrate system using the optical model simulation, which is schematically described in Figure 3.3(a).

![Figure 3.4: Interference due to two interfaces reflection and transmission.](image)

However, most samples should be classified into slab category. The thickness value is not very big and it can not totally absorb the incident light. So there is light transmitting through the back interface of the slab, which is depicted in the Figure 3.4. How to obtain the optical constants of the slab has been discussed in detail in some reports[22, 96, 97, 99, 116]. The reflection and transmission of light from a single interface between two mediums can be described by the Fresnel equations 3.6 and 3.7. However, when there are two interfaces, such as a slab in Figure 3.4, the total reflection and transmission intensity include the contributions from front surface and rear surface. Due to the two interfaces effect, the superposition of light waves leads to the optical interference occurs in the spectral reflection and transmission. As for the difference between optical path length and incident light wavelength, these reflections and transmissions can interfere destructively or constructively. The overall reflection and transmission of a slab is the sum of an infinite number of reflections and transmissions.
This will be too cumbersome to calculate. In order to conveniently analyse this kind of sample, we can ideally classify the slab structure as *Ambient/Film/Substrate* optical system, which is shown in Figure 3.5. If the slab is immersed in the air, the optical model actually corresponds to *air/slab/air* system. Here, the substrate is also the air medium. Thus, *Ambient/Film/Substrate* optical system is quite common in the optics research. We need to build the analyse method for this basic system firstly, then we can extend to more complicated optical system, such as multilayer films with a substrate. Basically, even though the Fresnel equations can be improved to use in the multilayer optical system, which has been illustrated in Fujiwara’s publication[99] and Thomas’s thesis[22], the method is still quite complex and calculation is still quite cumbersome. While the transfer matrix method is a very good approach to resolve the multilayer optical problems easily[93, 95, 117–119]. One transfer matrix can represent the optical property of one layer. So, we will introduce transfer matrix firstly through mathematical treatment of simple *ambient/layer/substrate* optical system. Then, a simple and practical example will be used to illustrate the usefulness of transfer matrix. Finally, we will apply the transfer matrix to analyse a multilayer structured sample.

**Figure 3.5:** Transfer matrix deduction for *Ambient/Film/Substrate* optical system: (a) S-polarisation, (b) P-polarisation waves.
3.2.2.1 Mathematical Treatment

The transfer matrix method is an approach used in optics and acoustics to analyse the propagation of electromagnetic or acoustic waves through a stratified medium\cite{95}. For example, this method can be used to design anti-reflective coatings and dielectric mirrors. The mathematical treatment of transfer matrix is based on the Maxwell equations. As we can see in Figure 3.5, the linearly polarised waves are incident on a thin dielectric film, which can be symbolised to the optical structure \textit{Ambient/Film/Substrate}. One important point need to be mentioned that the \textit{total} electric $E$ and magnetic $H$ fields are considered in the whole process. This means, each wave of $E_{iI}, E_{rI}, E_{iII}, E_{rII}, E_{iIII}$ and so forth, represents the resultant of all possible waves travelling in that direction in that medium. The summation process is therefore smartly built in transfer matrix approach compared to the Fresnel equation method. According to boundary conditions, the tangential components of both electric ($E$) and magnetic $H = B/\mu$ fields should be continuous across the boundaries from one medium to another one. There is no surface current for continuous $B$.

For p-polarisation incident waves in Figure 3.5(b), at boundary $I$ we can have

$$E_I = E_{iI} \cdot \cos \theta_{iI} - E_{rI} \cdot \cos \theta_{rI} = E_{iI} \cdot \cos \theta_{iII} - E_{rII} \cdot \cos \theta_{rII} \quad (3.17)$$

and

$$H_I = \sqrt{\frac{\varepsilon_0}{\mu_0}} \cdot N_0 \cdot (E_{iI} + E_{rI}) = \sqrt{\frac{\varepsilon_0}{\mu_0}} \cdot N_1 \cdot (E_{iII} + E_{rII}) \quad (3.18)$$

Where use is made of the fact that $E$ and $H$ in nonmagnetic media are related through the complex refractive index and the unit propagation vector:

$$H = \sqrt{\frac{\varepsilon_0}{\mu_0}} N \cdot \hat{k} \times E \quad (3.19)$$

At boundary $II$

$$E_{II} = E_{iII} \cdot \cos \theta_{iII} - E_{rII} \cdot \cos \theta_{rII} = E_{iII} \cdot \cos \theta_{iIII} \quad (3.20)$$

and

$$H_{II} = \sqrt{\frac{\varepsilon_0}{\mu_0}} \cdot N_1 \cdot (E_{iII} + E_{rII}) = \sqrt{\frac{\varepsilon_0}{\mu_0}} \cdot N_s \cdot E_{iIII} \quad (3.21)$$

Assuming the substrate has a complex refractive index $N_s$. Considering phase difference $k_0h$ between the two interfaces, a wave that traverses the film once undergoes a shift in-phase of

$$k_0h = k_0 \cdot \frac{2N_1d \cdot \cos \theta_{iIII}}{2} \quad (3.22)$$
where $k_0$ is wavenumber in vacuum: $k_0 = 2\pi/\lambda$, $h$ is the optical path difference, $d$ is the thickness of film, $N_1$ is the complex refractive index of the film and $\theta_{II}$ is the angle inside the film. So that

$$E_{II} = E_{tI} \cdot e^{-ik_0h}$$
$$E_{rII} = E'_{rII} \cdot e^{ik_0h}$$

(3.23)

Then, equations 3.20 and 3.21 for boundary $II$ can now be written as

$$E_{II} = \cos\theta_{II} \cdot (E_{tI} \cdot e^{-ik_0h} - E'_{rII} \cdot e^{ik_0h})$$

(3.24)

and

$$H_{II} = \sqrt{\frac{\epsilon_0}{\mu_0}} \cdot N_1 \cdot (E_{tI} \cdot e^{-ik_0h} + E'_{rII} \cdot e^{ik_0h})$$

(3.25)

These last two equations can be solved for $E_{tI}$ and $E'_{rII}$,

$$E_{tI} = \frac{1}{2} \cdot e^{ik_0h} \left( \frac{E_{II}}{\cos\theta_{II}} + \frac{H_{II}}{\sqrt{\frac{\epsilon_0}{\mu_0}} \cdot N_1} \right)$$

(3.26)

and

$$E'_{rII} = \frac{1}{2} \cdot e^{-ik_0h} \left( \frac{H_{II}}{\sqrt{\frac{\epsilon_0}{\mu_0}} \cdot N_1} - \frac{E_{II}}{\cos\theta_{II}} \right)$$

(3.27)

which are then substituted into equations 3.17 and 3.18, yielding

$$E_I = E_{II} \cdot \cos k_0 h + \frac{H_{II} \cdot \cos \theta_{II}}{\sqrt{\frac{\epsilon_0}{\mu_0}} \cdot N_1} \cdot i \cdot \sin k_0 h$$

(3.28)

and

$$H_I = E_{II} \cdot \frac{\sqrt{\frac{\epsilon_0}{\mu_0}} \cdot N_1}{\cos \theta_{II}} \cdot i \cdot \sin k_0 h + H_{II} \cdot \cos k_0 h$$

(3.29)

Then, we defined

$$Y_1 = \sqrt{\frac{\epsilon_0}{\mu_0}} \cdot N_1 \cdot \cos \theta_{II}$$

(3.30)

When $E$ is perpendicular to the incidence plane, which means the incident beam is $s$–polarisation waves as described in Figure 3.5(a), the above calculations result in similar equations, which have been published in Hecht’s Optics[93], provided that $Y_1$ should be defined as

$$Y_1 = \sqrt{\frac{\epsilon_0}{\mu_0}} \cdot N_1 \cdot \cos \theta_{II}$$

(3.31)

In matrix notation, the above linear relations for $p$– polarisation waves can take the form

$$\begin{bmatrix} E_I \\ H_I \end{bmatrix} = \begin{bmatrix} \cos k_0 h & (i \sin k_0 h)/Y_1 \\ Y_1 i \sin k_0 h & \cos k_0 h \end{bmatrix} \cdot \begin{bmatrix} E_{II} \\ H_{II} \end{bmatrix}$$

(3.32)
or

\[
\begin{bmatrix}
E_I \\
H_I
\end{bmatrix} = M_I \cdot 
\begin{bmatrix}
E_{II} \\
H_{II}
\end{bmatrix}
\] (3.33)

For the \(s\)– polarisation waves, the matrix expression 3.32 is same as \(p\)– polarisation waves. The characteristic matrix \(M_I\) relates the fields at two adjacent boundaries \(I\) and \(II\). Therefore, if there are two overlaying films deposited on the substrate, there will be three boundaries or interfaces. Then, following above matrix expression 3.33 about two adjacent boundaries, we can have matrix \(M_{II}\) related to boundary \(II\) and \(III\).

\[
\begin{bmatrix}
E_{II} \\
H_{II}
\end{bmatrix} = M_{II} \cdot 
\begin{bmatrix}
E_{III} \\
H_{III}
\end{bmatrix}
\] (3.34)

Furthermore, the relation between boundary \(I\) and \(III\) can be build by premultiplying both sides of above expression by \(M_I\). We obtain

\[
\begin{bmatrix}
E_I \\
H_I
\end{bmatrix} = M_I \cdot M_{II} \cdots M_p \cdot 
\begin{bmatrix}
E_{(p+1)} \\
H_{(p+1)}
\end{bmatrix}
\] (3.35)

Generally speaking, if number of layers is \(p\) deposited on a substrate, each layer has its own complex refractive index \(N_p\) and thickness \(d_p\), then the first and the last boundaries are related by

\[
\begin{bmatrix}
E_I \\
H_I
\end{bmatrix} = M_I \cdot M_{II} \cdots M_p = 
\begin{bmatrix}
m_{11} & m_{12} \\
m_{21} & m_{22}
\end{bmatrix}
\] (3.36)

The characteristic matrix of the entire multilayer system is the resultant of the product (in the proper sequence) of the individual \(2 \times 2\) matrices, that is,

\[
M = M_I \cdot M_{II} \cdots M_p
\]

To see how all this fits together with measurements, we will derive expressions for the amplitude coefficients of reflection and transmission using above scheme. In terms of the boundary conditions equations 3.17, 3.18, 3.20 and 3.21, and the settings

\[
Y_0 = \sqrt{\frac{\varepsilon_0}{\mu_0}} \cdot \frac{N_0}{\cos \theta_{II}}
\]

and

\[
Y_s = \sqrt{\frac{\varepsilon_0}{\mu_0}} \cdot \frac{N_s}{\cos \theta_{II}}
\]

and

\[
w = \frac{\cos \theta_i}{\cos \theta_{II}}
\]
The Snell’s law can be used to get relationship between incident angle and refractive angles:

\[ N_0 \sin \theta_{il} = N_1 \sin \theta_{iI} = N_s \sin \theta_{iII}. \]

Then we can reformulate the equation 3.33 to obtain

\[
\begin{align*}
\mathbf{w} \cdot (1 - \mathbf{r}) &= m_{11} \cdot t + m_{12} \cdot t \cdot Y_s \\
Y_0 \cdot (1 + \mathbf{r}) &= m_{21} \cdot t + m_{22} \cdot t \cdot Y_s
\end{align*}
\]

(3.38)

Where these definitions of reflection and transmission coefficients have been used

\[ \mathbf{r} = \frac{E_{rI}}{E_{iI}} \quad \mathbf{t} = \frac{E_{II}}{E_{iI}}. \]

Consequently for the \( p \)- polarised waves in Figure 3.5(b), we can have

\[
\begin{align*}
\mathbf{r_p} &= \frac{w(m_{21} + m_{22}Y_s) - Y_0(m_{11} + m_{12}Y_s)}{w(m_{21} + m_{22}Y_s) + Y_0(m_{11} + m_{12}Y_s)} \\
\mathbf{t_p} &= \frac{2Y_0w}{Y_0(m_{11} + m_{12}Y_s) + w(m_{21} + m_{22}Y_s)}
\end{align*}
\]

(3.39)

(3.40)

As for the \( s \)- polarised waves in Figure 3.5(a), we can get \( r_s, t_s \) in the same procedure. But the settings are a little change. They are all listed as following.

\[
\begin{align*}
\mathbf{r_s} &= \frac{Y_0m_{11} + Y_0Y_s m_{12} - m_{21} - Y_s m_{22}}{Y_0m_{11} + Y_0Y_s m_{12} + m_{21} + Y_s m_{22}} \\
\mathbf{t_s} &= \frac{2Y_0}{Y_0m_{11} + Y_0Y_s m_{12} + m_{21} + Y_s m_{22}}
\end{align*}
\]

(3.41)

(3.42)

Where

\[ Y_0 = \sqrt{\frac{\varepsilon_0}{\mu_0} \cdot N_0 \cdot \cos \theta_{il}} \quad Y_s = \sqrt{\frac{\varepsilon_0}{\mu_0} \cdot N_s \cdot \cos \theta_{iII}} \]

In conclusion, to calculate either \( r \) or \( t \) for any configuration of films, we need only compute the characteristic matrices for each film layer, multiply them and then substitute the resulting matrix elements into the above final \( r, t \) equations. More information about \( s \)- polarised waves can be found in Hecht Optics[93].

### 3.2.2.2 Example Illustration

As long as we can get reflection and transmission coefficients through the transfer matrix method calculations, the reflectance and transmittance can also be obtained using equations 3.9 and 3.10. Meanwhile, the ellipsometry parameter \( \rho \) can also be found through the ratio between \( p \)- and \( s \)- polarised reflection coefficient Eq 3.15, or by the ratio between \( p \)- and \( s \)- transmission coefficient Eq 3.16. In order to illustrate this
convenient calculation method, a thick crystalline silicon (C-Si) sample is used as ambient/substrate example firstly. This sample is considered to have parallel boundaries for front and rear surface and is immersed into air. Even though the main purpose of this transfer matrix method is used for analyse of multilayer structure sample, this method can also solve ambient/substrate structure samples. One way is just setting the thickness of top layer is zero, then ambient/film/substrate is converted to ambient/substrate configuration. Actually, this would return the amplitude coefficient equations of reflection and transmission back to the Fresnel equations. Another way is that we can also regard the C-Si sample as air/C-Si/air optical system. This would be much understandable referring to transfer matrix method. So we will use the second way to deal with optical problems of C-Si in this example illustration section.

Referring to complex refractive index of crystalline silicon from Aspnes and Studna’s[120] experimental data, which is $N_{c-si} = 3.673 - i \cdot 0.005$ at incident beam wavelength 800nm, we can make use of transfer matrix method to calculate other optical parameters. Firstly, according to the extinction coefficient $k = 0.005$ at 800nm light, the absorption coefficient would be $\alpha = 4\pi k/\lambda = 7.854 \times 10^2 cm^{-1}$ and the penetration depth should be $d_p = 1/\alpha = 13 \mu m$. N.B. when $I_t/I_0 = 1/e \sim 37\%$, $ad = 1$ from Beer’s law

$$I_t = I_0 \cdot e^{-ad}$$

and this depth $d_p = 1/\alpha$ is known as the penetration depth. Taking account of this depth, we assume there are two C-Si samples with different thickness. One 100$\mu m$ is bigger than penetration depth and another one 10$\mu m$ thickness is smaller than $d_p$. Then, the optical system should be Ambient/C-Si/Ambient structure. Using complex refractive index at 800nm light and thickness of C-Si, we can build the characteristic matrix to represent the optical property of C-Si layer. Then, the amplitude coefficients of reflection and transmission can be calculated using equations 3.39, 3.40 for $p$-polarised waves and equations 3.41, 3.42 for $s$-polarised waves.

All the left column of Figures 3.6 results are calculated under condition of 100$\mu m$ thickness and all the right column of Figures 3.6 results are from 10$\mu m$ sample. All of these Figures 3.6 are expressing the variations with incidence angle $\theta_i$ from 0° to 90°. Figures 3.6(a) and 3.6(d), show the reflectance ($R_s, R_p, R_{45^\circ}$) variations for $s-$, $p-$ and 45° linear polarisation incident beam respectively. As we can see in Figure 3.6(a), when incident light is $s-$polarised, $R_s$ is increasing with incident angle and reaching the maximum value at around 90°. While, $R_p$ for $p-$polarised waves, decreases to almost zero and then dramatically rises up to one with increasing angle. The reason for this minimum $R_p \approx 0$ can be explained from electric dipole radiation at a media interface[99]. In electric dipole radiation, no light radiation occurs toward the oscillating direction of
electric dipoles. When the oscillatory direction of electric dipoles near the interface in sample is parallel (perpendicular) to the propagating (vibrational) direction of reflected light, the reflected light would disappear. \(p\)- polarised light is just in this condition when incident angle is around \(75^\circ\) for crystalline silicon material. This incidence angle is also known as the Brewster angle \(\theta_B\). As for the other semiconductor materials, the Brewster angle value would be different from C-Si and it depends on the dielectric constants of this material.

The transmittance \(T_s, T_p, T_{45^\circ}\) variations as function of incidence angle is shown in Figure 3.6(b). Obviously, the trend of transmittance \((T_s, T_p, T_{45^\circ})\) are opposite to the trend of reflectance \((R_s, R_p, R_{45^\circ})\) respectively. But the magnitude unit of transmittance is at \(10^{-4}\), which is quite smaller comparing to reflectance, and a detector can not detect the
transmitted intensity as accurately. So if the thickness of C-Si is bigger than the 100µm, we definitely can consider it as substrate and Fresnel equations can be used to solve front interface optical problems quickly. Actually, we can also obtain the absorbance $A$ according to energy conservation if we know the reflectance and transmittance simultaneously.

$$A + T + R = 1, \quad A = \alpha \cdot l$$

And the relation between absorbance and absorption coefficient is also shown in above equation, where $l$ is the light travel distance. From here, we can see most part of 800nm light is absorbed apart from the reflected light. From Figure 3.6(c), the phase shifts of reflection coefficients $r_s$ and $r_p$ are described as $\delta_{rs}$ and $\delta_{rp}$ with incidence angle. (Because the transmittance is so small and the phase shifts are same for $t_s, t_p$ and irregularly vibrating between $-180^\circ$ and $180^\circ$, they are not given in this figure.) We can see that $\delta_{rs}$ is always at $180^\circ$ at incidence angles from $0^\circ$ to $90^\circ$. This means C-Si can not influence $s-$ polarised light phase from reflection, even for the thinner C-Si sample with 10µm thickness in Figure 3.6(f). But the $p-$ polarised light phase shift $\delta_{rp}$ experiences a transition from $360^\circ$ for $\theta_1I < \theta_B$ to $180^\circ$ for $\theta_1I > \theta_B$ shown in Figure 3.6(c). These phase shifts $\delta_{rs}, \delta_{rp}$ are correlated to the reflection ellipsometry parameter $\Delta$ and reflectance $R_s, R_p$ are corresponding to the $\psi$ in term of equations 3.14 and 3.13.

Until now all the basic optical parameters have been discussed for the 100µm thick c-Si. As for the 10µm c-Si calculations, we can see the results from all the right column of Figures 3.6, which are reflectance transmittance and amplitude coefficient phase change, separately changing with incidence angle from $0^\circ$ to $90^\circ$. Apparently, as the thickness 10µm is smaller than penetration depth 13µm, the interference effect is visible in each right-hand column figure. This means a certain intensity of light is multiply reflected between the front and rear surfaces of c-Si. Thus, the destructive and constructive information is shown in the figures under different incidence angle (different optical length). Apart from the interference, the changing behaviours of reflectance and transmittance are still similar as the results of 100µm thick sample. $R_s$ is gradually increasing, while $R_p$ is slowly decreasing to minimum at around 75° and rising up again, which are shown in Figure 3.6(d). Similarity, $T_s, T_p, T_{45^\circ}$ are all opposite to reflectance as shown in Figure 3.6(e). Finally we can discuss the amplitude coefficients phase change $\delta_{rs}, \delta_{rp}, \delta_{ts}, \delta_{tp}$ for 10µm thick c-Si, which are shown in Figure 3.6(f). Even though $\delta_{rs}$ experiences jumping from $180^\circ$ to $-180^\circ$ several times, the phase actually is keeping the same status with respect to spanning incidence angle due to period $360^\circ$. As for $\delta_{rp}$, there is also a $180^\circ$ phase change at around 75° incidence angle. $\delta_{ts}$ and $\delta_{tp}$ are always same and both experiencing $360^\circ$ phase change over the range of incidence angles.
Then, the ellipsometry parameters ($\psi, \Delta$) can be derived from the two definitions Equations 3.15 and 3.16: reflection $\rho_r = r_p/r_s$ and transmission $\rho_t = t_p/t_s$ ellipsometry. As shown in Figures 3.7, the left column figures are the reflection and transmission ellipsometry parameters changing with incident angle for 100$\mu$m thick c-Si and the right column figures are for 10$\mu$m c-Si. From reflection ellipsometry results in Figures 3.7(a) and (c), the changing trend is similar with each other. The only difference is the data curves of 10$\mu$m c-Si (c) are not as smooth as 100$\mu$m c-Si (a). One also should note the phase difference $\Delta$ between $\delta_{rp}$ and $\delta_{rs}$ jumps 180° at Brewster incident angle 75°, while $\psi$ experiences a minimum value. Since the difference between $r_p$ and $r_s$ is maximised under this angle $\theta_B$, the sensitivity of ellipsometry measurement is higher under this angle. This is also the reason that ellipsometry measurement is generally performed at the Brewster angle. As for the transmission ellipsometry data, which are described in Figures 3.7(b) and (d), $\psi$ for both samples are gradually increasing from 45° to around 85°. This means the ratio between $|t_p|$ and $|t_s|$ is increasing with rising incidence angle, while the phase difference $\Delta$ between $\delta_{tp}$ and $\delta_{ts}$ is keeping at 0° or 360°. There is no particular variation at Brewster angle for transmission ellipsometry data. Consequently, most of ellipsometry measurements are performed under reflection to utilise Brewster angle and improve the measurement sensitivity.
In summary, we discussed the transfer matrix approach for simulating the basic ambient/layer/substrate optical system and illustrated the intrinsic relationships between reflectance transmittance and ellipsometry. The relationship between ellipsometry parameter $\rho$ and experimental conditions can be written as following equation:

$$\tan \psi \cdot e^{i\Delta} = \rho(N_0, N_1, N_s, d, \lambda, \theta_i).$$  \hspace{1cm} (3.43)

Subsequently, the amplitude and phase components can be split and represented by following equations:

$$\psi = \tan^{-1}|\rho(N_0, N_1, N_s, d, \lambda, \theta_i)|, \quad \Delta = \text{arg}[\rho(N_0, N_1, N_s, d, \lambda, \theta_i)].$$ \hspace{1cm} (3.44)

where $|\rho|$ and $\text{arg}(\rho)$ are the absolute value and argument (angle), respectively. Furthermore, it is worth to mention that $\rho$ actually depends on no less than nine arguments: the real and imaginary components of all the three complex refractive indexes $(N_0, N_1, N_s)$, the film thickness $d$, the incident beam wavelength $\lambda$, and the incidence angle $\theta_i$. If the sample structure includes more than one layer, the characteristic matrix of each layer need to be multiplied firstly. Then, the same processes discussed in the above sections can be used to solve out the relevant optical questions. Meanwhile, ellipsometry parameter $\rho$ will depend on more parameters. Anyway, this analysis method is very useful in the simulating experimental data procedure, which will be applied in the following sections.

In this thesis, we applied the $45^\circ$ linear polarised light waves as incident beam for ellipsometry measurements, which can provide equal amplitude components and same initial phase for $s-$ and $p-$ polarised direction. This is also convenient to process ellipsometry measurement data, which will be discussed in detail in the following sections. However, the above theory is based on that the ambient, film and substrate are all homogeneous and optically isotropic structures. If the film is anisotropic, the above theory will not be totally useful any more and some changes need to be considered. As our research samples can be all considered as isotropic structure, so we only confine the theoretical problems for this region. We need to mention that the optical constant of the parallel to PS surface direction, which can be effectively uniform in $x-y$ plane, may be different from that of the perpendicular to surface in $z$ direction.

### 3.2.3 Ellipsometry Measurement Techniques

Based on the transfer matrix approach, we discussed the calculations of reflectance transmittance and ellipsometry. In this section, we will illustrate the measurement techniques about acquiring the experimental data. As for the spectroscopic reflectance and transmittance measurement techniques, they are quite simple and have been introduced in
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Figure 3.8: Optical configuration of ellipsometry instruments: (a) the rotating analyser ellipsometry (RAE), (b) the rotating compensator ellipsometry (RCE). The Figures and Caption are from [99].

the beginning of this chapter. However, the spectroscopic ellipsometry (SE) technique is not discussed until now. This section contains the further information about how to exactly carry on ellipsometry measurement. In order to simplify the explanation, only reflection ellipsometry is considered in this section. Generally speaking, two kinds of ellipsometry setup are often applied to acquire $(\psi, \Delta)$ from a sample and will be introduced one by one in this section. The first one is the simplest and most widely used up to now, rotating analyser ellipsometer (RAE). As shown in Figure 3.8(a), the setup of RAE is composed of light source, polariser ($P$), sample ($S$), rotating analyser ($A_R$) and detector. The symbol $PSA_R$ is used to denote this ellipsometer configuration. The second one is more sophisticated and special for the samples with small extinction coefficients: Rotating compensator ellipsometer (RCE), which is depicted in Figure 3.8(b). The configuration of this ellipsometer includes light source, polariser ($P$), sample ($S$), rotating compensator ($C_R$), analyser ($A$) and detector. The configuration difference between RAE and RCE setup is obviously shown in the Figure 3.8. When looking against the direction of the beam (looking down the propagation axis toward the origin), the counterclockwise rotation is the positive direction for the optical elements [99]. This definition is very important for analysing $(\psi, \Delta)$. Meanwhile, we will see later in this section, ellipsometry basically measures the Stokes parameters (vector) of reflected light waves [104]. The Stokes vector $S = [S_0; S_1; S_2; S_3]$ enables us to describe all types of polarisation, including unpolarised or partially polarised light. The definition of Stokes vector can be seen in Appendix A.1.

Aspnes et al. in 1975 [121] perfected the RAE system and obtained the optical constants
of some important materials[120] using this method. However, there is also a drawback that the Stokes parameter $S_3$ cannot be measured in a RAE ellipsometer. When all the Stokes parameters cannot be confirmed, the measurement ranges for $(\psi, \Delta)$ are restricted. $S_3$ is not measured and thus measurement range of RAE becomes half ($0^\circ \leq \Delta \leq 180^\circ$) of the full range ($-180^\circ \leq \Delta \leq 180^\circ$). In order to overcome this disadvantage of RAE system, a compensator (quarter wave plate $\lambda/4$) is added into the RAE system between sample and analyser to get rotating analyser ellipsometer with compensator[122–124]. However, if we continue to rotate the analyser, two measurements with different angles setting of the compensator are necessary to obtain all the Stokes parameters. So, rotating compensator ellipsometry (RCE) is the better choice, which is shown in Figure 3.8(b), instead of rotating analyser. The RCE instrument was reported first by Hauge et al. in 1975[125]. In RCE, $(\psi, \Delta)$ measurement can be performed over the full range since the Stokes parameters can all be obtained from a single measurement.

### 3.2.3.1 Rotating Analyser Ellipsometry (RAE)

Using Jones (or Mueller) matrices to express the ellipsometry measurement, it can be easy to see the fundamental theory of the ellipsometry technique. These matrices are used to systematically describe the polarisation state of light and the optical elements effect on light’s polarisation state. Due to the interaction between the optical elements and light waves in ellipsometry measurement, we apply the simplest Jones matrix formulations[126] to represent the ellipsometry configuration. Table 3.1 summaries the Jones matrix formulation for different optical elements, and a coordinate rotation, with $2 \times 2$ matrices. For the compensator, if it is a quarter wave plate, $\delta = \pi/2$. Applying

<table>
<thead>
<tr>
<th>Optical Element</th>
<th>Symbol</th>
<th>Jones Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>polariser (analyser)</td>
<td>P or A</td>
<td>$\begin{bmatrix} 1 &amp; 0 \ 0 &amp; 0 \end{bmatrix}$</td>
</tr>
<tr>
<td>Compensator (Retarder)</td>
<td>C</td>
<td>$\begin{bmatrix} 1 &amp; 0 \ 0 &amp; e^{-i\delta} \end{bmatrix}$</td>
</tr>
<tr>
<td>Coordinate rotation</td>
<td>R($\alpha$)</td>
<td>$\begin{bmatrix} \cos \alpha &amp; \sin \alpha \ -\sin \alpha &amp; \cos \alpha \end{bmatrix}$</td>
</tr>
<tr>
<td>Sample</td>
<td>S</td>
<td>$\begin{bmatrix} \sin \psi e^{i\Delta} &amp; 0 \ 0 &amp; \cos \psi \end{bmatrix}$</td>
</tr>
</tbody>
</table>

Table 3.1: Jones matrices for optical elements and coordinate rotation.
these symbols of the Jones matrices shown in Table 3.1, the RAE instrument with $PSAR$ configuration can be expressed as

$$L_{out} = A \cdot R(A) \cdot S \cdot R(-P) \cdot P \cdot L_{in}$$  (3.45)

where $L_{out}$ stands for the Jones vector of the detected light by a detector and is given by $L_{out} = \begin{bmatrix} E_A \\ 0 \end{bmatrix}$. $L_{in}$ is the normalised Jones vector corresponding to incident light $(L_{in} = \begin{bmatrix} 1 \\ 0 \end{bmatrix})$. Then, light is transmitting through a polariser, denoted by $P$. Here, we need to consider a coordinate direction as reference coordinate. Normally, this reference coordinate is defined $x-$ direction as parallel to incident plane, $p-$ polarised direction, and $y-$ direction as perpendicular to incident plane, $s-$ polarised direction, which can be seen in Figure 3.8. Then, as polariser angle is set to $P$, so we need to rotate the incident light as $R(P)$ firstly. Then, we can multiply the polariser Jones matrix to represent transmitting though polariser. After transmitting, we still need to return the coordinate back to the reference coordinate one, so we multiply $R(-P)$. After interacting with the sample, the polarisation state of reflected light will be changed by Jones matrix $S$ comparing to the incident light. Because the sample defines the incidence plane, which is the same as the reference coordinate, the rotation matrix is not multiplied at here. Finally, the polarisation state of reflected light should be rotated to analyser angle by coordinate rotation matrix $R(A)$ and the light is transmitting though analyser $A$. After going through analyser, we still need to return the coordinate to the reference coordinate one by $R(-A)$. However, we consider that only the light transmitted though the polariser is taken into account, so the term $R(P)$ can be eliminated from $R(-P)PR(P)$. Similarly, the intensity of light transmitted through the analyser is detected, which is independent on the coordinate rotation. Moreover, a rotation matrix only changes the orientation of the polarised state and does not change the intensity, so $R(-A)$ is also removed from $R(-A)AR(A)$. Using matrix representation, Equation 3.45 can be rewritten as

$$\begin{bmatrix} E_A \\ 0 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \cdot \begin{bmatrix} \cos A & \sin A \\ -\sin A & \cos A \end{bmatrix} \cdot \begin{bmatrix} \sin \psi e^{i\Delta} & 0 \\ 0 & \cos \psi \end{bmatrix} \cdot \begin{bmatrix} \cos P & -\sin P \\ \sin P & \cos P \end{bmatrix} \cdot \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \cdot \begin{bmatrix} 1 \\ 0 \end{bmatrix}$$  (3.46)

When $P = 45^\circ$ provides $45^\circ$ linear polarised incident beam, the equation 3.46 is simplified to

$$\begin{bmatrix} E_A \\ 0 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \cdot \begin{bmatrix} \cos A & \sin A \\ -\sin A & \cos A \end{bmatrix} \cdot \begin{bmatrix} \sin \psi e^{i\Delta} \\ \cos \psi \end{bmatrix}$$  (3.47)
Neglecting the proportionality term $1/\sqrt{2}$, expansion of equation 3.47 can express the transmitted light amplitude as

$$E_A = \cos A \cdot \sin \psi \cdot e^{i\Delta} + \sin A \cdot \cos \psi$$

(3.48)

Finally, we can obtain the light intensity measured by a detector as

$$I = |E_A|^2 = I_0(1 - \cos 2\psi \cos 2A + \sin 2\psi \cos \Delta \sin 2A)$$

$$= I_0(1 + S_1 \cos 2A + S_2 \cos 2A)$$

(3.49)

where $I_0$ is the proportional constant of reflected light, and the reflected light is proportional to incident light intensity. Meanwhile, the Stokes parameters can be given as:

$$S_1 = -\cos 2\psi \quad S_2 = \sin 2\psi \cos \Delta$$

(3.50)

we can also see the Stokes parameters $S_1$ and $S_2$ are measured as the Fourier coefficients of $\cos 2A$ and $\sin 2A[127]$. The light intensity can vary as a function of the analyser angle $2A$ shown in equation 3.49. This means $180^\circ$ rotation of the analyser corresponds to one optical cycle rotation, and the drawback of RAE originates from this point.

### 3.2.3.2 Rotating Analyser Ellipsometry with Compensator

As we discussed in Equation 3.49, the Stoke parameter $S_3$ can not be determined by RAE measurements and the range of $\Delta$ is also restricted to $0^\circ \leq \Delta \leq 180^\circ$. The measurement error will become very big at boundary of $\Delta$ range: $\Delta \approx 0^\circ$ and $180^\circ$. Roseler[122, 123] proposed that adding a compensator into RAE setup allows one to overcome these problems. Using Jones matrixes in Table 3.1, RAE with compensator in $\text{PSCA}_R$ configuration can be described as follows:

$$L_{out} = A \cdot R(A) \cdot R(-C) \cdot C \cdot R(C) \cdot S \cdot R(-P) \cdot P \cdot L_{in}$$

(3.51)

In order to simplify the equation, we have set the compensator angle to $C = 90^\circ$. This means the fast axis of compensator is chosen in the direction of s-polarisation, which is perpendicular to the incident plane referring to Figure 3.8(b). Moreover, the phase shift of compensator $\delta$ is related with compensator angle $C$ and incident beam wavelength $\lambda$. Here, we set the polarisation angle as $P = 45^\circ$ and Equation 3.51 is simplified to

$$\begin{bmatrix} E_A \\ 0 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \cdot \begin{bmatrix} \cos A & \sin A \\ -\sin A & \cos A \end{bmatrix} \cdot \begin{bmatrix} e^{-i\delta} & 0 \\ 0 & 1 \end{bmatrix} \cdot \begin{bmatrix} \sin \psi \cdot e^{i\Delta} \\ \cos \psi \end{bmatrix}$$

(3.52)
Compared to equation 3.47, we can notice that the compensator only introduces a shift value $\delta$ on $\Delta$ without any effect on $\psi$. This also means the compensator does not influence the amplitude ratio between $p-$ and $s-$ polarised reflected light, but it can change the phase difference between them. Therefore, the final expression for RAE with compensator configuration, $I$, can be described simply replacing $\Delta$ in Equation 3.49 with $\Delta' = \Delta - \delta$. Then, we can obtain

$$I = I_0 [1 + S_1 \cos 2A + (S_2 \cos \delta - S_3 \sin \delta) \sin 2A]$$ (3.53)

where the Stoke parameter $S_3$ can be obtained finally as

$$S_3 = -\sin 2\psi \sin \Delta$$ (3.54)

Eventually, the determination of all the Stoke parameters $S_1-3$ becomes possible when inserting a compensator into RAE setup. Apparently, the two components $S_1$ and $(S_2 \cos \delta - S_3 \sin \delta)$ are measured as Fourier coefficients in this technique. To resolve $S_2$ and $S_3$ separately, it is necessary to perform more than two measurements with different $\delta$ values. We will use quarter wave plate $\lambda/4$ as the compensator in the experiment. So it can produce the phase shift $\delta = 90^\circ$ when the incident polarised light is oriented at $45^\circ$, and $\delta = 0^\circ$ when the fast or slow axis of compensator is parallel to the direction of polarised light. Consequently, $\delta = 0^\circ$ at $P = C = 45^\circ$ and $\delta = 90^\circ$ at $P = 45^\circ$ and $C = 90^\circ$. This is convenient so that we can obtain $S_2$ when $\delta = 0^\circ$ and $S_3$ when $\delta = 90^\circ$ referring to Equation 3.53.

### 3.2.3.3 Rotating Compensator Ellipsometry (RCE)

Even though we can get all the Stoke parameters $S_1-3$ applying $PSCAR$ configuration ellipsometry, we still need to do twice measurements with setting different angles of compensator. Actually, we can simplify to only once measurement when rotating the compensator instead of analyser. This RCE instrument configuration $PSCRA$ can be expressed as following using Jones matrixes.

$$L_{out} = A \cdot R(A) \cdot R(-C) \cdot C \cdot R(C) \cdot S \cdot R(-P) \cdot P \cdot L_{in}$$ (3.55)

In order to simplify the above equation, we set polariser and analyser angles to be $P = 45^\circ$ and $A = 0^\circ$ and incident light is also expressed as $L_{in} = \begin{bmatrix} 1 \\ 0 \end{bmatrix}$. So, Equation 3.55
can be expanded as following:

\[
\begin{bmatrix}
E_A \\
0
\end{bmatrix} =
\begin{bmatrix}
1 & 0 \\
0 & 0
\end{bmatrix}
\begin{bmatrix}
cosC & -sinC \\
sinC & cosC
\end{bmatrix}
\begin{bmatrix}
1 & 0 \\
e^{-i\delta}
\end{bmatrix}
\begin{bmatrix}
cosC & sinC \\
-sinC & cosC
\end{bmatrix}
\begin{bmatrix}
sin\psi e^{i\Delta} \\
cos\psi
\end{bmatrix}
\]

(3.56)

As for the compensator \( C \), the rotating zero position is when the fast axis is parallel to the incident plane. The proportionality constant is also eliminated. So, we can get the final electric field amplitude as following by substituting \( \delta = 90^\circ \) into the above matrix equation.

\[E_A = (\cos^2 C - i\sin^2 C)\sin\psi e^{i\Delta} + (1 + i)\cos C \sin C \cos \psi \]  

(3.57)

With the helping of Maple software, we can obtain the light intensity formula as following (derivation in appendix A.1), which has also been deduced by Hauge\[104, 125\].

\[I = I_0(2 + S_1 - 2S_3\sin 2C + S_1\cos 4C + S_2\sin 4C) \]  

(3.58)

Evidently, if the intensity is measured as a function of rotating the compensator angle \( C \), \( S_1-3 \) can be determined from the Fourier coefficients. The determination of all the Stokes parameters can give a complete description for the polarised state of light waves\[93\]. Considering this advantage and simply one measurement to acquire \( (\psi, \Delta) \), we built a RCE setup in our lab to do the ellipsometry and pump-probe spectral ellipsometry for researching ultrafast dynamics property of samples.

Even though we can easily obtain all the Stokes parameters though RCE detection, the purpose of ellipsometry is to realise \( (\psi, \Delta) \) of the sample. So, we will introduce a convenient method to get \( (\psi, \Delta) \) from RCE measurement data according to Boer’s work\[128\]. Generally, Equation 3.58 can be reformulated by a general formula\[101, 104, 125, 128\] :

\[I(C) = A_0 + A_2\cos 2C + B_2\sin 2C + A_4\cos 4C + B_4\sin 4C \]  

(3.59)

This equation obviously illustrates that the intensity is contributed by second and fourth order harmonic oscillation in the compensator azimuth angle \( C \). The Fourier coefficients \( A_0 - B_4 \) are given by

\[
\begin{align*}
A_0 &= \frac{1}{\pi} \int_0^\pi I(C) dC \\
A_2 &= \frac{1}{2\pi} \int_0^\pi I(C)\cos 2CdC \\
B_2 &= \frac{1}{2\pi} \int_0^\pi I(C)\sin 2CdC \\
A_4 &= \frac{1}{2\pi} \int_0^\pi I(C)\cos 4CdC \\
B_4 &= \frac{1}{2\pi} \int_0^\pi I(C)\sin 4CdC.
\end{align*}
\]  

(3.60)
Further calculation of these Fourier coefficients can be correlated with ellipsometry parameters ($\psi, \Delta$),

\[
A_0 = 1 - \cos 2P \cos 2\psi + \frac{1}{2} \left[ \cos 2A (\cos 2P - \cos 2\psi) + \sin 2A \sin 2P \sin 2\psi \cos \Delta \right]
\]
\[
A_2 = -\sin 2A \sin 2P \sin 2\psi \sin \Delta
\]
\[
B_2 = \cos 2A \sin 2P \sin 2\psi \sin \Delta
\]
\[
A_4 = \frac{1}{2} [\cos 2A (\cos 2P - \cos 2\psi) - \sin 2A \sin 2P \sin 2\psi \cos \Delta]
\]
\[
B_4 = \frac{1}{2} [\cos 2A \sin 2P \sin 2\cos \Delta + \sin 2A (\cos 2P - \cos 2\psi)].
\]

(3.61)

Then, we still choose the standard setting for RCE detection, in which the polariser angle $P = 45^\circ$ and the analyser angle $A = 0^\circ$ are set to simplify the equations. N.B. $A = 0^\circ$ means the transmission axis of analyser is in the incident plane. So the Equations 3.61 can be simply expressed as

\[
A_0 = 1 - \frac{1}{2} \cos 2\psi
\]
\[
A_2 = 0
\]
\[
B_2 = \sin 2\psi \sin \Delta
\]
\[
A_4 = -\frac{1}{2} \cos 2\psi
\]
\[
B_4 = \frac{1}{2} \sin 2\psi \cos \Delta.
\]

(3.62)

In the above calculations, we neglect the non ideal behaviour of compensator, which will lead to the errors for the final results. In the following sections, we will focus to reduce the errors and introduce the calibration of RCE system. Obviously, ($\psi, \Delta$) can be found from the above expressions. As we consider that the $A_2$ would be close to zero for an ideal compensator and applying this coefficient to solve for ($\psi, \Delta$) will therefore introduce large errors. $A_0$ (the DC component of the intensity) may contain the interference from external light source, so it is also better to avoid this one. Moreover, there is no absolute intensity measured in ellipsometry[128]. Thus we can not determine the absolute values of the Fourier coefficients. Eventually, only the ratio of the Fourier coefficients is more useful for solving the parameters $\psi$ and $\Delta$. Hence, $B_2$ and $B_4$ will be scaled to $A_4$, and two intermediate parameters $X_1$ and $X_2$ are introduced, to allow the parameters $\psi$ and $\Delta$ can be exactly obtained from the experimental data, as shown in Equations 3.63 and 3.64.

\[
X_1 = \tan 2\psi \sin \Delta = -\frac{B_2}{2A_4}
\]
\[
X_2 = \tan 2\psi \cos \Delta = -\frac{B_4}{A_4}
\]

(3.63)

Consequently, the ellipsometry parameters ($\psi, \Delta$) can be described as

\[
\tan 2\psi = \sqrt{X_1^2 + X_2^2}
\]
\[
\tan \Delta = X_1 / X_2
\]

(3.64)

Since the value of $\psi$ is determined from a square root and the arctan function returns only values between $-90^\circ$ and $+90^\circ$, the exact values of $\psi$ and $\Delta$ have to be determined using
A_4 > 0 \Rightarrow \psi_2 = 90^\circ - \psi_1 \\
A_4 < 0 \Rightarrow \psi_2 = \psi_1 \\
B_4 > 0 \Rightarrow \Delta_2 = \Delta_1 \\
B_4 < 0 \Rightarrow \Delta_2 = \Delta_1 + 180^\circ \\
\Delta_2 < 0 \Rightarrow \Delta_3 = \Delta_2 + 360^\circ \\
\Delta_2 > 0 \Rightarrow \Delta_3 = \Delta_2

Table 3.2: To determine the correct values of $\psi$ and $\Delta$, the signs of Fourier coefficients $A_4$ and $B_4$ are required. The sub-indices used in conjunction with $\psi$ and $\Delta$ indicate the step in the procedure, e.g. 1 indicates the original value as obtained from equation 3.64, 2 indicates the sign after considering the sign of the Fourier coefficient, etc. The Table and Caption are from[128].

sign information from the Fourier coefficients[128]. This procedure has been proposed by Boer et al.[128] to correct the ellipsometry parameters ($\psi, \Delta$). Table 3.2 is the summary for correction. Due to both parameters ($\psi, \Delta$) having tangent dependence, there are no regions in the $\psi - \Delta$ plane losing accuracy[22, 128].

In conclusion, we introduced the main measurement techniques of ellipsometry. Meanwhile, some disadvantages and advantages of different ellipsometry setups are also illustrated. Comparing to each other, the rotating compensator ellipsometry (RCE) setup can be the best choice for our lab to obtain all the Stokes parameters in once measurement. More importantly, how to deduce the ellipsometry angles ($\psi, \Delta$) from the detected intensity as a function of the compensator angle is described in the final process. In the pump probe techniques, we will combine this RCE setup with pump beam to build the pump probe spectra ellipsometry instrument. Using this instrument will reveal more informations about ultrafast dynamics property of samples.

### 3.3 Optical Model

The measurement techniques about reflection transmission and ellipsometry have all been introduced in the above sections. The transfer matrix approach is also detailed for simulation. However, the main point of these techniques and simulation methods is to obtain the complex refractive index of the researched material. Even though we mentioned that the complex refractive indexes of some transparent slabs can be determined through reflectance and transmittance measurements, this is not suitable for all the samples. Generally, if we want to obtain the complex refractive index of a material in a spectral range, we need to apply the optical model to fit the measurement data. Then, from the fitting parameters, we can evaluate the complex refractive index or dielectric constant. Basically, the complex refractive index is determined from dielectric polarisation generated in a medium[99]. The dielectric polarisation represents the phenomenon that external electric fields separate electric charges in a medium spatially[99]. The optical constant is used to describe the macroscopic response of a material distorted by
external electric field. This disturbance could separate the positive and negative charges to opposite directions inside the material, but the chemical bond will still hold these opposite charges. Then, the vibration will occur due to external force and internal force. So, the microstructure of a material is a crucial factor to determine the response from the external electromagnetic field. Meanwhile, if the frequency (or wavelength) of electric field is changed, the response of a material will also change. Generally, optical constants depend on the structure of the material and the frequency of external electromagnetic field (light).

There are a number of diagnostic methods to measure the structure of a material, including X-ray diffraction, Raman spectroscopy, scanning electron microscopy, atomic force microscopy etc. From these measurements, we can realise what the chemical element of this material, study the surface of the material and discover how many different phases are in a composite. We can also see the volume fraction of each structure phase or component. Once the basic structure information has been determined, the corresponding dispersion relation model needs to be used to simulate the optical property of this material in a certain spectral range. In order to realise the dielectric function of hydrogenated nano-crystalline silicon (nc-Si:H) and porous silicon (PS), we will introduce the related dispersion models in the following sections.

### 3.3.1 Dispersion Relations

The hydrogenated nano-crystalline silicon (nc-Si:H) sample is composed of three layers with a c-Si substrate. The configuration is \( \text{air/SiO}_2/\text{nc-Si:H/SiO}_2/C-Si \). The \( \text{SiO}_2 \) layer is deposited on the C-Si substrate, and the top surface of nc-Si:H layer is natively oxidised to have a thin \( \sim 10\text{nm} \) \( \text{SiO}_2 \) film. To simplify the analysis, the optical constants of silicon oxide material (\( \text{SiO}_2 \)) are normally simulated by the classical Lorentz oscillator model in the visible spectral range.

![Physical image of Lorentz model: Distortion of a negative charge with respect to a positive charge in response to an applied \( E \) field. The Figure and Caption are from[99].](image)

\[\text{Figure 3.9: Physical image of Lorentz model: Distortion of a negative charge with respect to a positive charge in response to an applied } E \text{ field. The Figure and Caption are from[99].}\]
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As we can see in Figure 3.9, Lorentz model can be explained as a simple forced and damped harmonic oscillator. In the electric polarisation shown in Figure 3.9, a negative charged electron is bound to a positive charged atomic nucleus with a spring, which expresses an attractive electric force sustains the oscillator in some sort of equilibrium configuration. This attractive force is formulated by Hooke’s law $F = -k_F \cdot x$. When the light is used to disturb the system, the electron bound will oscillate at around its equilibrium position with a resonant frequency given by $\omega_0 = \sqrt{k_F/m_e}$, where $m_e$ is its mass. As the lightwaves impinge on such system, the time varying electric field $E(t) = E_0 \exp(i\omega t)$ will induce the oscillator to be driven in the x-direction. Because the mass of the atomic nucleus is far larger than that of the electron, the position of the nucleus is considered to be fixed. According to Newton’s second law, the electron movement in this physical model can be expressed as

$$m_e \frac{d^2x}{dt^2} = -m_e \Gamma \frac{dx}{dt} - m_e\omega_0^2 x - eE_0 \exp(i\omega t)$$

where $e$ is the charge of electron and $\omega$ is the angular frequency of incident light. Moreover, we also regard the electron as oscillating in a viscous fluid, and the first damping term on the right represents the viscous force. The $\Gamma$ represents a proportional constant of this viscous force to the speed of the electron’s motion. This inclusion of damping is a consequence of the fact that the oscillating dipoles can lose their energy by collisional processes[83]. The second term is mentioned as the restoration force and the third term is the electric driving force $F = qE$ by external light disturbance. Assuming a solution of Equation 3.65 is described by the form $x(t) = a \exp(i\omega t)$, the solution can be found by substituting this assumption into the equation:

$$a = -\frac{eE_0}{m_e} \cdot \frac{1}{(\omega_0^2 - \omega^2) + i\Gamma \omega}$$

Considering the unit volume, the number of electrons should be given as $N_e$ and the dielectric polarisation can be expressed as $P = -eN_e x(t)$. And dielectric constant is correlated to dielectric polarisation as $\epsilon = 1 + \chi + P/(\epsilon_0 E)$, where the electric susceptibility $\chi$ accounts for all other contributions to the polarisability of the atoms apart from the resonant polarisation. Finally, the dielectric function of Lorentz model is as following[83, 99, 129]:

$$\epsilon = \epsilon_\infty + \frac{(\epsilon_s - \epsilon_\infty)\omega_0^2}{(\omega_0^2 - \omega^2) + i\Gamma \omega}$$

Where $\epsilon_\infty = 1 + \chi$ is the dielectric constant at angular frequency far greater than the light frequency $\omega_\infty \gg \omega$, and $\epsilon_s = \epsilon_\infty + N_e e^2/(\epsilon_0 m_e \omega_0^2)$ stands for ‘static’, which represents the dielectric response to a static electric field[83]. This equation describes
a sharp absorption line centred at $\omega_0$ with full width at half maximum equalling to $\Gamma$. As the energy band gap for SiO$_2$ is quite large at around 9eV, the corresponding light wavelength range is at around 130nm ultraviolet light waves. But the probe light wavelength that will be used is at around 800nm, so the inter band absorption can not occur, which means the electrons resonance absorption will not happen. Moreover, the lattice vibration from the material background absorption can only happen when probing light waves is in mid-infrared region. Thus, SiO$_2$ will not display any absorption features in our probing light frequency (around 800nm). The dispersion is absence of imaginary part: scattering parameter $\Gamma = 0$. Figure 3.10 shows the dielectric constant of SiO$_2$ over a wavelength range from 400nm to 860nm, with setting the parameters $\epsilon_\infty$, $\epsilon_s$ and $\omega_0$ at 1, 2.5, 12 separately. In the following discussion, this model and parameter values will be used to express the optical property of SiO$_2$ layers in nc-Si:H sample, for fitting spectroscopic ellipsometry data of nc-Si:H sample.

![Figure 3.10: Dielectric constant of silicon oxide SiO$_2$ material, which is simulated by Lorentz oscillator model with no absorption, so there is no imaginary part.](image)

As for the c-Si substrate of the nc-Si:H sample, the four term Forouhi-Bloomer (FB) model[130] is used to simulate the complex refractive index of c-Si. This model has demonstrated excellent agreement between modelled $(n, k)$ and published measurement values for crystalline Si, Ge, GaP, GaAs, SiC etc, over a wide range of energies (0 – 20eV). Definitely, the optical property of c-Si substrate is different from nano crystalline silicon clusters (nc-Si) inside of nc-Si:H layer. Sadao Adachi[131] proposed a different way to obtain the optical constant of this kind of micro or nano cluster crystalline silicon. He called this method as Model Dielectric Function-Critical points (MDFCP). The dielectric function in the interband transition region of micro or nano crystalline silicon fundamentally depends on the electronic energy band structure[132]. Normally there are several critical points in the interband transition region. Each critical point corresponds to one imaginary component of dielectric constant. As fitting out all the sub dielectric constant, the adding value will be the imaginary part of dielectric function of this material. Then, according to Kramers-Kronig transformation[133], the real part of dielectric function can be obtained.
Originally, the four terms Forouhi-Bloomer (FB) model[130] was also deduced from the basic semiconductor energy band structure. The extinction coefficient $k$ is derived from one electron model with finite lifetime for the excited electron state and refractive index $n$ is then deduced from the Kramers-Kronig relation as the Hilbert transform of $k[130]$. The crystalline semiconductors and dielectrics have a periodic crystal structure, and long range order gives rise to the structure in $k$ containing several peaks, which are related to the symmetry points in the Brillouin zone[134, 135] and depicted as calculation terms in the dielectric function. This is similar as critical points for inter band transition region. Generally, four terms are sufficient to describe $n$ and $k$ over a wide spectral range, indicating four dominant critical point transitions[130]. For the nano crystalline silicon clusters (nc-Si), the long range ordered crystal structure could be broken and grain boundaries can also influence the optical properties, but we can continue to use this four terms model as well by just setting different parameter values in the model to indicate the strength of each critical point transition. Moreover, we can also get more information from the difference of each parameter value between c-Si and nc-Si. L.Ding et. al.[129] also used a four term Forouhi-Bloomer method to simulate bulk crystalline silicon and nano crystalline silicon materials. The spectroscopic ellipsometry data of both materials can be fitted very well to get reasonable dielectric constant results.

The description of this four terms FB model is expressed as refractive index $n$ and extinction coefficient $k$ as a function of probing light photon energy ($E$):

\[ n(E) = \sqrt{\varepsilon_\infty} + \sum_{i=1}^{q} \frac{B_{0i} \cdot E + C_{0i}}{E^2 - B_i \cdot E + C_i}, \]

\[ k(E) = \begin{cases} \sum_{i=1}^{q} \frac{A_i \cdot (E-E_g)^2}{E^2-B_i \cdot E+C_i}, & E > E_g, \, q=\text{integer} \\ 0, & E \leq E_g \end{cases} \]

where

\[ B_{0i} = \frac{A_i}{Q_i} \cdot \left( -\frac{B_i^2}{2} + E_g \cdot B_i - E_g^2 + C_i \right), \]

\[ C_{0i} = \frac{A_i}{Q_i} \cdot \left[ (E_g^2 + C_i) \cdot \frac{B_i}{2} - 2 \cdot E_g \cdot C_i \right], \]

\[ Q_i = \frac{1}{2} \cdot \sqrt{4 \cdot C_i - B_i^2} \]

The state $i$ means different symmetry points for the inter band transition region and the number of these points $q$ is defined by the crystalline semiconductor in question[22]. All parameters $A_i, B_i, C_i, \varepsilon_\infty, 4C_i - B_i^2$ should be bigger than zero. $E_g$ is the optical energy band gap and $E$ is the probing light photon energy. Then, we can make use of
this model to simulate the optical properties of nc-Si and c-Si substrate. The values of those parameters for fitting spectroscopic ellipsometry data of nc-Si:H sample are shown in table 3.3 and the modelled dielectric constants for each material are depicted in Figure 3.11. Obviously, the dielectric function of c-Si substrate is different from that of nc-Si. The real and imaginary parts of dielectric constant of nc-Si are both more than two times bigger than the values of c-Si.

![Figure 3.11: Dielectric constant of (a) c-Si substrate of nc-Si:H, and (b) nano clusters nc-Si in nc-Si:H layer, fitted from SE data. The solid lines are the real part and dotted lines are the imaginary parts of dielectric constant.](image)

Apart from the nc-Si phase inside the nc-Si:H layer, the optical property of another phase the amorphous silicon matrix also needs to be simulated. For the amorphous semiconductor material, the dielectric function can be described by Tauc-Lorentz model[131, 133], Cody-Lorentz model[136], band model[137] and tetrahedral model[138]. However, a one term Forouhi-Bloomer model can also be used to simulate the dielectric functions of amorphous semiconductors and amorphous dielectrics. As we mentioned before, the amorphous material will break down the crystal’s periodic structure and preserve the short range order. Due to the long range disorder, the symmetry critical points for the inter band transition will also disappear. Meanwhile, the short range order will play a key role in the absorption process for amorphous semiconductor material. Locally, the electronic states of the amorphous solid may be considered to be a broadened superposition of molecular-orbital states[139, 140]. Thus, a one term FB model can be used to stand for this property to express optical function of amorphous silicon (α-Si) material. And it is also quite interesting to compare the parameters between α-Si and c-Si, basing on same original FB model. Actually this dispersion relation model has been extensively verified by lots of experimental measurements, and provides a good fit to the published data for a wide variety of amorphous materials, such as α-Si, α-Si:H, α-Si3N4 or α-TiO2, over a wide range of photon energies[130, 140]. The formulation is listed as following:

\[
n(E) = \sqrt{\varepsilon_\infty} + \frac{B_0 \cdot E + C_0}{E^2 - B \cdot E + C}, \tag{3.70}
\]
$k(E) = \begin{cases} \frac{A(E-E_g)^2}{E^2-B \cdot E+C} & E > E_g \\ 0 & E \leq E_g \end{cases}$

(3.71)

where

$$B_0 = \frac{A}{Q} \cdot \left( \frac{-B^2}{2} + E_g \cdot B - E_g^2 + C \right),$$

$$C_0 = \frac{A}{Q} \cdot (E_g^2 + C) \cdot \frac{B}{2} - 2 \cdot E_g \cdot C,$$

$$Q = \frac{1}{2} \cdot \sqrt{4 \cdot C - B^2}$$

Where $A, B, C, \epsilon_\infty$ and $E_g$ are similar to those described in Equation 3.68 and 3.69. These five parameters can fully describe the dispersion relation of an amorphous material, which is represented as the refractive index $n(E)$ and extinction coefficient $k(E)$, and $A, B, C, 4C - B^2$ are all bigger than zero. This is important because $n(E)$ can not be determined from Kramers-Kronig analysis unless these conditions are met\cite{140}. The dielectric function, which will be used for the amorphous silicon matrix in nc-Si:H layer, is shown in Figure 3.12, and the parameters values of the one term Forouhi-Bloomer model are listed in table 3.3, denoted as $\alpha$-Si. Until now, we have described all the dielectric functions of each material in nc-Si:H sample. These dielectric functions will be integrated together to fit the reflectance and ellipsometry data of nc-Si:H sample, which will be discussed in following sections. In table 3.3, the $E_g$ of C-Si substrate for nc-Si:H sample has relatively high value. This maybe the optical contribution from SiO$_2$ layer on C-Si substrate, which was deposited, is a little deviation from the standard optical property in Figure 3.10. Moreover, the interfaces in nc-Si:H sample can also increase the error of fitting parameters. In fitting process, we maintained the reasonable fitting parameters for the other materials, so the uncertainty is focused on the C-Si substrate.

**Figure 3.12:** Dielectric constant of amorphous silicon $\alpha$-Si modelled by one term Forouhi-Bloomer approach, solid line represents real part and dashed line is for imaginary part.
As for the sample of porous silicon with c-Si substrate, we continue to use the four term FB model to simulate the dielectric constant of c-Si substrate and nano wires c-Si in porous silicon (PS) layer. After fitting the spectroscopic ellipsometry data, we can evaluate the dielectric functions. Figure 3.13(a) illustrates the dielectric constant of c-Si substrate of PS sample in the spectral range from 400\text{nm} to 870\text{nm}. Figure 3.13(b) describes the dielectric function of nano wires c-Si in PS layer, which is different from the dispersion relation of c-Si substrate due to the quasi one dimensional effect. At moment, all the materials, which are composing nc-Si:H and PS samples, have been modelled by Lorentz oscillator or Forouhi-Bloomer approaches to depict the dielectric functions expressing the optical properties of each sample.

3.3.2 Effective Medium Theory

Even we used Forouhi-Bloomer model to evaluate the dielectric functions of each component material in nc-Si:H and PS samples, the nc-Si:H layer and porous silicon layer are both irregularly mixing two different phases. For example, nc-Si:H layer is including $\alpha$-Si matrix and nc-Si clusters, which are inter-twined together to form the nc-Si:H layer. Porous silicon layer consists of nano wires c-Si and the empty voids, which are also intertwined with each other to generate this porous and branched layer. Thus, in order to obtain the dielectric constant of the whole layer, the influence of the microstructure on the macroscopic dielectric response should also be taken into account, apart from the modelling dielectric function of each material. We also need to notice that the diameter of nc-Si clusters is around $\sim 6\text{nm}$ and diameter of nano wires c-Si is around $\sim 10\text{nm}$, while the probing light wavelength is at around 800\text{nm}. In the cases where the typical length scale characterising feature sizes of the topology is much smaller than the probing light wavelength (long wavelength limit), one can neglect the retardation
effects and apply an effective medium theory to consider the two components mixed system as an effective medium with a macroscopic effective dielectric function $\epsilon_{\text{eff}}[89]$. If the length scale characterising feature sizes is larger than the wavelength of probing electromagnetic waves, one can accurately observe the medium and obtain more structural details. So, the size of inclusions in the mixture and the spatial correlation length of the dielectric function needs to be carefully considered with respect to the probing wavelength[141]. In general, the effective medium theory is just a kind of dielectric mixing rule to approximate and predict the effective dielectric response of the composite material. Referring to the constituent dielectric functions, the corresponding volume fraction and probably other microstructure parameters, the different algebraic formulas can be used in the mixing rule and the effective dielectric constant can be calculated. However, in most cases, we do not really know the microstructure of mixing components very well and the mixing rule is just an approximation. Even if the micro structure can be ideally realised, the relation between geometry and mixing rule can still not be computed exactly in realistic cases[89]. In order to explain the different mixing rules more simply, we just consider a two-component mixing system. One component is the host or matrix material with dielectric function $\epsilon_M$ and another one is the embedded material with $\epsilon$. Moreover, the factor $p$ is used to describe the volume fraction of matrix material and factor $f = 1 - p$ for the volume fraction of the embedded inclusions.

**Bergman representation**
A general expression for the effective dielectric function of a two-phase system and the dielectric functions of the constituents was established by Bergman[89, 142–144]. It is called the Bergman representation, involving a function named the spectral density $g$ and the basic quantity matrix volume fraction $p$. This spectral density $g$ is a normalised distribution function for so-called geometrical resonances. And these resonances illustrate the electric interactions of different parts of the system, which also characterise the micro structure as discussed in W. Theiss’ work[89, 145–147]. The Bergman representation is as following:

$$
\epsilon_{eff} = \epsilon_M [1 - (1 - p) \int_0^1 \frac{g(n, p)}{\epsilon_M - \epsilon} dn] \quad (3.72)
$$

In the equation, the spectral density $g$ and the volume fraction $p$ are used to express the influence of the micro structure on the $\epsilon_{eff}$. $\epsilon_M$ and $\epsilon$ are the another two factors for $\epsilon_{eff}$. $n$ varies from 0 to 1. Moreover, the function $g(n, p)$ does not depend on any material property but only geometry[146], which means it only expresses the micro structure. As we mentioned before, there is no explicit relationship established between $g(n, p)$ and a specific given geometry in most cases. We only can experientially adjust spectral density to reproduce experimental spectra, according to J. Sturm work[148–150]. Basing on this general valid effective medium approximation, D. Stroud researched brine-saturated rocks geometry structure and dielectric permittivity[151], Kunal Ghosh[152] particularly discussed about porous media and some scaling laws were proposed in the context of random resistor networks. Especially for porous media, W. Theiss[89] proposed a three-parameter formula for controlling the shape of the spectral density, which is a rather simple approach to handle the general Bergman representation. The three parameters are porosity, the percolation strength and a broadening parameter $d$ of resonances for almost isolated particles:

$$
g(n, p) = g_0 \delta(n) + \frac{3 \sqrt{3} g_0}{2 \pi n (1 - p)^2} [p^2 (1 - n)^{2/3} + p (1 - p) \frac{1 - n}{n} (1 - n)] + (1 - \frac{g_0}{(1 - p)^2}) \frac{3}{4d^2} (n - \frac{p}{3})^2 + \frac{3}{4d} \frac{\theta(p/3 - d + n) \theta(p/3 + d - n)}{\sqrt{d}}. \quad (3.73)
$$

Obviously, the spectral density $g(n, p)$ is composed of three parts: (1) the delta-function is used to represent the percolation of the particles; (2) the second term takes into account a broad distribution of resonances to characterise a dense particle system; (3) the third term generates a peak with flexible width $d$, which represents the isolated particles with weak interaction, $\theta$ is the Heaviside step function. The third term is an inverted parabola with a maximum at $p/3$. At the position $n = p/3 - d$ and $n = p/3 + d$, the parabola cuts the $n$-axis.
Maxwell Garnett & Bruggeman & Looyenga

Apart from the Bergman theory, Maxwell-Garnett\cite{153}, Bruggeman\cite{154, 155} and Looyenga\cite{156} also derived expressions for the effective dielectric function of inhomogeneous system. Actually, they are all based on special assumptions about similar topologies: in most cases ensembles of spheres are supposed to interact in a mean local field\cite{150}. Thus, all the formulas of these models are just special cases under the Bergman representation and each formula corresponds to one typical spectral density. Each mixing formula has been expressed with the corresponding spectral density by J. Sturm\cite{150}. We will discuss these simple models one by one and choose the suitable one to evaluate the effective dielectric constant of mixing components layer: nc-Si:H and PS.

(a) Maxwell Garnett

The Maxwell Garnett formula is a very old and excellent mixing rule, which is proposed basing on the Clausius-Mossotti relation\cite{153}. The formula is given by:

\[
\frac{\epsilon_{\text{eff}} - \epsilon_M}{\epsilon_{\text{eff}} + 2\epsilon_M} = f \frac{\epsilon - \epsilon_M}{\epsilon + 2\epsilon_M}
\]

(3.74)

Where \(f\) is the volume fraction of embedded material. In the three dimensional case\cite{157, 158}, the formula should be

\[
\epsilon_{\text{eff}} = \epsilon_M \cdot \frac{\epsilon(1 + 2f) - \epsilon_M(2f - 2)}{\epsilon_M(2 + f) + \epsilon(1 - f)}
\]

(3.75)

The corresponding spectral density is featuring as one sharp resonance:

\[
g(n, f) = \delta(n - \frac{1}{3} - f)
\]

(3.76)

This indicates that the Maxwell Garnett model is expected to be valid at low volume fraction of embedded spherical particles, which are sparsely dispersed inside a matrix component. Due to the large distance between particles, the embedded particles can not form an infinite connected network. This particular microstructure restriction precludes the existence of a percolation threshold\cite{159}. Thus, the Maxwell Garnett model is mostly typical for a material with dilute inclusions in the embedding matrix.

(b) Bruggeman

Bruggeman effective medium approximation (EMA) is the most frequently used formula to simulate the effective dielectric constant of a heterogeneous material\cite{160, 161}. The formula is described as

\[
(1 - f) \frac{\epsilon_M - \epsilon_{\text{eff}}}{\epsilon_M + 2\epsilon_{\text{eff}}} + f \frac{\epsilon - \epsilon_{\text{eff}}}{\epsilon + 2\epsilon_{\text{eff}}} = 0
\]

(3.77)
The derivation of $\epsilon_{eff}$ is based on the assumption of self-consistency, which means the material surrounding the inclusions can be considered as a homogeneous matrix material. Even though the Bruggeman EMA model is relatively simple, this approximation can give a description of percolation phenomenon[162] and this is one of the reasons for its wide use in different kinds of mixed phase materials. Meanwhile, Equation 3.77 also displays that the Bruggeman EMA formula is symmetric with respect to the interchanging between inclusion component and matrix component. The solution of this equation to obtain $\epsilon_{eff}$ is expressed as

$$\epsilon_{eff} = \frac{1}{4}\{\epsilon_M(2 - 3f) + \epsilon(3f - 1) + \sqrt{[\epsilon_M(2 - 3f) + \epsilon(3f - 1)]^2 + 8\epsilon_M \cdot \epsilon}\}$$  (3.78)

The spectral density of Bruggeman EMA is as following:

$$g(n, f) = \frac{3f-1}{2f}\theta(3f - 1)\delta_+(n) + \frac{3}{4\pi f n}\sqrt{(n - n_L)(n_R - n)}$$

with

$$n_{R/L} = \frac{1}{3}(1 + f \pm \sqrt{2f - 2f^2})$$  (3.79)

As we can see the spectral density contains a continuous distribution of resonances and a sharp resonance. The sharp resonance depends on the inclusions volume fraction $f$. This can be more realistic than just one resonance in Maxwell Garnett model, especially for irregularly shaped particles and high inclusion volume fraction material. Moreover, it can predict the percolation behaviour when the inclusions volume fraction $f$ is high enough to form a continuous network. When $f > 1/3$, the inclusions can form an infinite connected network. At $f < 2/3$, the matrix is in the state of continuous network. When $1/3 < f < 2/3$, both components are connected in the symmetric microstructure and the anomalous dispersion effect is generally absent, which is unlike the dispersion microstructure. In conclusion, the Bruggeman EMA can not only cover the Maxwell Garnett sparsely dispersed microstructure, but also represent the aggregate or random-mixture microstructure. Niklasson[161] and Hongru Ma[159] provided more comparable information about these two models. Goncharenko[162] summarised why Bruggeman EMA is much more preferable than others for predicting effective dielectric functions. In the simulation section, we also chose the Bruggeman EMA to do the fitting for nc-Si:H and PS samples.

(c) Looyenga

Looyenga model only involves just one parameter volume fraction $f$ to determine the effective response in electromagnetic field. The formula is deduced by H.Looyenga[156] as following:

$$\epsilon_{eff}^{1/3} = (1 - f)\epsilon_M^{1/3} + f\epsilon^{1/3}$$  (3.80)
The spectral density shows a very broad continuum of resonances, which is described as

\[ g(n, f) = f^2 \delta_+(n) + \frac{3\sqrt{3}}{2\pi} \left( (1 - f)^2 (n - 1)/n \right)^{1/3} + f (1 - f) ((n - 1)/n)^{2/3} (1 - \delta_{0,n}) \]  

(3.81)

This is advantageous for rather densely packed composites and disadvantageous for dilute particles system.

Comparing all the different effective medium theories, the Bruggeman EMA theory would be a suitable choice. As we mentioned in the above discussion, the model is rather simple compared to Bergman theory. The spectral density and percolation behaviour have both been considered inside of this Bruggeman model. Meanwhile, it can cover the dilute system and densely system with symmetric expression. This model has also been widely proved it can be successfully applied in different fields[160]. But, the Bruggeman model does not predict the plasmon resonance. We will use this Bruggeman EMA to express the effective response of nc-Si:H and PS material in electromagnetic field.

3.3.3 Simulation

![Schematic structures of (a) nc-Si:H sample and (b) PS on c-Si substrate sample.](image)

Figure 3.14: Schematic structures of (a) nc-Si:H sample and (b) PS on c-Si substrate sample.

Basing on the previous discussions, the optical models of hydrogenated nano crystalline silicon (nc-Si:H) sample and porous silicon (PS) on c-Si substrate sample can be constructed. Through simulating and fitting the measurement data of reflectance transmittance and ellipsometry, the dielectric function of researched material can be evaluated.

Figure 3.14(a) schematically describes the basic structure of nc-Si:H sample. The top layer and third layer are both silicon oxide material, SiO$_2$, whose dielectric constant is modelled by the classical Lorentz model. The corresponding parameters are same for these two layers, which are illustrated in Section 3.2.1. The c-Si substrate and nc-Si inclusions are simulated by the four term Forouhi-Bloomer model, with different parameters values due to the different microstructure. Meanwhile, the dielectric function
of amorphous phase silicon (α-Si) is defined by the one term Forouhi-Bloomer model. Eventually, the Bruggeman EMA model is applied to express the effective dielectric response of second layer by mixing the dielectric constants of nc-Si and α-Si components. According to Raman scattering measurement data, the volume fraction $f$ of nc-Si inclusions is estimated as around 0.35. To this end, the simulated optical model for nc-Si:H sample is constructed. This means the optical property of each layer in nc-Si:H sample is depicted as the corresponding dispersion relation, and the structure information about thickness for each layer has been confirmed by SEM measurement. Finally, we can calculate reflectance $R_{\text{cal}}(\lambda)$, transmittance $T_{\text{cal}}(\lambda)$ and ellipsometry parameters $(\psi_{\text{cal}}(\lambda), \Delta_{\text{cal}}(\lambda))$ with the help of transfer matrix method under a fixed incident angle. Then, comparing to the experimental data $R_{\text{exp}}(\lambda)$, $T_{\text{exp}}(\lambda)$ and $(\psi_{\text{exp}}(\lambda), \Delta_{\text{exp}}(\lambda))$, the fitting process is carried on by adjusting the parameters of optical model to minimise the mean square error (MSE) between calculation and measurement values. For example, the MSE for fitting ellipsometry data can be expressed as following:

$$MSE = \frac{1}{2N-M} \sum_{i=1}^{N} \left[ \left( \frac{\psi_{\text{cal}}}{\psi_{\text{exp}}} - 1 \right)^2 + \left( \frac{\Delta_{\text{cal}}}{\Delta_{\text{exp}}} - 1 \right)^2 \right],$$

(3.82)

where $N$ is the number of data points in the spectral region of ellipsometry measurement. $M$ is the number of variable parameters in the model, which we set to constant value 6. $\sigma$ is the standard deviation on the experimental data points. This is assumed to be 1, meaning there is no deviation for measurement results. $\psi_{\text{exp}}$ and $\Delta_{\text{exp}}$ are the measurement values, while $\psi_{\text{cal}}$ and $\Delta_{\text{cal}}$ are the corresponding calculation values\[129]\.

From this way, the loop of fitting program can be built to minimise the MSE and optimise the fitting results in an iterative fitting procedure, as shown in Figure 3.15 with
a flowchart of the simulation procedure. After we determined the dielectric function of each material and thickness $d$ for each layer and volume fraction of inclusions $f$, we also need to check whether the simulated parameter values are physically reasonable. For example, all the values should be bigger than zero and $E_g$ energy gap should be in the reasonable range. This corresponds to the 'Judgement' section in the flowchart, Figure 3.15. If the parameter values are not reasonable, we need to modify the optical model to make it much more realistic, or we can also choose other dielectric function models such as Tauc-Lorentz, Sellmeier and Cauchy models.

As for the spectroscopic ellipsometry measurement, a commercial ellipsometer, Horiba Jobin-Yvon UVISEL, has been applied firstly to measure the $(\psi(\lambda), \Delta(\lambda))$ of nc-Si:H sample in the spectral range from 400 $nm$ to 870 $nm$. Moreover, the lab built RCE system was also used to measure the sample and check the accuracy of RCE system. As the probe centred at around 800 $nm$, the spectrum range can only be available from 760 $nm$ to 820 $nm$. The lab built RCE system is specially used for the pump probe ellipsometry measurement, but it can also be used as the common ellipsometry by blocking the pump beam. The next section will provide more information about calibration and detection of the pump-probe RCE system.

![Ellipsometry data](image)

**Figure 3.16:** Ellipsometry data $(\psi(\lambda), \Delta(\lambda))$ and fitting results between 400 $nm$ and 870 $nm$ for nc-Si:H sample; circle dotted lines are the data from Horiba commercial ellipsometer; blue solid lines are measured by lab built RCE, covering from 760 $nm$ to 820 $nm$, both of them are measured under 70° incident angle; red solid lines are the optical model fitting results.

Figure 3.16 shows the black circle dotted data $(\psi(\lambda), \Delta(\lambda))$ of nc-Si:H sample from Horiba commercial ellipsometer measurement, in the spectral region between 400 $nm$ and 870 $nm$. The blues lines data are measured by the lab built RCE system, which only covers the spectral range from 760 $nm$ to 820 $nm$. The incident angle is fixed at 70° for both of them. The blue lines are almost coincident with black circle dots between 760 $nm$ and 820 $nm$. So, the accuracy of lab built RCE system can be verified that it is good.
Figure 3.17: Spectral reflectance measurement under normal incident angle, dotted line is the data and red solid line is the calculated results from optical model.

enough to measure the ellipsometry \((\psi, \Delta)\) of a sample. Then, the optical model fitting results are shown as red solid lines, which are overlapped with the Horiba and RCE measurement data. From the fitting, we finally identified the parameters values of each dielectric function. These parameters are listed in table 3.3, which have been discussed in dispersion relation section. And the corresponding dielectric functions are also plotted in figures of section 3.2.1. As for the structure parameters, thickness \(d\) and inclusions volume fraction \(f\) are listed in table 3.4. We can see the thickness value of each layer for nc-Si:H sample is around same as the value obtained from SEM. The inclusions volume fraction is also around same as the obtained value from Raman scattering. Furthermore, we can also get the effective dielectric function of the mixing components layer, which is shown in Figure 3.18 within the spectral range from 400\(\text{nm}\) to 870\(\text{nm}\). The results of the ellipsometry are also cross-checked by spectral reflectance measurement at near normal incident angle. The same structure parameters and dielectric function for each material are used in the optical model to fit the spectral reflectance data. The reflectance fitting curve and measurement data are shown in Figure 3.17. Both of two lines are almost coincident with each other, which also demonstrates that the optical model is precise to describe the optical properties of nc-Si:H sample. In the ultrafast dynamics research, the pump probe time resolved measurement will be performed on the nc-Si:H sample, basing on the retrieved effective dielectric function in spectral range from 760\(\text{nm}\) to 820\(\text{nm}\), as shown the subfigure in Figure 3.18. In this range, the real part \(\epsilon_{\text{refl}}\) drops monotonically from 12.25 to 11.8 and the imaginary part \(\epsilon_{\text{imf}}\) decreases from 0.05 to 0.02. This estimation result is consistent with the previously published works on nc-Si:H and \(\mu\text{c-Si:H}[85, 86, 163, 164]\).

Regarding the sample of PS layer on c-Si substrate, the same simulation process can be done to evaluate the effective dielectric constant of PS layer. Figure 3.14(b) depicts the basis structure of the sample. The PS layer is composed of void inclusions and nano wires c-Si matrix. The porosity or void volume fraction is estimated at 69% by gravimetric method and c-Si nano wires diameter is estimated as \(\ll 50\text{nm}\) by SEM images. The
Figure 3.18: Effective dielectric function of the nc-Si:H layer, which is composed by nc-Si inclusions and α-Si matrix, $\epsilon_{eff} = \epsilon_{reff} - i \cdot \epsilon_{ieff}$, obtained from measurements shown in Figure 3.16 and simulations of the multilayer optical model. Left and right axes correspond to the real and imaginary parts of the complex dielectric function, respectively. Inset: an enlarged portion of the spectra between 750 and 825 nm.

The thickness of PS layer is around 700 nm from SEM cross-section images. The void dielectric constant $\epsilon_{void} = 1$. The dielectric function of nano wires c-Si and c-Si substrate are both modelled by four terms Forouhi-Bloomer method. The Bruggeman EMA model is applied to express the effective dielectric function of the PS layer, which involves void inclusions and nano wires c-Si matrix. So, referring to the simulation Flowchart 3.15, the experimental data ($\psi^{exp}(\lambda), \Delta^{exp}(\lambda)$) can be fitted by the constructed optical model and transfer matrix method. Figure 3.19 shows the measurement data from the Horiba and RCE systems as black circle dots and blue solid lines, respectively. The fitting results from the optical model are displayed as red solid lines. The accuracy of RCE system is verified again and the optical model has nearly identical ($\psi^{cal}(\lambda), \Delta^{cal}(\lambda)$) to the measured data. Thus, the corresponding parameters of dielectric functions for c-Si substrate and nano wires c-Si are obtained and listed in table 3.3. Moreover, the structure parameters in fitting are expressed in table 3.4. The thickness $d$ of PS layer is fitted as 800 nm, which is a little bigger than SEM measured value 700 nm. This could because the interface between PS layer and substrate is hard to be ideally identified, which leads to the error of the thickness measurement. The porosity $f$ is fitted as 0.7517, which is also a little bigger than gravimetric measurement value 0.69. Meanwhile, the effective dielectric constant of PS layer was obtained using the Bruggeman EMA model, which is shown in Figure 3.20. Actually, the value of the real part of effective dielectric function is close to that of SiO$_2$ material. Comparing to previous published work on the dielectric constant of porous silicon [90, 165–167], the dielectric function obtained from fitting the ellipsometry data is reasonable in the wavelength range from 750 nm to 850 nm. $\epsilon_{reff}$ is dropping from 1.82 to 1.76 and $\epsilon_{ieff}$ decreases from 0.017 to 0.003. We will focus on this spectral range in the ultrafast dynamics research.
Figure 3.19: Ellipsometry data ($\psi(\lambda), \Delta(\lambda)$) and fitting results in spectral region between 200nm and 880nm for the sample of PS layer on c-Si substrate; circle dotted lines are the data from Horiba ellipsometer; blue solid lines are measured by lab built RCE, covering from 760nm to 820nm. 70° incident angle is fixed for both of them; red solid lines are the fitting results.

Figure 3.20: Effective dielectric constant of PS layer in (a) spectral range from 400nm to 880nm and (b) spectral range from 750nm to 850nm.

<table>
<thead>
<tr>
<th>Sample</th>
<th>$d_1$</th>
<th>$d_2$</th>
<th>$d_3$</th>
<th>$f$</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>nc-Si:H</td>
<td>10.045nm</td>
<td>475.28nm</td>
<td>188nm</td>
<td>0.3537</td>
<td>0.0008</td>
</tr>
<tr>
<td>PS</td>
<td>800nm</td>
<td>-</td>
<td>-</td>
<td>0.7517</td>
<td>0.0025</td>
</tr>
</tbody>
</table>

Table 3.4: Structure parameters: thickness $d$ and volume fraction $f$, obtained from fitting ellipsometry data. For nc-Si:H sample, $f$ is the nc-Si inclusions volume fraction; for PS sample, $f$ is the porosity.

In conclusion, the dielectric functions and sample structure parameters all can be estimated from fitting the spectroscopic ellipsometry data. Meanwhile, the Bruggeman EMA model is good enough to express the effective dielectric constant of material with mixing phases. From this way, we can realise the basic optical properties of a sample under the probing light frequency. If we use another higher intensity pump pulse to interact with the semiconductor sample, the sample would be activated and free carriers
(electrons and holes) would be excited during the interaction. These excited carriers will result in the variation of the optical properties of the sample. Then, a decay process of this optical property change will be followed. In order to detect the optical properties variation after pump excitation, a weaker probe pulse is applied. The optical path length of the probe pulse is precisely controlled comparing to the pump pulse, for the time resolved monitoring of the decay process of the optical property change. Obviously, reflection transmission and ellipsometry are still the general approaches to be performed on monitoring the dielectric function variation after pump pulse excitation. From this detecting process, the ultrafast dynamics information of researched samples can be fully revealed.

3.4 Ultrafast Time-Resolved Spectroscopy

The optical spectroscopic measurements and analysis methods have been illustrated in the above sections. As shown, the information about the electronic band structure of semiconductors and the properties of surfaces and interfaces can all be explored by optical spectroscopy methods, which include the detections of the reflection, transmission and ellipsometry. Actually, when combined with the ultrafast laser system, the optical spectroscopy approaches can reveal more informations about non-equilibrium, nonlinear, relaxation and transport dynamics of semiconductors[2], termed 'ultrafast time-resolved spectroscopy’. In the following sections, we will make an overview of the ultrafast time-resolved research techniques based on the optical spectroscopic methods.

Ultrafast laser pulses are a unique tool for the excitation and ‘stop-action’ measurements of ultrafast microscopic and quantum mechanical processes in materials[168]. Here, a femtosecond pulsed laser is used to do time resolved spectroscopic studies of ultrafast dynamics processes in solid state materials. Generally, the pump probe approach is the main method to do the ultrafast time resolved research. The ultrafast laser beam is split into two beams by a beamsplitter, one with high intensity, used to excite the semiconductor sample, and coined the pump beam. Another one with low intensity, is termed the probe beam, and is used to detect the variation of the sample’s properties after pump excitation. By controlling the optical path length of the probe pulse compared to that of pump pulse, the phenomena induced by the pump can be time-resolved on femtosecond time-scales by the probe beam. This is just like a high-speed electronic flash to make stop-action photographs of rapid mechanical motions of macroscopic objects[168].

Figure 3.21 shows the schematic non-collinear pump probe approach. An intense pump pulse firstly excites the medium into non-equilibrium state. Generally, for the semiconductor material, as long as the pump photon energy is bigger than the energy band gap
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Figure 3.21: Schematic non-collinear pump probe approach. A pump pulse with high intensity excites a medium. After a time delay $\Delta t$, a weak probe pulse impinges upon the excited area to detect the variation of excited state medium.

of material, the absorption of pump photons will induce dense free carriers inside the material. The dense excited carriers may also result in variations of the band gap and lattice temperature, etc.[169]. As the excited state of the medium is probed by another, weaker, external electromagnetic field, the dielectric function is the first physical parameter to be considered in describing the pump induced internal dipoles polarisation.

In brief, the optical properties of the excited state are monitored by the probe beam and described using the dielectric function. So, all the excited phenomena can be summarised into the variation of dielectric function. To explain it more clearly, the optical property of the excited state is represented by $\epsilon(t)$, which can be expressed as following formula

$$\epsilon(t) \rightarrow \epsilon_{t<t_0} + \Delta \epsilon(t - t_0).$$ \hspace{1cm} (3.83)

Here, $\epsilon_{t-t_0}$ express the unperturbed optical property of the medium and $\Delta \epsilon(t - t_0)$ means the induced variation of optical property at time $t$ following the pump excitation time $t_0$. In order to detect the optical property of the excited state medium at different time, $\epsilon(t)$, a probe pulse is arriving at the excited area with time delay $\Delta t$ after the pump pulse, which is shown in Figure 3.21. This time delay $\Delta t$ is actually the time difference between the detection time $t$ and excitation time $t_0$. Normally, the intensity of the probe pulse is kept low to avoid inducing any further perturbation to medium.

With precise control of the optical path length of the probe pulse, the transient change of the optical properties can be mapped as a function of time delay, $\epsilon(\Delta t)$, through detecting the probe pulses.

Similarly, to realise the dielectric function of the medium at different time delay after the pump excitation, the basic optical spectroscopy methods can be applied, such as measuring the reflection, transmission and ellipsometry of the probe beam. Basically, $\epsilon(\Delta t)$ is dependent on the excited carrier concentration, carrier-carrier scattering rate, etc. To reveal the physical meaning of the values of $\epsilon(\Delta t)$, a theoretical modelling
approach needs to be proposed to indicate the interpretation of dynamics process from the time resolved measurement data\cite{47}.

We will use the time-resolved spectroscopic pump-probe reflection, transmission and ellipsometry methods, to investigate the ultrafast dynamics process of nano structured silicon. For instance, the pump probe transmission measurement can be used to reveal the changes in time-resolved absorption, pump probe reflection tends to be more sensitive to the changes in refractive index as well as changes in the absorption\cite{168}. As for the spectroscopic pump probe ellipsometry, it can not only provide the amplitude ratio between reflected $p-$ and $s-$ polarised light waves, but also afford the phase difference between those two, from the excited sample. Finally, through exploring dielectric function $\epsilon = \epsilon_r - i \cdot \epsilon_i$ of excited sample, we can surmise key facts about ultrafast carrier dynamics.

### 3.4.1 Pump-probe Reflection and Transmission

In this subsection, the time-resolved pump probe reflection and transmission measurements will be introduced to investigate the dielectric constant of excited state evolving on the femtosecond time scale. Generally, the setup is constructed to measure the reflection and transmission incorporating the pump probe setup. The pump beam is used to create the perturbation for the medium and probe beam is for detecting the optical properties of the excited state. Moreover, in the pump-probe system geometry, the incident angle and the photons energy should be considered carefully. We also need to notice that the response time of detector is $\sim 1ns$ and the time width of laser pulse is $\sim 60fs$, moreover the laser pulse period is 1ms and the detected signal is integrated and averaged. The one dimensional steper motor can control the minimum step distance of the retroreflector in less than one micrometer ($1fs \rightarrow 0.15\mu m$). The time resolution was determined by the time width of laser pulse. A schematic of the pump probe setup, which was built in our lab, is shown in Figure 3.22.

A Coherent Ti: sapphire femtosecond laser system is used in our lab. The ultrafast seed pulses are first generated by a mode-locked Micra oscillator. These seed pulses have 80MHz repetition rate, around 400mW average power and spectral centre at $\sim 800nm$. Then, the seed pulses are provided into stretcher to broaden the pulses time width. This is done to avoid the breakdown of the optics inside the regenerator when amplifying the pulses power. In the regenerator, the stretched seed pulses are amplified by another Ti:sapphire laser system, which is pumped by evolution Q-switched Nd:YLF laser with 527nm wavelength. After the amplification, the average power of produced pulses can reach up to 4.3W. Then, the time width of amplified pulses are compressed as short
Figure 3.22: Schematic time-resolved pump probe reflection and transmission measurement setup. The output laser from compressor is split into pump and probe beam. A retroreflector is mounted on an automated translation stage to control the optical length of probe beam and generate the time delay ($\Delta t$) comparing to pump beam. Finally, the pump and probe beam are spatially overlapped on the sample surface. One detector is used to measure the reflection and another one for transmission. A LabView program is set to control the setup by computer.

as possible in the compressor. The final output laser pulses have average power value at around 3.5W, the repetition rate at 1kHz and pulse time width of about 60fs. The centre spectra of output pulses is still at around 800nm. With the help of commercial intensity autocorrelator, the time width of output pulses can be measured, which is displayed in Figure 3.23(a). From a Gaussian fit, we can know the full width at half maximum (FWHM) in time is $\sim 60$fs. Moreover, we can use a spectrometer to check the output spectra of laser pulses, which is shown in Figure 3.23(b). From this figure, we can see the output spectral region of laser beam has a Gaussian shape distribution and the spectral range is from around 760nm to 830nm, which is also the detecting range in the spectral pump probe experiments.

Then, a beamsplitter is used to split the source laser into two parts. The reflection part has 98% power and transmitted part has around 2% power. The transmitted beam is used as the probe and the reflected beam as the pump. The optical path length of the probe pulses can be automatically adjusted by a retroreflector, which is mounted on a motorised, one dimensional translation stage with sub-$\mu$m control. As we know the light velocity is $3.0 \times 10^8$ m/s, 1fs corresponds to a 0.15$\mu$m movement of the retroreflector. Considering the time width of pulses 60fs, the scanning step is set as 50fs, corresponding
to 7.5µm step distance for retroreflector. Through this method, we can precisely control the time delay between probe pulse and pump pulse. Then, the probe beam is attenuated to be less than 5µW by a neutral density filter. The polarisation of probe beam is adjusted through a polariser. The pump beam traverses a fixed optical path. We can also utilise the light frequency converter (TOPAS) to convert the 800nm of the input laser into other spectral laser pulses in the optical path of pump beam. As laser beam need pass through several nonlinear crystals inside of TOPAS, the time width of pump pulse was stretched. Then, the average power of pump beam can be adjusted using an attenuator, basing on a combination of a rotatable half wave plate and near Brewster angle reflection from a prism. After the prism reflection, the pump beam is s– polarised. But, the final polarisation of pump beam can be determined by another half wave plate.

If the spectra of the pump and probe beam are identical with each other, we set the polarisation to be orthogonal to each other to avoid interference. Moreover, the transmitted and reflected pump beam are both blocked. The sample is mounted on a holder, which can be rotated to perform different incident angle measurements. The pump and probe spots diameter are focused to ∼ 500µm and ∼ 50µm respectively on the sample surface by different lenses. Their non-collinear spatial overlap is checked using a CCD camera with magnifying lens. The angle difference between probe and pump beam is set at ∼ 20°. Then, the transmitted and reflected probe beam are measured by biased silicon photodiodes connected to separate lock-in amplifiers. We can also replace the two photodiode detectors with two spectrometers to perform the spectroscopic reflection and transmission measurements in the probing spectral range from 770nm to 820nm. The measured signal intensity as the function of time delay and spectra can indicate the interesting observations on sample’s properties, including the electronic band structure, plasma frequency, absorption and scattering dynamics[22, 170].

Figure 3.23: (a) Time width of laser pulse data shown as black circle line and Gaussian fitting shown as red line; (b) Spectral distribution of the output laser: black circle line is the data and red line is the Gaussian fit.
3.4.2 Pump-probe Ellipsometry

From the pump probe reflection and transmission measurements, we can only detect the information about amplitude variation of the probe beam as a function of the time delay and the probe wavelength. However, as we mentioned before, the spectroscopic ellipsometry can not only get the amplitude ratio information between $p-$ and $s-$ polarised components, but also reveal the phase difference between them. If we can combine the ellipsometry technique with the pump-probe approach, the dielectric function $\epsilon = \epsilon_r - i \cdot \epsilon_i$ of the excited state medium can be determined more precisely.

The technique of rotating compensator ellipsometry (RCE), which has been illustrated in section 3.2.3.3, is combined into pump probe measurement and $PSCRA$ (polariser-sample-rotating compensator-analyser) configuration is set into probe beam. The pump beam is still used to excite the sample. The schematic is shown in Figure 3.24.

![Figure 3.24: Schematic of pump probe rotating compensator ellipsometry system.](image)

After the pump beam excites the sample, the time delay between probe and pump can be fixed at a value ($t$) by controlling the optical path length of probe beam. Then, the non-collinear incident probe beam with $s-$ polarised sate is firstly adjusted to $45^\circ$ linear polarisation by an Edmund optics linear high-contrast (10000 : 1) glass broadband (750nm – 1400nm) polariser, which is prior to impinging upon the excited area of sample. The $45^\circ$ linearly polarised state is necessary to simplify the progress of processing measurement data, which provides the equal amplitudes and equal phases of light waves in $p-$ and $s-$ polarised directions. After interacting with the excited area of sample, the residual of reflected probe beam will pass through a combination of rotating compensator and $0^\circ$ analyser. Then, the signal is detected by a photodiode or spectrometer. The compensator is an Edmund Optics broadband (700 – 1000nm) achromatic quarter ($\lambda/4$) wave plate, precisely controlled by a New Focus motorised 'ground-worm gear'.
rotation mount, providing the accurate rotation of the optic to 0.01°[22]. The analyser is a Thorlabs Glan-Thompson polariser with an extinction ratio of 100000 : 1 and the operating spectral range can be from 350 nm to 2.3 µm. Finally, while rotating the compensator from 0° to 360° and identifying with the analyser, the intensity of reflected probe beam is detected by a spectrometer. In summary, the detected intensity is the function of probing spectrum, compensator angle and time delay, which denotes as $I_{probe}(\lambda, C, t)$. Data $I_{probe}(\lambda, C, t)$ will be further processed to obtain the ellipsometry parameters $(\psi(\lambda, t), \Delta(\lambda, t))$ according to the Boer’s method[128] in section 3.2.3.3. Then, the time delay can be moved to another value and the same process is still applied to find the corresponding ellipsometry parameters. It is also worth mentioning that the polarisation of pump beam should be orthogonal to the probe in pump probe ellipsometry measurement to avoid interference.

As we discussed in section 3.2.3, the pump probe ellipsometry approach has more advantages. Especially for multilayer structured opaque sample with low absorption coefficient, the pump probe ellipsometry can be an ideal choice to monitor the variation of the dielectric function. As the phase difference $\Delta$ has a large change at around Brewster’s angle, the incident angle of probe beam is set at around Brewster angle of sample for the accurate ellipsometry measurement[99]. However, the pump probe ellipsometry is not always useful for all samples. When the sample is hard to be excited, the high pump fluence is normally needed. The RCE system needs around ten minutes to rotate the compensator from 0° to 360° in one measurement. This long time detection at each time delay could destroy the sample due to the accumulation of heating from the pump excitation. The porous silicon material is quite easy to damage with long detection time, due to the low thermal conductivity[171, 172]. So, the pump probe reflection and transmission will be the better choices to research ultrafast dynamics property of this material.

3.4.2.1 Polariser and Analyser Calibration

From the setup, we can see the polariser angle should be at 45° and analyser angle should be exactly at 0°. Thus, before performing the measurements, it is necessary to calibrate the analyser (A), polariser (P) and compensator (C) scales for reducing the systematic errors in RCE system and ensuring the reliability of measurement[173]. The calibration is particularly important. Because a very small deviation of the optical element can lead to a large error in ellipsometry parameters $(\psi, \Delta)$, especially when the sample in question has a low absorption coefficient[174].
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The method for calibrating the polariser (P) and analyser (A) is discussed by McCrackin et al. [100] and then improved by Ghezzo [175]. Firstly, the compensator is taken out of the probe beam PSCRA configuration and the pump beam is blocked. Then the polariser angle (P) is rotated to approximately 0°, of which fast axis is parallel to the plane of incidence. The analyser angle (A) is rotated to about 90°, of which fast axis is approximately perpendicular to the incident plane. A highly reflective surface sample is put into the sample holder, which normally is a chemically-mechanically polished crystalline silicon slice. We know the ellipsometry parameter ∆ of c-Si experiences a big change of π when the incidence angle is at Brewster’s angle 75°, which is shown as Figure 3.7(a). This property is applied to calibrate P and A. The incident angle of probe beam is chosen to be below the silicon Brewster angle 75° in the first case. Referring to McCrackin [100], the intensity of detected light can be written as

\[ I = 4L^2 + \frac{4\chi^2}{\tan^2\psi\sin^2\delta} - \frac{8L\chi}{\tan\psi}(\cos\Delta - \sin\Delta) \quad (3.84) \]

Where \( L = A - \pi/2 \), \( \delta \) is the phase difference between \( p- \) and \( s- \) components of the transmitted light waves from polariser and \( \chi \) is related to the polariser angle as [100]:

\[ P = \frac{\chi}{\tan\delta} \quad (3.85) \]

Using above two equations 3.84 and 3.85, the expression of intensity \( I \) can be rewritten as

\[ I = 4L^2 + \frac{4}{\tan^2\psi}(\chi^2 + P^2) - \frac{8L}{\tan\psi}(P\cos\Delta - \chi\sin\Delta) \quad (3.86) \]

As the analyser angle A is at around 90°, a minimum detected light intensity can be acquired by requiring the polariser angle \( P \) satisfies \( \partial I/\partial P = 0 \). Thus, the following equation 3.87 can obtained with considering \( \delta = 0 \):

\[ P = (A - \pi/2)\tan\psi\cos\Delta \quad (3.87) \]

Regarding the equation 3.87, where \( \psi, \Delta \) are both constant values, if the polariser angle \( P \) and analyser angle \( A \) are satisfied in this relation, the minimum detected intensity can be obtained. Thus, a set of data \( (A, P) \) can be found under one probing incident angle, which are shown as one of linear lines in Figure 3.25. This procedure is repeated for three different incident angles, where red black and pink lines data are acquired under 55°, 65°, 80° respectively. As another incident angle is used, another new set of linear curve data can be obtained, which can formulate as following equation

\[ P = (A - \pi/2)\tan\psi\cos\Delta \quad (3.88) \]
Eliminating the $A - \pi/2$ from equation 3.87 and 3.88, we can get

$$P(1 - \frac{\tan\psi\cos\Delta}{\tan\bar{\psi}\cos\bar{\Delta}}) = 0 \quad (3.89)$$

If the one incident angle is bigger than Brewster’s angle of the polished c-Si and another one is smaller, the following relation can be obtained[100]

$$\frac{\tan\psi\cos\Delta}{\tan\bar{\psi}\cos\bar{\Delta}} < 0 \quad (3.90)$$

As we have realised that the relation $(\tan\psi\cos\Delta)/(\tan\bar{\psi}\cos\bar{\Delta}) \neq 1$ can be satisfied under the any two different incident angles detection for polished c-Si, so the $P = 0$ is the only solution of equation 3.89, which corresponds to $A = 90^\circ$ in term of equation 3.87 or 3.88. The acquired data curves will be intersected in one point, which looks like in Figure 3.25. From this crossing point, both of the polariser and analyser are accurately calibrated. The true position of polariser and analyser can be aligned with the scale readings on the housing of these optics. Moreover, it will be difficult to align $P$ and $A$ when incidence angle is at Brewster’s angle, which is shown as the flat blue line relationship between $P$ and $A$ under $75^\circ$ Brewster angle of c-Si in Figure 3.25.

![Figure 3.25](image_url)

**Figure 3.25:** Calibration of the azimuths of polariser and analyser for pump probe RCE system. The four lines correspond to different incident angles of probe beam, and the exactly orthogonal point between $P = 0^\circ$ and $A = 90^\circ$ is picked from the four lines crossing point, of which housing scales read $P' = 7.5^\circ$ and $A' = 90.85^\circ$.

### 3.4.2.2 Compensator Calibration

After calibrating the polariser and analyser, the polariser angle $P = 45^\circ$ and analyser angle $A = 0^\circ$ can be accurately fixed. Next, we need to calibrate the compensator $\lambda/4$ wave plate. Firstly, the compensator is put back to the original position and the sample is removed from the $PSC_{RA}$ configuration. Then, the reflective arm is moved to the straight line with the incident arm of probe beam. At the moment, the probe beam setup looks like $PC_{RA}$ configuration and pump beam is still blocked. The probe
beam intensity is measured by a photodiode with rotating the compensator angle from 0° to 360°, which shows data as $I(C)$. The positive rotating direction is defined as counterclockwise rotation when looking down the propagation axis toward the light origin, which is shown in Figure 3.24. Meanwhile, we can also simulate this measurement results by an optical model calculation using Jones Matrixes in table 3.1.

$$L_{out} = A \cdot R(A) \cdot R(-C) \cdot C \cdot R(C) \cdot R(-P) \cdot P \cdot L_{in}$$  \hspace{1cm} (3.91)

As $P = 45°$ and $A = 0°$, the theoretical simulation results can be compared to the experimental data, which is displayed by red solid line and black dot line in Figure 3.26. The difference of first minimum point between data and simulation results demonstrates a small shifting is needed for the scale alignment of compensator to make the two curves overlapping with each other, which shows the shifting of scale is $\sigma = 4.58°$. The appendix A.2 introduces more information about compensator calibration model in Matlab program.

![Figure 3.26: Calibration of compensator (λ/4 wave plate) angle. The intensity of light is measured in a PCRA configuration without sample. Comparing the theoretically predicted value (red solid line) with experimental data (black dotted line), the mismatch $\sigma = 4.58°$ in the aligning compensator angle $C$ can be obtained.](image)

### 3.4.2.3 Accuracy of the Ellipsometry Setup

As the polariser analyser and compensator of probe beam RCE system have been fully calibrated, the final step is to obtain the $(\psi(\lambda), \Delta(\lambda))$ through fitting Fourier coefficients from detected data $I(\lambda, C)$. The data of $I(C)$ under each probe spectra corresponds to the $(\psi, \Delta)$ of a sample under this wavelength and the detailed derivation process for $I(C)$ to $(\psi, \Delta)$ has been illustrated in Section 3.2.3.3. The intensity $I$ shows the harmonic contributions of second and fourth order[128] as the compensator azimuth angle $C$ rotating from 0° to 360°, which can be expressed as equation 3.59. From fitting Fourier coefficients, the corresponding $(\psi, \Delta)$ can be obtained according to equation 3.64.
Figure 3.27: (a) Data $\psi, \Delta$ measured from commercial ellipsometry under 70° incident angle for polished c-Si, blue line is $\psi$ and green line is $\Delta$, the red lines are the Forouhi-Bloomer optical model fitting; (b) complex refractive index $N = n - i \cdot k$ of polished c-Si from optical model fitting.

In order to demonstrate the accuracy of the probe beam RCE system, we measured a polished crystal silicon (c-Si) sample with our ellipsometer and compared to the data from the commercial ellipsometer. $(\psi(\lambda), \Delta(\lambda))$ were obtained from Horiba commercial ellipsometry under 70° incident angle in the spectral range from 250 nm to 900 nm. Using the four terms Forouhi-Bloomer optical model simulation, which has been described in section 3.3.1, the complex refractive index $N = n - i \cdot k$ of polished c-Si can be fitted. Figure 3.27(a) describes the data and red lines fitting results, and Figure 3.27(b) is the complex refractive index from optical model fitting. Then, the same polished c-Si is remeasured by the probe beam ellipsometry under the same conditions. Meanwhile, the incident angle 70° needs to be precisely identified. Considering the $(\psi, \Delta)$ of c-Si has the big change at Brewster angle 75°, the incident angle of probe beam is spanning from around 55° to 80° for measuring $(\psi, \Delta)$. The photodiode is used to detect the intensity at compensator angle $I(C)$ and the data is shown in Figure 3.28. As we can see, the $(\psi, \Delta)$ experienced big changes at 75° incident angle, which calibrates the accurate incident angle of the probe beam. Applying the $(n, k)$ values at 800 nm from Figure 3.27(b), the theoretical $(\psi, \Delta)$ values can be calculated at increasing incidence angle, which are shown as red solid lines in Figure 3.28. The experimental data match very well with the theoretical red lines.

After checking the incident angle of probe beam, the polished c-Si can be remeasured by this probe beam RCE system with a spectrometer as the detector at a 70° incidence angle. The obtained results from probe beam ellipsometry are plotted together with the data from commercial ellipsometry, which are shown in Figure 3.29. The dotted lines representing probe beam ellipsometry data are coincident very well with commercial ellipsometry data (solid lines). From this, the accuracy of probe beam ellipsometry is demonstrated, and it is good enough to precisely exploit the ellipsometry information.
from a sample. Actually, in the Figures 3.16 and 3.20 of Section 3.3.3, the probe beam ellipsometry has been applied to measure the \((\psi, \Delta)\) of nc-Si:H and PS samples, which are both consistent with the data from the commercial ellipsometer relevant to the probe spectral range.

Finally, combining the probe RCE ellipsometer and pump excitation, the time resolved pump probe ellipsometry system is created. The probe beam ellipsometry can measure the \((\psi(\lambda), \Delta(\lambda))\) of a sample under different time delays after the pump beam excitation. By controlling the time delay \(t\) between pump and probe pulses, the final ellipsometry parameters \(\psi(\lambda, t)\) and \(\Delta(\lambda, t)\) can be obtained. From observing ellipsometry parameters variation as increasing time delay, the decay process of excited state sample can be depicted.
3.4.3 Pump Probe Data Analysis

Once we obtained the data to express the optical properties of excited state sample, through measurements of the pump probe reflection, transmission and ellipsometry, the data analysis process needs to be done to reveal the ultrafast dynamics information. As the pump photons energy is bigger than the energy band gap of the sample, the pump beam excites the sample creating the free carriers (electron-hole) plasma by the pump photons absorption via the inter-band transition. Sometimes, especially at low temperature and in pure samples, excitons can be mainly excited in the material. While, in our case, the excited dense quasi free carriers screen the Coulomb interaction of the exciton and make them dissociate, producing free electron-hole pairs. Moreover, the experiment is performed under room temperature, which also inhibits the formation of excitons. Thus, the optical properties of excited sample are mainly influenced by the free carriers.

A lot of previous works have been done to investigate the generation and the optical properties of dense electron-hole plasma, among them published works by K.Sokolowski et al, A.J. Sabbah et al and others[9, 17, 42, 176, 177]. When a semiconductor is excited by a high intensity of the pump beam, the probed signal variation in the dielectric function can be attributed to two physical effects, which are associated with free-carrier absorption and an energy band change. Moreover, the energy band change can be due to inter band transition and nonlinear absorption of pump beam, including three separate parts: (i) state and band filling, (ii) lattice temperature changes, (iii) band gap renormalisation. So, the total four mechanisms contribute independently to the dielectric constant $\epsilon$ of the excited material, which can be described by the following expression:

$$\epsilon = \epsilon_{back} + \Delta \epsilon_{fc} + \Delta \epsilon_{sb} + \Delta \epsilon_{lt} + \Delta \epsilon_{bgs}. \quad (3.92)$$

Where $\epsilon_{back}$ is the background dielectric constant of the material without pump excitation, which illustrates the optical properties of inter band transitions and lattice vibration absorption. Through the common optical spectroscopic measurement methods and the corresponding optical model simulation, which have been discussed in section 3.2 and 3.3, the $\epsilon_{back}$ can be obtained. The $\Delta \epsilon_{fc}$, $\Delta \epsilon_{sb}$, $\Delta \epsilon_{lt}$ and $\Delta \epsilon_{bgs}$ are corresponding to the four physical mechanisms induced by the pump excitation: free carriers response, state band filling, lattice temperature change, band gap renormalisation respectively. Furthermore, from the theoretical predictions on optical measurement of crystalline silicon as a function of excited electron-hole density in the Sokolowski et al work[17], we can
see that free carriers response dominates the optical property of the excited state, especially under the higher excited carriers concentration. This means that the only effect of the free carrier response can be sufficient to interpret the optical measurement results of the probe beam followed excitation by the pump. This has also been demonstrated in other works on crystalline silicon, amorphous silicon, and other semiconductor materials, in which the free carrier response gives a great contribution to the optical properties of excited material[4, 18, 42, 178].

As the pump beam excited the semiconductor material, the inter band transition process can happen and lead to the generation of free carriers (electrons and holes), which are moving in the conduction band or valence band. In order to consider the band structure and Coulomb interaction effects on carrier movement, the effective mass $m^*$ rather than the free electron or hole mass $m_e, m_h$ is assumed for the carriers. Then, the probe beam is applied to reveal the following intra band process of free carriers by detecting optical property of the excited material. As the electrons (holes) are excited into the conduction (valence) band, the carrier-carrier scattering process will happen and the excess energy will also be lost gradually by emitting phonons. Generally, these intra band quasi free carriers processes yield values of the effective mass, the scattering mechanism of carriers and of collective excitations like plasmons[135].

**Figure 3.30:** Schematic of two steps free carriers absorption process in the conduction band of semiconductor material, $k$ wave vector represents the momentum of particles and $E$ is energy level of the energy band. The absorption of a photon can only lead to a electron transition in vertical $E$ axis; the absorption or emission of a phonon or scattering by a impurity can realise the horizontal $k$ axis change.

Figure 3.30 shows some basic intra band processes of the excited free carriers. The direct intra band transitions between two states $k$ and $k'$ (wave vectors) can not be possible unless the absorbing or emitting a photon $\hbar \omega$ occurs simultaneously. Because the photon absorption or emission is only a vertical process in the $E_n - k$ (energy
and momentum) plane and the photon only has a very small momentum comparing to carriers. Therefore, in order to change the carrier’s momentum significantly and realise the intra-band transition between occupied states below the Fermi level to an unoccupied energy state above Fermi energy level, some momentum conservation is involved. The mechanisms, which can contribute to the momentum conservation process in the intra-band free carrier transition, include phonon scattering and scattering from the ionised impurities. As shown in Figure 3.30, an electron can absorb a photon first and then emit \((k - q)\) or absorb \((k + q)\) a phonon to realise the intra band transition. Or, an electron can also scatter by absorbing or emitting a phonon to change the momentum. Then, it can absorb a photon to realise energy level transition. Similarly, in the valence band, the free hole intra band transition can also occur with help of photons and phonons. As a simple approximation, Drude model is applied here to illustrate the free carriers optical property in the presence of the probe electric field[83, 88, 99, 135, 179].

### 3.4.3.1 Free Carriers Absorption

Actually, the Drude model is typically applied for researching the optical properties of the free electron gas, such as metals containing dense free electrons. Free electron systems do not experience a restoring force in the medium when driven by the electric field of the probe. As for the excited semiconductors, we need to consider the fact that the electrons or holes are moving in the conduction or valence band. This is taken into account by assuming the carriers behave as particles with an effective mass \(m^*\) rather than the free electron mass \(m_e\). In order to derive the Drude equation for describing the dielectric function of free electrons system, the classical Lorentz oscillator model (Equation 3.65) is used without the restoring force term, which has been discussed in section 3.3.1. Thus, the oscillation of a free electron induced by the probe beam AC electric field \(E(t) = E_0e^{i\omega t}\) can be expressed as the following equation:

\[
m_e \frac{d^2 x}{dt^2} + m_e \Gamma \frac{dx}{dt} = -eE(t) = -eE_0e^{i\omega t},
\]

(3.93)

where \(\omega\) is the angular frequency of the probe light and \(E_0\) is its amplitude. The damping rate is \(\Gamma\). The first term represents the acceleration of the electron and second term is the frictional damping force of the medium. The right hand side term is the driving force exerted by the probe. Considering the electron velocity \(v = \dot{x}\), the equation 3.93 can be rewritten as

\[
m_e \frac{dv}{dt} + m_e \Gamma v = -eE(t).
\]

(3.94)
Then, the momentum $p$ can substitute $m_e v$ to give
\[
\frac{dp}{dt} = -\frac{p}{\tau} - eE(t),
\] (3.95)
where damping time $\tau = 1/\Gamma$, which means the electron loses its momentum in time $\tau$. So, $\tau$ is also termed as momentum scattering time. By looking for the solutions of motion with $x = x_0 e^{i\omega t}$ and $v = v_0 e^{i\omega t}$, we can obtain
\[
x(t) = \frac{eE_0}{m_e (\omega^2 - i\Gamma\omega)}, \quad v(t) = \frac{-e\tau}{m_e} \frac{1}{1 + i\omega\tau} E(t).
\] (3.96)

As for the semiconductor, $m^*$ should replace $m_e$. Furthermore, the background relative permittivity, due to inter band transition or lattice vibration absorption, need also to be considered. The free carriers polarisation is described as $P_{\text{free carrier}} = -N_{eh} e x$, where $N_{eh}$ is the number of carriers per unit volume. The electric displacement can be formulated as:
\[
D = \varepsilon_0 E = \varepsilon_0 E + P_{\text{back}} + P_{\text{free carrier}} = \varepsilon_{\text{back}} \varepsilon_0 E - \frac{N_{eh} e^2 E}{m^*(\omega^2 - i\omega)}.
\] (3.97)

The term $P_{\text{back}}$ accounts for the background polarisability of bound electrons, apart from free carriers polarisation $P_{\text{free carrier}}$. The effective mass $m^*$ represents the band structure’s influence on excited free carriers in the semiconductor, which is approximated as $m^* = (m_{e}^{*^{-1}} + m_{h}^{*^{-1}})^{-1}$, where $m_{e}^{*^{-1}}$ and $m_{h}^{*^{-1}}$ are the effective masses of electrons and holes. $N_{eh}$ is the free carrier concentration (of electron-hole pairs) generated by the pump beam excitation. Therefore, the dielectric constant of a photon excited semiconductor, which is also dependent on the angular frequency of probe beam, is finally given by
\[
\varepsilon = \varepsilon_{\text{back}} - \frac{N_{eh} e^2}{m^* \varepsilon_0} \frac{1}{\omega^2 - i\Gamma\omega}.
\] (3.98)

The plasma frequency $\omega_p$ is defined as
\[
\omega_p^2 = \frac{N_{eh} e^2}{m^* \varepsilon_0}.
\] (3.99)

So, the final dielectric function of excited semiconductor can be briefly formulated as
\[
\varepsilon = \varepsilon_{\text{back}} + \Delta\varepsilon_{fca} = \varepsilon_{\text{back}} - \frac{\omega_p^2}{\omega^2 - i\Gamma\omega}
\] (3.100)

Consequently, from the dielectric constant expression, the two important parameters plasma frequency, $\omega_p$, and the scattering rate, $\Gamma$, are used to describe the ultrafast dynamics of photon excited free carriers plasma. $\omega_p$ involves the information about the
excited carriers concentration and effective mass, and \( \Gamma \) reveals the carrier-carrier or carrier-phonon scattering mechanism of photon excited semiconductor. The complex dielectric function variation, due to free carriers absorption response \( \Delta \epsilon_{\text{fca}} = \Delta \epsilon_1 - i \cdot \Delta \epsilon_2 \), can be split into real part and imaginary part as following formulas:

\[
\Delta \epsilon_1 = -\frac{\omega_p^2}{\Gamma^2 + \omega^2}, \quad \Delta \epsilon_2 = \frac{\omega_p^2 \Gamma}{\omega (\Gamma^2 + \omega^2)}.
\]  

\( \text{(3.101)} \)

As we can see from above equations, \( \omega_p \) and \( \Gamma \) both influence the real part and imaginary part of \( \Delta \epsilon_{\text{fca}} \). In the pump probe work here, the angular frequency \( \omega \) of probing light is fixed at around \( 2.36 \times 10^{15} \text{ rad/s} \) corresponding to the probing wavelength 800 nm. The damping time \( \tau = 1/\Gamma \) can be dependent on the excited carriers concentration and lattice temperature. At low carrier concentration, the carrier-phonon collisions (\( \tau = 10^{-13} \text{ s} \)) dominate carrier relaxation[17]. For higher concentration, the carrier-carrier collisions, in which the total momentum is conserved, are considered to be responsible for the lower damping time (\( \tau = 10^{-15} \text{ s} \)) in femtosecond time scale, which is observed in previous high-carrier concentration experiments[180]. In the next step, using these equations, we will introduce the new fitting program to fit the data from pump probe reflection transmission and ellipsometry measurements. Then, from the obtained \( \omega_p \) and \( \Gamma \), we can realise the ultrafast dynamics property of the material.

### 3.4.3.2 Fitting Process

Until now, the optical properties of a photo excited semiconductor can be simply represented as dielectric function equation 3.100. In the equation 3.100, the \( \epsilon_{\text{back}} \) expresses the dielectric constant of unexcited state material, considering the inter band transition or lattice vibration absorption properties. It can be obtained through the flowchart of simulation procedure for fitting spectroscopic ellipsometry or reflection and transmission measurement data in section 3.3.3. \( \Delta \epsilon_{\text{fca}} \) indicates the dielectric constant variation, induced by the free carriers absorption response due to pump photons excitation. Furthermore, in order to fit the pump probe measurement data, we need to modify the simulation program of the fitting flowchart in section 3.3.3.

Figure 3.31 illustrates the new flowchart of fitting pump probe data procedure. Firstly, the optical model of excited state sample is constructed considering the background optical property \( \epsilon_{\text{back}} \) and free carriers absorption response (FCA) induced optical property \( \Delta \epsilon_{\text{fca}} \). So, the modelling of dielectric function of this excited state can be expressed as

\[
\epsilon = \epsilon_{\text{back}} + \Delta \epsilon_{\text{fca}}(\omega_p, \Gamma).
\]

As we mentioned before, \( \epsilon_{\text{back}} \) can be identified from common optical spectroscopy measurement methods, such as reflectance, transmittance and ellipsometry. Then, \( \Delta \epsilon_{\text{fca}}(\omega_p, \Gamma) \) is simply formulated by the Drude model, which is shown
Figure 3.31: Flowchart of fitting pump probe measurement data procedure. The optical model of excited state semiconductor includes the background dielectric constant $\epsilon_{\text{back}}$; inter band transition or lattice vibration absorption, and dielectric constant variation $\Delta \epsilon_{\text{fca}}$, induced by free carriers absorption response (FCA). The modelling of optical property is described as $\epsilon = \epsilon_{\text{back}} + \Delta \epsilon_{\text{fca}}(\omega_p, \Gamma)$. Applying the transfer matrix method, the reflectance $R(\lambda)$, transmittance $T(\lambda)$ and ellipsometry data ($\psi(\lambda), \Delta(\lambda)$) can all be calculated. Then, fitting the pump probe data, $\psi(\lambda, t), \Delta(\lambda, t), \Delta R/R_0, \Delta T/T_0$, and minimising the error at each time delay, the $\omega_p(t), \Gamma(t)$ can be finally determined.

As equation 3.101. As long as setting the reasonable values of two parameters $\omega_p$ and $\Gamma$ in Drude equation, the dielectric function of excited state sample can be retrieved. The reflectance $R(\lambda)$, transmittance $T(\lambda)$ and ellipsometry $\psi(\lambda), \Delta(\lambda)$ of excited state sample can be all calculated out regarding the information of incident angle and sample structure. The transfer matrix method is still used in the calculation, which has been introduced in section 3.2.2.

However, the pump probe reflection and transmission measurement data are expressed as $\Delta R/R_0 = [R(\lambda, t) - R(\lambda, 0)]/R(\lambda, 0)$ and $\Delta T/T_0 = [T(\lambda, t) - T(\lambda, 0)]/T(\lambda, 0)$ respectively. $R(\lambda, 0)$ and $T(\lambda, 0)$ are the reflectance and transmittance of characterised sample before the pump beam excitation. This means the $R(\lambda, 0), T(\lambda, 0)$ can be calculated out only using $\epsilon_{\text{back}}$ in the transfer matrix method and they can also be measured from the common optical spectroscopy methods. The subscript 0 here is just used to indicate there is no pump beam perturbation. Then, after the pump beam excitation, the reflectance and transmittance of probe beam are represented by $R(\lambda, t)$ and $T(\lambda, t)$ separately under each time delay. Combining the free carrier absorption induced variation $\Delta \epsilon_{\text{fca}}$ with $\epsilon_{\text{back}}$ to express the new dielectric constant of excited state sample, the new $R(\lambda, t), T(\lambda, t)$ can also be calculated and the final simulation results of $\Delta R/R_0, \Delta T/T_0$ can be obtained. Finally, these calculated results $\Delta R/R_0, \Delta T/T_0$ are used to fit the measurement data and minimise the fitting error by adjusting the Drude model parameters ($\omega_p(t), \Gamma(t)$) for each time delay.
In the pump-probe experimental setup, only the reflection intensity, \( I_r(\lambda, t) \), and transmission intensity, \( I_t(\lambda, t) \), are measured. So, the final results of the reflectance and transmittance changes are expressed as following formula 3.102, where \( I_r(\lambda, 0), I_t(\lambda, 0) \) are the detected probe intensity before the pump pulse excitation.

\[
\Delta R/R_0 = \frac{I_r(\lambda, t) - I_r(\lambda, 0)}{I_r(\lambda, 0)} , \quad \Delta T/T_0 = \frac{I_t(\lambda, t) - I_t(\lambda, 0)}{I_t(\lambda, 0)} .
\] (3.102)

The ellipsometry data \( \psi(\lambda, t) \) and \( \Delta(\lambda, t) \) can be obtained from the pump probe RCE system measurement. Then, the calculation results and measurement data of \( \psi(\lambda, t), \Delta(\lambda, t) \) can be compared with each other straightforwardly. From the minimisation of fitting errors between the calculation and the measurement values, the ultrafast dynamics parameters \( \omega_p(t), \Gamma(t) \) can be determined as a function of the time delay. If the final fitting results are not reasonable, the optical model should be modified to improve the fitting process. For example changing the structure parameters, then, the fitting errors are iteratively minimised again by adjusting \( \omega_p(t) \) and \( \Gamma(t) \). After judging the reasonableness of the fitting results, the decay processes of \( \omega_p(t), \Gamma(t) \) are eventually realised.

### 3.5 Summary

In summary, to characterise the ultrafast dynamics of semiconductor samples, the dielectric function of unexcited state sample \( \epsilon_{\text{back}} \) need to be found first. Thus, the common optical spectroscopy methods are used here, such as the measurements of reflectance \( R \), transmittance \( T \) and ellipsometry \( (\psi, \Delta) \). So, the principles of these techniques are introduced. Then, to determine the \( \epsilon_{\text{back}} \), a corresponding optical model need to be constructed referring to the optical structure of the sample. Applying the transfer matrix calculation method, the measurement data can be simulated. As the \( \epsilon_{\text{back}} \) is obtained, the pump probe measurement data can be analysed. In the pump probe measurement, after the pump beam excites the sample, the reflection, transmission and ellipsometry methods can still be applied for the probe beam to monitor the optical property variation of the excited sample for each time delay. This excited state optical property can be simply described by \( \epsilon = \epsilon_{\text{back}} + \Delta\epsilon_{\text{fca}}(\omega_p, \Gamma) \), where the second term is induced by the excited free carrier absorption response and formulated by Drude model. After modifying the optical model with Drude equation, the transfer matrix method is applied again to fit the pump probe data and acquire the ultrafast dynamics parameters \( \omega_p(t) \) and \( \Gamma(t) \) as function of time delay. From these two parameters decay process, we can discuss the ultrafast dynamics property of the sample, such as the mechanisms of excited carriers relaxation and the excess energy release.
As the researched samples in this thesis are hydrogenated nano crystalline silicon (nc-Si:H) and porous silicon (PS), there are two phases composing the material nc-Si:H (nano clusters c-Si embedding into amorphous silicon matrix α-Si) and Porous silicon (nano wires c-Si mixing with voids). The Bruggeman effective medium approximation (EMA) is used for both of them in the optical model simulation to represent the effective dielectric response for the probe. With the help of these measurement techniques and simulation methods, the ultrafast dynamics properties of nano semiconductor samples can be discussed more deeply.
Chapter 4

Pump Probe Reflection and Ellipsometry of nc-Si:H

4.1 Introduction

In this Chapter, we characterise the ultrafast dynamical properties of a nc-Si:H sample using the pump probe reflection and ellipsometry techniques. Firstly, we discuss the influence of the probe beam polarisation on the intensity of the reflected signal, which is also related to the probing incidence angle. The $45^\circ$ linear polarised state is used in both pump probe reflection and ellipsometry measurements. Then, multiple probing incident angle experiments were performed to precisely determine the ultrafast dynamics parameters plasma frequency $\omega_p$ and scattering rate $\Gamma$ with changing time delay. We found that $\Gamma$ is dependent on $\omega_p$, when the carrier-carrier scattering mechanism dominates the scattering process. Then, the pump fluence was gradually increased, to estimate the effective mass of excited free carriers as $m^* \approx 0.17m_e$. Furthermore, from the extracted carrier concentration change as a function of the time delay, the carrier recombination process is discussed and analysed to determine the carrier recombination coefficients. Apart from the discussion of the relaxation mechanism, the DC (direct current) conductivity change as a function of the pump photon energy is also researched for nc-Si:H sample using a light frequency converter (TOPAS). The analysis of the conductivity revealed that the carrier thermal dynamic distribution can be better described by the classical Maxwell Boltzmann statistics. Lastly, the pump probe ellipsometry technique is used to characterise the excited state nc-Si:H sample as well. We realise the decay processes of dielectric constant and absorption coefficient of nc-Si:H material, and the conductivity decay process is also accurately determined.
4.2 Influence of Probe Beam Polarisation

In order to see the influence of the probe beam polarisation on the measurement results, the polarised state of probe beam is adjusted to $s^-, p^-$ and $45^\circ$ linear polarisation through rotating the polariser respectively, in the pump probe reflection measurement of nc-Si:H sample. The experimental setup is shown in Figure 3.22. The pump beam spectra are identical with probe beam at 800 nm and its polarisation is always kept to be orthogonal with probe beam to avoid interference on the sample surface. The pump fluence is fixed at 2.5 $mJ/cm^2$ and incident angle of probe beam is at near Brewster’s angle of silicon 70$^\circ$. A CCD camera is used to check the spatial overlap on the sample surface between pump and probe spot and the temporal overlap between pump and probe pulse is checked using a BBO crystal to perform a non-collinear intensity autocorrelation measurement [169]. Then, the reflected intensity of the probe beam is measured by a spectrometer as a function of time delay. The time width of pulse is around 60 $fs$ and step size of time delay is retained at 50 $fs$.

![Figure 4.1: $\Delta R/R_0$ as a function of the time delay (ps) and the probe wavelength (nm). The probe beam polarisation is adjusted to $s^-, p^-$ and $45^\circ$ linear polarised state and pump beam polarisation is always orthogonal to the probe beam, separately. The incident angle of probe beam is 70$^\circ$ and pump fluence is kept as 2.5 $mJ/cm^2$.](image)

The measurement data of $\Delta R/R_0$ were plotted as the function of the time delay and probe wavelength, which are shown in Figure 4.1. As we can see, the zero time delay (0 ps) is identified from the starting variation point of data $\Delta R/R_0$, which is induced by the pump excitation. When the probe beam was $s^-$ polarised state, the data $\Delta R/R_0$ had a strong change after zero time delay. Then, there was a slow decay process of the signal from 0 ps to 3 ps, which is shown in Figure 4.1(a). Moreover, we focused onto the data $\Delta R/R_0$ at fixed time delay 350 $fs$, which is marked as the dashed black line in Figure 4.1(a). It can be seen that the data $\Delta R/R_0$ is not monotonously changing as a function of the probe wavelength from 770 nm to 820 nm. The value of $\Delta R/R_0$ is dropping to around -0.35 firstly, and then rising up to around 0.55. Actually, this interference fringe is the result from pump excitation and multilayer structured nc-Si:H sample. We will analyse this fringe in detail in the next section, multiple incident angle measurements. In Figure 4.1(b), when the $p^-$ polarised state of probe beam was used...
to detect the excited state sample, there is almost no change of $\Delta R/R_0$. This should be related to the Brewster’s angle incidence of the probe beam. As the probe angle was at 70°, most of the $s\,\text{–}\,$polarised light will be reflected from the sample. Thus, the $s\,\text{–}\,$polarised incident beam can provide more information about the excited state. If the $p\,\text{–}\,$polarised light waves are used, the most of light waves were absorbed by the sample and only a little part of $p\,\text{–}\,$polarised light can be reflected back bringing the optical information of excited state sample. Thus, we can not easily see anything when applying $p\,\text{–}\,$polarised probe beam.

Considering that the pump probe ellipsometry is performed with 45° linear polarised probe beam, the pump probe reflection measurement for nc-Si:H sample is also done under the same condition. The result is shown in Figure 4.1(c). The amplitude range of data $\Delta R/R_0$ is varying from around $-0.3$ to $0.3$ at around $350\,\text{fs}$ time delay, which is a little smaller than $s\,\text{–}\,$polarised probing results in Figure 4.1(a). And the 45° linear polarisation of the probe beam can also provide equal magnitude of the electric field and same original phase for $s\,\text{–}\,$and $p\,\text{–}\,$polarisations. So, the ultrafast dynamics properties of sample can be analysed more precisely, which will be discussed in the following sections.

### 4.3 Multiple Incident Angle Measurements

The part of discussion and results in this subsection had been published in paper: Enhanced carrier-carrier interaction in optically pumped hydrogenated nanocrystalline silicon. Applied Physics Letters, 101(14):141904, 2012.[164] Part of text is from the publication.

In order to accurately determine the ultrafast dynamics parameters of the plasma frequency $\omega_p$ and scattering rate $\Gamma$ of excited state sample nc-Si:H, the incident angle of the probe beam spanned from 40° to 80° in the pump-probe reflection measurements. This multiple incident angle measurements method was previously reported by Roeser[18] to realise the dielectric function of the excited state, who also mentioned that the pump probe ellipsometry can be another best choice to characterise the dielectric function of the excited sample. In our multi-incident angle measurements, the polarisation of the probe beam was fixed at 45° linear polarised state and pump beam fluence was kept constant at around $2.5\pm0.5\,\text{mJ/cm}^2$ for each probing incident angle measurement. Here the error $\pm0.5\,\text{mJ/cm}^2$ mainly comes from the variation of projected area on sample surface at different probing angles. The pump probe measurement results are shown in Figure 4.2.
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Figure 4.2: Pump probe reflection data $\Delta R(t)/R_0$ as the function of probing spectra (nm) and time delay (picoseconds) under each probing incident angle measurement. The dash-dotted lines mark the data $\Delta R/R_0$ at $\sim 350$ fs time delay following excitation.

Apparently, as the probing incident angle was spanning from $40^\circ$ to $80^\circ$, a Fabry-Perot fringe was gradually appeared in the spectral range between 780 nm and 820 nm. As we can see the $60^\circ$ incident angle measurement results, a rising edge of the fringe was occurred at the around 815 nm of probing spectra. And the fringe shifted to shorter wavelengths as the probing incident angle was increasing up to $80^\circ$. As the pump photons were absorbed by the nc-Si:H material to generate the free carriers plasma, the dielectric constant variation of nc-Si:H layer occurred, which resulted in the change of the reflected probing signal. We also checked that there is no reflection signal variation when pumping the underlaying SiO$_2$ layer with c-Si substrate.

Thus, in order to analyse these measurement results and explain the fringe shifting, the corresponding multilayer optical model needs to be constructed. As the effective dielectric constant of the nc-Si:H layer $\epsilon_{eff0}$, shown in Figure 3.18, has been obtained through the spectroscopic ellipsometry measurement and simulation, which is mentioned in Section 3.3.3, the excited state can be estimated by applying classical Drude model to represent the excited free carriers contribution. In this case, the new effective dielectric function of nc-Si:H layer after pump excitation can be described as $\epsilon_{eff} = \epsilon_{eff0} + \Delta \epsilon_{fca}$.

Then, according to the flowchart of fitting process in Figure 3.31, the physical meaning of this multi angle experimental results can be explained.

Firstly, we focus on the data $\Delta R/R_0$ as a function of probe wavelength and incident angle for a fixed time delay $t \sim 350$ fs, which are marked as the dash-dot lines in Figure 4.2. This time delay is chosen as it permits a sufficient time for the carriers in the plasma to build up and achieve a thermal equilibrium, while it is still short enough to avoid significant population decay due to the recombination or diffusion of the carriers. Then, the optical model and simulation process are introduced here. With
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Figure 4.3: (a) Simulation of reflectance $R_0$ with changing wavelength and incident angle for unexcited state, (b) Simulation of $\Delta R/R_0$ with reasonable Drude parameters $\omega_p = 1.0 \cdot 10^{15}$ sec$^{-1}$ and $\Gamma = 2.0 \cdot 10^{15}$ sec$^{-1}$ to express the fringe shifting, shown as black arrow line, for excited state nc-Si:H sample.

The help of the transfer matrix method and $\epsilon_{eff0}$ from ellipsometry measurement in Figure 3.18(b), the reflectance $R_0$ can be calculated as a function of probe wavelength and incidence angle. As shown in Figure 4.3(a), the interference fringe is blue shifting as incident angle is increasing due to the multilayer structure of sample. Then, the dielectric function of nc-Si:H layer was replaced by $\epsilon_{eff} = \epsilon_{eff0} + \Delta \epsilon_{fca}(\omega_p, \Gamma)$ to express the optical property of the excited state of nc-Si:H material. The reasonable values of $\omega_p = 1.0 \cdot 10^{15}$ sec$^{-1}$ and $\Gamma = 2.0 \cdot 10^{15}$ sec$^{-1}$ were used here to obtain $R_t$. The final calculated data $\Delta R/R_0 = (R_t - R_0)/R_0$ were described in Figure 4.3(b). As indicated by the black arrow line in Figure 4.3(b), the fringe is also shifting to the shorter wavelength with increasing incidence angle. This behaviour is consistent with the dash dot lines of measurement results in Figure 4.2. So, in this way, the dash dotted lines data can be fitted simultaneously by adjusting the parameters $\omega_p$ and $\Gamma$. Because the dash-dotted lines data are picked out under the same time delay and around same pump fluence, the optical property of excited state should also be around same for each probing incident angle. Thus, simultaneous fitting all the data lines can obtain the accurate parameters $\omega_p$ and $\Gamma$.

Figure 4.4 shows the pump probe data curves $\Delta R/R_0$ and fitting results for each probing incident angle under a fixed time delay $\sim 350\text{fs}$, which are depicted as black dotted lines and red solid lines respectively. It is obvious that the data $\Delta R/R_0$ was flipped on the red side of the probing spectrum and this flip shifted to the shorter wavelength as the optical path inside the sample increases with rising incident angle from $40^\circ$ to $80^\circ$. This observation is consistent with the blue-shift of the Fabry-Perot interference fringes [19], which is due to the induced dielectric function variation of the nc-Si:H film and multilayer structured sample. As we mentioned in the above paragraph, the
simultaneously iterative fitting was done basing on the modification of optical model with Drude equation. The red solid fitting lines in Figure 4.4 for each incident angle are all coincident with the data curves. Eventually, the two fitting parameters were determined from the fitting procedures, plasma frequency $\omega_p = 1.2^{+0.3}_{-0.2} \times 10^{15}$ s$^{-1}$ and scattering rate $\Gamma = 2^{+1.2}_{-1} \times 10^{15}$ s$^{-1}$.

![Figure 4.4: Transient pump probe data $\Delta R/R_0$ at fixed time delay 350 fs under the probing incident angle from 40$^\circ$ to 80$^\circ$. Black dotted lines depict data $\Delta R/R_0$ extracted from the measurement results in Figure 4.2. Red solid lines represent the Drude model fitting results.](image)

Comparison of the values $\omega_p$ and $\Gamma$ to other published literatures for bulk silicon and embedded nano Si clusters can result in some interesting conclusions. Sokolowski-Tinten et al.[17] estimated a scattering frequency of $\Gamma = 9.9 \times 10^{14}$ s$^{-1}$ from pump probe reflectivity measurements, which attributed to the collision between free carriers, although the plasma frequency from this measurement is almost an order of magnitude higher than in our experiments. Sabbah et al.[42] estimated the scattering rate $\Gamma = 1.25 \times 10^{13}$ s$^{-1}$ at plasma frequencies well below the one in our study. It is important to note that the procedures from which the values were quoted are based on signal angle reflectivity measurements. Moreover, a number of works using terahertz pump-probe spectroscopy methods have also been published to investigate the Drude parameters in similar materials[10, 13, 58]. They proposed the scattering rates in the range from $3 \times 10^{13}$ to $1.25 \times 10^{14}$ s$^{-1}$ at nearly the same plasma frequency as in our experiments. As the scattering rate $\Gamma$ can be dependent on the probing frequency[58], the above mentioned values should be considered carefully. Even though the different scattering rates proposed from these studies, the damping of excited carriers is governed by carrier-carrier collisions is acceptable for all of them. Apparently, the estimation of the scattering rate of nc-Si:H sample in this work is by an order of the magnitude faster than previously reported ones.
In order to explore the decay processes of plasma frequency $\omega_p(t)$ and scattering rate $\Gamma(t)$, the pump probe data $\Delta R/R_0$ under three incident angles 65°, 70° and 75° measurements were used again to be fitted separately as time delay was scanning from 0ps to 20ps. As shown in Figure 4.5, all of these results consisted of a fast and a somewhat slower components in decay process. This seems to indicate the contribution to decay process results from two different relaxation mechanisms: a fast one is lasting a few picoseconds and a slow one is in the range of tens of picoseconds. Considering the nc-Si:H layer is composed of $\alpha$-Si matrix and nc-Si clusters, the two decay channels of excited carriers can be proposed. In other words, these two decay channels represent different life time of excited carriers. The more detailed discussions about life time of excited carriers in this material had been researched by our group through pump probe scattering measurements[57]. Here, we are analysing the pump probe reflection data, which provides the spatially averaged information about the effective dielectric function variation. The optical model is also based on the effective dielectric function change.

By adjusting the plasma frequency $\omega_p$ and scattering rate $\Gamma$ for each time delay, the experiment data $\Delta R/R_0$ can be fitted by the Drude model. In the Figure 4.6, data at logarithm increment of time delay were chosen to show the fitting results. As we can see, the fitting red solid lines matched very well with the measurement black dotted lines $\Delta R/R_0$ at each time delay. Obviously, as the time delay is increasing from 0ps to 20ps, $\omega_p$ and $\Gamma$ need to be adjusted precisely to control the trend of red lines to be consistent with the data for $\Delta R/R_0$. In fitting process, we found that adjusting $\omega_p$ value can control the amplitude of red lines and $\Gamma$ mainly regulate the flipping trend in the spectral range between 790nm and 810nm. However, when the data $\Delta R/R_0$ amplitude is very low in the longer time delays, the noise can strongly influence the accuracy of fitting results. As we can see the data in time delay range from 12ps to 20ps in Figure 4.6, the data uncertainty directly results in the significant fitting errors for $\omega_p$ and $\Gamma$. Despite these
Figure 4.6: Time-resolved pump probe data $\Delta R/R_0$ (black dotted lines) with Drude optical model fitting results (red solid lines). The data at logarithm increment of time delay were picked out to be analysed.

big fitting errors in longer time delay range, the general behaviour of Drude parameters can still be obtained through this continuous fitting.

Figure 4.7 depicts the behaviour of the fitting results $\omega_p(t)$ and $\Gamma(t)$ with increasing time delay. The $\omega_p(t), \Gamma(t)$ for different incidence angles measurements have almost same decreasing trends with each other, which also illustrates the same excited state under the three probing angles. As the plasma frequency $\omega_p$ is correlated to the carrier concentration $N_{eh}$ referring to Eq 3.99, the carriers concentration decay process $N_{eh}(t)$ can be derived out from the decay of $\omega_p(t)$ if the effective mass $m^*$ is known. Thus, the reducing of $\omega_p(t)$ also indicates the carriers concentration $N_{eh}(t)$ is also decreasing as a function of time delay. Actually, lots of mechanisms can lead to the reducing of the pump excited carrier concentration, including electron-hole recombination, inter valley transition, defect capture etc. Due to the decrease of the carrier concentration, the carrier-carrier scattering and carrier-phonon scattering will also be gradually diminished. Consequently, this results in the reducing trend of $\Gamma(t)$. In order to find the relationship between $\omega_p$ and $\Gamma$, the carrier-carrier scattering is believed to be the main damping reason firstly. According to Eq 3.99, we can see the plasma frequency $\omega_p^2 \propto N_{eh}$. And the scattering rate can be described as $\Gamma = \frac{V_f}{l_0}$, where $v_f$ is the Fermi velocity and $l_0$ is
the average distance between carriers.

\[ v_f = \frac{\hbar}{m_*} \cdot (3\pi^2 N_{eh})^{1/3}, \quad l_0 = (\frac{3}{4\pi N_{eh}})^{1/3} \]  

Thus, the relation \( \Gamma \propto (N_{eh})^{2/3} \) can be obtained. Finally, the relation between \( \omega_p \) and \( \Gamma \) can be simply represented as

\[ \frac{\omega_p^2}{\Gamma^{3/2}} = \text{Constant} \]

Thus, we plotted the \( \frac{\omega_p^2}{\Gamma^{3/2}} \) as function of time delay in Figure 4.7. Before 7ps time delay, all of those three lines are kept at around constant \( 10^7 \). Then, in the longer time delay, the ratio becomes unstable, which can be due to the inaccuracy of fitting values \( \omega_p \) and \( \Gamma \). We believe that the carrier-phonon interaction starts to play a role and covers the carrier-carrier contribution, which results in the thermal effect in this longer time delay. This ratio relation is also discussed through pump probe measurement research in Roger’s thesis [22]. In conclusion, as the carrier-carrier scattering mechanism is the main scattering process in the initial decay, it is reasonable to assume the scattering rate is dependent on the plasma frequency.

**Figure 4.7:** Drude parameters \( \omega_p(t), \Gamma(t) \) with increasing time delay, obtained from fitting three incident angles measurements data; ratio \( \frac{\omega_p^2}{\Gamma^{3/2}} \) indicates the relation between \( \omega_p \) and \( \Gamma \); the red dotted lines are from fitting 65° data, black for 70° and blue for 75°.
4.4 Pump Fluence Dependent Measurements

The discussion and results in this subsection have also been published in paper: Enhanced carrier-carrier interaction in optically pumped hydrogenated nanocrystalline silicon. Applied Physics Letters, 101(14):141904, 2012.[164] Part of text is from the publication.

In order to realise the initial excited carrier concentration $N_{eh}$ and carrier-carrier scattering mechanism, the effective mass $m^*$ of excited carriers should be estimated first. This was done by measuring the pump probe spectra reflection $\Delta R(\lambda, t)/R_0$ with fixed incident angle of 70° and increasing pump fluence $F$ from 0.14 to 2.29mJ/cm². The Figure 4.8 expresses the time resolved measurement results under different pump fluence. There is also an interference fringe observed in the red side of the probe spectra, especially under the high pump fluence excitation. Similarly, we analysed the data $\Delta R/R_0$ at the initial time delay $\sim 350fs$, applying the fitting procedure with Drude optical model. The analysed data and fitting results are all illustrated in Figure 4.9. Then, the fitted plasma frequencies were plotted as a function of the pump fluence, which is shown in Figure 4.10. The linear relation can be seen between $\omega^2_p$ and pump fluence. As for the value of intercept on $\omega^2_p$ axis, it does not correspond to the plasma frequency in the absence of pumping, but indicates the detection limit of the experimental setup. The slope of the graph was obtained by a linear fitting to be $6.1 \times 10^{29}cm^2/(mJs^2)$, which is used to estimate the effective mass $m^*$. Because the plasma frequency $\omega_p^2$ is related to carriers concentration $N_{eh}$ though Eq 3.99 and the carriers concentration can be estimated through the absorption property of excited state sample via following relation:

$$N_{eh} = \frac{A \cdot F}{\hbar \omega d},$$

Figure 4.8: Time resolved pump probe measurement data $\Delta R/R_0$ as function of time delay and probing wavelength were recorded under 70° incident angle with increasing pump fluence from 0.14 to 2.29mJ/cm².
where $A$ is the absorbance of the sample and $d$ is the thickness of nc-Si:H layer and $\omega$ is angular frequency of probing light. Thus, the relation between plasma frequency $\omega_p^2$ and pump fluence $F$ can be constructed as following

$$\omega_p^2 = \frac{1}{m^*} \cdot \frac{AF}{d} \cdot \frac{e^2}{\epsilon_0 \hbar \omega}.$$  (4.3)

The absorbance $A = 0.4$ is calculated from the optical model for excited state of sample[164]. Thus, the effective mass can be estimated from the linear fit slope, which is $m^* = 0.17^{+0.05}_{-0.03} m_e$. This value is very close to the previously used value for analysing bulk silicon[17,42]. They used $m^*_{opt} = 0.15 \cdot m_e$ to express the band edge reduced optical effective mass for analysing the time-resolved pump probe reflectivity measurements. Thus, we can conclude that the non-parabolicity effects[181] are not significant here.

Using the determined optical effective mass and the fitting values of plasma frequency, the carriers concentration at $\sim 350fs$ time delay for each pump fluence can be calculated out, which is shown referring to right axis of Figure 4.10. The carrier concentration represents the effective value averaging over the whole probe beam spot, which has been defined inside the fitting model. In the pump probe scattering measurements and analysis for this nc-Si:H material[57], we realised that the majority of the excited carriers are localised in the nano crystals at this time delay. Thus, the concentration in the nc-Si clusters should be greater by a factor of $1/f$, where $f = 0.35$ is the volume fraction of nc-Si clusters in the layer. With the help of optical effective mass and carriers concentration, the mean free path of excited carriers can be calculated. This ambipolar electron-hole plasma is classically given by $l = v_f / \Gamma$, where $v_f$ is Fermi velocity. The data from Figure 4.4 are used and the mean free path is obtained about 0.3nm. This short distance can lead to important conclusions: the carrier is self confined inside of the nc-Si clusters. Due to the strong carriers mutual interaction and carrier-carrier scattering, the
escape from the excitation volume is limited. Apparently, because the mean diameters of nc-Si cluster is by an order of magnitude greater than the mean free path, the scattering with nano crystalline boundaries can not contribute to the damping constant. Moreover, the obtained scattering rate is too fast to fit the mechanisms for collisions with defects and phonon assisting the carriers scattering\[182\]. Therefore, it is reasonable to assume the carrier-carrier collision is the main reason for this fast scattering rate.

\[\text{Figure 4.10: Plasma frequency } \omega_p^2 \text{ from Drude model fitting is shown as the empty circle with increasing pump fluence. The carriers concentration } N_{eh} \text{ is derived corresponding to each } \omega_p^2 \text{ value. The dashed red line is linear fit.}\]

To further elaborate, the average distance between carriers \(r_0\) can be calculated using the modified carrier concentration in nc-Si clusters \(2.9 \times 10^{20} \text{cm}^{-3}\), providing \(r_0 = (3/4\pi N_{eh})^{1/3} = 1.3nm\). However, the scattering radius \(r_s = (\pi N_{eh}l)^{-1/2} = 3nm\). This is greater than the average distance between carriers, which indicates the strong carrier-carrier interaction. Regarding the Fermi liquid theory, the scattering cross-section scales with temperature\[164, 183\] as \((k_BT/E_f)\). Thus, this factor is approaching unity at \(\sim 10^4K\) in our experimental conditions. At this temperature, Coulomb interaction is completely unscreened and limitation due to the Pauli exclusion principle is ineffective. This high temperature of the electronic sub-system is in the range with the high concentrations achieved by femtosecond pumping\[184\]. As for a classical electron gas at Fermi temperature, the screening radius can be approximated\[185\] by \((\epsilon_0k_BT/N_{eh}e^2)^{1/2}\), providing an estimation of 1.7nm. This supports the argument of strong interaction in a confined hot carriers system. Meanwhile, the spatial confinement\[186\] is another factor to contribute to the enhancement of carriers interaction, which is well known as increasing the Coulomb interaction. Even though this factor has not been explored in this experiment, a similar influence is expected to effect the scattering mechanism.

In summary, we have measured the pump-probe reflectivity change induced by free carriers pumped into nano-crystalline silicon embedded in an amorphous hydrogenated silicon matrix (nc-Si:H). Using multi-angle pump probe reflectivity change measurements, we have determined the values of the plasma frequency, \(\omega_p\), its corresponding concentration, and the scattering rate \(\Gamma\) from fitting of the Drude model. The plasma frequency,
shown to be linear with the pumping fluence, and the reduced optical mass was found to be slightly different from that of the bulk silicon. The scattering mechanism was attributed to carrier-carrier scattering with a remarkably large scattering cross-section, not reported previously in similar experiments.

4.5 Determining the Carrier Recombination Coefficients

Even though nc-Si:H material has excellent optoelectronics properties, one of the critical points in developing optoelectronics applications is characterising and understanding the decay process of the excited free carriers. Basically, after optical pump excitation, the electrons and holes undergo spatial and temporal evolution with characteristic times dependent on the various relaxation processes\[187\]. The carriers recombination in the relaxation process mainly dominates the decay process of excited carriers and also influences optical property of excited state material as increasing time delay. As we can see in Figure 4.8, the amplitude of $\Delta R/R_0$ for different pump fluence were gradually returning back to zero as time delay was scanning from $0\,ps$ to $20\,ps$. Using transfer matrix method and Drude model, the data $\Delta R/R_0$ under pump fluence from $0.14\,mJ/cm^2$ to $2.29\,mJ/cm^2$ in Figure 4.8 can be fitted as a function of time delay to extract the excited carriers concentration decay process. Then, a recombination model, including the linear, quadratic and cubic term, is applied to fit the carriers concentration decay process and three recombination coefficients can be identified through the fitting procedures. From this way, the recombination property of excited carriers in nc-Si:H material was characterised.

![Figure 4.11: Simulation results $\Delta R/R_0$ as the function of time delay and probing wavelength under each pump fluence. The measurement data can be seen in Figure 4.8.](image)

Adjusting the plasma frequency $\omega_p(t)$ and scattering rate $\Gamma(t)$ of Drude model under each time delay, the data in Figure 4.8 can be simulated. Figure 4.11 shows the fitting
results $\Delta R/R_0$ as a function of time delay and probing wavelength for each pump fluence. Comparing to the original measurement data in Figure 4.8, they are roughly coincident with each other. As probe time delay is increasing, the signal $\Delta R/R_0$ is gradually returning back to zero. And the Fabry-Perot fringes in the red side of spectrum are also appeared in the simulation results. As we have estimated optical effective mass is around $m^* = 0.17m_e$, the excited carriers concentration decay process $N_{eh}(t)$ can be extracted from $\omega_p(t)$ according to Eq 3.99.

Figure 4.12 shows the decay of $N_{eh}(t)$ and $\Gamma(t)$ for different pump fluence. At higher pump fluence, there are more photons irradiating the sample, creating higher initial carriers concentration at around $0\, ps$. Moreover, as the scattering rate represents the frictional damping force of the material[83], the higher initial carriers concentration can cause the higher initial scattering rate. Then, as the time delay is increasing and $\Delta R/R_0$ is decaying, the $N_{eh}(t)$ shows a reasonable reducing trend and $N_{eh}(t)$ at $20\, ps$ time delay for each pump fluence almost reaches the same value. As for the $\Gamma(t)$ decay process, the general behaviour is still logical reducing as a function of increasing time delay due to the decreasing $N_{eh}(t)$. But, the error of $\Gamma(t)$ in the longer time delay is significantly bigger due to the fitting of the weaker signal data of $\Delta R/R_0$. Moreover, the scattering rate will not only depend on the carrier concentration any more, but also involves the carrier-phonon and carrier-defect scattering mechanisms at lower pump fluence. Consequently, we will simply focus on the decay process of $N_{eh}(t)$ in the following discussion. We need to notice that the pump fluence in this subsection is smaller than that in multiple incidence angle measurements, so the relationship $\Gamma \propto N_{eh}^{2/3}$ is not ideally satisfied.

![Figure 4.12](image_url)

**Figure 4.12:** (a) carriers concentration $N_{eh}$ and (b) scattering rate $\Gamma$ as the function of time delay under each pump fluence measurement.

To study the non-radiative recombination processes of photo excited carriers in the time domain, pump probe optical techniques are invaluable tools[5]. So far, some basic relaxation mechanisms of carriers in semiconductors were described previously[188], especially for crystalline silicon. After the optical excitation, the various relaxation processes lead
to the excited electrons and holes undergoing spatial and temporal evolution with characteristic times. Ellen J. Yoffa\cite{188} claimed that carriers thermalisation due to carriers collisions can be achieved in time order of $10^{-14}$ sec ($\approx 0.01$ ps). Then, both electrons and holes can be described by quasi-Fermi levels\cite{188} with a single temperature $T_e = T_h$. Then, the recombination process will dominate the next relaxation step for the carriers. Generally speaking, the recombination process of the excited carriers can be formulated as the following equation\cite{189}:

$$\frac{dN(t)}{dt} = cN(t) + bN^2(t) + aN^3(t). \quad (4.4)$$

The first linear term is called Shockley-Read-Hall (SRH) recombination, which is associated with recombination via deep energy levels\cite{190, 191}. The second quadratic term indicates the direct (or radiative) band-to-band recombination, or the trap assisted Auger recombination\cite{192}. In our case, there is no luminescence after pump excitation, so this quadratic term may be the direct bimolecular recombination or the trap assisted Auger recombination. The released energy may be dissipated by phonon emission or transferred to a neighbouring carrier. The third cubic term normally represents the Auger recombination, which means that an electron recombines with a hole and the released energy is taken up by a third carrier. The parameters $a, b, c$ are the recombination coefficients for the corresponding terms. As long as the recombination coefficients can be determined, the recombination property of excited carriers in nc-Si:H material can be realised.

Hopkins\cite{193} mentioned that Auger process mainly dominates the excited carriers recombination when the carriers concentration is bigger than $5 \times 10^{17} cm^{-3}$ for crystalline silicon\cite{194, 195}. And he used the pump probe thermal reflectance technique to determine the cubic term Auger recombination coefficient for Silicon. Furthermore, Hopkins also used the Drude model to get the carrier concentration from his experiment, but his research is only for the pure crystalline silicon, and neglected the other recombination mechanisms. Only the three particle Auger recombination process contributes for c-Si, as expressed by the only cubic term in Eq 4.4. This is probably because the band-to-band recombination in this indirect gap c-Si is a weak process, which requires phonon participation. The Auger coefficient for c-Si has been measured to span the range from $10^{-31}$ to $10^{-30} cm^6 s^{-1}$\cite{196–198}. In his research, when excited carriers accumulate in the conduction band by the high repetition rate pump pulses, the Auger recombination coefficient can reach $5.35 \times 10^{-28} cm^6 s^{-1}$.

While nc-Si:H material is composed by amorphous silicon ($\alpha$-Si) and nc-Si clusters,
this heterostructure removes the restrictions that the energy and momentum conservation laws impose on the inter-electron processes[199]. Furthermore, the strong three dimensional confinement for nano c-Si clusters leads to the relaxation of translational momentum conservation[200]. So, the recombination process could be including other mechanisms, such as band to band bimolecular recombination and trap assisted Auger recombination[201] etc, apart from the three particles Auger recombination. Consequently, the recombination Eq 4.4 is applied to consider all the possible mechanisms.

Figure 4.13: Decay processes $N_{eh}(t)$ under each pump fluence, which are shown as black triangle lines, are fitted by recombination Eq 4.4 expressing as red circle lines.

So far, the decay process of the carriers concentration $N_{eh}(t)$ has been extracted through the optical model simulation of $\Delta R/R_0$ for each pump fluence measurement, which is shown in Figure 4.12(a). Then, referring to the recombination Eq 4.4, $N_{eh}(t)$ can be fitted as a function of increasing time delay. Figure 4.13 shows the fitting results and extracted data of $N_{eh}(t)$ decay process, which are depicted as red circles and black triangles respectively. They are matched with each other very well in the 20 ps decay process. The little deviation can be attributed to the measurement errors.

Figure 4.14: Recombination coefficients $a, b, c$ changing as increment of initial carriers concentration $N_{eh}(0)$, which corresponds to the pump fluence increasing from 0.14 to 2.29 mJ/cm$^2$. The black, red and blue lines represent coefficients $a, b, c$ respectively.
Eventually, the recombination coefficients $a, b, c$ are derived out through the fitting of carrier concentration decay processes. Figure 4.14 expresses the coefficients as a function of initial excited carriers concentration $N_{eh}(0)$. And the $N_{eh}(0)$ is correlated to the pump fluence increasing from 0.14 to 2.29 mJ/cm$^2$. The black, red and blue lines are representing the coefficients $a, b, c$ separately. Firstly, the linear term coefficient $c$ is kept constant at around $10^{-4}$ s$^{-1}$ with increasing $N_{eh}(0)$. This value is quite lower than the other published paper, of which linear term coefficient is at around $10^9$ s$^{-1}$[202]. Moreover, regarding to the decay range of carriers concentration $N_{eh}(t)$ is in the magnitude from $10^{19}$ cm$^{-3}$ to around $10^{18}$ cm$^{-3}$, the linear term $cN_{eh}(t)$ changing region is from $10^{15}$ to $10^{14}$ cm$^{-3}$ s$^{-1}$ with increasing time delay. Then, the quadratic term coefficient $b$ is fitted out at around $10^{-9}$ cm$^3$s$^{-1}$. This coefficient magnitude is similar to the published non-radiative bimolecular recombination coefficient[4, 53, 201] about amorphous silicon ($\alpha$-Si) material, which is also interpreted as Auger recombination of spatially overlapping $e^-h$ paris[53]. The nc-Si:H film includes amorphous phase silicon as matrix material, which may determine the magnitude of quadratic coefficient. Furthermore, the quadratic term $bN_{eh}^2(t)$ is varying between $10^{29}$ and $10^{27}$ cm$^{-3}$ s$^{-1}$. Lastly, for the cubic term coefficient $a$, even though there is a little decreasing as the increasing $N_{eh}(0)$, the magnitude of $a$ is still around $10^{-29}$ cm$^6$s$^{-1}$, except the highest pump fluence point at magnitude $10^{-33}$. This cubic term coefficient is bigger than that of bulk crystalline silicon, of which is in the region from $10^{-31}$ to $10^{-30}$ cm$^6$s$^{-1}$[193]. But, the nc-Si:H material is also including nano clusters c-Si phase. For the nano cluster semiconductor materials, the cubic term coefficient is greater than the bulk material[200], which can be from $10^{-29}$ to $10^{-28}$ cm$^6$s$^{-1}$. Thus, the coefficient $a$ is reasonable comparing to the published cubic term coefficient. Meanwhile, the cubic term $aN_{eh}^3(t)$ variation is from $10^{28}$ to $10^{25}$ cm$^{-3}$ s$^{-1}$ as increasing time delay. From the estimation of each term changing region in the time domain, we can see the linear term value is much smaller than the quadratic and cubic term. The quadratic and cubic term have almost equal contributions to the recombination process of photo excited carriers in nc-Si:H material. Thus, we can ideally ignore the linear term in the carriers recombination process. Until now, we can make a summary that the recombination process of $N_{eh}(t)$ in nc-Si:H material is mainly controlled by the quadratic and cubic recombination term. The quadratic coefficient value is in the magnitude of around $10^{-9}$ cm$^3$s$^{-1}$ and the cubic coefficient value is at around $10^{-29}$ cm$^6$s$^{-1}$.

4.6 Pump Spectra Dependent Measurements

The discussion and results in this subsection have been published in paper: High-frequency conductivity of optically excited charge carriers in hydrogenated
nanocrystalline silicon investigated by spectroscopic femtosecond pump probe reflectivity measurements. Thin Solid Films, 2015.[69] Most part of text is from the publication.

In this section, we report a first attempt to understand the high-frequency conductivity as a function of the pump photon energy. The idea is to establish the dependence of the conductivity immediately (a few hundred femtoseconds) after excitation on the excess energy provided by the pump photons to the carriers. This short time is sufficient to allow the carrier subsystem to thermalise and settle at a certain thermodynamics distribution characterised by a temperature proportional to the excess energy, but still too short for it to exchange energy with another subsystem of the lattice ions. In the investigation, we recorded 25 pump-probe spectra, each of which corresponds to a pump wavelength between 580 and 820 nm. The reflectance is probed by a broadband probe in the range between 765 and 815 nm. The results are analysed using the Drude conductivity and Boltzmann transport theories. We show that the thermal distribution of the nascent carriers can be described as that of a classical hot non-degenerate gas. The conductivity of the gas monotonically decreases as the excess energy provided by the pump photons decreases. Here, the investigated sample is the nc-Si:H material.

![Figure 4.15: Representative pump beam spectra is spanning from 580nm to 820nm, which are depicted as colour lines. The probe beam is fixed at the spectrum between 760nm and 820nm, showing as black line.](image)

The spectroscopic pump probe setup is shown on the Figure 3.22. An ultrafast laser system (Coherent) was used to deliver 1kHz, 50 fs laser pulses centred around 790 nm. Then, the main beam is split into high-intensity pump pulses and low-intensity probe pulses by a pellicle beam splitter. Using a light frequency converter (OPA), the pump wavelength can be converted to any wavelength between 580 and 820 nm. The pump fluence was fixed at 0.6 mJ/cm² and the probe intensity of the fundamental beam frequency was further attenuated by a neutral density filter. Figure 4.15 illustrates representative range of the pump spectrum as colour lines and the probe spectrum as a black line. The incident angle of probe beam was set to 70°, whereas the angle of pump was set...
to around 50°. The polarisation of the probe beam was adjusted to provide equal contributions of the s− and p− polarised components, and the pump beam was always in the s− polarised state. The spatial overlap between probe and pump spots on sample surface was checked by a CCD camera equipped with a magnifying lens. The temporal overlap between probe and pump pulses was checked by detecting the sum frequency generation on a BBO crystal. By using a computer controlled retroreflector, the probe time delay with respect to the pump was fixed at 300 fs. Finally, the wavelength of the reflected probe beam was analysed by a spectrometer (Ocean Optics QE65 Pro), and the collected data are presented here as ∆R(λ)/R₀, where R₀ is the reflectance without pumping. Further, ∆R = R(t) − R₀ is the change in reflectance induced by the pump excitation[4, 17], where R(t) is the reflectance measured at a certain delay time (300 fs in this work) by the probe. The 300 fs delay was chosen because it is sufficiently long for the excited free carrier plasma to build up in the nc-Si:H layer but still short enough to avoid significant population decay[57, 164] and the carrier-lattice interaction[195].

The fixed pump fluence 0.6 mJ/cm² allows to keep the roughly same average energy of pump beam irradiating on the sample surface per unit time crossing a unit area when choosing the different pump spectra. So, the pump photon energy is the only changing factor to influence the reflection signal response of probing beam, which is corresponding to the pump photons energy between 1.51 eV and 2.14 eV. And the probe photon energy is constant at around 1.55 eV. The application of the pump pulse generates a free carrier plasma inside the nc-Si:H layer. These excited carriers change the effective dielectric function of the nc-Si:H layer and the detected intensity of the reflected probe. The excited carrier concentration can generally be derived from the measured intensity change of the reflected probe. The relation between the concentration and the reflectance can be obtained using the classical Drude model[4, 17, 19]. According to the Drude model, the dielectric function of the excited layer after pump excitation, εₑff, can be approximated as follow: εₑff = εₑff₀ + ∆εₑfca, which is detailed in Eq 3.100. An optical mass of m* ≈ 0.17 has been estimated for this material in section 4.4 [164]. Thus, the excited carrier concentration Nₑh can be deduced from plasma frequency ωₚ referring to Eq 3.99. However, there is another important factor affecting the conductivity, that is, the scattering rate Γ. Thus, the main task is to obtain Γ and Nₑh for each pump spectrum and establish the DC conductivity according to the relation σ₀ = e²Nₑh/(Γm*mₑ). Note that at a relatively short delay time of around 300 fs, carrier-carrier collisions are the main scattering process contributing to Γ. The carrier-phonon collision contribution to the scattering can be neglected, as it is realised on much longer timescales.

Simultaneous experimental determination of Γ and Nₑh is a complex task that generally requires at least two independent measurements, such as a combination of the transmittance and reflectance[29], or determination of different polarisation states of the probe.
However, this task can be simplified when $\Gamma$ has a known dependence on $N_{eh}$. Here we refer to known models of carrier-carrier scattering published elsewhere\[203\]. Briefly, these models allow us to calculate the scattering rate as a function of the carrier concentration and carrier temperature as a parameter for the Maxwell-Boltzmann (MB) and Fermi-Dirac (FD) distributions. In this work, we assumed the MB distribution. We note that we independently verified that the FD distribution provides unsatisfactory results. According to the model, the scattering rate can be estimated as follows:

$$\hbar \Gamma = k_B T_{ryd} \left(\frac{T}{T_n}\right)^{3/2} (\ln \frac{T^2}{T_n^{5/2} T_{ryd}^{1/2}}) \cdot M,$$  

(4.5)

where $k_B$ is the Boltzmann constant; $T_n$ is the Fermi temperature, which is directly related to the carrier concentration as $k_B T_n = \frac{\hbar^2}{2m^* m_e} (3\pi^2 N_{eh})^{2/3}$; and $T_{ryd}$ and $M$ are the Rydberg temperature and band structure factor, respectively. The band structure factor can be approximated as close to that of bulk silicon\[203\]. The value of the Rydberg temperature is less well known because of the enhanced carrier-carrier interaction at high carrier concentrations\[164\]; in our calculation procedure, it was left as an unknown, but fixed, parameter (that is, it is the same for all pump and probe wavelengths). Finally, for the MB distribution, the temperature of the nascent carriers can be evaluated according to the equipartition theorem, $\frac{3}{2} k_B T = \frac{\hbar \omega_{pump} - E_g}{2}$, where $\hbar \omega_{pump}$ and $E_g$ are the pump photon energy and energy gap of the material, respectively. The latter in our experiment was about 1.2$eV$, whereas the former was varied. Thus, in our fitting procedure we simulate 25 reflectance pump-probe spectra taken at different pump photon frequencies $\omega_{pump}$ (corresponding to different carrier temperatures $T$) for which the carrier concentration $N_{eh}$ is an unknown free parameter, and the Rydberg temperature $T_{ryd}$ is an unknown fixed parameter. The confidence of the simulation procedure is ensured by the small number of fitting parameters and their independence of the probing wavelength in each particular spectrum.

Figure 4.16 shows the pump-probe change in the reflectance data, $\Delta R/R_0$, as a function of the probe wavelength taken at different pump wavelengths. The probe spectrum spans 770 to 810nm, whereas the pump wavelength covers the region from 580 to 820nm at 10nm intervals. All the spectra show a Fabry-Perot fringe on the red side, similar to that observed elsewhere\[19, 164\]. This fringe originates from the interference effect induced by the change in the dielectric function of the layer following excitation by the pump. However, the contrast of the fringe varies with the pump. This clearly indicates that the excitation efficiency and carrier concentration depend on the pump wavelength for this system. This effect has, however, a simple explanation: the absorbance of the pump pulse depends on the conditions of constructive and destructive interference of the incoming and internally reflected light components within the layer.
Using Eqs. 3.100 and 4.5 in the multilayer optical model discussed in previous sections, the data $\Delta R/R_0$ can be fitted to retrieve $N_{eh}$ and $\Gamma$ as functions of the pump wavelength. The fitting results are shown as red solid lines in Figure 4.16, which coincide well with the black data points. The retrieved $N_{eh}$ and $\Gamma$ are shown in Figure 4.17(a) and (b), respectively. The Rydberg temperature used in the calculation, given by

$$m_e m^* \epsilon^4 / 4\pi \hbar^2 (\epsilon \epsilon_0)^2,$$

was calculated with the standard constants and optical mass given above, except for $\epsilon$, which is a fixed fitting parameter here. The dielectric constant indicates screening of the carrier-carrier interaction. Unlike the $\epsilon$ value for silicon bulk material, which lies between 12 and 13, the value producing the best fit is somewhat lower than 2, demonstrating a tenfold carrier-carrier interaction enhancement, in agreement with a previous work[164]. (Please note that in the previous work the scattering rate estimate provided a higher value because the pumped carrier density was higher). The $N_{eh}$ and $\Gamma$ retrieved from the simulation show synchronous oscillation as a function of the pump wavelength. The oscillations originate in the constructive and destructive interference of the multiple reflections of the pump beam from the multilayer interfaces.

The synchronous behaviour of $N_{eh}$ and $\Gamma$ is in agreement with a conductivity model of a non-degenerate electron-hole gas in which the scattering rate increases with the carrier density. However, $N_{eh}$ and $\Gamma$ behave differently as a function of the pump wavelength.
That is, \( N_{eh} \) oscillates around a constant value, whereas \( \Gamma \) tends to increase. This is because \( N_{eh} \) depends only on the absorbance, whereas \( \Gamma \) has an additional dependence on the carrier temperature, which in turn depends on the excess energy provided by the pump photons. According to Eq 4.5, a lower temperature (smaller photon energy) causes an increase in the scattering rate.

Finally, with the obtained \( N_{eh} \) and \( \Gamma \) values, we calculated the conductivity \( \sigma_0 \), as shown in Figure 4.17(c). Remarkably, the conductivity decreases monotonically as a function of the decreasing excitation energy. This result indicates that for the MB distribution, the nascent carrier conductivity simply depends on the excess energy (temperature) provided by the pump photons.

In conclusion, in this work we measured and analysed the pump-probe wavelength-dependent reflectivity of nc-Si:H sample at a fixed delay time of 300 fs. To establish the optical model of the sample, we investigated their composition with Raman and XRD methods and studied the optical properties using ellipsometry in the previous sections. To find the high-frequency conductivity at this short time, we simulated the pump-probe results using an optical model modified by the Drude contribution of the free carriers excited by the pump. The analysis revealed that the carrier thermodynamic distribution is better described by the classical MB statistics. We found that the conductivity decreases monotonically as the excitation photon energy decreases, as expected for a
classical electron-hole plasma. Our work shows that in the design of optoelectronic devices one should carefully consider the effect of the balance between the carrier density and the excess energy in order to achieve a desired conductivity.

4.7 Pump Probe Ellipsometry

In order to accurately characterise the decay processes of dielectric constant, absorption coefficient and conductivity of excited nc-Si:H sample, the pump probe ellipsometry method is introduced and applied to measure the $\psi(\lambda, t), \Delta(\lambda, t)$ as the function of probe time delay and probing wavelength. The experimental setup can be seen in Figure 3.24. Actually, the pump probe ellipsometry setup is constructed basing on the pump probe reflection and rotating compensator ellipsometry configuration. The only difference is that the reflected probe beam is analysed by rotating compensator and analyser prior to be detected by the spectrometer. The polarised state of incident probe beam is adjusted by a polariser to $P = 45^\circ$ linear state and the analyser is fixed as $A = 0^\circ$. Here we defined the angle of the optical element is between transmission axis of optics and the incident plane’s direction. Moreover, the positive rotating direction of each optical element is defined as the counterclockwise rotation when looking against the direction of the incident source beam. The detailed setup and rotating angle of each optical element have been illustrated in section 3.4.2. From this way, the detected intensity $I(\lambda, C)$ as the function of probing wavelength and compensator angle from $0^\circ$ to $360^\circ$, can be obtained for each time delay after pump excitation. Then, the Fourier analysis procedure needs to be done to extract the ellipsometry data $\psi(\lambda, t)$ and $\Delta(\lambda, t)$. This procedure has been introduced in section 3.2.3.3 referring to Boer’s publication[128].

In the experiment, the pump fluence is fixed at around $2.5 mJ/cm^2$ and the incident angle of probe beam is kept at $70^\circ$ near Brewster angle. The angle difference between probe and pump beam is around $20^\circ$. As the pump and probe beam have the identical spectrum, the polarisation of pump beam is adjusted to be orthogonal with the polarised state of probe beam to avoid interference. And the pump spot is overlapped with the probe spot on the sample surface. Precisely controlling the optical path length of probe beam with retroreflector, the decay process of data $I(\lambda, C, t)$ can be detected. Before we did the pump probe ellipsometry, the only probe beam is used to measure the ellipsometry $\psi, \Delta$ of nc-Si:H sample without excitation. The results is described in figure 3.16. As we can see, the obtained results are matched very well with the data from commercial ellipsometer in the probing spectra range between around 760nm and 820nm. From the fitting, the effective dielectric function $\epsilon_{eff0}$ of nc-Si:H layer can be identified, which is shown in figure 3.18.
Then, we can start the pump probe ellipsometry for nc-Si:H sample with varying the time delay from $-0.7\,\text{ps}$ to around $13\,\text{ps}$. The measurement data are the detected spectra intensity as function of rotating compensator angle and time delay, $I(\lambda, C, t)$. In order to extract $\psi(\lambda, t), \Delta(\lambda, t)$ for each time delay, the Fourier fitting needs to be done to get the Fourier coefficients. Then, the $\psi(\lambda, t), \Delta(\lambda, t)$ can be obtained referring to equation 3.64 under each time delay. For example, the data under $1\,\text{ps}$ time delay and $800\,\text{nm}$ probing wavelength have been picked out from the measurement results, which are shown as black circle line in figure 4.18. According to the equation 3.59, the detected intensity under $800\,\text{nm}$ probe wavelength and fixed time delay $1\,\text{ps}$ is contributed by second and fourth order harmonic oscillation in the compensator angle $C$. Thus, the Fourier coefficients can be obtained by Fourier fitting, which is shown as red solid line in figure 4.18. Finally, the $\psi = 32.78^\circ$ and $\Delta = 312.46^\circ$ are derived out according to equation 3.64 under this $800\,\text{nm}$ probing wavelength and $1\,\text{ps}$ time delay.

![Figure 4.18](image)

**Figure 4.18:** Pump probe ellipsometry measurement data for $1\,\text{ps}$ time delay and $800\,\text{nm}$ probing wavelength. The detected intensity is a function of the compensator angle from $0^\circ$ to $360^\circ$. The circle dotted line is the raw data and the red solid line is the Fourier fitting line according to equation 3.59. Thus, from obtained Fourier coefficients, the $\psi = 32.78^\circ$ and $\Delta = 312.46^\circ$ can be derived out.

Similarity, the whole time resolved pump probe spectra ellipsometry measurement data $I(\lambda, C, t)$ can be converted to $\psi(\lambda, t)$ and $\Delta(\lambda, t)$ at all probing wavelength and time delay according to the above mentioned method. Figure 4.19(a) and (b) represent the obtained ellipsometry data $\psi(\lambda, t)$ and $\Delta(\lambda, t)$, which are both plotted as a function of the probing wavelength and time delay in 3D picture. When the time delay is smaller than zero, $t < 0$, which indicates the unexcited state of the nc-Si:H sample, the data $\psi(\lambda)$ and $\Delta(\lambda)$ are both roughly same as the obtained data in figure 3.16 from the commercial ellipsometry measurement. At the time delay $t \approx 0$, the $\psi(\lambda)$ and $\Delta(\lambda)$ are both experiencing the strong variations, which are depicted as the sudden reduction of $\psi(\lambda)$ and shifting of $\Delta(\lambda)$ to shorter probing wavelength in figure 4.19(a) and (b) respectively. Then, for $t \gg 0$, the $\psi(\lambda)$ is gradually recovering back to the around original amplitude values and $\Delta(\lambda)$ is also trying to shift back to the original longer wavelength. This recovering phenomena is similar to the previous pump probe reflection
The definition of reflection ellipsometry is defined as [99]:
\[ \rho \equiv \tan \psi e^{i \Delta} \equiv \frac{r_p}{r_s}, \]
where \( r_p \) and \( r_s \) are the reflection coefficients of \( p \)- and \( s \)-polarised light waves respectively. Moreover, \( \tan \psi = |r_p|/|r_s| \) and \( \Delta = \delta_{rp} - \delta_{rs} \) express the amplitude ratio and phase difference between reflected \( p \)- and \( s \)-polarised light waves, separately. Consequently, in order to reveal the optical property of nc-Si:H sample in excited state, the corresponding optical model should be constructed for nc-Si:H sample to fit data \( \psi(\lambda, t) \) and \( \Delta(\lambda, t) \).

For the unexcited state, the multilayer optical model in section 3.3.3 has been introduced and constructed to reveal the optical property of nc-Si:H sample. Meanwhile, we used 800 nm pump beam to excite the SiO\(_2\) film with crystalline silicon substrate under same pump fluence and we can not get the variation of reflected probe signal. We can confirm that the photon excited nc-Si:H film is the main reason for the probing signal change.

As in the previous sections, the Drude model was used in the analysis of the free carrier contribution to the change of the dielectric function, which has been discussed in section
3.4.3. So, \( \epsilon_{\text{eff}} = \epsilon_{\text{eff}0} + \Delta \epsilon_{\text{fca}}(\omega_p, \Gamma) \) is applied to formulate the new effective dielectric constant of excited state nc-Si:H film. Then, in term of analysing flowchart 3.31, \( \epsilon_{\text{eff}} \) substituted \( \epsilon_{\text{eff}0} \) into the multilayer optical model. Adjusting \((\omega_p, \Gamma)\), the decay process of data \( \psi(\lambda, t) \) and \( \Delta(\lambda, t) \) can be fitted very well. Figure 4.19 (c) and (d) display the fitting results with the detected data under 0.3, 1.6, 4.5, 12.1ps time delay, which were shown as red lines and black lines respectively, and they were also coincident with each other very well. From here, we also clearly see that there is a strong influence on \( \psi \) and a weak effect on \( \Delta \) after pump pulse excitation. As the time delay was increasing from 0.3ps to 12.1ps, the values of \( \psi \) at each probing wavelength was also increasing to return to ground state values and \( \Delta \) was shifting to the original longer wavelength, which are indicated by the blue arrow lines in figures.

Consequently, the decay process of effective dielectric function \( \epsilon(\lambda, t) \) of nc-Si:H film from unexcited state to excited state can be identified after fitting \( \psi(\lambda, t) \) and \( \Delta(\lambda, t) \). Figure 4.20(a) and (b) depict the real part and imaginary part of \( \epsilon_{\text{eff}}(\lambda, t) \) as the function of probing wavelength from 760nm to 820nm and time delay between \(-0.7ps\) and \(13ps\). As we can see, both of \( \epsilon_{\text{eff}}^r(\lambda, t) \) and \( \epsilon_{\text{eff}}^i(\lambda, t) \) are not strongly dependent on the probing wavelength, which is expected as for the free carriers response measured away from the resonance. But, they express a big dependence on the time delay \( t \). So the general decay trend can be more clearly observed after averaging the \( \epsilon_{\text{eff}}^r \) and \( \epsilon_{\text{eff}}^i \) over the whole probing wavelength, which are shown as subfigures in figure 4.20(a) and (b). As we can see, the subfigure (a) \( \epsilon_{\text{eff}}^r(t) \) decreases after the photons excitation and then gradually recovers back to the original unexcited state value. The subfigure (b) \( \epsilon_{\text{eff}}^i(t) \) indicates that there is a suddenly distinct positive rising after the pump excitation. Then, the \( \epsilon_{\text{eff}}^i(t) \) gradually decreases to the unexcited state. Moreover, the fractional change of \( \epsilon_{\text{eff}}^i \) is quite small in comparison to that of imaginary part \( \epsilon_{\text{eff}}^i \), during the excitation process \( t \approx 0ps \). Such a relation is demonstrated for the free carrier absorption when the plasma frequency and scattering rate are of the same order[185].

According to relationship \( N^2 = (n - i \cdot k)^2 = \epsilon \), the absorption coefficient of nc-Si:H film can also be acquired, \( \alpha = 4\pi k/\lambda \). As we can see in figure 4.21, the absorption coefficient is also experiencing the dramatic rising after excitation and then is gradually decreasing as time delay is increasing, which is similar to the changing behaviour of \( \epsilon_{\text{eff}}^i(t) \) in figure 4.20(b). Referring to the \( \alpha \) value from \( t < 0 \) to \( t > 0 \), the absorption coefficient has increased more than 4 times under every probing spectra after pump photons excitation. This sudden distinctive rise in the absorption coefficient is mainly due to the induced absorption property of the excited free carriers. The dynamic behaviours of the absorption coefficient and dielectric function of the nc-Si:H film as increasing time delay are also corresponding very well with the other published measurements on nc-Si:H material[5, 10, 58, 204, 205].
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**Figure 4.20:** Dielectric constant $\epsilon_{eff}(\lambda, t)$ of nc-Si:H film as the function of probing wavelength from 760nm to 820nm and time delay between $-0.7\text{ps}$ and $13\text{ps}$. (a) shows the real part of $\epsilon_{eff}$, (b) shows the imaginary part of $\epsilon_{eff}$. The subfigures in (a) and (b) are the averaging real part and imaginary part of dielectric constant over whole probe spectrum as increasing time delay.

Meanwhile, the decay processes of plasma frequency $\omega_p(t)$ and scattering rate $\Gamma(t)$ in the Drude equation can also be obtained by the new multilayer optical model simulating $\psi(\lambda, t), \Delta(\lambda, t)$ of excited state nc-Si:H sample under each time delay. Furthermore, in section 4.4, the effective mass has been estimated by pump fluence dependent measurements, which is $m^* \approx 0.17m_e$. So, the $\omega_p(t)$ can be converted to the decay process of excited carriers concentration $N_{eh}(t)$. Figure 4.22(a) and (b) illustrate the $N_{eh}(t)$ and $\Gamma(t)$ decay processes between 0ps and 13ps respectively. The magnitudes of $N_{eh}(t)$ and $\Gamma(t)$ are roughly coincident as the values obtained in section 4.5, where recombination
coefficients were discussed. This demonstrates the reliability of the pump probe ellipsometry technique for precise identification of $N_{eh}$ and $\Gamma(t)$. From here, the conductivity decay process of excited state nc-Si:H film can also be solved, which is deduced according to $\sigma_0(t) = e^2 N_{eh}(t)/(\Gamma(t)m^*m_e)$ and shown in Figure 4.22(c). The conductivity $\sigma_0$ is decreasing from around 3500 S/m to 600 S/m with increasing time delay between 0 ps and 13 ps. These high frequency conductivity values are reasonable when comparing to the obtained conductivity value in section 4.6 under 800 nm pump light excitation.

As we can see, the pump probe ellipsometry technique is a good method to realise the decay process of optical property of excited state material. Applying the appropriate optical model simulation, the ultrafast dynamics information of researched material can be understood precisely.

### 4.8 Summary

In conclusion, the pump probe reflection and ellipsometry techniques are discussed and applied to research the ultrafast dynamics properties of hydrogenated nano-crystalline
silicon (nc-Si:H) material in this chapter. Firstly, the influence of probe beam polarisation on the pump probe reflection is discussed under the around Brewster’s angle of probing light. And the $45^\circ$ linear polarised state is finally chosen to do the pump probe research. Then, regarding to the multilayer structure of nc-Si:H sample, the multiple incident angles measurements are done to reveal the two important ultrafast dynamics parameters: plasma frequency $\omega_p$ and scattering rate $\Gamma$ under each time delay. We found that $\Gamma$ is dependent on $\omega_p$ when the carrier-carrier scattering mechanism dominates the scattering process. Furthermore, to realise the excited carrier concentration $N_{eh}$ and discuss the carrier-carrier scattering mechanism, the effective mass $m^*$ of excited carriers is estimated as $m^* \approx 0.17m_e$ through the pump fluence dependent measurements.

Then, the recombination property of $N_{eh}(t)$ under different pump fluences is analysed through the fitting of the decay process of $N_{eh}(t)$ and determining the recombination coefficients. We found the recombination process of excited carriers in nc-Si:H material is mainly controlled by the quadratic and cubic recombination terms. The quadratic coefficient value is in the magnitude of around $10^{-9}cm^3s^{-1}$ and cubic coefficient is at around $10^{-29}cm^6s^{-1}$. Moreover, the DC (direct current) conductivity as a function of pump photon energy in initial decay time ($\sim 300fs$) is detected, and analysed using the Drude conductivity and Boltzmann transport theory. The analysis shows that the thermal distribution of excited nascent carriers can be described as that of a classical hot non-degenerate gas. The conductivity of the gas decreases monotonically as the excitation photon energy decreases. Finally, the pump probe ellipsometry technique is introduced and applied to measure the $\psi(\lambda,t)$ and $\Delta(\lambda,t)$ for precise characterisation of the decay processes of the dielectric function and absorption coefficient and conductivity of excited state nc-Si:H material.
Chapter 5

Pump Probe Transmission and Reflection of PS

5.1 Introduction

In this chapter, a free standing porous silicon (PS) membrane is researched through pump probe transmission and reflection measurements. Firstly, we introduce the basic preparation and characterisation methods for the PS membrane sample. Then, the reflectance and transmittance of the PS membrane are both measured and the optical model is constructed to fit these data. From the fitting, the dielectric constant of nano wires c-Si in PS material can be evaluated. Moreover, the porosity and thickness of PS membrane can also be estimated. After that, we simultaneously did the time resolved pump probe spectral transmission and reflection measurements. In the analysing procedure, we develop an analytical model based on the Wentzel-Kramers-Brillouin (WKB) approach and Drude equation to simulate the pump probe transmission and reflection data simultaneously. The model allows us to retrieve a pump-induced nonuniform complex dielectric function change along the membrane depth and increasing time delay. We show that the model fitting to the pump probe data requires a minimal number of fitting parameters while still complying with the restriction imposed by the Kramers-Kronig relation. Moreover, referring to the Drude equation in analytical model, the excited carriers concentration and scattering rate can also be estimated as functions of the PS membrane depth and time delay from fitting the data. Finally, the diffusion coefficient $D$ and recombination time $\tau$ of excited carriers in PS membrane material are discussed through the simulation of a carrier transport equation. We realised the developed model has a broad range of applications for experimental data analysis and practical implementation in the design of devices involving a spatially nonuniform dielectric function, such
as in biosensing, wave-guiding, solar energy harvesting, photonics and optoelectronic devices.

5.2 PS Membrane Preparation and Characterisation

The discussion and results in this subsection had been published in paper: Determination of excitation profile and dielectric function spatial nonuniformity in porous silicon by using wkb approach. Optics express, 22(22):2712327135, 2014.[29] Most part of text is from the publication.

The porous silicon layer was fabricated by electrochemical anodisation of the surface of a 3'' diameter (100) silicon wafer (B-doped, 5 – 15mΩcm), using an electrolyte comprised of methanol and 40% HF in a ratio 1 : 1; a current density of 30mA/cm² and anodisation time of 11 min was chosen to yield a layer with ~ 60% porosity and 11µm depth (calculated using a gravimetric calibration curve); the layer was detached from the underlying substrate, after anodisation, by applying a 120mA/cm² pulse (10s) before removed from the electrolyte; the free standing membrane was then rinsed in methanol and air-dried. On the other hand, the porosity of > 50% and the thickness of ~ 13µm of the PS membrane were also estimated from the images of the surface and cross section obtained by SEM, showing in Figure 5.1(a)-(c). The surface of PS membrane is shown in Figure 5.1(a), which is like a sponge or a honey comb plate, and the irregular holes are mixing with the nano c-Si wires. The cross section of PS membrane in Figure 5.1(b) describes the nano c-Si cylinders were constructing the main structure and the branches are interweaving with each other to generate the voids inside of PS membrane.

Apart from the structure information, it is necessary to describe the dielectric constant of the sample at ground state without pump pulse perturbation, which is also fundamental process to investigate the optical property of excited state of PS membrane in the following discussion. The distinguished method to determine the dielectric constant of PS membrane is to evaluate the Fabry-Perot interference fringes from transmission or reflection measurements. The periodical distance of interference fringes relates to the thickness of sample \( d \) and probing light wavelength, and the contrast of fringes between peak and valley has a relation with the penetration depth of probing light \( d_p = 1/\alpha \), where \( \alpha \) is absorption coefficient. If \( d \ll d_p \), the interference fringes can be clearly observed in the transmission or reflection measurements. Applying an approximate optical model to fit them, the optical properties of the sample can be identified. This method is quite common to be used to research the optical property of PS membrane samples[90, 166, 167, 206–208]. In our case, we measured transmittance \( T_0 \), and reflectance \( R_0 \), of the membrane using the probe beam in the region of interest between
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Figure 5.1: SEM images of the porous silicon (PS) membrane sample, showing (a) the surface of the sample; and (b) and (c) cross sections of the sample.

760 and 810 nm. The polarisation of probe beam is fixed at $s$—polarised state and incident angle is kept at 45°. The results are shown in Figure 5.2. The interference fringes of $T_0$ and $R_0$ can be clearly seen in this figure.

Figure 5.2: (a) Transmittance, $T_0$ and (b) reflectance $R_0$, of the PS membrane, which are both measured under 45° incident angle and $s$—polarised state of probe beam. The black dots show the experimental data; the red solid lines correspond to the best fitting.

According to the measurement condition, the air/membrane/air optical configuration can be constructed for fitting $T_0$ and $R_0$. As for describing the optical response of the PS membrane, we used Forouhi-Bloomer model combining with the Bruggeman effective medium approximation. The four terms Forouhi-Bloomer (FB) inter-band model[130] is applied to simulate the complex refractive index of the nano crystalline silicon constituent of the membrane, which is written as Equation 3.68 and 3.69 for real and imaginary parts respectively. Then, $\epsilon_{c-Si} = (n - ik)^2$ assigns the dielectric function of
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The model is based on the crystalline silicon energy band structure and satisfies the Kramers-Kronig relations. In the FB model, $E_g$ is the energy band gap and $E$ is the probing photon energy, $\epsilon_\infty$ is the dielectric constant corresponding to probing photon energy $E \to \infty$, and the $A_i, B_i$ and $C_i$ are the phenomenological parameters related to the optical transitions around the critical points where the conduction and valence bands are approximately parallel to each other and the optical absorption is enhanced. Generally, four dominant critical point transitions can sufficiently describe the c-Si optical property\[130\]. Thus, four terms, $q = 4$, can be used to describe the optical property of crystalline silicon (c-Si) over a wide spectral range. A similar approach was also used in the previous works to simulate nano crystalline silicon materials\[129, 209\].

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{image}
\caption{Real and imaginary parts of the dielectric functions of the crystalline silicon constituent (c-Si) of the PS membrane (solid lines) and the effective medium approximation (dashed lines). The left axis corresponds to the real parts; the right axis corresponds to the imaginary parts.}
\end{figure}

Then, the Bruggeman effective medium approximation[160] is used to mix the phase of nano c-Si with voids to express the effective dielectric function, $\epsilon_{eff}$, of the PS membrane, which is given as

\begin{equation}
\epsilon_{eff} = \frac{1}{4}\left\{\epsilon_v(3p - 1) + \epsilon_{c-Si}(2 - 3p) + \sqrt{[\epsilon_v(3p - 1) + \epsilon_{c-Si}(2 - 3p)]^2 + 8\epsilon_{c-Si}\epsilon_v}\right\}.
\end{equation}

Where $\epsilon_v = 1$ is the dielectric constant of voids and $p$ is the porosity of the PS membrane. Referring to the experimental conditions and sample structure information, the effective dielectric constant $\epsilon_{eff}$ can be used in the transfer matrix method[93, 164] to calculate out $T_{0}^{cal}$ and $R_{0}^{cal}$, denoting the modelled transmittance and reflectance, respectively. We note that $\epsilon_{eff}$ was assumed to be uniform across the membrane depth (an assumption that holds for membranes thinner than $30 \to 50 \mu m$). The more details about using transfer matrix to calculate transmittance and reflectance can be found in Equations 3.41 and 3.42. The fitting parameters in the optical model were iteratively adjusted to
minimise the difference between the calculated and measured values to obtain the best fits shown in Figure 5.2. The best fits were obtained by setting the energy band gap, \( E_g \), of nano c-Si at 1.3 eV; the composition and thickness used in the calculation are very similar to those obtained experimentally (a porosity is 54.5% and a thickness of 13.2 \( \mu m \)).

The phenomenological parameters, \( A_i, B_i, \) and \( C_i \) are close to the values published in the original paper for the crystalline silicon[130]. The values of \( \epsilon_{c-Si} \) and \( \epsilon_{eff} \) obtained in the fitting process for the whole PS membrane are shown in Figure 5.3. We note that the dielectric function of the nano-crystalline silicon constituent is slightly different from that of bulk silicon owing the presence of native silicon oxide and nanoscopic dimensions affecting the band structure of silicon crystallites[210, 211]. We also note that the absolute change of the values of \( \epsilon_{c-Si} \) over the observed spectrum is greater than that of the corresponding effective dielectric functions \( \epsilon_{eff} \). This effect is owed to the dilution of the crystalline silicon phase and decreased contribution to the optical response. However, the relative change is same for both functions. The detailed flowchart of simulation procedure has been illustrated in figure 3.15. Then, we can do the pump probe transmission and reflection measurements and analysis the data basing on the optical property of ground state PS membrane. Actually, it has been reported that a significant response can be observed in pump-probe measurements, and this technique was widely used in the previous works to study the excited state of the PS[20, 61, 62]. It was shown that the excitation of the free carriers can be described sufficiently well by the Drude response.

5.3 Determination of Excitation Profile in PS Membrane

The discussion and results in this subsection have also been published in paper: Determination of excitation profile and dielectric function spatial nonuniformity in porous silicon by using WKB approach. Optics express, 22(22):27123-27135, 2014.[29] Most part of text is from the publication.

To obtain the experimental results we used pump-probe femtosecond pulses with identical spectrum spanning through the region between 770 and 820 nm. All the measurements were done at a 5 ps time delay between the pump and probe, recording simultaneously the changes of transmittance and reflectance induced by the pump. The analysis focused on the retrieving of the complex dielectric function alteration caused by the pump excitation. We show that the assumption of uniform excitation and uniform dielectric function alteration is insufficient for constructing an optical model able to successfully describe the observed results. Therefore, we developed an analytical approach that allows us to find a non-uniformity of the excitation. This method is based
on the Wentzel-Kramers-Brillouin approach (WKB) and allows us to find a smooth change of the dielectric function between the membrane facets. Using this method, we retrieved the depth-dependent change of the complex dielectric function induced by the pump. The optical model developed in this study can be used for more complex analysis of optical pump-probe measurements, such as determination of the excitation lifetime, reconstruction of carrier diffusion, and establishing the conductivity.

The optical properties of optically excited PS membranes were investigated by using the traditional optical pump-probe method to measure induced reflection and transmission change at a 5ps delay time after pump excitation. A relatively long time delay was set here to allow the nascent, hot, excited charge carriers to cool and relax to the bottom of the band edge, the delay time was also sufficiently short to allow the recombination process to be neglected as it proceeds on a much longer time scale. For the measurements, a Coherent ultrafast laser system was used to provide ultrashort laser pulses. The system delivers $\sim 50\text{fs}$ pulses of nearly Gaussian shape, covering the spectral range between $760\text{nm}$ and $830\text{nm}$. The source beam was split by a pellicle beam splitter into intensive pump pulses and weak probe pulses in a ratio of $\sim 100:1$. With the help of a computer-controlled retroreflector, the optical path length of the probe pulse can be precisely delayed with respect to that of the pump pulse, generating a difference between arrival times of the pulses on the surface of the sample. The pump fluence was adjusted by using an attenuator based on a combination of a rotatable half-wave plate and a near-Brewster angle reflection, which was set to $1.5\text{mJ/cm}^2$. The polariser and half-wave plate were used to set the probe and pump beams to the $s$- and $p$-polarisation states, respectively, to avoid interference. The incident angle of the probe beam was set to $45^\circ$. The difference between the pump and probe beam incident angles was $15^\circ$. The probe and pump were focused to $\sim 50$ and $\sim 500\text{um}$ spot diameters, respectively, on the surface of the PS membrane. The spatial overlap between the pump and probe was checked by a CCD camera equipped with a magnifying lens. The temporal overlap between the pump and probe pulses was determined by a second harmonic generation from a BBO crystal positioned at the place of the sample. For measurements of the transmission and reflection of the probe beam, the same spectrometer (Ocean Optics QE65 Pro) was used. Further information about the experimental setup can be found in section 3.4.1 and Figure 3.22. The measurements presented here are in the form of a fractional change of the reflectance and transmittance: $\Delta T/T_0 = (T_t - T_0)/T_0$ and $\Delta R/R_0 = (R_t - R_0)/R_0$, where $T_t$ and $R_t$ are the transmittance and reflectance respectively, of the excited sample at a time delay $t$ after the pump excitation; $T_0$ and $R_0$ are the transmittance and reflectance of the sample without excitation, which have been characterised in Figure 5.2. Figure 5.4 shows the experimental results of the transient
pump-probe fractional change of the transmission and reflection, $\Delta T/T_0$ and $\Delta R/R_0$, respectively, as a function of the probe wavelength.

![Figure 5.4](image)

**Figure 5.4:** Transient pump-probe transmission and reflection, $\Delta T/T_0$ and $\Delta R/R_0$, measured on the PS membranes at a time delay of 5ps. The black dots represent the experimental results. The red solid lines show the fitting results using the uniform optical model. The bottom plots show the change to the dielectric function induced by the pump and used for the calculation of $\Delta T/T_0$ and $\Delta R/R_0$. (a) A uniform model provides good fitting to $\Delta T/T_0$, but shows a discrepancy in the fitting to $\Delta R/R_0$; (b) a uniform model fits well $\Delta R/R_0$, but fails to describe $\Delta T/T_0$.

### 5.3.1 Uniform Excitation Model

We attempted to simulate the experimental pump-probe results by assuming a uniform change of the complex dielectric function across the membrane depth induced by the pump. The dielectric function of the nano-silicon fraction excited by the pump, $\epsilon_{Si-pump}$, can be described as a sum of the dielectric functions at the ground state (shown in Figure 5.3), $\epsilon_{c-Si}$, and the response of the free carrier, $\Delta \epsilon_{fcr}$, excited by the pump:

$$\epsilon_{Si-pump} = \epsilon_{c-Si} + \Delta \epsilon_{fcr}.$$  \hspace{1cm} (5.2)

In general, there are additional possible physical effects expected to contribute to the change of the linear optical properties of an optically excited semiconductor, such as band filling, band structure renormalisation and phonon excitation, but in our experimental conditions these effects are negligible [17].
The Bruggeman model was then implemented again to express the effective dielectric function of the excited PS membrane and the transfer matrix method was used to evaluate the change of the transmittance and reflectance, $\Delta T/T_0$ and $\Delta R/R_0$, respectively, induced by the excitation. However, we were unable to fit simultaneously $\Delta T/T_0$ and $\Delta R/R_0$. Figure 5.4(a) shows the cases where a uniform change of the dielectric function provides a good fitting of $\Delta T/T_0$, but was not satisfactory for $\Delta R/R_0$. In contrast, on Figure 5.4(b) $\Delta R/R_0$ was reasonably well-fitted, but $\Delta T/T_0$ was not. Any attempts to simultaneously fit the change in reflectance and transmittance resulted in discrepancies between the experiment and calculations. We concluded that no unique solution exists for a uniform $\Delta \epsilon_{fcr}$ that can describe the optical response of the optically excited PS membrane. This conclusion is well-founded on a simple argument that, in the first instance after the excitation, the spatial profile of the excited carriers reproduces the absorption profile of the pump and, thus, it is not uniform because the pump intensity drops along the propagation path through the membrane. Therefore, we developed a new procedure to analyse the results and calculate the variation of the optical properties as a function of the membrane depth.

5.3.2 Nonuniform Model

The model we used to describe the optical response of the optically excited membrane is based on the WKB method, in which a smooth nonuniform change of the dielectric properties as a function of the depth is assumed [212]. In our case, this change is related to the alteration of the density of excited charge carriers as a function of the membrane depth along the coordinate $z$. Therefore, the dielectric function of the membrane is given by $
abla \epsilon_{Si-pump}(z) = \epsilon_{c-Si} + \Delta \epsilon_{fcr}(z)$. This function was used in the Bruggeman model to obtain the effective dielectric function $\epsilon_{eff}(z)$ and calculate $\Delta T/T_0$ and $\Delta R/R_0$ by fitting the experimental results. Hence, in this fitting procedure $\Delta \epsilon_{fcr}(z)$ can be retrieved. We note that, in general, one may expect nontrivial oscillations as a function of the angle of diffusively scattered light [213], but here we will concentrate on the specular reflection and transmission only, which are well described by a model with a dielectric function depending exclusively on the perpendicular coordinate.

5.3.2.1 Definition of Boundary Characteristic Matrix

First, we derive the boundary transfer matrix method that is used to calculate the transmittance and reflectance of the membrane. Figure 5.5(a) shows a boundary between media $i$ and $j$. The complex amplitudes of light incoming from the left and right are expressed as $a_{i,in}$ and $a_{j,in}$, respectively, while the outgoing amplitudes are given by $a_{i,out}$
and $a^\text{out}_j$, $a^\text{out}_i$ denotes the summation of the transmission part of $a^\text{in}_i$ and the reflection part of $a^\text{in}_j$, and $a^\text{out}_i$ represents the summation of the reflection part of $a^\text{in}_i$ and the transmission part of $a^\text{in}_j$. Neglecting surface roughness, which causes cross-polarised scattering [43], we may define a characteristic (transfer) boundary matrix $\hat{T}_{ij}$ for s-polarisation only that relates the fields on both sides of the boundary, $i$ and $j$:

$$\begin{bmatrix}
    a^{\text{in}}_i \\
    a^{\text{out}}_i \\
\end{bmatrix} = \hat{T}_{ij} \cdot \begin{bmatrix}
    a^{\text{out}}_j \\
    a^{\text{in}}_j \\
\end{bmatrix} = \begin{bmatrix}
    T_{11}^{ij} & T_{12}^{ij} \\
    T_{21}^{ij} & T_{22}^{ij} \\
\end{bmatrix} \cdot \begin{bmatrix}
    a^{\text{out}}_j \\
    a^{\text{in}}_j \\
\end{bmatrix}. \tag{5.3}
$$

The Equation 5.3 reveals that the boundary transfer matrix $\hat{T}_{ij}$ includes four elements and the directivity is from medium $i$ to $j$. To obtain the elements of the matrix $\hat{T}_{ij}$, the two special cases shown in Figure 5.5(b) and Figure 5.5(c) are considered. Figure 5.5(b) depicts the case of light with a unitary field amplitude crossing the boundary from $i$ to $j$. So, the reflection from the boundary can be described as $r_{ij}$, which is the reflection coefficient from medium $i$ to $j$ and a negative value. The positive direction can be defined as the direction from left to right side. The transmission is represented as the transmission coefficient $t_{ij}$, which is a positive value. The Equation 5.3 for such a case can be presented as

$$\begin{bmatrix}
    1 \\
    r_{ij} \\
\end{bmatrix} = \hat{T}_{ij} \cdot \begin{bmatrix}
    t_{ij} \\
    0 \\
\end{bmatrix}. \tag{5.4}
$$

Similarity, for the field crossing the boundary from $j$ to $i$, which is shown in Figure 5.5(c), the expression can be formulated as

$$\begin{bmatrix}
    0 \\
    t_{ji} \\
\end{bmatrix} = \hat{T}_{ij} \cdot \begin{bmatrix}
    r_{ji} \\
    1 \\
\end{bmatrix}. \tag{5.5}
$$

Then, considering the four elements in boundary transfer matrix $\hat{T}_{ij}$, we can expand the equation 5.4 and equation 5.5 to following equations 5.6 and 5.7 respectively.
\[
\begin{align*}
1 &= T_{ij}^{11} \cdot t_{ij} \\
r_{ij} &= T_{ij}^{21} \cdot t_{ij} \\
0 &= T_{ij}^{11} r_{ji} + T_{ij}^{12} \\
t_{ji} &= T_{ij}^{21} r_{ji} + T_{ij}^{22}
\end{align*}
\] (5.6)

From equation 5.6, we can get transmission and reflection coefficients from medium \(i\) to medium \(j\), which are expressed in equation 5.8.

\[
\begin{align*}
t_{ij} &= \frac{1}{T_{ij}^{11}}, & r_{ij} &= \frac{T_{ij}^{21}}{T_{ij}^{11}}
\end{align*}
\] (5.8)

Combining equation 5.6 and 5.7, the boundary transfer matrix \(\hat{T}_{ij}\) can be written as following

\[
\hat{T}_{ij} = \begin{bmatrix}
\frac{1}{t_{ij}} & -\frac{r_{ij}}{t_{ij}} \\
\frac{r_{ij}}{t_{ij}} & t_{ji} - \frac{r_{ij} r_{ji}}{t_{ij}}
\end{bmatrix}.
\] (5.9)

Furthermore, we can simplify this boundary transfer matrix \(\hat{T}_{ij}\) to more brief expression 5.10, referring to relations \(r_{ij} = -r_{ji}\) and \(t_{ij} = 1 + r_{ij}, t_{ji} = 1 + r_{ji}\). And the relationship \(\hat{T}_{ij}^{-1} = \hat{T}_{ji}\) can also be confirmed when considering the directivity for boundary transfer matrix. As we can see in this general boundary transfer matrix expression, the four elements only depend on the reflection and transmission coefficients \(r_{ij}, t_{ij}\) respectively between the medium \(i\) and medium \(j\).

\[
\hat{T}_{ij} = \frac{1}{t_{ij}} \cdot \begin{bmatrix}
1 & r_{ij} \\
r_{ij} & 1
\end{bmatrix}.
\] (5.10)

5.3.2.2 Nonuniform Optical Property in WKB Approximation

Using the boundary transfer matrix developed above, we will derive a characteristic matrix based on the WKB method to calculate the transmittance and reflectance of light propagating through a membrane with a spatially nonuniform optical response.

Figure 5.6 shows a schematic cross-section of a membrane with the thickness \(d\). There are three regions denoted as 1⃝, 2⃝ and 3⃝ from the left to the right hand side. The interfaces between the regions 1⃝ and 2⃝, and between 2⃝ and 3⃝ can be described by the boundary transfer matrices \(\hat{T}_{12}\) and \(\hat{T}_{23}\), respectively. According to Equation 5.10, these matrices can be presented as the following:
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Figure 5.6: Schematic representation of a membrane cross-section. Regions 1 and 3 represent the membrane interfaces; 2 denotes the membrane region with a nonuniform dielectric function.

\[ T_{12} = \frac{1}{t_{12}} \begin{bmatrix} 1 & r_{12} \\ r_{12} & 1 \end{bmatrix} \quad ; \quad T_{23} = \frac{1}{t_{23}} \begin{bmatrix} 1 & r_{23} \\ r_{23} & 1 \end{bmatrix} \] (5.11)

Then, to derive the matrix, \( \hat{T}_m \), describing the optical response of s-polarised light propagating between the interfaces, we assign the total electric field of light inside of the medium as \( E(z) = E_+(z) + E_-(z) \) for every depth between 0 and \( d \), where \( E_+(z) \) and \( E_-(z) \) represent the fields of light propagating from left to right and in the reverse directions, respectively. \( k_i \) and \( k_j \) are the wave vectors of light outside and inside the membrane. Referring to the Wentzel-Kramers-Brillouin (WKB) approximation[214–217], the electric field \( E_{\pm}(z) \) at any depth position \( z \) is given by the following:

\[ E_{\pm}(z) = \frac{a_{\pm}}{\sqrt{q(z)}} e^{\pm i \int_0^z dq'(z')} \]

where

\[ q(z) = \sqrt{\frac{\omega^2}{c^2} \epsilon'_e(z) - k_x^2} . \] (5.12)

Here the total wave vector \( k_j(z) \) at any depth position inside the medium is representing as

\[ k_j(z)^2 = \frac{\omega^2}{c^2} \epsilon'_e(z) = \frac{\omega^2}{c^2} \left[ \Re(\epsilon'_e(z)) + i \Im(\epsilon'_e(z)) \right] . \] (5.13)

And the term \( k_x = \frac{\omega}{c} \sin \theta \) defines the tangential component of the wave vector, which is parallel to the surface of medium. \( \theta \) is the incident angle of the probing beam. \( \epsilon'_e(z) \) is the effective dielectric constant of membrane under excited state, which is also a function of depth position \( z \). According to the Snell’s law \( n_i \sin \theta_i = n_j \sin \theta_j \) and probing angular frequency \( \omega = \omega_i = \omega_j \), we can multiply both sides of Snell’s Equation by \( \omega/c \) to obtain \( k_i \sin \theta_i = k_j \sin \theta_j \). Consequently, tangential component \( k_x = \frac{\omega}{c} \sin \theta \) should always be constant at any depth position \( z \) as the tangential component of incident wave.
vector \( k_i \sin \theta_i = \frac{\omega}{c} \sin \theta_i \). So the parameter \( q(z) \) actually describes the perpendicular component of wave vector at any depth position \( z \) inside the medium.

Finally, the electric field \( E_{\pm}(z) \) at the arbitrary depth position in the region between 0 and \( d \) can be formulated using the WKB approximation method. And \( a_{\pm}/\sqrt{q(z)} \) is the magnitude of electric field at any depth position. The exponential term \( e^{\pm i \int_0^z dz' q(z')} \) actually includes a real part component to attenuate the magnitude of electric field and an imaginary part to express the absorption property at each depth position of membrane.

Eventually, the matrix \( \hat{T}_m \) relating the fields between the interfaces inside the membrane, can be expressed as the following:

\[
\begin{bmatrix}
E_+(0) \\
E_-(0)
\end{bmatrix}
= \hat{T}_1 \hat{T}_2 \hat{T}_3 \cdots \hat{T}_n
\begin{bmatrix}
E_+(d) \\
E_-(d)
\end{bmatrix}
= \hat{T}_m
\begin{bmatrix}
E_+(d) \\
E_-(d)
\end{bmatrix}
(5.14)
\]

Where \( \hat{T}_1, \hat{T}_2, \hat{T}_3, \cdots \hat{T}_n \) can be considered as the boundary transfer matrixes corresponding to every depth position from the denoting number 1 to \( n \) between front interface 0 and rear interface \( d \). In another word, we can assume the medium is composed by infinite boundaries between the two interfaces and each boundary can be expressed as a transfer matrix. The \( \hat{T}_m \) is obtained from multiplying all these matrixes from left first one \( \hat{T}_1 \) to the right final one \( \hat{T}_n \), which can be used to represent the whole medium property and make a bridge between the \((E_+(0), E_-(0))\) and \((E_+(d), E_-(d))\). Using equation 5.12, \((E_+(0), E_-(0))\) and \((E_+(d), E_-(d))\) can be formulated as following:

\[
\begin{align*}
E_+(0) &= \frac{a_+}{\sqrt{q(0)}} \cdot e^{i \int_0^0 dz' q(z')} \\
E_-(0) &= \frac{a_-}{\sqrt{q(0)}} \cdot e^{-i \int_0^0 dz' q(z')} \\
E_+(d) &= \frac{a_+}{\sqrt{q(d)}} \cdot e^{i \int_0^d dz' q(z')} \\
E_-(d) &= \frac{a_-}{\sqrt{q(d)}} \cdot e^{-i \int_0^d dz' q(z')}
\end{align*}
(5.15)
\]

Substituting these equations 5.15 into the medium expression 5.14, the matrix for whole membrane \( \hat{T}_m \) can be obtained as following

\[
\hat{T}_m = \sqrt{\frac{q(d)}{q(0)}} \begin{bmatrix}
e^{-i \psi} & 0 \\
0 & e^{i \psi}
\end{bmatrix}
\]

where

\[
\psi(z, \lambda, \theta) = \int_0^d dz \ q(z) = \frac{\omega}{c} \int_0^d dz \ \sqrt{\epsilon_{\text{eff}}(z, \lambda) - \sin^2 \theta}.
(5.16)
\]

We define the phase as \( \psi(z, \lambda, \theta) \) in above Equation and the phase \( \psi \) is a function of depth \( z \), probing wavelength \( \lambda \) and incident angle \( \theta \).
Finally, the characteristic matrix for the entire membrane system, shown in Figure 5.6, can be expressed as a product of the individual matrixes: \( \hat{T}_{12} \) for the front interface, \( \hat{T}_m \) for the medium and \( \hat{T}_{23} \) for the rear interface, which is written as:

\[
\hat{T} = \hat{T}_{12} \cdot \hat{T}_m \cdot \hat{T}_{23}
\]

\[
= \frac{1}{t_{12}} \begin{bmatrix} 1 & r_{12} \\ r_{12} & 1 \end{bmatrix} \sqrt{\frac{q(d)}{q(0)}} \begin{bmatrix} e^{-i\psi} & 0 \\ 0 & e^{i\psi} \end{bmatrix} \cdot \frac{1}{t_{23}} \begin{bmatrix} 1 & r_{23} \\ r_{23} & 1 \end{bmatrix}
\]

\[
= \frac{1}{t_{12} t_{23}} \sqrt{\frac{q(d)}{q(0)}} \begin{bmatrix} e^{-i\psi} + r_{12} r_{23} e^{i\psi} & e^{i\psi} r_{12} + e^{-i\psi} r_{23} \\ e^{-i\psi} r_{12} + e^{i\psi} r_{23} & e^{i\psi} + r_{12} r_{23} e^{-i\psi} \end{bmatrix}
\]

(5.17)

According to equations 5.8, the reflection and transmission coefficients are given by \( r_{ij} = \frac{T_{21}^{ij}}{T_{11}^{ij}} \) and \( t_{ij} = \frac{1}{T_{11}^{ij}} \). So they can be obtained from the final matrix expression 5.17 for the membrane system, which are given as following

\[
t = \frac{1}{\sqrt{\frac{q(d)}{q(0)}}} t_{12} t_{23} e^{-i\psi} + r_{12} r_{23} e^{i\psi}, \quad r = \frac{e^{-i\psi} r_{12} + e^{i\psi} r_{23}}{e^{-i\psi} + r_{12} r_{23} e^{i\psi}}.
\]

(5.18)

Then, according to the Fresnel equation 3.8 for \( s \)-polarised light, we can obtain the \( r_{12} \) and \( r_{23} \), which are shown as following

\[
r_{12} = r_0 = \frac{\cos\theta - \sqrt{\epsilon_{eff}(0) - \sin^2\theta}}{\cos\theta + \sqrt{\epsilon_{eff}(0) - \sin^2\theta}}, \quad r_{23} = -r_d = -\frac{\cos\theta - \sqrt{\epsilon_{eff}(d) - \sin^2\theta}}{\cos\theta + \sqrt{\epsilon_{eff}(d) - \sin^2\theta}}.
\]

(5.19)

Furthermore, the reflection coefficients \( r_0 \) and \( r_d \) can be briefly formulated using the definition 5.12 of \( q(z) \) and wave vector \( k_z = \frac{\omega}{c} \cos\theta \), which are shown as following

\[
r_0 = \frac{k_z - q(0)}{k_z + q(0)}, \quad r_d = \frac{k_z - q(d)}{k_z + q(d)}.
\]

(5.20)

Substituting these reflection coefficients of the front interface and rear interface into the equation 5.18 and combing the relations \( t_{12} = 1 + r_{12}, t_{23} = 1 + r_{23} \), we can get the total reflection and transmission coefficients of the whole PS membrane as following

\[
r = \frac{r_0 e^{-i\psi} - r_d e^{i\psi}}{e^{-i\psi} - r_0 r_d e^{i\psi}}, \quad t = \frac{1}{\sqrt{\frac{q(d)}{q(0)}}} \frac{(1 + r_0)(1 - r_d)}{e^{-i\psi} - r_0 r_d e^{i\psi}}.
\]

(5.21)
If we make a parameter definition as $E = e^{i\psi}$, the total reflection and transmission coefficients equations 5.21 can be further simplified as following:

$$r = \frac{E^{-2}r_0 - r_d}{E^{-2} - r_0r_d}, \quad t = \frac{1}{\sqrt{\frac{q(d)}{q(0)}}} \cdot \frac{(1 + r_0)(1 - r_d)E^{-1}}{E^{-2} - r_0r_d}. \quad (5.22)$$

Then, to calculate the reflectance and transmittance of excited state membrane, one can use the definition:

$$R_t = |r|^2 \quad \text{and} \quad T_t = |t|^2$$

referring to equations 5.22. (PS membrane is detected in the air atmosphere.) As long as we realised the incident angle $\theta$ of probing beam and effective dielectric constant of the excited state PS membrane $\epsilon'_{eff}(z,\lambda)$, we can calculate out $R_t, T_t$ and fit the measurement data $\Delta T/T_0, \Delta R/R_0$ simultaneously. The incident angle $\theta$ can be set in the experimental conditions. As the $\epsilon'_{eff}(z,\lambda)$ is derived from $\Delta\epsilon_{fcr}(z,\lambda)$, one can see that the only unknown in our experiment is a complex function $\Delta\epsilon_{fcr}(z)$, which can be reasonably well retrieved from a simultaneous fitting of the $\Delta T/T_0$ and $\Delta R/R_0$.

5.3.2.3 Fitting and Determination of $\Delta\epsilon_{fcr}(z)$

![Figure 5.7: Simultaneous fitting of the transmittance (a) and reflectance (b) change using the nonuniform model. The black dots show the experimental results of the pump-probe experiment at the 5ps time delay; the red-line denotes the fitting of the nonuniform model.](image)

To simplify the fitting process, the fitting parameters were defined as $\Delta\epsilon_{fcr}(0,\lambda)$ and $\Delta\epsilon_{fcr}(d,\lambda)$ for the front surface and rear surfaces of the PS membrane, respectively, and a smooth decaying function with depth of membrane joining these points. The fitting parameters and function are located in the complex plane; their real and imaginary parts are related by the Kramers-Kronig bidirectional relations. By using these parameters, the front and rear surface reflection coefficients $r_0$ and $r_d$ and the accumulated phase $\psi$ can be estimated and iteratively adjusted minimising the difference between the calculated and the measurement results of $\Delta T/T_0$ and $\Delta R/R_0$. Figure 5.7 shows the best fitting results for the optical model with a nonuniform complex dielectric function. The
results of the fitting represented by the red solid lines reproduce well the measurements denoted by the black dots. It is clearly seen that the nonuniform model provides better fitting to the results than the uniform one.

Actually, the free carrier response, $\Delta \epsilon_{fc}(z, \lambda)$, is formulated by the Drude equation under the restriction of Kramers-Kronig relation, which expresses the dielectric constant changing as probing light wavelength. Inside the Drude equation, the plasma frequency $\omega_p(z)$ and scattering rate $\Gamma(z)$ represent the nonuniform property as the function of membrane depth position $z$. The WKB method has assumed a smooth decaying function between $\Delta \epsilon_{fc}(0, \lambda)$ and $\Delta \epsilon_{fc}(d, \lambda)$. Moreover, referring to the Beer’s law: 

$$I_t = I_0 \cdot e^{-\alpha d},$$

the light intensity passing the medium also performs the exponential function with increasing depth. Consequently, the $\omega_p(z)$ and $\Gamma(z)$ are simplified as the exponential functions to reproduce the exponential decaying of $\Delta \epsilon_{fc}(z)$.

Regarding to the assumed smoothly exponential functions for $\omega_p(z)$ and $\Gamma(z)$ separately, the front surface $\omega_p(0), \Gamma(0)$ and rear surface $\omega_p(d), \Gamma(d)$ can be proposed to produce the $\Delta \epsilon_{fc}(0, \lambda)$ and $\Delta \epsilon_{fc}(d, \lambda)$. These four parameters are used for simultaneously fitting pump probe reflection and transmission data ($\Delta R/R_0, \Delta T/T_0$), meanwhile the exponential functions of $\omega_p(z)$ and $\Gamma(z)$ can be identified as long as the values of four parameters are obtained.

$$\omega_p(z) = \omega_p(0) \cdot e^{-a_1 z}, \quad \text{where} \quad a_1 = -\frac{1}{d} \cdot \ln \frac{\omega_p(d)}{\omega_p(0)}; \quad (5.23)$$

$$\Gamma(z) = \Gamma(0) \cdot e^{-a_2 z}, \quad \text{where} \quad a_2 = -\frac{1}{d} \cdot \ln \frac{\Gamma(d)}{\Gamma(0)}. \quad (5.24)$$

As adjusting the four parameters $(\omega_p(0), \Gamma(0))$ and $(\omega_p(d), \Gamma(d))$, which represent the changing of the front surface $\Delta \epsilon_{fc}(0, \lambda)$ and rear surface dielectric functions $\Delta \epsilon_{fc}(d, \lambda)$ respectively, we can minimise the difference between calculation and measurement, and complete the fitting process. The criterion for judging the best fitting results is constructed according to the weighted least squares method, which can be formulated as following

$$\chi = \frac{1}{2N - M} \sum_{i=1}^{N} \left\{ w_1 \left[ (\frac{\Delta R}{R_0})^{cal} - (\frac{\Delta R}{R_0})^{exp} \right]^2 + w_2 \left[ (\frac{\Delta T}{T_0})^{cal} - (\frac{\Delta T}{T_0})^{exp} \right]^2 \right\}. \quad (5.25)$$

Where $N$ is the number of data points of probing spectrum in the measurements and $M$ is the number of variable parameters in the fitting model, $M = 4$. The weighted coefficients $w_1, w_2$ can be used to weight the balance of contributions from pump probe reflection fitting and transmission fitting. Here, $w_1 = 15\%$ and $w_2 = 85\%$ are used referring to the scale of Figure 5.7. We note here that this linear regression algorithm
provides the fitting error of $\chi = 0.0016$. On the other hand, the fitting errors for the uniform model (shown in Figure 5.4) is by an order of magnitude greater.

![Figure 5.8: Wavelength-dependent lateral distribution of the real (a) and imaginary (b) parts of the dielectric function change induced by the pump excitation, retrieved from the optical model based on the WKB approach.](image)

From the model fitting, we retrieved the real and imaginary parts, $\Delta \epsilon^r_{fcr}(z, \lambda)$ and $\Delta \epsilon^i_{fcr}(z, \lambda)$, of the dielectric function change 5 ps after the excitation by the pump. These functions are shown in Figure 5.8. It can be seen that $\Delta \epsilon^r_{fcr}$ and $\Delta \epsilon^i_{fcr}$ are only weakly dependent on the probe wavelength, as expected for the free carrier response measured away from the resonance. However, these functions depend strongly on the position, $z$: $\Delta \epsilon^r_{fcr}(z)$ is changing from around $-0.035$ to $-0.012$, while $\Delta \epsilon^i_{fcr}(z)$ is shifting from around $0.022$ to $0.003$ as a function of the depth between $0 \mu m$ and $13 \mu m$. The observed change corresponds to the excitation profile decaying as a function of the distance from the front surface. Moreover, by comparing $\Delta \epsilon_{fcr}$ with the dielectric function of nano c-Si without pump excitation $\epsilon_{c-Si}$ in Figure. 5.3, it can be seen that the fractional change of the real part, $\Delta \epsilon^r_{fcr}$, is quite small in comparison to that of the imaginary part, $\Delta \epsilon^i_{fcr}$. Such a relation is characteristic for the free carriers response when the plasma frequency and scattering rate are of the same order\[218\]. In order to clearly illustrate the changing behaviour of $\epsilon_{fcr}(z)$ as increasing the depth position from $0$ to $d$, the real and imaginary part of $\Delta \epsilon_{fcr}(z, \lambda)$ can be simply averaged over the whole probing wavelength from around $770 nm$ to $820 nm$, which is displayed in Figure 5.9.

We note here that the profile of the excitation strength (the dielectric function change) is in general different from that expected for a semi-infinite solid because of the pump pulse absorbance enhancement resulting from bouncing inside the membrane between the rear and front surfaces. It can be estimated that the pump pulse travels $2 \rightarrow 3$ round trips before its intensity decays by a factor of $1/e$. 
5.3.3 Conclusion

In conclusion, we investigated and developed an analytical calculation method to estimate the spatial distribution along the membrane depth of the dielectric function of porous silicon membranes excited optically by a femtosecond laser pulse. We found that a model with a uniform excitation is inadequate as it does not provide a solution to reconstruct the observed experimental results and neglects the spatial excitation profile of the free charge carriers. To overcome this problem we developed an analytical method based on the WKB approximation. Using this method, we obtained the spatial distribution of the real and imaginary parts of the dielectric function bidirectionally coupled by the Kramers–Kronig relation. The results confirm that the main contribution to the change of the dielectric function induced by the optical pump can be attributed to the excited free carrier response. Thus, the obtained spatial distribution conveys the distribution of the excited carriers as a function of the membrane depth. Moreover, it seems possible to manipulate and to engineer the dielectric function by tuning the pump pulse intensity.

The modelling results provided an insight that the fractional change of the imaginary part, associated with the free carrier absorption, is significantly stronger than that of the real one. It also suggests that the excitation profile of the membrane differs from that of its semi-infinite solid counterpart because for the former the round trips and constructive interference of the pump pulse enhance the absorbance.

We believe that the method of reconstructing the spatial dielectric function distribution is useful not only for optically pumped materials but can be applied to biosensing where the PS refractive index is sensitive to the binding of biological and chemical molecules for which adsorption and distribution inside a thin film are strongly non-uniform, solar cells and detectors with a nonuniform structure and morphology, and a variety of
optoelectronic devices with induced or permanent nonuniform dielectric function modulation. In general, this model is applicable for the samples sufficiently transparent and reflective to measure the transmittance and reflectance, respectively.

5.4 Discussion on Carriers Transport Property of PS Membrane

Because of the excellent optoelectronic applications for porous silicon material, the transportation property of excited carriers in PS membrane is necessary to be studied, which mainly involves the carriers recombination time and diffusion coefficient. Generally, the experimental method to investigate the charge carriers transport in PS is studying current-voltage ($I - V$) curves or steady-state photoconductivity measurements. But, the problem of fabricating efficient and stable contacts on PS surface remains still to be unsolved[79]. Moreover, the ordinary PS sample usually is composed of the porous silicon layer with c-Si substrate. In this case, the influence of c-Si substrate avoids to realise the accurate transport properties of PS material[219, 220]. So, in our research, the free standing thin membrane of PS is researched directly and time resolved pump probe method is applied to analyse the transport property, which is an optical non-contacted approach.

Actually, it has been reported that the diffusion coefficient $D$ can be evaluated from the decay process of laser induced transient grating experiments[221–223]. Tomasiunas[223] estimated the value of diffusion coefficient $D \approx 40cm^2/s$ for around 60% porosity PS, which is even higher than generally anticipated diffusion coefficient of crystalline Si [224]. While, another value $\sim 10^{-6}cm^2/s$ of the ambi-polar diffusion constant in PS by Schwarz et al[222] was obtained using the same method under low injection measurements. This huge difference was explained as the different injection level for PS material. To clarify the diffusion coefficient $D$ of PS material more precisely, we proposed to use time resolved pump probe method with simultaneous detecting reflection and transmission. The measurements were scanning from $-20ps$ to $210ps$, recording simultaneous changes of transmittance and reflectance included by the excitation. In the analysis, the pump induced carrier concentration as the function of PS membrane depth and time delay is extracted from the data, basing on the WKB method and Drude equation. Then, the life time of excited carriers is estimated assuming the general linear recombination process. Finally, the diffusion coefficient $D$ is evaluated through fitting the decay process of excited carriers concentration according to the Fick’s second law, where the diffusion coefficient $D$ is assumed to be constant at any membrane depth.
5.4.1 Time Resolved Pump Probe Measurements and Analysis

In order to evaluate the excited carriers diffusion coefficient of PS membrane, the time resolved pump probe transmission and reflection are measured simultaneously under the fixed experimental conditions firstly, 1.5mJ/cm² pump fluence and 45° probing incident angle. The time delay was scanning from around −20ps to 210ps, with 5ps step size. Figure 5.10 (a) and (b) described the measurement results $\Delta T/T_0$ and $\Delta R/R_0$ changing with probing wavelength and time delay. In the negative time delay region, the values of measurement data $\Delta T/T_0$ and $\Delta R/R_0$ were just around zero, which corresponded to the unexcited state PS membrane. In the positive time delay region, the Fabry-Perot interference fringes were induced after the pump photons excitation[19], of which amplitude was decaying as increasing the time delay from around 0ps to 210ps. Referring to the amplitude of these interference fringes under each time delay, the dielectric constant of excited state PS membrane can be precisely deduced out. Meanwhile, the decay processes of data $\Delta T/T_0$ and $\Delta R/R_0$ seem to indicate that it takes more than 200ps for the excited state of PS membrane to return back to the ground state. Maly[61] estimated around 500ps decay time through detecting positive differential absorbance decay process, which corresponds to the recombination process of excited carriers in nano wires c-Si. Tang[225] used the optical pump-terahertz (THz) probe spectroscopy method to obtain the excited carriers life time as $\sim 700$ps. And Mizeikis[221] applied transient light-induced grating experiment to realise the excited carriers life time as around 430ps corresponding to the about same porosity as our researched PS membrane. As the life time of excited carriers is correlated with the doping level[221] of c-Si, pore size and pump intensity[61], it can only say that the magnitude of carriers life time is around several hundred picoseconds. Even though the whole decay process seems not totally to be covered in the measurements, we will estimate the life time of excited carriers in our PS membrane from detected data for evaluating carriers diffusion coefficient.
The WKB method is applied to describe the optical response of the optically excited PS membrane, in which a smooth nonuniform change of the dielectric properties as a function of the depth is assumed[212]. As this change is related to the variation of the excited charge carriers concentration as a function of the membrane depth, the Drude equation 3.100 is used to express the influence of this excited free carriers response on dielectric constant variation of nano wires c-Si, $\Delta \epsilon_{fcr}(z)$. Moreover, the restriction of Kramers-Kronig relation is also obeyed in the fitting process. Therefore, the dielectric constant of excited state nano wires c-Si can be described as $\epsilon'_{Si-pump}(z) = \epsilon_{c-Si} + \Delta \epsilon_{fcr}(z)$, where $\epsilon_{c-Si}$ has been mentioned as the dielectric constant of unexcited state nano wires c-Si and characterised in Figure 5.3. Then, the Bruggeman model is applied to mix this excited state c-Si with void for expressing the effective response of excited state PS membrane $\epsilon'_{eff}(z)$. Finally, the decay process of pump probe transmission $\Delta T/T_0$ and reflection $\Delta R/R_0$ data can be simultaneously fitted using transfer matrix method calculation. To illustrate the fitting results, the data at different time delay, such as 5ps, 55ps, 100ps, 150ps, 200ps, were picked out and shown in Figure 5.11. As we can see, the amplitudes of interference signal, shown as black dots lines, are gradually becoming weaker. And the fitting results, displayed as red solid lines, are coincident with the data very well.

From the fitting procedure, the dielectric constant variation of nano wires c-Si, $\Delta \epsilon_{fcr}(z, \lambda)$ can be obtained. As the $\Delta \epsilon_{fcr}(z, \lambda)$ weakly depends on the probing spectrum between 760nm and 820nm, which has been illustrated in Figure 5.9, $\Delta \epsilon_{fcr}(z)$ is expressed with averaging over the whole probing wavelength. Figure 5.12(a) and (b) describe the real part $\Delta \epsilon_{fcr}^r(z)$ and imaginary part $\Delta \epsilon_{fcr}^i(z)$ as the function of PS membrane depth from 0$\mu$m to 12$\mu$m under the different time delay. As we can see, the amplitudes of $\Delta \epsilon_{fcr}^r(z)$ and $\Delta \epsilon_{fcr}^i(z)$ are both gradually decreasing as increasing the time delay from 5ps to 200ps. This phenomenon is reasonable considering the decay process of measurement.
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Figure 5.12: Dielectric constant variation of nano wires c-Si in PS membrane $\Delta \varepsilon_{fcr}(z)$, which is induced by excited free carriers response, (a) real part and (b) imaginary part, changing with PS membrane depth under each time delay.

data $\Delta T/T_0$ and $\Delta R/R_0$ in Figure 5.10, which indicates the dissipation of excited free carries in membrane and nonuniform property is gradually returning back to the uniform optical property.

5.4.2 Solving Recombination and Diffusion Processes

Figure 5.13: (a) The excited carriers concentration $N_{eh}$ and (b) scattering rate $\Gamma$ changing with the PS membrane depth between 0$\mu$m and 12$\mu$m under different time delay, which were marked as the different colour lines.

Due to $\Delta \varepsilon_{fcr}(z)$ is defined by Drude equation, the plasma frequency $\omega_p$ and scattering rate $\Gamma$ have been characterised as well in the fitting process. From the theoretical calculation about optical properties of quantum wires c-Si in porous silicon by G. D. Sanders[211], the optical effective mass for excited carriers can be estimated as $m^* = 0.17m_e$. Even though this is a estimation value, the decay process of the excited carrier concentration $N_{eh}(t)$ can be analytically deduced out from plasma frequency $\omega_p(t)$ according to Equation 3.99. Figure 5.13 (a) and (b) express the deduced excited carriers concentration $N_{eh}$ and scattering rate $\Gamma$ changing with the PS membrane depth position between 0$\mu$m and 12$\mu$m under different time delay. Apparently, as the time delay is increasing from 5$ps$ to 200$ps$, the amplitude of excited carriers concentration.
$N_{eh}(z)$ is gradually decreasing, especially for the front surface value $N_{eh}(0)$, which is dropping from around $15 \times 10^{18}\text{cm}^{-3}$ to $7 \times 10^{18}\text{cm}^{-3}$. As for the scattering rate $\Gamma(z)$, the amplitude seems to have a little rising trend with increasing time delay, which can be due to the enhancement of carrier-phonon collisions in the longer time delay. As long as the $N_{eh}(z, t)$ can be estimated as the function of depth and time delay, the diffusion coefficient $D$ of excited carriers in porous silicon membrane can be evaluated.

After the free carriers were excited through pump photon absorption, the free carriers recombination and diffusion have started with increasing the time delay. In contrast to carrier recombination, diffusion does not actually decrease the number of free carriers in material[226]. As we know, the carriers diffusion process means removing the excited carriers in real space from the high density area to low density area. Meanwhile, the carriers recombination process occurs with increasing time delay. Thus, the transport property of excited carriers in PS membrane is mainly composed by carriers diffusion and recombination in the whole decay process. According to the Fick's second law, the carriers transport equation for PS membrane can be written as:

$$\frac{dN_{eh}(z, t)}{dt} = D \cdot \frac{d^2 N_{eh}(z, t)}{dz^2} - \frac{N_{eh}(z, t)}{\tau},$$  \hspace{1cm} (5.26)

where $D$ is the diffusion coefficient and the unit is $\text{cm}^2/s$; $N_{eh}(z, t)$ is the free carriers concentration as the function of depth position $z$ and time delay $t$; $\tau$ is the recombination time of free carriers or non-equilibrium carrier lifetime. Here, we neglect the pump induced thermal affect on the diffusion coefficient and assume the diffusion coefficient $D$ is a constant value for the carriers at any depth position and time delay, which simplified the transport problem as the Equation 5.26. Referring to the obtained results $N_{eh}(z, t)$ in Figure 5.13(a), the second derivative term $d^2 N_{eh}(z, t)/dz^2$ can be deduced out under each time delay $t$. However, in order to find the solution of Equation 5.26, we also need to know the carrier recombination time $\tau$. To estimate the recombination time $\tau$ of PS membrane, the recombination process in the whole excited carriers transport procedure has been simplified into an exponential equation with increasing time delay $t$: $N_{eh}(t) = C_0 \cdot e^{-\frac{t}{\tau}}$, where $C_0$ is a constant value. Then, the natural logarithm is applied for both sides and a linear equation, $\ln(N_{eh}(t)) = -\frac{t}{\tau} + C_0$, is got to express the relationship between $\ln\langle N_{eh}(t) \rangle$ and $t$. Here, we used the mean value $\langle N_{eh}(t) \rangle$, which is averaging over the whole membrane depth for $N_{eh}$ in Figure 5.13(a). Applying a linear equation to fit the data $\ln\langle N_{eh}(t) \rangle$ with time delay $t$, the recombination time $\tau$ can be obtained from the slope of this linear fitting line. Figure 5.14 (a) depicts the data $\ln\langle N_{eh}(t) \rangle$ under each time delay by black circle line and linear fitting results as red solid line. Finally, the recombination time $\tau \approx 350\text{ps}$ is acquired.
Then, the diffusion coefficient $D$ can be estimated through fitting the data $N_{eh}(z, t)$ with time delay $t$ from 0 ps to 200 ps at any membrane depth position, referring to Equation 5.26. Here, we chose three depth positions of PS membrane at $z = 0.5 \mu m$, $z = 6 \mu m$ and $z = 10 \mu m$. The decay process of data $N_{eh}(z, t)$ at these three depth positions are illustrated in Figure 5.14 (b) as black, blue and green lines respectively. From the red lines fitting, we found that the diffusion coefficient at any value of $D < 10^{-1} cm^2/s$ can satisfy the decay process of data $N_{eh}$ at all these three positions, which generally represents that the transportation property of PS membrane is mainly dominated by the recombination process and the diffusion property has little influence on excited carriers distribution in PS membrane.

In conclusion, we investigated the diffusion coefficient of porous silicon membrane through the non-contact time resolved pump probe method, of which pump probe reflection and transmission were measured simultaneously. Then, the nonuniform optical model, which combined the WKB approach and Drude equation, was applied to fit the reflection and transmission data. From the fitting, the dielectric constant variation of nano wires c-Si was characterised firstly and excited carriers concentration was also estimated out changing with membrane depth and time delay. Assuming the linear recombination process of excited carriers, the carrier lifetime was obtained, $\tau \approx 350 ps$. Then, using the Fick’s second law, the diffusion coefficient $D$ of excited carriers in PS membrane can be evaluated by fitting the carriers concentration decay process at any membrane depth. The diffusion coefficient $D < 10^{-1} cm^2/s$ is found out, which indicates the transport property of of $N_{eh}(t)$ in PS membrane is mainly controlled by carrier recombination and the carrier diffusion has little effect on the $N_{eh}(t)$ decay.
5.5 Summary

In summary, we applied the pump probe transmission and reflection simultaneous measurements to research a free standing porous silicon (PS) membrane. The preparation and characterisation of PS membrane were introduced firstly and the dielectric function of nano wires c-Si is obtained through the transmittance and reflectance detections and optical model simulation. Then, basing on these basic ground state information, we develop an analytical model combing the WKB approach and Drude equation to simulate the pump probe transmission and reflection data simultaneously. A pump induced nonuniform complex dielectric constant variation along the membrane depth and increasing time delay can be retrieved by this analysing model. We show that the model fitting to pump probe data requires a minimal number of fitting parameters while still complying with the restriction imposed by the Kramers-Kronig relation. Moreover, the excited carrier concentration and scattering rate can also be estimated as changing membrane depth and time delay. Finally, the diffusion coefficient $D$ and recombination time $\tau$ of excited carriers in PS membrane are discussed through fitting a carriers transport equation. We found that the transport property of excited carriers in PS membrane is mainly dominated by the carriers recombination and the carriers diffusion has little influence on the optical response of the excited state.
Chapter 6

Conclusions

This thesis has mainly achieved two distinctive goals: (1) developing a set of novel ultrafast optical pump probe spectroscopy techniques to monitor the optical response of the photo-excited state of composite nano semiconductor materials; (2) constructing a suitable optical model to simulate the pump probe measurement data and reveal the ultrafast dynamics properties of the excited carriers in corresponding materials. The conclusions drawn for each step are shown as following:

Referring to the multilayer structured nc-Si:H opaque sample, the multiple probing angles of the pump probe reflection measurements were done firstly to precisely determine the plasma frequency $\omega_p$ and scattering rate $\Gamma$ for each time delay. We found that $\Gamma$ is dependent on $\omega_p$ when the carrier-carrier scattering mechanism dominates the scattering process. Then, the effective mass $m^*$ of excited carriers is estimated as $m^* \approx 0.17m_e$ via the pump fluence dependent measurements. So, the decay process of excited carriers concentration $N_{eh}(t)$ can be evaluated out and the recombination property of $N_{eh}(t)$ is analysed by fitting $N_{eh}(t)$ decay with a recombination equation. From the coefficients, we found that the recombination process of the excited carriers is mainly controlled by the quadratic and cubic recombination terms, which give the coefficients as $10^{-9} cm^3 s^{-1}$ and $10^{-29} cm^6 s^{-1}$ respectively. Thirdly, the high-frequency conductivity as a function of pump photon energy was investigated via the pump probe wavelength dependent reflection measurements under the fixed 300fs time delay, and analysed by an optical model combining the Drude contribution of excited carriers with the Maxwell-Boltzmann transport theory. The analyse shows the thermal distribution of excited nascent carriers can be described as that of a classical hot non-degenerate gas. The conductivity of gas decreases monotonically as the excitation photon energy decreases. Finally, the pump probe ellipsometry technique is applied to accurately monitor the decay of the dielectric constant, absorption coefficient and conductivity of the excited nc-Si:H material.
As for the investigation of a free standing PS membrane, we applied the pump probe spectroscopic transmission and reflection measurements simultaneously. According to the detected data, we found that a model with a uniform excitation is inadequate to simulate the experimental results. Considering the spatial profile of the excited charge carriers, we developed an analytical approach based on the WKB approach and the Drude expression for a simultaneous fitting of the pump probe transmission and reflection data. A pump induced nonuniform complex dielectric constant variation along the increasing of membrane depth and time delay can be obtained. Moreover, the excited carrier concentration and scattering rate can also be estimated, corresponding to each membrane depth position and time delay. Finally, the diffusion coefficient $D$ and recombination time $\tau$ of excited carriers in PS membrane are both discussed through fitting of carriers transport equation. We found that the transport property of the excited carriers in PS membrane is mainly dominated by the carrier recombination and the carrier diffusion has little influence on the optical response.

The work done in this thesis not only gives insights on different ultrafast optical pump probe spectroscopy approaches to monitor the optical response of photo excited semiconductor materials, but also, more importantly, demonstrates the corresponding analytical models can be useful in studying the ultrafast dynamics properties of the excited carriers. Meanwhile, this work paves the way that, when designing the optoelectronic devices, one should carefully consider the diffusion coefficient and recombination property of excited carriers, and also need to notice the effect of the balance between the carrier concentration and the excess energy in order to achieve a desired conductivity.
Appendix A

Ellipsometry

A.1 Derivation of RCE intensity with Mueller matrixes

With the help of Stokes parameters and Mueller matrix, we can derive the detected reflective intensity of rotating compensator ellipsometry (RCE) system with compensator rotation angles using Maple software. The final intensity expression should be like as equation 3.58. Firstly, we need to introduce the advantages of Stokes parameters. The Stokes parameters can describe all kinds of the polarisation state light waves, including the unpolarised and partially polarised light waves. So, to determine the polarised state of a light wave, all the Stokes parameters must be realised. Fujiwara\[99\] used the light intensity of polarised light to define these four Stokes parameters and gave detailed explanations about them as following:

\[
\begin{align*}
S_0 &= I_x + I_y; \\
S_1 &= I_x - I_y; \\
S_2 &= I_{+45^\circ} - I_{-45^\circ}; \\
S_3 &= I_R - I_L.
\end{align*}
\]  

Here, \(S_0\) stands for the total light intensity and \(S_1\) expresses the light intensity determined by subtracting the light intensity of linear polarisation in the \(y\) direction \(I_y\) from that in the \(x\) direction \(I_x\) [Figure A.1(a)]. Furthermore, \(S_2\) shows the light intensity obtained through subtracting the light intensity of linear polarisation at \(-45^\circ\) \(I_{-45^\circ}\) from that at \(+45^\circ\) \(I_{+45^\circ}\) [Figure A.1(b)]. Regarding to the parameter \(S_3\), the light intensity of left-circular polarisation \(I_L\) is subtracted from that of right-circular polarisation \(I_R\) [Figure A.1(c)]. Therefore, the parameters \(S_{1-3}\) illustrate the relative difference in light intensity between each state of polarisation. These parameters can also be described by
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using electric fields. The more details about these Stokes parameters can be found in Fujiwara’s publication\[99\].

\[ S_1 = I_x - I_y \]
\[ S_2 = I_{45^\circ} - I_{-45^\circ} \]
\[ S_3 = I_R - I_L \]

**Figure A.1:** Definitions of Stokes parameters \((S_1-3)\) based on light intensity. The Figure and Caption are from\[99\].

Then, the Mueller matrices are illustrated in table A.1 by Stokes parameters. The \(\delta\) is equal to \(\pi/2\) referring to quarter wave plate for compensator and \(c\) indicates the rotating angle, \(A = (r_p r_p^* + r_s r_s^*)/2\). Then according to the RCE system equation 3.55 and polariser and analyser angles \(P = 45^\circ, A = 0^\circ\), we can calculate the \(L_{out}\) with \(Lin = [1, 0, 1, 0]^T\), using Stokes parameters for \(\psi, \Delta\) equations A.2 and trigonometric functions.

\[
S_1 = \sin(\psi)^2 - \cos(\psi)^2 = -\cos(2\psi)
\]
\[
S_2 = 2\sin(\psi)\cos(\psi)\cos(\Delta) = \sin(2\psi)\cos(\Delta)
\]
\[
S_3 = -2\sin(\psi)\cos(\psi)\sin(\Delta) = -\sin(2\psi)\sin(\Delta)
\]

Eventually through Maple software calculation, we can obtain the output for RCE system as Muller matrix including Stokes parameters as following:

\[
L_{out} = A \frac{1}{8} \begin{bmatrix}
2 + S_1 - 2S_3 \sin(2c) + S_1 \cos(4c) + S_2 \sin(4c) \\
2 + S_1 - 2S_3 \sin(2c) + S_1 \cos(4c) + S_2 \sin(4c) \\
0 \\
0
\end{bmatrix}
\]

Through Stokes parameters definition, we know the output intensity variation formula for the RCE system as following, which is almost identical with Equation 3.58.

\[
I = I_x = A \frac{1}{8} \left[ 2 + S_1 - 2S_3 \sin(2c) + S_1 \cos(4c) + S_2 \sin(4c) \right].
\]
## Table A.1: Muller matrices for optical elements and coordinate rotation

<table>
<thead>
<tr>
<th>Optical Element</th>
<th>Symbol</th>
<th>Muller matrix</th>
</tr>
</thead>
</table>
| **Polariser (Analyser)** | P (A) | \[
\begin{bmatrix}
1 & 1 & 0 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\] |
| **Compensator (Retarder)** | C | \[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \cos(\delta) & \sin(\delta) \\
0 & 0 & -\sin(\delta) & \cos(\delta) \\
\end{bmatrix}
\] |
| **Coordinate rotation** | R(c) | \[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & \cos(2c) & \sin(2c) & 0 \\
0 & -\sin(2c) & \cos(2c) & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
\] |
| **Sample** | S (A) | \[
\begin{bmatrix}
1 & -\cos(2\psi) & 0 & 0 \\
-\cos(2\psi) & 1 & 0 & 0 \\
0 & 0 & \sin(2\psi)\cos(\Delta) & \sin(2\psi)\sin(\Delta) \\
0 & 0 & -\sin(2\psi)\sin(\Delta) & \sin(2\psi)\cos(\Delta) \\
\end{bmatrix}
\] |
| **Depolarizer** | D | \[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{bmatrix}
\] |

### A.2 Matlab model for compensator calibration

```matlab
% Jones Matrix;
% Polarizer(Analyzer)
Polar=[1,0;0,0]; Analy=[1,0;0,0];
% Compensator(Retarder), Quarter wave plate
Compen=[1,0;exp(-i*pi/2)];

% Coordinate rotation, All the Angles are corresponding to the incident Plane;
alphaA=0;
RadianA=pi*alphaA/180;
alphaP=45;
RadianP=pi*alphaP/180;
for C=1:360;
```


alphaC = C;
RadianC = pi*alphaC/180;

% Sample
% Sampl = [sin(ψ) * exp(i * Δ), 0; 0, cos(ψ)]
% rotating compensator ellipsometry (RCE)
Lin = [1; 0];
RotatA = [cos(RadianA), sin(RadianA); -sin(RadianA), cos(RadianA)];
RotatC = [cos(RadianC), sin(RadianC); -sin(RadianC), cos(RadianC)];
RotatMC = [cos(-RadianC), sin(-RadianC); -sin(-RadianC), cos(-RadianC)];
RotatMP = [cos(-RadianP), sin(-RadianP); -sin(-RadianP), cos(-RadianP)];
% Without Sample
Iten(C) = abs(Lout(1))^2;
end

C = [1:360];
RadC = C .* pi/180;

figure(1)
plot(C, Iten)
xlabel('Compensator Angle (degrees)')
ylabel('Output Normalised Intensity')
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