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Abstract

This thesis presents work towards the realisation of dark solitons in a two-dimensional Bose–Einstein condensate.

The technical redesign of two sets of coils, necessary for magnetic trapping of the atom cloud in order to create a condensate, is reported. Two different types of coil technology are presented, discussed, and used. The fabrication of the coils is described, and each set of coils is characterised. Both sets of coils have been installed on the main experiment and are fully operational.

A key aspect of this thesis is the development of an optical system capable of achieving resolution on the micrometer scale, which can be used for manipulation of a two-dimensional condensate by the method of phase imprinting. The optical system demagnifies the image on a spatial light modulator and focuses the image on the atom plane. Characterisation of the resolution of the optical system shows that a resolution of 3 µm is achieved. The optical system has successfully been implemented on the main experiment and has been used to manipulate the condensate.

A two-dimensional BEC of $^{87}$Rb with 31000 atoms and a temperature of 88 nK is realised in a dipole trap of frequencies $\omega_x = 2\pi \cdot 5.8$ Hz, $\omega_y = 2\pi \cdot 19.1$ Hz, $\omega_z = 2\pi \cdot 269.4$ Hz, with gravity being in the z-direction. The method of phase imprinting is used to create the first observed soliton in a 2D BEC. Preliminary analysis of the soliton velocity, width and curvature is presented.
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CHAPTER 1

INTRODUCTION AND MOTIVATION

In 1995, the experimental realisation of a Bose–Einstein Condensate (BEC) of $^{87}$Rb [1] and a BEC of $^{23}$Na [2] opened a door into a quantum world. Bose–Einstein condensates, a state of matter where a macroscopic fraction of the bosons are in the lowest energy state, were first predicted by N. Bose [3] and extended upon by A. Einstein [4] in the 1920s. In practice, this state of matter is obtained at very low ($\approx 100$ nK) temperatures.

The 70 year experimental route to a BEC necessitated the development of tools such as the laser [5] to address the atoms, laser cooling in order to slow down and cool the atoms to the mK regime, and controlled evaporative cooling [6] to further cool the atoms down to the required 100 nK regime. In addition to cooling methods, ways of trapping the atoms, such as Magneto-optical traps (MOTs) also needed to be developed [7].

BECs offer access to quantum systems where the strength of the interaction between atoms can be modified by the use of Feshbach resonances [8], as demonstrated in [9] [10]. Optical lattices, laser arrangements which give rise to periodic potentials [11], allow BECs to become quantum simulators, especially since single-site resolution has been achieved [12] [13].

Optical lattices can also be used to create BECs in lower dimensions, as demonstrated in [14] where two-dimensional BECs were obtained. Lower dimension BECs can also be obtained by careful manipulation of the trap potential in which the condensate is formed, as demonstrated by [15], where 2D and 1D BECs of sodium were reported. Lower dimension BECs are of interest because the inter-atomic interactions and excitations are dimension dependent, see References [16] [17]. The intrinsic nonlinearity of a BEC makes them a useful tool for studying nonlinear phenomena, such a vortices [18] or solitons.

Solitons are waves which propagate in one direction through a non-linear medium without broadening. They
were historically observed by John Scott Russell on a canal in Scotland, and are present in many media, such as water, optical fibres, or chains of molecules [19]. Solitons in a Bose–Einstein condensate have attracted significant theoretical interest [20], see References [21] [22] for reviews. Depending on whether the BEC is governed by repulsive (e.g. a $^{87}$Rb condensate) or attractive (e.g. a $^{85}$Rb condensate) interactions, the soliton will be either dark or bright. A dark soliton is characterised by a density dip or notch, whereas a bright soliton is characterised by a density peak.

The first experimental observations of a dark soliton in a BEC were reported in References [23] [24]. In [23], the BEC was a $^{87}$Rb cigar-shaped condensate and the soliton was generated by a technique of phase engineering, named phase imprinting. In [24], the same species of atoms and method of soliton generation were used, however, the condensate was spherical (3D).

The technique of phase engineering consists of changing the phase of the BEC, most often by the use of matter-light interactions [25]. In the original experiments, the solitons were short-lived, with lifetimes of less than 10 ms. Because the solitons decay, they are technically soliton-like matter-waves, but the two terms will be used interchangeably.

Bright solitons have also been experimentally observed in $^7$Li [26] and in $^{85}$Rb [27]. In both cases, the solitons were generated by manipulation of the inter-atomic interactions, by the use of Feshbach resonances.

Dark solitons have also been generated using density engineering, where a density defect is induced on the condensate by the use of slow light (quantum shock) [28].

The creation of long-lived solitons in a cigar-shaped $^{87}$Rb BEC [29] allowed a study of the soliton oscillation frequency and of the effects of a head-on collision between two distinguishable dark solitons. The observation of the head-on collisions validated the concept that two solitons collide non-destructively. Collisions between a dark soliton and a bright soliton have also been observed [30].

All of the investigations cited above have been done in cigar shaped condensates. Solitons in 2D (disk-shaped) condensates have attracted significant theoretical interest [31] [32] [33] [34], as the additional physical dimension adds excitations to the BEC, most likely rendering the soliton observable but unstable [35]. Fundamental questions, such as how, and if, solitons interact when crossing could be addressed, as solitons could be made to cross at angles to each other, and not just head on.

This experiment described in this thesis aims to create a $^{87}$Rb disk-shaped BEC using novel technologies for the study of solitons, generated by the technique of phase imprinting.
Thesis outline

The structure of this thesis is the following:

- **Chapter 2** presents Bose–Einstein condensation in 3D, the Gross–Pitaevskii equation, and the characteristic properties of a BEC, such as the speed of sound and the healing length. The definition and effect of dimensionality is discussed, along with a focus on collective excitations in a 2D BEC. Solitonic solutions to the non-linear Schroedinger equation are given, along with a discussion of the stability requirements of a soliton.

- **Chapter 3** introduces the experimental apparatus used. The vacuum system is described and characterised. The laser system, methods of atom trapping, and the computer control of the experiment are presented. Methods and protocols for image analysis will also be discussed.

- **Chapter 4** presents the redevelopment of two set of coils carried out as part of this thesis. The chapter includes simulations of the magnetic gradient, design, fabrication and characterisation of both sets of coils. Successful redesign of the coils is achieved.

- **Chapter 5** will present the spatial light modulator and associated set-up utilised in this experiment for the phase imprinting. The chapter will discuss the choice of spatial light modulator (SLM), present tests of the SLM and quantify the resolution of the system.

- **Chapter 6** presents the results of this thesis. The stability of the system is characterised, as is the BEC. Preliminary results of soliton-like features on the BEC are presented and discussed.

- **Chapter 7** presents conclusions and outlook for the experiment.
CHAPTER 2

THEORY

This chapter presents the process of Bose–Einstein condensation in a harmonic trap. The key properties of a condensate are presented. The role of dimensionality on a BEC is discussed, with particular emphasis on condensates in two-dimensions. The Gross–Pitaevskii equation is introduced, and is shown to be part of a category of non-linear equations. Solitonic solutions to the non-linear Schroedinger equation are presented. A brief introduction to the dipole potential is given, in order to understand the principles behind phase imprinting, which will be experimentally used to manipulate the condensate.

2.1 Bose–Einstein condensation

A Bose–Einstein Condensate (BEC) is a state of matter where a macroscopic fraction of the atoms of a cold dilute bosonic gas are in the lowest energy state. In this state, the atoms in the ground state act as an ensemble and display collective behaviour.

Consider the thermal de Broglie wavelengths of the atoms. At high temperatures, the thermal wavelengths of the atoms are short compared to the inter-atomic separation. As the temperature decreases, the de Broglie wavelength increases, see Equation 2.1. If the temperature decreases enough, the thermal wavelength will be greater than the inter-atomic separation, and the wavelengths of the atoms will overlap, and a BEC is formed.

The condition for this state of matter to happen in three dimensions is

\[ n\lambda_{dB}^3 = n \left( \frac{2\pi \hbar^2}{m k_B T} \right)^{3/2} \geq \zeta(3/2), \]  

(2.1)
where \( n \) is the density of the atoms, \( \lambda_{dB} \) is the thermal de Broglie wavelength, \( \hbar \) is the reduced Planck constant, \( m \) is the mass of an atom, \( k_B \) is the Boltzmann constant, \( T \) is the temperature of the atoms, and \( \zeta \) is the Riemann Zeta function, with \( \zeta(3/2) \) approximately equal to 2.612. From Equation 2.1, it can be seen that the main parameters in creating a BEC are the temperature and density of the atoms. The higher the temperature, the higher the necessary density for the phase transition to occur, with room-temperature atoms needing to be denser than most condensed matter systems for this transition to arise. Consequently, BECs are obtained by reducing the temperature of the system.

The number of bosons in a trap is in general thermodynamically given by Bose–Einstein statistics \[ N = \sum_{n_x,n_y,n_z} \frac{1}{\exp[\beta(\epsilon_{n_x,n_y,n_z} - \mu)] - 1}, \] where \( \beta = 1/k_B T \), \( \mu \) is the chemical potential, and \( \epsilon_{n_x,n_y,n_z} \) is the energy of a given energy level, with \( \epsilon_{n_x,n_y,n_z} = (n_x + \frac{1}{2}) \hbar \omega_x + (n_y + \frac{1}{2}) \hbar \omega_y + (n_z + \frac{1}{2}) \hbar \omega_z \) for a harmonic trap, with \( \omega_i \) the trapping frequency in the corresponding direction. When the chemical potential, \( \mu \), approaches the energy of the lowest state in the harmonic trap \( \epsilon_{0,0,0} = \frac{3}{2} \hbar \frac{\omega_x + \omega_y + \omega_z}{3} \) the lowest state will contain a number of atoms, \( N_0 \), which is a large fraction of the total atom number \( N \). Taking \( N_0 \) out of the sum yields

\[ N - N_0 = \sum_{n_x,n_y,n_z \neq 0} \frac{1}{\exp[\beta \hbar(\omega_x n_x + \omega_y n_y + \omega_z n_z)] - 1}. \]

Under the assumption that the number of trapped atoms, \( N \), is large and \( k_B T \gg \hbar \omega_{HO} \), namely that the excitations are bigger than the levels fixed by the oscillator lengths, Equation 2.3 can be turned into the integral

\[ N - N_0 = \int_0^\infty \frac{dn_x dn_y dn_z}{\exp[\beta \hbar(\omega_x n_x + \omega_y n_y + \omega_z n_z)] - 1} = \int_0^\infty \frac{\rho(\epsilon) d\epsilon}{\exp(\beta \epsilon) - 1}, \]

where \( \rho(\epsilon) \) is the density of states, which in three dimensions is \( \rho(\epsilon) = (1/2)(\hbar \omega_{HO})^{-3} \epsilon^2 \). The solution is known to be \[ N - N_0 = \zeta(3) \left( \frac{k_B T}{\hbar \omega_{HO}} \right)^3, \]

where \( \zeta(n) \) is the Riemann Zeta function, and \( \omega_{HO} = (\omega_x \omega_y \omega_z)^{1/3} \) is the geometric average of the trapping frequencies. The critical temperature, namely the temperature at which the BEC will form, is given by imposing the condition \( N_0 \to 0 \) on Equation 2.5 at the transition, and gives
\[ k_B T_c = \hbar \omega_{HO} \left( \frac{N}{\zeta(3)} \right)^{1/3} = 0.94 \hbar \omega_{HO} N^{1/3}. \] (2.6)

### 2.2 The Gross–Pitaevskii equation

So far, no interactions within the BEC have been assumed. In reality, the system will be interacting. Here the focus will be on the weakly interacting system, meaning that the strength of the interaction energy is less than the strength of the kinetic energy. The Gross–Pitaevskii equation \[39\] governs the behaviour of a weakly interacting BEC and is given by

\[
-\frac{\hbar^2}{2m} \nabla^2 + V_{\text{ext}}(r) + V_{\text{int}} |\Psi(r, t)|^2 \Psi(r, t) = i\hbar \frac{\partial}{\partial t} \Psi(r, t),
\] (2.7)

where \( \Psi \) is the wavefunction of the ground state, \( V_{\text{ext}} \) is the external potential applied to the atoms (generally the trap potential), and \( V_{\text{int}} \) is the interaction potential. The interaction potential, commonly denoted as \( g \) in the Gross–Pitaevskii equation, is associated with the mean field energy between the atoms and is given by \(38, 40\)

\[ g = \frac{4\pi \hbar^2 a}{m}, \] (2.8)

where \( a \) is the s-wave scattering length of the atomic species, which is 5.77 nm for \(^{87}\text{Rb} \) \[41\].

The wavefunction of the condensate can be rewritten as \(38\)

\[ \Psi(r, t) = \psi(r) \exp(-i\mu t/\hbar), \] (2.9)

where \( \psi \) is normalised real part of the wavefunction, and \( \mu \) is the chemical potential. Substituting into Equation 2.7 yields \(38\)

\[
\left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{ext}}(r) + g\psi^2(r) \right] \psi = \mu \psi.
\] (2.10)

It can be noted that when there are no interactions, namely, \( g=0 \), the BEC is again governed by the traditional Schrödinger equation.
2.3 Properties of a BEC

In the Thomas–Fermi limit (the limit in which the kinetic energy term is significantly smaller than the interaction term, and therefore is neglected), the chemical potential is expressed as \[36, 42\]

\[
\mu_{TF} = \frac{1}{2} \left[ 15\hbar^2 m^{1/2} N \omega_{HO}^3 a \right]^{2/5} = \frac{1}{2} \hbar \omega_{HO} \left( \frac{15N a}{a_{HO}} \right)^{2/5}, \tag{2.11}
\]

where \(N\) is the number of atoms in the condensate, \(\omega_{HO} = (\omega_x \omega_y \omega_z)^{1/3}\) is the geometric mean of the trap frequencies, \(a_{HO} = \sqrt{\hbar/(m\omega_{HO})}\) is the harmonic oscillator length, and \(a\) is the s-wave scattering length. This expression is of great importance as the chemical potential can be established from known experimental parameters, namely the number of atoms and the trapping frequencies.

The healing length, the shortest distance over which the wavefunction can change \[40\], is obtained by equating the kinetic energy term \((\nabla^2 \psi = \hbar^2/(2m\xi^2))\) and the interaction term \((gn = 4\pi\hbar^2 a n/m)\). It is therefore given by \[38, 40, 42\]

\[
\xi = \sqrt{\frac{1}{8\pi n a}} = \sqrt{\frac{\hbar^2}{2mgn}}, \tag{2.12}
\]

where \(n\) is the density of the atoms, \(a\) is the scattering length of the atom, \(m\) is the mass of the atom, and \(g\) is the coupling constant introduced in Equation 2.8.

The speed of sound, \(c_s\), in a BEC is given by \[38, 40, 42\]

\[
c_s = \sqrt{\frac{gn}{m}} \approx \sqrt{\frac{\mu}{m}}, \tag{2.13}
\]

where \(n\) is the density of the atoms, and \(g\) is the coupling constant.

The three quantities \(\xi\), \(c_s\) and \(\mu\) are related to each other by permutations \[42\]

\[
\xi = \frac{\hbar}{\sqrt{2mc_s}} = \frac{\hbar}{\sqrt{2m\mu}}, \quad \mu = gn = m c_s^2 = \frac{\hbar^2}{2m\xi^2}. \tag{2.14}
\]

The timescale associated with the healing length is the correlation time, \(\tau_{corr}\), namely the shortest time before which the BEC can react to any external effects, and is given by \[42\]

\[
\tau_{corr} = \frac{\xi}{c_s} = \frac{\hbar}{\sqrt{2\mu}}, \tag{2.15}
\]
2.3.1 Dimensionality

Strictly speaking a BEC is only a 3D object. However, macroscopic fractions can be obtained in lower dimensions \[38\].

Experimentally, the production of a 3D, 2D or 1D BEC is dependent on the shape of the trap. If \( k_B T \) is smaller than one oscillator energy, \( \hbar \omega \), then the BEC is said to be 2D \[38, 43\]. If \( k_B T \) is smaller than two oscillator energies the BEC is said to be 1D \[38\].

Equivalently, a lower dimensional regime is reached when the chemical potential in the dimension (i.e. \( \mu_{2D} \) or \( \mu_{1D} \)) is smaller than the confining oscillator energies, i.e. \( \mu_{2D} \ll \hbar \omega_\perp \) for a 2D BEC, and \( \mu_{1D} \ll \hbar \omega_\perp \) for a 1D BEC, where \( \omega_\perp \) is the confining dimension(s), see Figure 2.1 \[44\].

As the dimensionality changes, the interaction also changes. The temperatures at which BECs are obtained, as well as key properties of the BECs, are therefore expected to change with dimensionality.

In the 2D case, the second integral in Equation 2.4 can be solved in the presence of a harmonic potential, hence a true BEC can be obtained in 2D in the presence of a harmonic trap \[38\]. Experimental 2D BECs have been observed, with the first reported one being by Görlitz \textit{et al} \[15\]. One of the consequences of this change in the dimensionality is that the critical temperature is no longer given by Equation 2.6 but by \[38, 44\]

\[
k_B T_{2D} = \hbar \omega_{2D} \left( \frac{N}{\zeta(2)} \right)^{1/2}.
\]

(2.16)

The Thomas–Fermi chemical potential is no longer given by Equation 2.11 but by \[45\]

\[
\mu_{TF}^{2D} = 2\hbar \omega_r \left( \frac{Na}{\sqrt{2\pi a_z}} \right)^{1/2},
\]

(2.17)

where \( \omega_r = (\omega_x \cdot \omega_y)^{1/2} \) is the frequency in the plane of the BEC, and \( a_z = \sqrt{\hbar/(m \omega_z)} \) is the oscillator length
Table 2.1: Expressions of key properties of the BEC, in a dimension dependent format.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Speed of sound</th>
<th>Healing length</th>
<th>Coupling constant</th>
<th>Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D</td>
<td>$c_{3D} = \sqrt{\frac{\pi}{m}} \approx \sqrt{\frac{T}{m}}$</td>
<td>$\xi_{3D} = \frac{1}{8\pi n a} = \sqrt{\frac{\hbar^2}{mn g m}}$</td>
<td>$g_{3D} = \frac{4\pi \hbar^2 a}{m}$</td>
<td>$n_{3D}$</td>
</tr>
<tr>
<td>2D</td>
<td>$c_{2D} = \frac{\sqrt{3}}{2} \sqrt{\frac{\pi a}{m}}$</td>
<td>$\xi_{2D} = \sqrt{\frac{2\mu_3 m}{3 \xi_{3D}}}$</td>
<td>$g_{2D} = \frac{g_{3D}}{\sqrt{2\pi l_\perp}}$</td>
<td>$n_{2D} = \frac{1}{2\sqrt{\pi l_\perp}} n_{3D}$</td>
</tr>
<tr>
<td>1D</td>
<td>$c_{1D} = \frac{1}{\sqrt{2}} c_{3D}$</td>
<td>$\xi_{1D} = \sqrt{2} \xi_{3D}$</td>
<td>$g_{1D} = \frac{g_{3D}}{2\pi l_\perp}$</td>
<td>$n_{1D} = \frac{\pi a_{HO}^2}{\ln(2N)}$</td>
</tr>
</tbody>
</table>

In the confining direction.

In the 1D case, even the presence of a harmonic potential does not allow the integral of Equation 2.4 to be solved, hence a pure BEC cannot be obtained in 1D. However, large macroscopic fractions of atoms can be in the ground state, hence a BEC is experimentally achievable. The critical temperature in the 1D case is given by

$$k_B T_{1D} = \hbar \omega_{1D} N \frac{N}{\ln(2N)}.$$ (2.18)

The key properties of a BEC described in Section 2.3 are dimension dependent [42]. Table 2.1 collates the key properties for different dimensions.

### 2.3.2 2D BECs

As this experiment aims to produce a two-dimensional condensate, attention to the properties and regimes of 2D BECs will now be given.

### Key properties

A 2D BEC is not superfluid at all temperatures. It is only superfluid at temperatures well below the (2D) critical temperature $T_c$, where the phase fluctuations are small [48]. Between this low temperature regime and the critical temperature, the 2D BEC displays phase fluctuations and is considered to be a quasi-condensate [48]. This has been confirmed experimentally [49], where a 2D BEC of sodium atoms displays a bimodal distribution at temperatures below $T_c$ and a trimodal distribution at temperatures well below $T_c$, associated with the onset of superfluidity.

The phase transition from quasi-condensate to superfluid condensate is called the Berezinskii–Kosterlitz–
Thouless (BKT) transition[1] It is associated with the pairing of vortices, and occurs when the quantity \( n_s \lambda_T^2 \) jumps from 0 to 4, where \( n_s \) is the superfluid density and \( \lambda_T = h/\sqrt{2\pi mk_BT} \) is the thermal wavelength [43,14]. The superfluid density is not to be confused with the total density, as the total density at the critical point will vary depending on the strength of the interactions, see Reference [43] for details.

The BKT transition has been experimentally studied in 2D \(^{87}\text{Rb}\) BECs obtained by splitting a 3D cloud into 2D BECs by the use of an optical lattice [14].

**Dynamics**

Depending on how the confining oscillator length, \( \ell_\perp \) compares to the 3D scattering length, \( a \), the 2D BEC can be thermodynamically 2D but collisionally 3D (\( \ell_\perp > a \)) or can be both thermodynamically and collisionally 2D (\( \ell_\perp < a \)) [44]. As the case of both thermodynamically and collisionally 2D is exotic [44], and will not be the case for the BEC reported here, it will not be considered further. A theoretical study can be found in References [16, 17].

**Collective excitations in a 2D BEC**

Collective excitations of a BEC allow the characterisation of the trap frequencies. The lowest collective excitation is the dipole excitation, caused by the trapping frequencies, \( \omega_0 \). It is due to motion of the centre-of-mass, and does not depend on the interaction energy of the system [50], or the dimensionality. It has been experimentally studied for \(^{87}\text{Rb}\) atoms in a disk-shaped trap [51] and for sodium atoms in a cylindrical trap [52]. Theoretical predictions of a dipole frequency of \( \omega_{\text{dipole}} = \omega_0 \) are in good agreement with the experiments.

There are three other low energy collective excitation modes in a 2D BEC, the monopole (‘breathing’) mode, the quadrupole mode, and the scissor mode, all illustrated in Figure 2.2. The monopole, or breathing, mode is a compression mode [50] where the two in-plane frequencies oscillate in phase. In 2D, the monopole mode has an oscillation frequency of \( \omega_{\text{monopole}} = 2\omega_r \), where \( \omega_r \) is the geometric average of the trap frequencies in the 2D plane [55,50]. The quadrupole mode is a compression mode where the frequencies oscillate out of phase. The frequency of the quadrupole mode is \( \omega_Q = \sqrt{2}\omega_r \) [53,55,50]. The scissor mode is a signature of superfluidity [53] and oscillates with a frequency of \( \omega_s = \sqrt{\omega_y^2 + \omega_x^2} \).

---

[1]: Also referred to as the KT transition.
2.4 The non-linear Schroedinger equation

2.4.1 From the Gross–Pitaevskii equation to the non-linear Schroedinger equation

As can be seen from the Gross–Pitaevskii equation introduced in Equation 2.10, the wavefunction $\Psi(r,t)$ has a non-linear dependence on the interaction term $V_{\text{int}}$. This makes the GPE part of a class of equations known as the Non-Linear Schroedinger (NLS) equations.

2.4.2 Solutions to the NLS equation: solitons

The Non-linear Schroedinger equation is generically given by

$$E\Psi = \left[ -\frac{\hbar^2 \nabla^2}{2m} + \kappa |\Psi|^2 \right] \Psi, \quad (2.19)$$

where $E$ is the energy, $m$ is the mass of the particle, $\Psi$ is the wavefunction, and $\kappa$ is the coefficient of the non-linear term. Comparing Equations 2.10 and 2.19 one can notice that the NLS equation is the Gross–Pitaevskii equation with $V_{\text{ext}} = 0$, and $\kappa = V_{\text{int}}$. The external potential, $V_{\text{ext}}$, in which the BEC is formed is designed to vary adiabatically over the extent of the condensate. It can therefore be neglected in this discussion.
Equation 2.19 is a 3D equation. Reducing it to a 1D problem for mathematical simplicity yields

\[ E\Psi(x) = \left[ -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + \kappa|\Psi(x)|^2 \right] \Psi(x). \] (2.20)

The Non-linear Schroedinger equation has two solitonic solutions, depending on the sign of the non-linear coefficient. A soliton is a wave which does not disperse as it propagates, and is maintained due to a balance of the kinetic energy and the inter-particle interactions.

In the case of a negative scattering length, namely an attractive BEC or a focusing medium, the solution to the NLS is [56, 57]

\[ \psi(x,t) = \frac{\ell_r}{\sqrt{2|a|\kappa}} \text{sech} \left( \frac{x - vt}{\kappa} \right) \exp \left[ i \frac{mv}{\hbar} x - i \frac{mv^2}{2} - \frac{\hbar^2 \kappa^2}{2m} t \right], \] (2.21)

where \( a \) is the (negative) scattering length, \( \ell_r \) is the radial harmonic oscillator length, \( \kappa \) is the soliton width, and \( v \) is the velocity of the soliton.

This solution gives rise to a 'bright soliton', so called because it is characterised by a rise in the local density. Because \(^{87}\)Rb does not form an attractive BEC, no further consideration to bright solitons will be given.

The NLS equation solution in the case of a positive scattering length, namely a repulsive BEC or defocusing medium, is [30]

\[ \Psi(x,t) = \sqrt{n_0} \left\{ \frac{v}{c_s} + \sqrt{1 - \frac{v^2}{c_s^2}} \tanh \left[ \frac{\sqrt{1 - \frac{v^2}{c_s^2}} (x - q(t))}{\xi} \right] \right\} e^{-imgot/\hbar}, \] (2.22)

where \( n_0 \) is the peak density of the BEC, \( v \) is the velocity of the soliton, \( q \) is the position of the soliton, \( c_s \) is the 1D speed of sound, \( \xi \) is the 1D healing length, and \( g \) is the 1D interaction term. Plotting \(|\Psi(x,t)|^2\) for different values of \( v/c_s \) yields the graph shown in Figure 2.3. Depending on the value of \( v/c_s \), the soliton has different depths. A black soliton, a soliton which does not move and where the density dip goes all the way to zero, is obtained when \( v/c_s = 0 \). The smaller the \( v/c_s \) ratio, the deeper the soliton.

By plotting the phase of \( \Psi(x,t) \) at different values of \( v/c_s \) the graph shown in Figure 2.4 is obtained. The case of a black soliton corresponds to a phase of \( \pi \).
The width of the soliton is given by

$$\kappa = \frac{h}{mc_s \sqrt{1 - \left(\frac{v}{c_s}\right)^2}} = \frac{\sqrt{2} \xi}{\sqrt{1 - \left(\frac{v}{c_s}\right)^2}}$$  \hspace{1cm} (2.23)
where $\xi$ is the dimensionally-corrected healing length. It can be seen that the size of the soliton is closely linked to the size of the healing length. The density of the soliton, $n_s$, is given by

$$\frac{n_s}{n_0} = 1 - \left(\frac{v}{c_s}\right)^2 = \sin^2(\phi/2),$$

(2.24)

where $n_0$ is the dimensionally-corrected density, and $\phi$ is the applied phase shift. Equation 2.24 can also be used to assess the phase shift from the soliton velocity.

2.4.3 Stability of a soliton

Theoretical studies have shown that solitons are unstable to the transverse excitations of the BEC [35, 58, 59]. It is therefore recommended that the radial degrees of freedom be suppressed by tight confinement in two dimensions, resulting in 1D-BECs [35] in order to observe long lived, stable solitons. Long-lived solitons have been experimentally observed in References [29, 30, 60].

In higher dimensions, specifically 2D, the soliton is unstable, and is therefore technically a solitary wave and not a soliton. However, the terms are used interchangeably. The instability, known as the ‘snake instability’ causes the unstable soliton to decay to more stable structures, such as vortices [58, 59]. The instability is so called because the originally straight soliton curves, due to the difference in density across the BEC, and ultimately bends (or ‘snakes’) to the point where it breaks up into vortices. This has been experimentally observed by [61, 62].

An additional source of soliton instability is interactions with the thermal cloud. The soliton can couple with the surrounding thermal cloud, causing damping and therefore decay of the soliton [58, 63]. The lower the temperature, and the higher the BEC fraction, the less important this effect will be.

2D solitons

Solitons in 2D BECs have attracted significant theoretical interest. G. Huang et al [32] have theoretically modelled a 2D soliton moving only in the $x$-direction by

$$\Psi(x) = u_0 \left(1 - \frac{p^2}{2c_s^2} \text{sech}^2(K)\right) \exp \left(-x^2 - i\mu t - i\frac{p}{c_s} \times \tanh(K)\right),$$

(2.25)

where

$$K = p \left[x - c_s \left(1 - \frac{p^2}{2c_s^2}\right) t - x_0\right].$$

(2.26)
The parameter $p$ determines the greyness of the soliton ($0 \leq p^2 \leq 2c_s^2$), and $u_0$ is the ground state configuration of the condensate.

The study showed that, with repulsive 2D BECs in the Thomas–Fermi limit, the soliton decays when it interacts with the boundary in the case of a low-depth soliton, and that a high-depth soliton decays due to the snake instability.

### 2.5 Creation of solitons

Having defined what a soliton is and discussed some of its properties, experimental methods for generating solitons will now be considered.

As seen from Section 2.4.2, a soliton corresponds to a change in the density of the condensate, associated with a change in phase. Because it is associated with a change in phase, a way of generating a soliton is to manipulate the phase of the BEC so as to recreate the phase slip. This is best done by the use of light-matter interactions, by the use of a technique commonly known as ‘phase imprinting’, and previously demonstrated in References [23, 24], for example.

#### 2.5.1 Phase imprinting

The technique of phase imprinting, illustrated in Figure 2.5, relies on applying a light potential (the dipole potential) on only part of the BEC, thus creating a phase difference across the condensate. The phase of the exposed part of the BEC will evolve according to

$$
\psi(z,t) = \psi(z,0)e^{-i\phi} = \psi(z,0)e^{-i\frac{\hbar}{\omega} U_{dip}(z)t_{pulse}},
$$

(2.27)

where $\psi$ is the wavefunction, $U_{dip}$ is the dipole potential (discussed below), and $t_{pulse}$ is the duration for which the light field is applied. As can be seen, the phase of the imprint can therefore be variable, depending on the time of the imprint, or on the strength of the dipole potential $U_{dip}$. In order to imprint a phase shift of $\pi$, the condition $\phi = U_{dip}t_{pulse}/\hbar = \pi$ needs to be fulfilled. The form of $U_{dip}$, arising from matter-light interactions will now be discussed.

#### 2.5.2 Dipole potential

This Section is based on Reference [64]. An electric field $E$ of a light source of frequency $\omega$ will induce an dipole moment $p$ in the atom, which will oscillate with the same frequency as the light source. The amplitude
of the dipole $\hat{p}$ is given by

$$\hat{p} = \alpha \hat{E},$$  \hfill (2.28)

where $\hat{E}$ is the amplitude of the electric field, and $\alpha$ is the complex polarizability.

The interaction between the dipole and the electric field is given by \cite{64}

$$U_{dip} = -\frac{1}{2} \langle pE \rangle = -\frac{1}{2\varepsilon_0 c} Re(\alpha) I,$$  \hfill (2.29)

where $I$ is the field intensity, given by $I = 2\varepsilon_0 c|\hat{E}|^2$, and the factor of $1/2$ reflects the oscillating, rather than permanent, nature of the dipole. In the rotating wave approximation (RWA), which stipulates that the light be near detuned ($\Delta = |\omega_0 - \omega_L| \ll \omega_0$), the dipole potential can be rewritten as

$$U_{dip}(r) = \frac{3\pi c^2}{2\omega_0^3} \frac{\Gamma}{\Delta} I(r),$$  \hfill (2.30)

where $\omega_0$ is the optical transition frequency, $\Gamma$ is the linewidth (spontaneous decay rate) of the excited state of the atom, $\Delta$ is the detuning of the applied light compared to the transition frequency, and $I$ is the intensity of the light. From Equation (2.30) it can be seen that all the constants are known, with the detuning and the intensity profile being the two experimentally controllable variables.
2.6 Conclusion

This chapter has presented the formation of a condensate in 3 dimensions, and discussed the criteria and consequences of being in lower dimensions, with emphasis placed on a two-dimensional condensate. The key properties of a condensate, such as the coupling constant, the healing length, the chemical potential, the speed of sound, and the correlation time have been presented in all three dimensions. The Gross–Pitaevskii equation has been presented, and it has been shown that it is part of the more general class of non-linear equations. Solitonic solutions to the non-linear Schroedinger equation have been presented, and the stability of a soliton has been discussed.
CHAPTER 3

THE EXPERIMENTAL SET-UP

This chapter aims to introduce the experimental set-up used in this project. The vacuum chambers are presented, and the quality of the vacuum is discussed. The laser system and optics used for magneto-optical trapping of the atoms are described. The different coils used for magnetic trapping of the atoms are described, along with the dipole trap which is used to trap the condensate. The detection system for imaging the atoms is introduced, with some relevant background information. The computer control of the experiment is briefly described.

3.1 The vacuum system

Vacuum is a necessary condition for most cold atoms experiments. In air, collisions between the atoms held in a magnetic trap and the background gas excite the atoms out of the trap, resulting in atom loss. In vacuum, as the quantity of background gas is decreased, so are the collisions which excite the atoms out of the trap \[39\]. The ultra-high vacuum system is therefore an integral part of the experimental apparatus.

3.1.1 The vacuum system

The vacuum system \[65\] is designed to be compact, especially in thickness, as this allows smaller magnetic fields, and therefore coils, to be used. It is also designed to maximise the available optical access \[66\]. A rendering of the experimental system is shown in Figure 3.1.

The dispensers\[1\] are housed at the top of the experiment. The system has a lead sealed 2D MOT chamber \[65\] and an indium sealed 3D MOT chamber \[66\] with a differential pumping stage in between the two. In order to have a versatile detection system, a glass cell is also present, with a 16 mm diameter differential

\[1\] two rubidium dispensers from SAES getters and one enriched Potassium-40 source from Alvatech
pumping stage between it and the 3D MOT chamber \[65\]. The glass cell\(^1\) is epoxy sealed, 33 mm thick, 23 mm high and 60 mm long, and features a series of anti-reflection coatings.

### 3.1.2 Characterisation of the vacuum

In the experiment, the vacuum is monitored by the gauges present on the ion pumps. As shown in Figure 3.2, the values read by the gauges fluctuate with humidity in the room, which limits the reliability of the measurement.

A more accurate and relevant measurement of the quality of the vacuum is obtained by studying the rate of loss of atoms from a magnetic trap \[39\]. Every time a collision between a trapped atom and a background atom occurs, the trapped atom will be lost from the trap. The higher the pressure, the more background atoms, the shorter the time between collisions. By holding the atoms in the trap for different lengths of time and counting the number of atoms for each hold time, the rate of loss is established. This measurement is called a lifetime measurement. The number of atoms is counted by the use of absorption imaging, which will be described in Section 3.4.2.

With an experimental cycle taking roughly 1 to 1.5 minutes, and with the evaporative stages in the glass cell taking 20 seconds, lifetimes less than 30 seconds are not acceptable, as they would lead to too high an atom

\(^1\)Japan Cell.
number loss due to background gas as well as any pertaining to the evaporative cooling process.

The lifetime of the atoms in the glass cell lowers over time. Fourteen months after the main baking of the system, a lifetime measurement showed a lifetime of 17.5 s, see Figure 3.3, which is too low for the experiment to run successfully. Having eliminated that stray light or magnetic fields could be responsible for the shortened lifetime, it was deduced that there had to be a vacuum issue, even if the pressure readings from the gauges indicated vacuum to the order of $10^{-12}$ mbar.

The original vacuum system failed because of the epoxy at the MOT chamber allowing water vapour to diffuse into the vacuum over time, as discussed in detail in [65]. The glass cell is held together with epoxy, so it is feasible that this phenomenon is occurring at the glass cell, but with a longer time scale than the original epoxy MOT.

In order to increase the lifetime in the glass cell, it was baked to 100 °C, so that water present in the epoxy could evaporate out. The lifetime experiment was carried out after the bake and gave a lifetime of 48.9 s, see Figure 3.3.

Vacuum monitoring with lifetime measurements (Figure 3.3) shows that suitable vacuum lasts for 7 months. Recordings from the less reliable vacuum gauges (Figure 3.2) also indicate a slight rise in pressure over that time period, once variations due to humidity are accounted for.
Figure 3.3: Lifetime of the atoms. From left to right, top to bottom: before the first glass cell bake; straight after the glass cell bake; four months after the glass cell bake; and seven months after the glass cell bake.
Figure 3.4: $^{87}$Rb D2 line diagram, showing the frequencies of the transitions: the cooling transition (full line); the repumper transition (dashed line); and the pushing, optical pumping and imaging transition (dotted line). All numbers taken from Reference [67].

3.2 Laser system

3.2.1 Rubidium-87

The species used in this experiment is the alkali $^{87}$Rb, which has a positive s-wave scattering length of 5.77 nm [41], resulting in a repulsive interaction BEC. The level diagram for the D2 line of $^{87}$Rb is shown in Figure 3.4.

In order to cool the atoms down from room temperature to BEC temperature, i.e. from $\approx 100$ K to less than 100 nK, laser cooling followed by evaporative cooling is employed. In laser cooling of $^{87}$Rb two transitions are addressed: the $|2S_{1/2}, F = 2\rangle \rightarrow |2P_{3/2}, F = 3\rangle$ (cooling) transition and the $|2S_{1/2}, F = 1\rangle \rightarrow |2P_{3/2}, F = 2\rangle$ (repumper) transition, both of which are also shown on Figure 3.4. The $|2S_{1/2}, F = 2\rangle \rightarrow |2P_{3/2}, F = 3\rangle$ transition is also used for resonant absorption imaging of the atoms and optical pumping.

3.2.2 The laser system

The laser system is stable, compact, and modular, allowing for versatility in the set-up. Full details can be found in Reference [66]. Each module performs a designated task (e.g. stabilising light, distributing light) and the light is fibre-coupled from one module to the next.

The logic diagram of the laser system is shown in Figure 3.5. The first module, the master module, ensures that the reference light, and therefore all subsequent light, is of a stable and selected frequency. The external
cavity diode laser (ECDL) [66, 68] is stabilised via frequency modulation spectroscopy [69] to the crossover transition CO23 87Rb atomic transition via a cell of rubidium.

In order to stabilise the cooling light, the reference light from the master module is beaten with light generated by the DFB (distributed feedback) laser diode in the cooling light module. The beat frequency is then stabilised with an offset lock technique via a voltage-controlled oscillator (VCO) [66, 70]. The presence of the VCO allows the frequency of the cooling light to be tuned on a scale of hundreds of MHz. The same process is done in parallel to generate the repumping light.

In order to have enough power at the experiment, the light is then amplified by a tapered amplifier. Owing to losses due to the fibre-coupling between each module, the typical light power after the amplifier is of the order of 1 W. Because significantly more cooling light is needed at the experiment, the cooling light undergoes two stages of amplification.

The amplified light is then distributed to different distribution modules. In these modules, the cooling and repumping light both go through a double pass (acousto-optic modulator) AOM before being combined and fibre-coupled to the relevant part of the experiment. The presence of the AOMs allows switching and further control of the frequency of the light, with approximately 40 MHz range allowed. The distribution modules also feature shutters to ensure that no stray light goes to the experiment.

3.2.3 The MOT optics

The 2D MOT optics consist of two beams which contain both the cooling and repumping light, a λ/4 waveplate to circularly polarise the light, two cylindrical lenses to elliptically expand the beams, and two large prisms to retro-reflect the beams. The position of the beams can be adjusted by two steering mirrors present in both beam paths. Full details can be found in Reference [66].

A pushing beam is mounted at the top of the vacuum chamber and is used to push the atoms from the 2D MOT into the 3D MOT.

The light at the 3D MOT is given by three pairs of beams: one axial pair, and two cross pairs. All have circularly polarised light. The axial light is collimated by a telescope and back-coupled, indicating that the two telescopes are sufficiently well aligned that the light from the one can be coupled into the fibre of the other. The two cross pairs are fixed directly onto the 3D MOT chamber. This light is divergent, primarily due to space constraints [66].
Figure 3.5: Laser system logic diagram: in the frequency stabilisation stage, frequency stabilised light is generated for both the cooling and repumping transitions. The light is then amplified in the amplification stage by tapered amplifiers before being combined and distributed in the distribution modules. The light is then sent to the experiment. All light is fibre-coupled between stages.
3.3 Trapping of cold atoms

Two different methods of trapping atoms are used in this thesis work: magnetic trapping and trapping via a dipole trap.

3.3.1 Magnetic fields

The experiment features various techniques to produce magnetic fields. In the 2D MOT, four sets of permanent magnets create a 2D quadrupole field \[65\]. In the 3D MOT, the 3D MOT coils \[66\] are designed in an anti-Helmholtz configuration and define the magnetic centre of the MOT trap. Around the 3D MOT chamber, three sets of compensation coils (one in each direction) are present to aid temperature optimisation in the molasses phase, by compensating for residual magnetic fields \[66\]. In order to move the atoms from the 3D MOT chamber to the glass cell, another set of anti-Helmholtz coils, named the moving coils, are used. These coils are on a rail which allows precision positioning and motion of the coils \[71\]. At the glass cell, a further set of anti-Helmholtz coils, called the Feshbach coils, is present. A small pick-up coil used for RF evaporation rests on the glass cell.

Owing to leaking of the coolant, both the moving coils and Feshbach coils have been reworked as part of this thesis. Full details are given in Chapter 4.

3.3.2 The dipole trap

A dipole trap, the full details of which can be found in Reference \[71\], is used in the final stages of the BEC experimental protocol. Such a trap is used because, unlike an anti-Helmholtz magnetic trap, it avoids Majorana spin flip \[72\] losses\(^1\) and the trap can be made to produce two- or three-dimensional clouds.

Far detuned 1550 nm light is focused onto the atom cloud via cylindrical and aspherical lenses, which produce an astigmatic beam with two foci, 4 mm apart in the propagation direction. The original trap had a power of 5 W, featured a seed laser, an amplifier, and a computer controlled AOM.

Improvements to the power were made by splitting the seed light in the splitting module and adding a second amplifier and combining this beam with the original beam, resulting in a total power of 10 W. Both set-ups are shown in Figure 3.6. The waists remain unaffected by the change in power. The 10 W trap frequencies are \(\omega_x = 2\pi \cdot 72\) Hz, \(\omega_y = 2\pi \cdot 110\) Hz, and \(\omega_z = 2\pi \cdot 3.3\) kHz.

\(^1\)Other traps, such as TOP traps \[73\], Ioffe–Pritchard traps \[74\ \[89\] QUIC traps \[75\] or plugged traps \[76\] can also be used to avoid Majorana losses.
A comparative characterisation profile of the 10 W dipole trap was done, and is shown in Figure 3.7. Other than the gain in power, it can be noted that the main difference is the linearity of the calibration on the new dipole trap. This can be explained by the fact that, in the improved set-up, the AOM remains on when not in use, with the light being deflected away from the experiment by a change in the radio frequency applied to the AOM.

Figure 3.7: Graph showing the power of the 5 W (filled circles) and 10 W (dashed line) dipole traps as a function of the AOM voltage setting.
Figure 3.8: Schematic representation of the different imaging methods: in fluorescence imaging, the light emitted from the atom cloud is recorded, whereas in absorption imaging it is the shadow of the cloud which is recorded.

3.4 Imaging

3.4.1 Motivation

In order to take quantitative measurements, destructive imaging of the atom cloud is done. As shown in Figure 3.8, there are two main methods of imaging: absorption and fluorescence. As can be seen from the schematic representation in Figure 3.8, fluorescence from the atoms is scattered in all directions, and the camera can only capture information which falls in its solid angle. In the case of absorption imaging, the detection light and the camera are head-on, and the shadow of the cloud is imaged, as it is on axis imaging, more information about the cloud is retained. Because of this, Absorption imaging is predominantly used this system. In order to increase the information that can be extracted, the time of flight (TOF) technique [36] is used. In this technique, the atoms are left to expand for a given but variable time, the TOF time, before they are imaged. The atoms will fall under gravity, changing the position of the centre of mass, but the atomic cloud will also expand thermally or, in the case of a BEC, according to the appropriate scaling relation (see Section 6.2.1). By varying the time of flight, the extent of the thermal expansion can be assessed, hence yielding information about the temperature of the cloud, for example.
3.4.2 Absorption imaging theory

The intensity, $I$, of the original intensity, $I_0$, making it past its absorption by a gas is described by Beer’s law which states that \[77\]

$$ I = I_0 e^{-OD} = I_0 e^{-n\sigma}, \quad (3.1) $$

where $n$ is the column density of the atoms and $\sigma$ is the absorption cross section. Rearranging and substituting for $\sigma$ yields \[39, 77\]

$$ -\ln \frac{I}{I_0} = OD = n \frac{\sigma_0}{1 + 4 (\frac{\Delta}{\Gamma})^2 + \frac{I_0}{I_{sat}}}, \quad (3.2) $$

where $\Delta$ is the detuning, $\Gamma$ is the linewidth of the atomic transition\[27\] $I_{sat}$ is the saturation parameter and $\sigma_0$ is the resonance cross section. The resonance cross section is given by \[39, 77\]

$$ \sigma_0 = \frac{\hbar \omega \Gamma}{2I_{sat}} = \frac{3\lambda^2}{2\pi}, \quad (3.3) $$

where $\omega$ is the frequency of the detection light, and the saturation intensity is given by \[39\]

$$ I_{sat} = \frac{\pi \hbar c}{3\lambda^2 \tau}, \quad (3.4) $$

where $\hbar$ is Planck’s constant, $c$ is the speed of light in vacuo, $\lambda$ is the wavelength of the light, and $\tau = 1/\Gamma$ is the lifetime of the excited state. Substituting in equation \[3.2\] and rearranging for $n$ yields

$$ n = -\ln \left( \frac{I}{I_0} \right) \frac{\omega^2}{6\pi c^2} \left( 1 + 4 \left( \frac{\Delta}{\Gamma} \right)^2 + \frac{I_0}{I_{sat}} \right). \quad (3.5) $$

In order to convert the column density into an atom number, the column density is summed over all pixels. The size of a CCD camera pixel, $A$ has to be taken into account, as well as the magnification, $M$. The polarisation of the light will also affect the response of the atoms, so a parameter $Q$ is also introduced, and is equal to 1 in the case of circularly polarised light. Doing so gives the number of atoms \[66, 78\]

$$ N = -\ln \frac{N_A}{N_B} \frac{MAQ\omega^2}{6\pi c^2} \left( 1 + 4 \left( \frac{\Delta}{\Gamma} \right)^2 + \frac{I_0}{I_{sat}} \right), \quad (3.6) $$

where $N_A$ is the intensity recorded by the camera in the atoms image, and $N_B$ is the intensity in the background image. The intensity of the illumination is linked to the saturation intensity of the atoms, and care is taken not to exceed $\sim 10\%$ of the saturation parameter because otherwise some of the atoms might

\[12\pi \cdot 6.06 \text{MHz for } ^{87}\text{Rb} \ [67]\]
Figure 3.9: Schematic representation of the horizontal detection system in the experimental set-up.

start becoming transparent, leading to erroneous information in the imaging. Because the no-atoms image is ‘subtracted’ from the atoms image, it is important that both images have the same intensity. Resonant light is used for imaging.

3.4.3 Imaging optics

Absorption imaging is the primary imaging method used in the experiment. A 1″ collimated beam of resonant light probes the atoms, with magnification or demagnification optics placed head-on with the detection beam, as illustrated in Figure 3.9. The demagnification optics consist of two achromatic lenses, with the atoms at the focus of the first lens, and the CCD camera at the focus of the second lens. Because the atom cloud is treated as a point source, it is not necessary to have a strict 4-f configuration as the information-carrying light is collimated between the two lenses, as shown in Figure 3.9. The camera used in our imaging system is a pixelfly qe camera\(^1\), which has pixels of dimension 6.45 \(\mu\)m \(\times\) 6.45 \(\mu\)m.

3.4.4 Magnification

In order to correctly assess the number of atoms in a given cloud, the magnification of the system needs to be known. Magnification, by definition, is given by the ratio of the two focal lengths of the lenses. In an optics system where the lenses have focal lengths of 300 mm and 200 mm respectively, a magnification of 2/3 is expected. In order to verify this experimentally, a ruler was focused on, imaged, and the magnification extracted by comparing the physical separation between the markings and the number of pixels between each marking. The magnification is given by

\[
\frac{1}{m} = \frac{\text{object size}}{\text{camera pixel size} \times \text{object pixels}},
\]

(3.7)

\(^1\)Chip size: 1024×1392 pixels, from PCO.
where $m$ is the magnification, object size is the real size of the object (here, the spacing between gratings, i.e. $1/20'' = 1.27$ mm), camera pixel size is the physical size of a pixel (6.45$\mu$m for the CCD in the pixelfly qe), and object pixels is the number of pixels the object takes (here: 165.4 camera pixels, obtained by measuring the distance over multiple gratings and dividing by the appropriate number). The magnification is found to be 0.83. The reason for the discrepancy between the measured magnification and the expected magnification is not known. In the case of a 300:100 lens system, the magnification was found to be 0.37, also different from the expected value. Measured values are used when processing data.

### 3.4.5 Post-processing of images

Each pixel counts towards the atom number calculation. Consequently, in order to obtain a realistic atom number, parts of the images are cut, especially if they contain distortions. For images in the glass cell with glass cell boundaries visible, these boundaries are cut away. Similarly, in the case of images in the MOT (with or without moving coils), coils are cut away.

To take into account any offset in the background, masks are used. Masks define an area of interest where no atoms are present. This region should be zero, as it should be the same in both atoms and no-atoms images. Due to fluctuations in beam intensity, this may not be the case. The optical density (OD) of this user-defined region is averaged, and the average value is then subtracted from the OD in the entire image. It is this cut and offset-corrected optical density that is used to estimate the atom number.

Depending on the situation, two types of masks are used: one defines a (small) region and uses the mean value within that region as the background OD value. The other type of mask defines an exclusion zone, where no atoms should be present, and uses the mean value of the exclusion zone as the background OD. The images of a 5 ms TOF time MOT cloud and corresponding line cut-through of the OD at different stages in the post-processing are shown in Figure 3.10. The corresponding atom numbers at each stage are shown in Table 3.1. Both types of masks yield atom numbers that are within errors of each other, and that without corrections, the slightly negative background dominates the atom number calculation, rendering it negative.

<table>
<thead>
<tr>
<th>Raw image</th>
<th>Cut Image</th>
<th>Small Mask</th>
<th>Exclusion Mask</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-6.44 \times 10^8 \pm 2.58 \times 10^7$</td>
<td>$-1.63 \times 10^8 \pm 5.01 \times 10^7$</td>
<td>$2.17 \times 10^8 \pm 1.10 \times 10^7$</td>
<td>$2.34 \times 10^8 \pm 1.24 \times 10^7$</td>
</tr>
</tbody>
</table>

Table 3.1: Atom number at different post processing stages. The atom number stated corresponds to the images shown in Figure 3.10, and the error is the standard deviation obtained from processing 5 images in each set.

For images taken in the glass cell, a phenomenon of fringes, due to interference within the glass cell, has
been observed. This interference renders summing of pixels to estimate atom number unreliable, as regions of the atomic cloud will artificially appear denser or less dense than they truly are depending on the position of a peak or trough in the interference pattern.

In order to eliminate this potential source of error, a defringing algorithm is used [78] [79]. The algorithm remembers a user-defined bank of no-atoms images. As each atoms image is processed, a linear combination is made to the best matching no-atoms image from the bank. This process is done on the glass cell images before any cutting or other post-processing occurs. An image, both non-processed and defringe-processed is shown in Figure 3.11. A limitation of this algorithm is that the atom cloud has to be smaller than the size of the detection beam, otherwise the atoms image and no-atoms image look too similar for a reliable linear reconstruction to be achieved.

### 3.5 Computer control

In order to run even a simple cold atoms experiment, timings between various experimental elements, such as shutters, coils, or AOMs need to be synchronised. A schematic representation of a typical experimental
The effect of the defringing algorithm: on the left, the image before the algorithm is applied, and on the right, the image after the algorithm is applied. It can be noted that the lines in the background are significantly decreased, and the small atoms cloud is sharper.

sequence is shown in Figure 3.12 along with an indication of the duration of each phase of the sequence.

3.5.1 LabVIEW program

Full details of the computer control can be found in Reference [71], and only a brief overview will be given here. The computer control is primarily built using the National Instruments’ LabVIEW PXI infrastructure, allowing both digital and analogue controls. Field-programmable gate arrays (FPGAs) are used as they allow for fast processing of the commands. The system has a 25 ns clock cycle. In addition to the LabVIEW

![Figure 3.12: Schematic diagram showing a typical experimental sequence, with order of magnitude numbers indicating the duration of each phase. Time runs from left to right.](image)

Table: Experimental sequence

<table>
<thead>
<tr>
<th>Phase</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>MOT load</td>
<td>30s</td>
</tr>
<tr>
<td>Molasses</td>
<td>15ms</td>
</tr>
<tr>
<td>Optical pumping</td>
<td>2ms</td>
</tr>
<tr>
<td>Transfer to moving coil</td>
<td>2s</td>
</tr>
<tr>
<td>Transfer to glass cell</td>
<td>1s</td>
</tr>
<tr>
<td>Transfer to Feshbach coils</td>
<td>1s</td>
</tr>
<tr>
<td>RF evaporation</td>
<td>20s</td>
</tr>
<tr>
<td>Dipole trap evaporation</td>
<td>20s</td>
</tr>
<tr>
<td>Time of flight</td>
<td>10ms</td>
</tr>
<tr>
<td>Atoms image</td>
<td>&lt;1ms</td>
</tr>
<tr>
<td>Read out delay</td>
<td>500ms</td>
</tr>
<tr>
<td>No-atoms image</td>
<td>&lt;1ms</td>
</tr>
</tbody>
</table>

Figure 3.12: Schematic diagram showing a typical experimental sequence, with order of magnitude numbers indicating the duration of each phase. Time runs from left to right.
<table>
<thead>
<tr>
<th>Element</th>
<th>Computer controlled</th>
<th>Manually set</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D light</td>
<td>Shutter on/off</td>
<td>Cooling and repumping AOMs, power of the beam</td>
</tr>
<tr>
<td>Pushing beam</td>
<td>Shutter on/off, AOM detuning, power</td>
<td></td>
</tr>
<tr>
<td>3D cooling light</td>
<td>VCO detuning, power, AOM detuning, shutter on/off</td>
<td></td>
</tr>
<tr>
<td>3D repumping light</td>
<td>Power, shutter on/off</td>
<td>AOM</td>
</tr>
<tr>
<td>MOT coils</td>
<td>IGBT on/off, current</td>
<td></td>
</tr>
<tr>
<td>Optical pumping MOT detection beam</td>
<td>AOM detuning, power, shutter on/off</td>
<td></td>
</tr>
<tr>
<td>Moving coils</td>
<td>IGBT on/off, current, position</td>
<td></td>
</tr>
<tr>
<td>Feshbach coils</td>
<td>IGBT on/off, current</td>
<td></td>
</tr>
<tr>
<td>RF evaporation</td>
<td>Frequencies, amplitude, sweep time</td>
<td>Physical position</td>
</tr>
<tr>
<td>Dipole trap</td>
<td>On/off, power</td>
<td>Number of amplifiers on</td>
</tr>
<tr>
<td>GC detection light</td>
<td>VCO, AOM, shutter on/off, power</td>
<td></td>
</tr>
<tr>
<td>Camera</td>
<td>Triggering</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: Experimental elements and how they are controlled.

system, the computer control also interacts with IGBTs (Insulated Gate Bipolar Transistors), allowing fast switching of the coils, and a DDS (direct digital synthesiser) box, allowing control of the RF evaporation. A list of the experimental parameters and whether they are computer controlled or manually set is given in Table 3.2.

### 3.5.2 The camera program

The camera is computer controlled and triggered in the LabVIEW sequence [80]. For every measurement, the camera takes two images: the atoms image and the background (no-atoms) image. The time delay between these two images has to be greater than the readout time of the camera, which is of 200 ms [80]. For reliable
post-processing of the images, the light intensity needs to be the same in both images. Because of the heating
time of the AOM which controls the imaging light\footnote{The intensity of the light depends partly on the temperature of the AOM.} an additional 500 ms are added after the camera readout
time to allow the AOM to be warmed again for the no-atoms image.

3.6 Conclusion

This chapter has introduced the BEC apparatus used in this experiment. The vacuum system has been
described, and the quality of the vacuum characterised. The laser system and MOT optics have been
described, as well as the magnetic coils and dipole trap. The imaging method of absorption imaging has
been introduced, along with the corresponding horizontal optical set-up. The chapter has also described the
working principle of the computer control and the camera program.
CHAPTER 4

COILS

Coils are an integral part of any cold atoms experiment, with their principal role being to trap and transport neutral atoms. After introducing the basic properties of magnetic coils, this chapter will focus on the redesign of two sets of coils. The first set of coils to be addressed are the moving coils, where new technology will be adapted. Simulations of the magnetic gradient for this new design will be presented, as well as the final design and fabrication of this set of coils. The Feshbach coils redesign focuses primarily on the failing electrical connectors, and attention is given to material choices. The fabrication process of the Feshbach coils is also described. Both sets of coils are also characterised.

4.1 Basics of coils

The strength of the field for one coil is given by the Biot–Savart law

\[
\vec{B} = \int \frac{\mu_0 I d\vec{\ell} \times \hat{a}}{a^2},
\]

(4.1)

where \( B \) is the magnetic field, \( \mu_0 \) is the permeability of free space, \( I \) is the current going through the coil, \( a \) is the radius of the coil, as illustrated in Figure 4.1. In the case of a circular geometry, the magnetic field along the central axis is \[81\]:

\[
B = \frac{\mu_0 I a^2}{2(a^2 + x^2)^{3/2}},
\]

(4.2)

where \( x \) the distance along the x-axis from the coil. Figure 4.1 illustrates some of the terms for clarity. In the case of two coils in an anti-Helmholtz configuration, Equation 4.2 becomes \[82\]:

\[
B = \frac{\mu_0 I a^2}{(a^2 + x^2)^{3/2}},
\]

(4.3)
where the factor of two accounts for the presence of both coils, and $x$ is the half-separation of the coils.

Differentiating Equation 4.3 with respect to $x$, the direction where the atoms will be trapped, yields the gradient of the magnetic field:

$$\frac{\partial B}{\partial x} = b = -3\mu_0 I a^2 \frac{2x}{2(a^2 + x^2)^{5/2}}$$

(4.4)

### 4.2 New design moving coils

This section will justify the need for a redesign, using a different type of coil technology. Simulations for power-optimised coils are presented before the final design, fabrication and testing of the coils are described and discussed.

#### 4.2.1 The need for a redesign

The previous moving coils [66] are made to be as compact as possible, using kapton insulated copper tape in direct contact with the coolant inside a casing composed of two parts which are glued together. The design featured a slit to prevent eddy currents [66], which weakened the structural strength of the casing leading to bending. This bending led to a weakening of the main glued seal. In addition to leaking from the main seal, parts of the material used to lift the coil inside the casing, thus creating a flow channel along the face of the coil, have become detached and have blocked the cooling system. Images of the decommissioned coil are shown in Appendix A.
4.2.2 Adapting technologies

As the outermost coils on the experimental system, the moving coils have the flexibility to be broader than any other coils, which means that a less spatially constrained technology, such as that developed by the Clock group at the University of Birmingham [83], can be adapted. The two types of coil technology are schematically illustrated in Figure 4.2. Unlike the prototype technology developed for this experiment which sees the copper being cooled by direct contact with the coolant, the technology developed by the Clock group relies on indirect cooling of the coils. The coolant is contained in a separate cavity and is in thermal contact with the coil via the thin, thermally conducting, wall of the cavity. The difference in the cooling method has ramifications for the fabrication of the coil. In the case of the prototype technology, the casing is closed once the copper coil is placed inside, and therefore a sealing method which does not damage the internal components (such as a low temperature curing glue) must be used. In the case of the indirect cooling coil, the casing is fully manufactured before the copper coil is wound in situ. More aggressive methods of sealing the coolant containing cavity, such as welding, can be used, thereby eliminating the source of leaking. By using the Clock group technology, the need for glue, which has been shown to weaken in the presence of the coolant, is removed.

4.2.3 Design considerations

Whilst the general structure of the new moving coil is known from the onset, the detailed design must take into consideration the desired performance requirements. The role of the moving coils is to transport the
atoms from the 3D MOT chamber to the glass cell, via the 16 mm diameter differential pumping stage. The size of the differential pumping stage sets an upper limit on the size of atom cloud which can pass through it. At a given temperature, the size of the cloud depends on the magnetic gradient. The design magnetic gradient for the new coils is of 160 G/cm\(^1\) at 100 A, leaving ample head room to use the coils at lower currents and still pass the atoms through the stage, see Equation \[\text{B.6}\].

From Equation \[\text{4.2}\] the half-separation and the radius of the coils are key parameters which affect the coil performance. The half separation is given by physical constraints of the experiment, illustrated in Figure 4.3. The distance between the centre of the glass cell and the outside of the Feshbach coils is 42 mm. From previous experience, the minimal thickness of the outer section of brass should be no less than 4 mm otherwise manufacturing issues can occur. Copper tape is used as its geometry maximises the cross-sectional area of the copper when winding \[\text{[66]}\]. The copper tape used is 14 mm wide, 0.25 mm thick with 0.023 mm insulating kapton wrapped around the copper \[\text{[2]}\]. Adding on a 2 mm safety margin yields a half separation of 55 mm.

### 4.2.4 Simulations

The design of the coils can be optimised either for minimum power or for minimum current. Power optimisation is chosen because it leads to less heating of the coil. In this section, two approaches to simulating the optimised power design will be presented. Both approaches rely on the Biot–Savart law, but the first, more simplistic method assumes a single winding, whereas the second approach takes into account the effect of multiple windings.

**Single winding approach**

This approach approximates the coil as being a single winding. The power, \(P\), is given by

\[1\text{.6 T/m.} \]

\[\text{HP04 tape from High Precision Foils Ltd.}\]
\[ P = IV = RI^2 = \frac{\rho L}{\sigma} I^2 = \frac{2\pi \rho a}{wh} I^2, \quad (4.5) \]

where \( I \) is the current passing through the material, \( V \) is the applied voltage, \( R \) is the resistance, \( \rho \) is the resistivity of the material of the coil (here: copper), \( L \) is the length of the copper, \( \sigma \) is the cross-sectional area of the copper, \( w \) is the width of the copper, and \( h \) is the height of the copper. Rearranging Equation 4.4 for current, and substituting into Equation 4.5 yields

\[ P = \frac{2\pi \rho}{wh} \left( \frac{1}{3\mu_0 x} \right)^2 (b)^2 \frac{(a^2 + x^2)^5}{a^4} a. \quad (4.6) \]

Differentiating Equation 4.6 with respect to the radius, \( a \), and minimising yields:

\[ \frac{\partial P}{\partial a} = 0 \leftrightarrow 0 = \frac{10a^2(a^2 + x^2)^4 - 3(a^2 + x^2)^5}{a^4}. \quad (4.7) \]

Solving Equation 4.7 for \( a \) yields the power optimised ratio of the radius, \( a \), to the half-separation, \( x \):

\[ \frac{a}{x} = \sqrt{\frac{3}{7}}. \quad (4.8) \]

Substituting the value of \( x = 55 \text{ mm} \) into Equation 4.8 yields a coil radius of 36 mm. The calculations above assume a single loop of copper with all the current going through it. In a system where there are many turns, this radius would be approximated with the midway point (i.e. as many windings above as below). In a more realistic scenario, there will be multiple windings, with each winding having a different radius, and hence a slightly different contribution to the magnetic field.

**Multiple windings approach**

The total gradient, \( b_T \), for \( N \) turns is given by the sum of the gradient, \( b_i \), due to each winding \( a_i \), per Equation 4.4

\[ b_T = \sum_{i=1}^{N} b_i = \sum_{i=1}^{N} \frac{3\mu_0 I a_i^2 x}{(a_i^2 + x^2)^{5/2}}. \quad (4.9) \]

Similar to the single winding approach, rearranging Equation 4.9 for current yields

\[ I = \frac{b_T}{\sum_{i=1}^{N} \frac{3\mu_0 a_i^2 x}{(a_i^2 + x^2)^{5/2}}}. \quad (4.10) \]

\[ ^1 \rho = 1.7 \cdot 10^{-8} \Omega \cdot \text{m} \]
Introducing the $\alpha$ parameter, defined as $\alpha = a/2x$, i.e. the ratio of the radius to the full separation, and substituting into Equation 4.10 gives

$$I = \frac{b_T}{\sum_{i=1}^{N} \frac{12\mu_0\alpha^2}{x^2(4\alpha^2+1)^{3/2}}}.$$  \hspace{1cm} (4.11)

The relationship between the radius of one turn and the next is given by

$$a_2 = a_1 + T,$$  \hspace{1cm} (4.12)

where $T$ is the thickness of the copper strip (and any adhesive).

As with the first case, the design will be optimised for power. As stated in Equation 4.5, power depends linearly on the resistance $R$ of the wire, and is given by

$$P = \frac{\rho}{\sigma}LI^2,$$  \hspace{1cm} (4.13)

where $L$ is the total length of the copper, $\rho$ is the resistivity of the copper, and $\sigma$ is the cross sectional area of the copper. Substituting in for the total length of the copper, with $n$ the turn number, and $N$ the total number of turns, gives

$$P = \frac{\rho}{\sigma} \left(2\pi \left(Na_{IN} + \sum_{n=1}^{N} (n-1)T\right)\right)I^2,$$  \hspace{1cm} (4.14)

where $a_{IN}$ is the innermost radius. Re-expressing Equation 4.14 in terms of the $\alpha_{IN}$ parameter ($\alpha_{IN} = a_{IN}/2x$), yields:

$$P = \frac{\rho}{\sigma} \left(2\pi 2x \left(N\alpha_{IN} + \sum_{n=1}^{N} (n-1)\frac{T}{2x}\right)\right)I^2.$$  \hspace{1cm} (4.15)

Substituting Equation 4.11 re-expressed in terms of $\alpha_{IN}$, for $I$ into Equation 4.15 and rearranging yields

$$P = \frac{2\pi \rho 2x b_T^2}{\sigma} \left[\frac{N\alpha_{IN} + \sum_{n=1}^{N} (n-1)\frac{T}{2x}}{\sum_{n=1}^{N} \frac{12\mu_0\left(\alpha_{IN}+(n-1)\frac{T}{2x}\right)^2}{\left[4\left(\alpha_{IN}+(n-1)\frac{T}{2x}\right)^2 + 1\right]^{3/2}}}\right]^2.$$  \hspace{1cm} (4.16)

Simulating the above equation as a function of $\alpha_{in}$ with values of $N=100$, and half separation of 55 mm and an increase in thickness ($T$) of 0.323 mm yields the graph shown in Figure 4.4.

\footnote{Copper thickness of 0.25 mm, kapton thickness of 0.023 mm, and an assumed glue thickness of 0.05 mm.}
As can be seen from Figure 4.4, the optimal $\alpha_{IN}$ is 0.197, which gives a power optimised inner radius of 21.67 mm, for a half separation of $x = 55$ mm.

**Comparison of the two approaches**

In order to compare the radii given by the two approaches, a thickness equivalent to half the number of turns $\text{1}$.

Doing so gives a ‘middle radius’ of 37.82 mm, compared to the 36 mm given by the simplistic approach. The results show that both approaches do give similar results, but that the presence of windings does affect the gradient slightly.

**4.2.5 Final design and fabrication of the moving coils**

Having established the simulation constraints of the coils, a final design was made. The housing has an inner diameter, and therefore optical access, of 35 mm, with a 4 mm thick central arch for the coils to be wound around, yielding an inner diameter of 43 mm. The cooling channel is designed to encourage turbulent flow of the coolant, as turbulent flow is better for heat dissipation than laminar flow $[66]$. The presence of a slit avoids eddy currents, but should not weaken the structure of the coil as the thickness of the body material is greater than in the previous design $[66]$.  

In order to avoid damaging the copper on the slit whilst winding, the coil is made in three parts held together by a system of screws: the cooling body, the central arch, and the lid, as shown in Figure 4.5. The winding of the coils is also shown in Figure 4.5. A coil with N=98 turns was made. In order to increase the thermal contact between the copper and the coolant cavity, thermal pads were added between the copper and the

---

$1\times 0.323 \text{ mm}$
For one coil, heat conducting paste was spread on the copper. This resulted in an uneven coil, so additional 2 mm thick nylon sheets were inserted between the lid and the coil to increase thermal contact. Thermal paste was not used on the second coil, which resulted in an evenly wound coil.

### 4.2.6 Testing and in situ characterisation

In order to test the cooling of the coils, different currents were passed through the water cooled coils until the temperature of the coil had stabilised. The temperatures of the brass casing and the copper were monitored with thermocouples. The thermocouple measuring the copper temperature was placed inside the slit, as per Figure 4.6 in direct contact with the copper. The thermocouple measuring the brass housing temperature was placed on the back of the coil, in contact with the coolant cavity, and found that the water temperature was stable at \(14 \pm 1\) °C.

The results of the copper temperature measurements are shown in Figure 4.7. For currents below 20 A, no significant heating (more than 1 °C) of the coils was recorded, hence the data is not shown for clarity. In the cases of higher currents (≥20 A), the temperature rise occurs in the first five minutes, after which time

---

1. T Global H482-150-0.5A Gap filler 0.5 mm sheet.
2. Arctic silver thermal paste.
Figure 4.7: Testing of a moving coil: Temperature of the copper recorded as different currents are passed through the coil. A maximum copper temperature of 60 °C is recorded at 40 A.

The temperature of the coil stabilises. The time over which the temperature of the copper rises is significantly longer than the ≈5 seconds that the coils are on for. With an experimental sequence on the order of one minute, the coils will have time to cool between each experimental sequence.

The new-design moving coils were implemented on the experiment after the old moving coils were decommissioned. During the construction of the moving coils, the additional thickness due to the thermal sheet, and in the case of one of the coils, the extra nylon sheets to ensure contact, means that the coils performance will have deviated from the simulated model (Section 4.2.4). Indeed, rather than having the planned half separation distance of 55 mm, the coils required a separation distance of 126 mm (half-separation of 63 mm), in order to clear the experiment suitably. This discrepancy can be partly explained by the originally unaccounted 5 mm of nylon and conducting tape (per coil). Conservative positioning of the coil could account for an additional 2-4 mm in the half-separation. When in place at this new separation, the gradient measured was of 1.4 G/cm/A, lower than the 1.6 G/cm/A of the design. This lower gradient still fully meets the minimum requirements, namely to transport the entire atom cloud through the differential pumping stage. With reference to equation B.6 the coils will need to
### Table 4.1: Comparison of the properties of the two moving coils.

<table>
<thead>
<tr>
<th>Property</th>
<th>Old coils</th>
<th>New coils</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of turns</td>
<td>93</td>
<td>98</td>
</tr>
<tr>
<td>Full separation [mm]</td>
<td>107.5</td>
<td>126</td>
</tr>
<tr>
<td>Inner Diameter (casing) [mm]</td>
<td>82</td>
<td>35</td>
</tr>
<tr>
<td>Gradient [G/cm/A]</td>
<td>1.5</td>
<td>1.4</td>
</tr>
</tbody>
</table>

run at \( \approx 70 \) A, rather than \( \approx 60 \) A with the design gradient.

Table 4.1 compares key properties of the old and new moving coils, from which the main noticeable difference is the optical access provided by the coil. The new coils provide a significantly reduced optical access: the access is sufficient to pass a 1” beam through it, but not enough to have the dipole trap on with the moving coils still in position at the glass cell. The presence of the smaller optical access reduces the field of view and adds a second to the experimental sequence as the moving coils will have to be moved back to the MOT whilst the atoms are held in the Feshbach coils before the dipole trap can be switched on. The reduced optical access does not affect the 3D MOT or the alignment of the optical pumping beam.

#### 4.3 Feshbach redesign

This section will focus on the redesign of the body of the Feshbach coils. The need for a redesign will be explained, and the redesign choices will be justified. The coil making and body glueing processes will be described. Testing of the coils will also be discussed.

##### 4.3.1 The need for a redesign

The original Feshbach coils were decommissioned after repeated failures at the electrical connectors, leading to coolant leaks. The connectors, shown in Figure 4.8, feature three different materials glued together: copper, PEEK and titanium, which all have different coefficients of thermal expansion. With the sudden switching the coils are subjected to, the glue at the connectors is repeatedly stretched with each cycle, especially since the connectors are immersed in glue and therefore not in full contact with the coolant. The glue is already known to weaken when in contact with the aromatic coolant, leading to leaks.

The orientation of the connectors in the original coil design can also be a contributing factor to the leaking. With the widest parts of the connector on the outside of the casing, once the glue is weakened the internal pressure on the connector will push the connector further out, thereby accelerating the time until the failure.
Figure 4.8: The previous Feshbach connectors. From left to right, outer casing view, inner casing view, and schematic side view. The casing is made of titanium, PEEK is used to insulate the copper connector.

<table>
<thead>
<tr>
<th>Property</th>
<th>Resintech 111</th>
<th>Supreme 10HTND-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cure time</td>
<td>2h @23°C 10min @ 60°C</td>
<td>60-75 min @250°F</td>
</tr>
<tr>
<td>Viscosity</td>
<td>5Pa*s</td>
<td>non-flowing paste</td>
</tr>
<tr>
<td>Temperature range</td>
<td>−55 to 85 °C</td>
<td>4K to +400 °F</td>
</tr>
<tr>
<td>Shear Strength (Al to Al)</td>
<td>20MPa</td>
<td>&gt;3600 psi (25MPa)</td>
</tr>
<tr>
<td>Tensile Strength</td>
<td>40MPa</td>
<td>&gt;7000psi (51MPa)</td>
</tr>
</tbody>
</table>

Table 4.2: Properties of the RT111 \(^{1}\) and the Supreme 10HTND-3 \(^{2}\) adhesives.

4.3.2 Solution and redesign

In the redesign, both the glue at the connectors and their orientation were modified. Material choices for the connectors were reconsidered. Additionally, modifications to the way the coil is held inside the casing were made.

The glue at the connectors has to be electrically insulating, resistant to high (≈ 50 °C) temperatures, and the aromatic coolant yet liquid enough to be delicately spread. The Supreme 10HTND-3 adhesive\(^{1}\) is found to have suitable properties, especially in the temperature operation range and the tensile and shear strength, given in Table 4.2. For comparison, the table also lists the properties of the RT111\(^{2}\) adhesive, previously used at the electrical connectors and still used for sealing the body.

Because of the large discrepancy between the coefficients of thermal expansion (CTE) of the connector materials, given in Table 4.3, the material choice was reconsidered. The titanium of the casing and the copper of the electrical connector have similar CTES, but the PEEK is significantly different. The PEEK was therefore replaced by another insulating material, Macor, a machinable glass ceramic. By having a material which has a more similar CTE, the glue should come under less strain as the connectors expand and contract through each cycle.

\(^{1}\)Master Bond Inc.  
\(^{2}\)Resintech Limited.
Table 4.3: Table showing the coefficients of thermal expansion (in the range of 0–100 °C) of the different materials present in the Feshbach coil.

<table>
<thead>
<tr>
<th>Material</th>
<th>Coefficient of thermal expansion [µm/m.°C]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Copper</td>
<td>16.4 @ 20-100°C</td>
</tr>
<tr>
<td>Titanium</td>
<td>8.9 @ 20-100°C</td>
</tr>
<tr>
<td>Macor</td>
<td>12.6</td>
</tr>
<tr>
<td>PEEK-450G</td>
<td>47</td>
</tr>
</tbody>
</table>

Figure 4.9: The new Feshbach connectors. From left to right: outer casing view, inner casing view, and schematic side view. The casing is made of titanium and Macor is used to insulate the copper connector.

As shown in Figure 4.9, the orientation of the connectors was inverted, with the larger part of the connector inside the casing. With this new orientation, if the glue at the connectors weakens, the coolant flow on the connectors should act as a way of tightening the seal, rather than loosening it as in the previous design. In order to electrically connect the coil whilst remaining electrically isolated from the casing, a Macor plate, placed on the outside of the casing, was added.

In the original design of the coil [66], the coolant flow is preferentially directed onto the face of the coil. In order to create a flow channel on the face of the coil, and to electrically isolate it from the casing, the coil is placed on two 1 mm thick spacers with flow channels in them. To preferentially direct the flow onto the faces, the side channel is filled with glue, with rubber placed at the bottom of the side channel to avoid the glue going onto the bottom face of the coil and prevent cooling. The glue also ensures that the coil does not move within the casing. In this method, the connectors are encased in glue, which limits the dissipation of heat, which contributes to the leaking of the coils at the connectors. In addition, some of the rubber has become loose in other coils, and has blocked part of the coolant circuit.

In order to address these problems, a new method of holding the coil in the casing was devised. The two methods of holding the coil are shown in Figure 4.10. The number of spacers was increased from two to four on each face of the coil, and the spacers are designed with arms, which ensure that the coil cannot move in the casing. The spacer placed between the two coolant entry or exit points does not feature any flow channels.
on it, in order to direct the coolant flow around the coil. The spacer material has to be electrically insulating and finely machinable. PEEK was chosen, as Macor is too brittle to be this finely manufactured. Glue is not used to block the side channels, but nylon sheets can be slipped into the side channel. In order to ensure proper holding of the coil, the pieces have to be coil specific and can only be made once the coil has been made.

Modifications to the original coil bodies to accommodate the aforementioned changes were minimal, but still noteworthy. Firstly, the size of the connector cavity was increased slightly to allow for sufficient gluing surface area. Secondly, in order to not interfere with the $100^\circ$ optical access needed at the glass cell for the dipole trap, and potential extensions such as optical lattices, the inner radius of the casing, and therefore also of the coil, was increased by 1 mm. Side by side renderings of the previous and new Feshbach bodies are shown in Figure 4.11 and a list of different distances is shown in Table 4.4 with an illustration of what the distances correspond to shown in Figure 4.12. The outer dimensions of the casing, as well as its thickness were unmodified.

By modifying the dimensions of the copper coil which can fit inside the casing, the magnetic gradient is modified. The calculated gradient for the new coils is 2.35 G/cm/A compared to 2.34 G/cm/A [66], which is not significantly different.
Figure 4.11: Comparison of the previous and new Feshbach coils. The previous coils are shown on the left and the new ones on the right. The blue arrows indicate the coolant entry/exit points. The outer dimensions of the coils remain unchanged between the previous and new design.

Figure 4.12: Dimensions of the Feshbach body referred to in Table 4.4.

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Previous Body [mm]</th>
<th>New Body [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Inner radius</td>
<td>43</td>
<td>44</td>
</tr>
<tr>
<td>(b) connector hole diameter</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>(c) connector cavity length</td>
<td>44.55</td>
<td>47.56</td>
</tr>
<tr>
<td>(d) connector cavity width</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>(e) outside inner cavity edge to opposite coil edge</td>
<td>72</td>
<td>73</td>
</tr>
</tbody>
</table>

Table 4.4: The dimensions of the different Feshbach cooling bodies. The outer side of the body remains the same for it to fit into the experiment.
4.3.3 Fabrication of the new Feshbach coils

Making the coils

The process used for winding the Feshbach coils is the same as was previously used [66], and is illustrated in Figure 4.13. Kapton backed copper strip\(^1\) is wound solidly around an aluminium wheel and glued together using RT15\(^2\) adhesive between each turn. The coil is then cured for 2 hours at 60 °C and left overnight. To clear the face from glue and to expose the copper to the coolant and to ensure flatness of the coil for good cooling, the coil is then milled down. Because of the presence of the glue, no machining coolant can be used. The faces of the coil are fully cleared of glue, and the coil is milled down until it is 11 mm thick. After the milling, the coils are etched in ferric chloride hexahydrate to ensure that any potential small shorts between windings caused by the milling are etched away. The number of turns is measured, using a current clamp. According to this measurement, both coils had 79 turns at this stage of the fabrication process. The coils are referred to as ‘left’ and ‘right’ further on.

Making of the spacers

The coil specific spacers are made at this point. Firstly, the number of turns in each coil is reduced in order to allow sufficient (≈2 mm) clearance inside the cavity. The distance between the wall of the cavity and the coil is then measured for each coil, and the spacers are made accordingly.

As shown in Table 4.5, the two coils have different dimensions, despite both having 72 turns. This can be readily explained small differences in tension in the strip or in glue thickness whilst winding.

\(^{1}\) From Alpha-Core, 0.500 in by 0.010 in copper backed with 0.625 in by 0.001 in kapton.
\(^{2}\) Resintech Limited.
<table>
<thead>
<tr>
<th>Coil</th>
<th>Inner Diameter [mm]</th>
<th>Outer Diameter [mm]</th>
<th>thickness [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right</td>
<td>95</td>
<td>139.4</td>
<td>11</td>
</tr>
<tr>
<td>Left</td>
<td>95</td>
<td>138.7</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 4.5: Dimensions of the Feshbach coils. Both coils have n=72 turns.

Glueing of the Feshbach bodies

The steps of the glueing are shown in Figure 4.14. As shown in Table 4.1, the Supreme 10HTND-3 glue cures at high temperature, consequently only pieces that can resist that temperature can therefore be present in casing at that time. Taking this into consideration, only the connectors can be glued using this glue. The inner connectors are positioned, followed by the copper screws, and the outer connector. These three pieces are clamped together by the washers and nuts to apply (equal) pressure on the Macor and cured as one item at 120°C for 2 hours. After this, the PEEK spacers and blockers are glued in place using the RT111 glue, and cured for 10 minutes at 65 °C. These steps are shown in Figure 4.14. The PEEK spacers are also glued into the lid (not shown).

The coil corresponding to the custom made spacers is then placed in the casing, with electrical contact made by bending the outer windings into the slits of the copper screws, and gluing them into position using an electrically conductive adhesive\(^1\). Having ensured that the coil is in electrical contact with the connectors, but not in electrical contact with the casing, the glue is then cured at 65 °C for 10 minutes. Flexible nylon sheets are then cut and placed along the inner and outer sides of the coil\(^2\). The lid is then placed in position and glued using the RT111 glue which is applied along the inner and outer rims of the body. Screws are also inserted for pressure and sealing purposes before curing at 65 °C for 10 minutes and an overnight curing in air.

4.3.4 Testing of the assembled Feshbach coils

Following their complete assembly, the coils are checked to see if they are leak tight before the temperature response of the coils is measured. This test is important as it allows safe experimental operation currents of the coils to be set. In constant current mode, different currents are passed through the cooled coils, and the voltage response of the coils is recorded. Each current is passed through the coil for 3 minutes with a 5 minute interval to allow the copper to be cooled between measurements. The change in voltage drop across the coil, and therefore the change in resistance, allows the change in temperature of the coil to be established.

\(^1\)Circuit Works Silver 0.25oz Tube Epoxy Conductive Adhesive.

\(^2\)In the case of the right coil, these were subsequently removed.
Figure 4.14: Steps in the Feshbach glueing. From left to right, top to bottom: the bare body; the connectors glued from the inside using the Supreme HTND-3 glue; the connectors on the outside of the casing, glued with the Supreme HTND-3 glue and cured for 2 hours at 160°C; the flow blocking spacer between the two entry/exit points of the coolant; a spacer, glued with RT111 glue; the coil inside the case with electrical contact with the connectors made by the use of electrically conducting glue; close up of the side channel and the nylon sheets; the main body and the lid before sealing with RT111 glue around the edges; and the end result.
per Equation 4.17

\[ \Delta \rho = \alpha \Delta T \rho_0, \]  

(4.17)

where \( \Delta \rho \) is the change in resistance, \( \alpha \) is the temperature coefficient of resistance of the material\(^1\), \( \Delta T \) is the change in temperature, and \( \rho_0 \) is the start resistance of the coil.

The test results for both coils are shown in Figure 4.15. In the case of the left coil (left in figure), a coolant flow of 13 l/min was recorded, and a maximum copper temperature of 45 °C is reached at a current of 90 A. In the case of the right coil, a stent, shown in Figure 4.16 had to be inserted into the casing in order to stop the outer winding of the coil from blocking the coolant flow. A flow rate of 7 l/min with the stent in place was achieved, and a maximum temperature of 46°C is attained at 70 A. This higher temperature at a lower voltage will limit the currents which can be passed through the coils during their operation.

![Figure 4.15: Testing of the Feshbach coils. (Left) left Feshbach coil shows that the copper temperature stabilises after 30 s and that the maximum temperature reached with a flow of 13 l/min is 45 °C at 90 A. (Right) stented right Feshbach coil shows that the copper temperature stabilises after 30 s and that the maximum temperature reached with a flow of 7 l/min is 46 °C at 70 A.](image)

Given the difference in flow rate, the difference in temperature of 4 °C when a current of 70 A is passed through the coil can be accounted for by considering the cooling mechanism. In the case of convection, the rate of convective heat transfer, \( q \), is given by Newton’s law of cooling \(^2\)

\[ q = hA_S\Delta T, \]  

(4.18)

where \( h \) is the convective heat transfer coefficient, \( A_S \) is the surface area which is being cooled, and \( \Delta T \) is

---

\(^1\) 0.0039°C\(^{-1}\) for copper \(^3\).

---
the temperature difference between the coolant and the cooper. The heat transfer coefficient is given by

\[ h = \frac{k Nu}{D_H}, \quad (4.19) \]

where \( Nu \) is the dimensionless Nusselt number, \( k \) is the thermal conductivity, and \( D_H \) is the hydraulic diameter. In the case of a non-circular tube of width \( w \), height \( l \), and cross-sectional area \( A_c \), the hydraulic diameter is given by [93]

\[ D_H = \frac{4A_c}{2(w + l)}. \quad (4.20) \]

The Nusselt number is given by [92]

\[ Nu = 0.023 Re^{4/5} Pr^{0.4}, \quad (4.21) \]

where \( Re \) is the dimensionless Reynolds number, which characterises the flow regime, and \( Pr \) is the Prandtl number, which is the ratio of momentum to thermal diffusivity, given by [92]

\[ Pr = \frac{\mu c_p}{k}, \quad (4.22) \]

where \( \mu \) is the dynamic viscosity of the coolant, and \( c_p \) is the specific heat of the fluid.

The Reynolds number is given by [92]

\[ Re = \frac{\rho Q D_H}{\mu A_c}, \quad (4.23) \]

where \( Q \) is the fluid flow in the channel in m\(^3\)/s. The value of the Reynolds number determines if the flow
Table 4.6: Properties of the Paratherm CR coolant, after References [66, 94].

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density, $\rho$</td>
<td>828 kg/m$^3$</td>
</tr>
<tr>
<td>Specific heat, $c_p$</td>
<td>1920 J.kg$^{-1}$.K$^{-1}$</td>
</tr>
<tr>
<td>Thermal conductivity, $k$</td>
<td>0.140 W.K$^{-1}$.m$^{-1}$</td>
</tr>
<tr>
<td>Dynamic viscosity, $\mu$</td>
<td>8.1·$10^{-4}$ Pa.s</td>
</tr>
</tbody>
</table>

Figure 4.17: Reynolds number, Nusselt number, heat transfer and difference in temperature as a function of total fluid flow, $Q_T$.

is laminar ($Re \leq 2000$) or turbulent ($Re \geq 2000$).

The flow channel has a width $w$ of 22 mm, a height $l$ of 1 mm, and a cross-sectional area $A_c$ of 22 mm$^2$. The coil has a surface area $A_S$ of 0.008 m$^2$. The properties of the coolant used are shown in Table 4.6.

The heat which needs to be dissipated is proportional to the total power, $P_T$, in the coils. At 70 A, with a voltage drop of 12.5 V across one coil, the power which needs to be dissipated per surface is $P_T/2$, which can be equated to the convective heat transfer, $q$, in Equation 4.18. The fluid flow on one surface, $Q$, in Equation 4.23 is half of the total fluid flow, $Q_T$. From the simulation, shown in Figure 4.17, it can be seen that, at a current of 70 A, the temperature difference between a total fluid flow of 13 l/min and of 7 l/min is of 5 °C, consistent with the difference observed in Figure 4.15.

Obviously, the temperature rise observed is not the $\approx 10$ °C of Figure 4.17, as the heating of the coil and of the coolant as it absorbs the heat has to be considered. This is equal to $[66]$

$$\Delta T_{fluid} = \frac{P}{Q\rho c_p},$$

Equation 4.24

$^3$Paratherm CR, Paratherm.
which gives 2.5 K for a total flow of 13 l/min, and 4.7 K for a total flow of 7 l/min. This leads to temperatures in the range of 40 °C, consistent with the values observed.

The testing of the Feshbach coils has shown that they are safe to use at the normal operating currents (55 A) used in the experiment.

4.4 Conclusion

In conclusion, this chapter has highlighted and explained the need for two sets of coils to be redesigned. The new moving coils adapted a different technology, and simulations of the gradient, based on the Biot–Savart law, have been done. Once implemented, the new moving coils show a slightly lower gradient than the previous set. The reduced optical access in the design means that some provisions, such as moving the coils back during the experimental cycle, have to be taken. The new Feshbach coils have been less extensively redesigned, with the focus being primarily on three aspects of the electrical connectors: orientation, materials, and glue. The new coils match the previous ones in terms of gradient, and although the coolant flow is limited and places an upper limit on the currents which are usable, this limit is above the standard experimental operation range. To date, after twelve months in operation, no leaks have occurred at the connectors.
CHAPTER 5

SPATIAL LIGHT MODULATOR SET-UP FOR PHASE IMPRINTING AND VERTICAL IMAGING

This chapter offers a brief review of spatial light modulators (SLMs) before presenting the SLM used in the experiment. The main aim of this chapter is to design, construct and characterise an optical set-up capable of achieving resolution on the order of micrometers for phase imprinting. In order to achieve such resolution, microscope objectives and tube lenses will be used. They will first be characterised, and a test set-up will be presented to determine the possible resolution. Based on the constraints found by the test set-up, a set-up for the experiment will be designed.

5.1 Review of spatial light modulators

Light is a useful way to manipulate atoms, and is regularly used in Doppler cooling, and dipole trapping. For applications, such as the study of vortices or solitons, it can be beneficial to pattern the light. Patterns can be produced by lithographically etched masks \cite{95}, but these masks present the disadvantage that they have to be manufactured, and if any changes are needed, a new mask has to be made. Spatial light modulators (SLMs), arrays of phase retardation plates of mirrors, allow pixel by pixel manipulation of the light, and can be dynamically changed by simple reprogramming of the image displayed by the SLM.

There are two types of SLMs: phase modulators and amplitude modulators. Phase modulation SLMs rely on arrays of phase retardation plates, with the change in phase being linked to the voltage applied across each plate. The retardation plates are generally based on liquid crystal technology, such as nematic liquid crystals or liquid crystals on silicon (LCoS). Amplitude modulation SLMs rely on arrays of mirrors to manipulate the light. Amplitude modulation SLMs are significantly faster than phase modulation SLMs, with speeds up to
1 kHz [95].

Liquid crystal phase modulation SLMs have been used to produce optical tweezers [96, 97, 98, 99]. They have also been used to demonstrate the possibility of manipulating gates for quantum computation [100, 101], and for cold atom guidance [102]. A ferroelectric light crystal SLM has been used to manipulate a Bose–Einstein condensate [103], although it was limited to binary phase retardation. Recently, a phase amplitude SLM was used to manipulate Rydberg atoms [104].

Phase modulation SLMs can be used for amplitude modulation with the use of polarising optics, as demonstrated in Reference [23], where a LCoS-based SLM was used to create solitons in a BEC.

This experiment uses an amplitude modulation SLM because of its speed and versatility.

## 5.2 The spatial light modulator

### 5.2.1 Specifications

The spatial light modulator (SLM) used in this project is a digital micro mirror device (DMD) which is part of the Texas Instruments’ D4100 developer’s kit [105]. The SLM features 1920x1080 mirrors with a pitch of 10.8 µm and a fill factor of 92.5%. The mirrors tilt with an angle of 12°, and are based on complementary metal-oxide-semiconductor (CMOS) technology. As illustrated in Figure 5.1, the best way of illuminating the SLM is therefore to have light incident at 24° from the normal of the SLM. The use of CMOS technology, and the fact that the mirrors have a lock, means that the SLM mirrors remain stable for any required time span.

The SLM is rated for 23,148 frames/second, or an image every 40 µs, which is faster than the correlation time of a BEC. The coatings on the mirrors allow green (532 nm) and near infra-red (780 nm) light to be reflected.

### 5.2.2 SLM control code

The SLM boards feature two Xilinx Virtex-5 FPGAs for communication and control of the device. The first of these two devices, the DDC4100 chip, features no user programmability. Along with two DAD2400 drivers, it controls the DMD and allows the mirrors to change to an on, off or idle state [105]. The second FPGA device allows the user to communicate and control the board. It is part of the ALP-4.1 application programming interface (API) from ViALUX, the main function of which is to translate user input into a FPGA compatible format. The boards have a refresh rate of 10,700 Hz, which is less than the refresh speed of the SLM mirrors. In order to establish effective communication between the user and the SLM, a command
Figure 5.1: Schematic illustration of the illumination angles required for the SLM. From Reference [106].

Figure 5.2: Logic diagram of the SLM control.

line argument code was developed [107]. Within the functions of the program, images and sequences can be sent to the SLM, which can be externally triggered. Within the external triggering, the ViALUX device has to communicate with the DDC4100 chip, which adds a delay to the processing speed. The SLM is therefore practically limited to a refresh time of 108 µs per image (equivalent to a refresh rate of 9,250 Hz) [107]. This time scale is of the same order as the correlation time of a BEC. The SLM requires the file format to be a RGB bitmap file composed of 1080×1920 pixels.

5.2.3 Diffraction pattern off of the SLM

Tests to verify the illumination angles necessary for the SLM were carried out, and found that for an input angle of 24°, the ‘on pixels’ were reflected at 0°, and the ‘off pixels’ at approximately −48°, as per the specifications [106], irrespective of collimated or divergent light. A test inputting light at 0° found that on light was at 24°, and off light at −24°, consistent with expectations. It was however noted that the pattern off the SLM appeared diffracted, as shown in Figure 5.3.
To verify that the pattern is a diffraction pattern, the position of the circles was marked on a screen\(^1\). The centre of the circles was found to form a square lattice, with a lattice constant of \(\approx 10\) mm. The diffraction law states that:

\[
d \sin \theta = m \lambda,
\]

where \(d\) is the separation of the ‘diffractors’ (the mirrors in this case), \(\theta\) is the angle of the incident light, \(n\) is the order number, \(m\) is the diffraction order, and \(\lambda\) is the wavelength of the light. Substituting in \(d = 10.8\) \(\mu\)m, \(m = 1\), and \(\lambda = 532\) nm yields an angle \(\theta\) of 2.8°. Using the convention shown in Figure 5.4 with \(\theta = 2.8°\), and a distance AB of 182 mm, yields a distance BC of 9 mm, which is close to the 10 mm spacing observed, indicating that the pattern is indeed a diffraction pattern. The presence of a diffraction pattern will result in a loss of power, as some of the light reflected off of the SLM will be lost to higher orders which will not pass through the physical aperture of the imprint system discussed below.

### 5.3 Characterisation of the vertical optics

In order to use the SLM for manipulating the 2D BEC, the SLM image needs to be demagnified onto the BEC via an vertical illumination system. A detection system capable of resolving the magnified image needs to be designed\(^{[80]}\). In order to obtain the necessary resolution, on the order of micrometres, microscope objectives and corresponding tube lenses will be used to build a vertical illumination set-up, as the BEC is

\(^{1}\text{Placed 182 mm away from the SLM.}\)
designed to be 2D in the horizontal plane.

This section introduces the necessary terminology, characterises the tube lens and microscope objectives, and tests the resolution of the illumination system. It also characterises the effects of having beamsplitters in the beam path, as they will be necessary to combine the light from the SLM, which will be used to manipulate the condensate, and the light from the imaging system, which is used to probe the condensate.

5.3.1 Terminology

The term ‘tube lens’ refers to the \( f = 200 \text{ mm} \) tube lens\(^1\) shown schematically in Figure 5.5.

The microscope objectives available are the M-plan APO x5, x10, and the G-Plan APO x20 and x50 objectives\(^2\). The G-plan APO objectives feature a correction to account for transmission through glass of thickness 3.5 mm \([108]\). The objectives’ properties are collated in Table 5.1. The working distance is the distance between the top of the objective, and the location where it focuses. The parfocal length is the distance between the back of the objective and the focal point of the objective. Both of these are shown in Figure 5.5. The depth of field is the range along the optical access where the image is optimally focused \([109]\). Resolution is defined as per the Rayleigh criterion which states that two points can be resolved if the distance between them is greater than \( R \), which is given by \([81]\)

\[
R = \frac{1.22 \lambda}{2NA},
\]

(5.2)

where \( \lambda \) is the wavelength of the light, and NA is the numerical aperture of the objective.

---

\(^1\)MT-1, Mitutoyo.
\(^2\)All from Mitutoyo.
Table 5.1: Properties of the available M-plan and G-plan APO objectives: the Numerical aperture (NA), the resolution (as per the Rayleigh criterion), the magnified resolution, the focal length, the parfocal length, the working distance, the physical length of the microscope and the depth of field. The wavelength is taken as being 532 nm. All numbers other than the wavelength specific resolution and magnified resolution are taken from Reference [108].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>M x5</td>
<td>0.14</td>
<td>2.3</td>
<td>11.5</td>
<td>40</td>
<td>95</td>
<td>34</td>
<td>61</td>
<td>14</td>
</tr>
<tr>
<td>M x10</td>
<td>0.28</td>
<td>1.2</td>
<td>12</td>
<td>20</td>
<td>95</td>
<td>33.5</td>
<td>61.5</td>
<td>3.5</td>
</tr>
<tr>
<td>G x20</td>
<td>0.28</td>
<td>1.2</td>
<td>24</td>
<td>10</td>
<td>96.16</td>
<td>30.6</td>
<td>65.59</td>
<td>3.5</td>
</tr>
<tr>
<td>G x50</td>
<td>0.5</td>
<td>0.65</td>
<td>32.5</td>
<td>4</td>
<td>96.16</td>
<td>15.08</td>
<td>81.11</td>
<td>1.1</td>
</tr>
</tbody>
</table>

5.3.2 Characterising the optical elements

Characterisation of the tube lens

The tube lens was characterised by verifying the focal points of the lens. Collimated light was put through the tube lens, and the focal point was determined by looking at the position of the shadow of a razor blade placed in the beam on a screen, as illustrated in Figure 5.6. The tube lens was then flipped and the test was repeated. Depending on the orientation of the tube lens, different focal lengths (160 mm and 240 mm) were found. A nomenclature of ‘normal’ and ‘inverted’ orientation of the tube lens, illustrated in Figure 5.7, is used. In the normal orientation, collimated input light\(^1\) is focused at a distance of 160 mm, whereas in the inverted orientation, the focus is at 240 mm.

Characterisation of the microscope objective

The microscope objective displayed the expected features. If the light on the tube lens is divergent, resulting in collimated light between the tube lens and the microscope objective, then the distance between the tube lens and the microscope objective is not critical. However, if the light on the tube lens is collimated, resulting in converging light between the tube lens and the microscope objective, the distance between the tube lens and the microscope is critical. This distance should correspond to the focal length of the tube lens, if the light out of the microscope objective is to be collimated. Because of the sensitivity of the distance, the microscope objective is placed on a x-y translation stage for the remainder of the tests.

\(^1\) with 532 nm light
Figure 5.6: Schematic representation of the set-up used to establish the position of the focal lengths of the tube lens. The test was carried out using both orientations of the tube lens, not shown.

Figure 5.7: Tube lens orientation convention: above the ‘normal’ configuration, and below the ‘inverted’ configuration.
5.3.3 Characterisation of the optical set-up

In order to phase imprint onto the BEC, the pattern from the SLM needs to be demagnified. This is done using the tube lens and the microscope objective. Previous work\cite{65, 110}, aimed at creating a set-up to generate disordered potentials, characterised a set-up with two glass corrected G-plan APO x50 microscope, found a resolution of 1.1 \(\mu m\). Due to the presence of the glass correction, any tilt between the glass cell and the objectives significantly affected the resolution. As soliton generation requires less resolution than for a disordered potential, a set-up using non glass corrected microscopes is characterised using a target in this chapter.

Positioning of the optical elements

Placing a camera at the focus of the microscope objective yielded pixel limited results. Consequently, the vertical detection optics \cite{80}, which consist of a microscope objective, a tube lens and a camera\footnote{Pixelfly qe, PCO.}, were added to the set-up.

The detection microscope objective, also on a translation stage, was placed such that the focal planes of both the detection and ‘illumination’ microscope objectives overlap. This was verified by ensuring that the light coming out of the second objective is collimated when divergent light is used.

As already discussed in Section 3.4 in the case of imaging, the atoms are considered to be a point source, thereby the light carrying the information is divergent as it reaches the microscope objective. Assuming that the atoms are in the focal plane of the microscope objective, the light will therefore be collimated between the objective and the tube lens, meaning that this distance can be shorter or longer than the focal distance of the tube lens. After the tube lens, the light will be convergent, therefore the position of the camera matters. In the vertical detection, the microscope objective to tube lens distance is 112.52 mm and the tube lens to camera distance is 240 mm \cite{80}. 

Figure 5.8: Schematic representation of the full test set-up. The USAF target is on an x-y-z translation stage, the illumination light is collimated. The image of the USAF target is at the focal point of the first microscope objective. The illumination light is shown in green, and the path of the information-carrying light is shown with black lines.
Effects of optical objects in the beam path

The final set-up will be used for imprinting patterns on the BEC and for imaging the BEC. Due to the difference in frequencies\(^1\) and powers\(^2\) needed for imaging and imprinting, two different beams are required. These beams need to be combined in such a way as to not negatively impact the accuracy of the pattern. As the SLM is too slow, with a refresh rate of 108 µs compared to typical literature imprint times \(\approx 40 \mu s\) \(^{23}\), the beams have to be combined by the use of a beamsplitter.

The aim of the characterisation of the set-up is therefore two-fold: firstly, to quantify the resolution of the system, and secondly, to measure the effects of any beamsplitters on the resolution. Based on the characteristics of the microscope objectives given in Table 5.1, the resolution is expected to be on the order of 1–10 µm. The beamsplitters, a 1” cube polarising beamsplitter and a thin 2” round polarising beamsplitter, were individually placed between the USAF target\(^3\) and the tube lens, and between the tube lens and the microscope objective. The presence of optical elements in the beam path is expected to significantly affect the resolution quality. However, by correcting for the displacement due to beam reflection inside the optical elements, a near-optimal resolution is expected to be regained.

In order to carry out these experiments, the set-up shown in Figure 5.8 was used. The logic of the test is shown in Figure 5.9. The 532 nm light was collimated and placed at a distance from the first tube lens. The USAF target was placed on an x-y-z translation stage\(^4\) near the focal point of the first tube lens and focused. The optical object is placed in the beam path, the image taken, and then the position of the USAF target is adjusted, mainly along the x direction, until the image is focused. The objects are placed either between the USAF target and the tube lens or between the tube lens and the microscope objective, as these are the two places where the beams can be combined.

The resolution of the system is determined by the smallest group and element of the USAF target resolved in the image, as per the protocol described in Appendix C. The results are shown in Table 5.2 for the normal configuration of the tube lens, and in Table 5.3 for the inverted orientation of the tube lens. The distances the target had to be moved by are given in Table 5.4.

The results show that, if the optical object is placed between the tube lens and the objective, both the 1” cube and the 2” round beamsplitters allow the original resolution to be attained with no movement of the USAF target necessary. In the case of the optical object being placed between the target and the tube lens, only the 1” cube PBS allows the original resolution to be attained.

---

\(^{1}\) On resonance for imaging, at least 6 GHz detuning for imprinting.

\(^{2}\) mW for imprinting \(^{12}\) and µW for imaging due to the saturation parameter.

\(^{3}\) 1951 USAF 2” × 2” target, Edmund Optics.

\(^{4}\) Thorlabs PT3, 1” travel.
The smallest group and element lines resolved on the USAF target are 15.6 \( \mu m \) apart. With the x5 microscope objective focusing the image of the target onto the focal plane, this corresponds to a resolution of 3.1 \( \mu m \), above the 2.3 \( \mu m \) expected, see Table 5.1. This discrepancy can potentially be explained by contrast limitations on the images [111].

With reference to Table 5.4, the fact that no adjustment to the position of the target is necessary when the beamsplitters are placed between the tube lens and the objective is fully explained by the fact that the information-carrying light is collimated between the two, and hence the image quality is not affected. The amount of adjustment necessary when the object is placed between the USAF target and the tube lens is different for the two beamsplitters. As expected, the thicker beamsplitter requires more movement than the thinner one, and the adjustment difference is the same for each object in both configurations. The 14 mm correction for the 1'' cube beamsplitter is consistent with expectations based on Snell’s law, which gives a displacement of \( \approx 12.8 \) mm, see Appendix D. The offset is of 4 mm for the 2'' round beamsplitter. The resolution is significantly better with the 1'' cube beamsplitter, matching the original resolution, than with the 2'' round beamsplitter, where the resolution is significantly affected.

In conclusion, by using a USAF target, it has been shown that the group and element of the USAF target with a 15.6 \( \mu m \) separation, corresponding to a 3 \( \mu m \) resolution, can be resolved by the set-up. This distance is on the order of healing lengths, which have typical values in the range of \( \approx 1 \) \( \mu m \). The addition of a 1'' cube or 2'' round beamsplitter between the tube lens and the objective does not adversely affect the imaging quality, as the information-carrying light is collimated at that point. If the optical element is placed between the USAF target and the tube lens, the target has to be moved along the optical axis in order to correct for beam displacement induced by the optical element. This is a displacement of 14 mm in the case of the 1''
Table 5.2: The best adjusted images and resolved USAF group elements for different objects placed in the beam path. The objects are located either between the target and the tube lens or between the tube lens and the objective. These images are post-processed using a contrast enhancement function, and only show the region of interest in determining the resolution of the system. The tube lens is in the normal configuration. Table 5.3 shows similar results for the inverted configuration. Table 5.4 shows by how much the target had to be moved.
<table>
<thead>
<tr>
<th>Inverted configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object</td>
</tr>
<tr>
<td>None</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>1&quot; cube PBS</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>2&quot; round PBS</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Table 5.3: The best adjusted images and corresponding resolved USAF group and elements for different objects placed in the beam path. The objects are positioned either between the target and the tube lens or between the tube lens and the objective. These images are post-processed using a contrast enhancement function, and only show the region of interest in determining the resolution of the system. The tube lens is in the inverted configuration. Table 5.2 shows similar results for the normal tube lens configuration. Table 5.4 shows by how much the target had to be moved.
Table 5.4: Table summarising the results of the optics testing. When the object is placed between the tube lens and the objective, no adjustments in the x-plane are needed. If the object is placed between the target and the tube lens, corrections need to be applied. For the 1″ cube beamsplitter, the correction restores a good quality image, which is not the case for the 2″ round beamsplitter (c.f. Tables 5.2 and 5.3).

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Object</th>
<th>Placement of the object</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Target-tube lens</td>
</tr>
<tr>
<td>Normal</td>
<td>None</td>
<td>238 mm</td>
</tr>
<tr>
<td></td>
<td>1″ cube PBS</td>
<td>252 mm</td>
</tr>
<tr>
<td></td>
<td>2″ round PBS</td>
<td>242 mm</td>
</tr>
<tr>
<td>Inverted</td>
<td>None</td>
<td>160 mm</td>
</tr>
<tr>
<td></td>
<td>1″ cube PBS</td>
<td>174 mm</td>
</tr>
<tr>
<td></td>
<td>2″ round PBS</td>
<td>163 mm</td>
</tr>
</tbody>
</table>

cube beamsplitter for both orientations of the tube lens, and of 4 mm in the case of the round beamsplitter. Only the 1″ cube beamsplitter allows the original resolution to be attained.

5.4 Design of the vertical illumination

The vertical illumination system can be seen as having two parts, the illumination optics, and the SLM optics. The illumination optics demagnify the image on the SLM onto the atom plane, and provide collimated light for the detection system. The characterisation presented in Section 5.3.3 imposes conditions on the design. The SLM optics are the optical elements necessary to control the light which impinges on the SLM.

5.4.1 Design of the vertical illumination system

The vertical detection has to be mobile in the vertical direction in order to follow the BEC as it undergoes time-of-flight measurements, meaning a vertical translational movement of up to 11 mm in the glass cell (see Section 3.1). The illumination, which will also be used to perturb the BEC, needs to be mobile in the x, y, and z directions so that the perturbation can be focused on the trapped atomic cloud.

Whilst some groups have elected to pass their imprint beam through the detection optics [42], it was decided that this experiment is to have the detection and imprint/illumination systems uncoupled, with one on either side of the glass cell. A comparative schematic of both types of set-ups is shown in Figure 5.10. The chosen set-up allows different TOF times of the cloud to be studied whilst maintaining the certainty that the imprint is focused on the atomic plane. The chosen set-up also has the significant advantage that the imprint can be accurately placed and characterised by the detection system.

Due to spatial constraints, optics for the vertical detection were placed above the glass cell, and the
Figure 5.10: Schematic comparing (left) an experimental set-up where the imprint light is passed through the imaging optics and (right) the chosen experimental set-up where the imprint light is passed through its own optical system. Left hand image after Reference [42].

vertical illumination beneath it. As the illumination system has to act as both an imprint system (imprinting the image of a pattern from the SLM onto the atom cloud) and a collimated detection light source, the optics have to obey a 4-f configuration for both conditions to be met, especially since Section 5.3.2 highlighted the importance of the tube lens- microscope objective distance.

The spatial constraints on the vertical illumination, illustrated in Figure 5.11, are mainly due to the presence of the coils. Because of the need for mobility in all three planes, an xyz translation stage is also required. The x and y translation stages\(^1\) have a total travel of 6 mm, and the vertical translation stage\(^2\) has a total travel of 12 mm. Due to these constraints, the distance between the tube lens and the microscope is set to be 160 mm, which also eases constraints on the optical set-up between the SLM and the tube lens.

Robustness of the illumination set-up is also of importance. The tube lens to microscope distance is therefore fixed by the use of lens tubes, with some in-built flexibility added by the use of variable length lens tubes. A schematic of the final design of the vertical illumination holder is shown in Figure 5.12. A 1'' polarising beamsplitter cube is used to combine the imprint light and the detection light, and is placed between the SLM and the tube lens.

\(^1\)KT65-STA, Owis
\(^2\)Owis HV60-12-MS, Owis
Figure 5.11: Under illumination constraints: the height of the moving coils is the greatest constraint.

Figure 5.12: Schematic illustration of the under-illumination holder design. The system is robust yet flexible due to the presence of variable length lens tubes. The heights are such that the tube lens fits under the moving coils.
5.4.2 Set-up of the SLM optics

The vertical illumination system is positioned on the experiment, and the SLM optics are designed and shown in Figure 5.13. In order to fully cover the SLM, a telescope, composed of two lenses, expands the beam. The beam can be directed by the guiding mirror, whose primary aim is to ensure that the light impinges on the SLM at the required $24^\circ$, and the two mirrors located between the two lenses.

Whilst the SLM is fast, with a refresh rate of $108 \mu s$, it is too slow compared to literature values used for phase imprinting, which are on the order of $40 \mu s$ [42]. Consequently, an AOM and shutter are also incorporated into the SLM optics to allow faster switching of the imprint light. To avoid near-resonance stray light from the AOM interfering with the production of the condensate, the AOM is positioned away from the main experiment and the light from the AOM is fibre-coupled to the main table.

The light source is a SolSTiS laser[1], which features wavelengths which can be tuned over a large range. The light from the laser is fibre-coupled to the AOM. The imaging light, from the main laser system, is incorporated via a $1''$ PBS.

The coupling efficiency from the laser to the AOM is $\approx 40\%$, the efficiency of the transmission into the first order mode of the AOM is $\approx 80\%$, and the coupling from the AOM to the main table is $\approx 70\%$.

5.4.3 Alignment of the set-up

For phase imprinting, an SLM image focused on the atom plane is required, and full advantage of the separate detection and illumination systems is taken to qualify the imprint. The position of the atom plane must first be established, which can only be done by the vertical detection system imaging a 0 ms ToF BEC.

Once the location of the atom plane has been found, light is shone on the SLM, and the translation stage is primarily moved in the y direction, with some small adjustments on the x direction until the chosen SLM pattern is centred. The stage is then moved in the z direction until the pattern is focused, see Figure 5.14.

Maximal illumination is ensured by directing the imprint beam via the three mirrors available.

5.5 Conclusion

In this chapter, a working illumination set-up, based on a SLM, tube lens and microscope objective has been successfully designed and tested, and shown to have a contrast limited resolution of $3 \mu m$ with 532 nm light.

---

Figure 5.13: Top view of the complete SLM illumination set-up. Light from a variable wavelength laser is fibre-coupled to an AOM. The first order light is fibre-coupled to the main experiment, where the light is collimated. A telescope composed of two lenses (f=50 mm and f=400 mm) expands the beam with two adjustment mirrors in between. A guiding mirror ensures that the light impinges on the SLM at the correct angle. The light from the SLM then goes through a 1″ PBS cube before being focused on the atom cloud by the use of the tube lens microscope system described in Section 5.4.1. The detection light is incorporated into the system at the beamsplitter.

Figure 5.14: Image of the fully focused SLM imprint on the 0ms TOF atomic plane. Blue indicates a low pixel intensity, and red a high one.
CHAPTER 6

TOWARDS SOLITONS IN A BEC

This chapter discusses the number of atoms at different points in the experimental sequence, focusing on the optimisation of the 2D and 3D MOTs for number of atoms. The route to a BEC is presented, and the condensate obtained is characterised. A model to estimate the phase which is imprinted on the condensate for different powers and detunings is presented. Finally, the first results of a 2D soliton are presented, and the soliton is preliminarily characterised.

6.1 Characterisation of the experimental system

In order to reach a BEC, the number of atoms caught in the 2D and 3D MOTs is optimised. Losses incurred at different experimental stages are quantified, and the stability of the system is discussed.

6.1.1 Atom number optimised MOTs

With the 2D MOT, pushing beam, and 3D MOT optimally aligned, the power in the 2D MOT beams and in the 3D MOT beams are individually changed to find the optimum power settings. This is done by loading a single-phase 3D MOT for 10 s in order to characterise the number of atoms. Ten images are taken at each power, the number of atoms is calculated as described in Section 3.4 and averaged. The error is taken as being the standard deviation.

As shown in Figure 6.1, the number of atoms in the 3D MOT increases with the power in the 2D MOT, up to the limit of 16 mW of cooling light in each beam. After this point, the 2D MOT is saturated and no advantage is gained by increasing the power. For the loading of the 3D MOT, the results (Figure 6.2) show that the 3D MOT saturates above powers of 7 mW of cooling power per axial beam. The optimised power of 7 mW is very marked in the case of non-optimised pushing beam power. Even with the pushing beam power
optimised for each 3D cooling power, powers above 7 mW do not allow an increase in the number of atoms caught in the trap.

From the results presented in this section, parameters for optimal loading of the MOTs are obtained, and indicate that low powers are preferred.

### 6.1.2 Stability of the system

The stability of the system is an important aspect of any BEC experiment. As each measurement is destructive, it is vital to have reproducibility from one data point to the next. The stability of the system is therefore characterised at each key point, namely, after MOT loading, after transfer to the moving coils, after transfer to the Feshbach coils, and after the RF evaporation and capture in the dipole trap held at 10 W. In each case, the experiment was left running for one hour, with the lasers being locked just before the start of the experimental run. If the lasers went out of lock, they were relocked.

The stability data for all the aforementioned stages is shown in Figure 6.3 with the error bars being the standard deviation of the measurements. For the 3D MOT loading, transfer into the moving coils, and RF evaporation in the Feshbach coils, the stability of the system is good, with all numbers of atoms being...
consistent with each other. When the atoms numbers are examined together with their uncertainties, they follow the normal distribution around the mean. In the case of the dipole trap, stability is less consistent, with fluctuations on the order of 60% being observed. In the case of the dipole trap, it can be noted that the laser came out of lock (picture numbers 38–42 in Figure 6.3). In order for the laser to come out of lock, fluctuations before that point are expected, which is consistent with the fluctuations observed in picture numbers 28 to 37. Once the laser was relocked stability is again within 10%.

It can therefore be concluded that the system is generally stable, and produces numbers of atoms with fluctuations on the order of 10%. The system does occasionally fluctuate by more than the 10% margin, but this can be remedied by re-locking the lasers, meaning that stability of the system should be monitored throughout an experimental run.

6.1.3 Atom losses

Throughout the experimental cycle, the atoms undergo a number of stages, with transfer between coils, for example. The atom number, calculated as per the process described in Section 3.4.2, at different stages in the experimental protocol is shown in Figure 6.4. The transfer to the magnetic trap results in a loss of 33% compared to the number of atoms originally trapped in the 3D MOT. The transport to the glass cell, with a moving coil current of 83 A, is another source of atom loss, with only 50% of the atoms caught in the magnetic trap making it to the glass cell. This is due to atoms being lost by contact with the differential pumping stage, even though the current in the coils is sufficiently high. The transport to the glass cell therefore acts as a pre-evaporation stage. The transfer to the Feshbach coil is efficient, with 81% of the
Figure 6.3: Stability of the system at different stages: (top left) after MOT load, (top right) after transfer to the moving coils (images in the MOT), (bottom left) after transfer to the Feshbach coils and RF evaporation, and (bottom right) after transfer to the 10 W dipole trap. Error bars are one standard deviation of the data.
atoms being transferred.

The presence of losses due to transport reinforces the importance of having atom number optimised MOTs.

### 6.1.4 Atom temperature at different stages

The number of atoms is not the only relevant aspect of the experiment: the temperature of the atoms is also of importance for obtaining Bose–Einstein condensates. The temperature of the atoms can be experimentally measured by the expansion of the cloud at different TOF times.

When considering the temperature of the cloud, two factors are important: the original shape of the cloud, given by a Gaussian distribution (in the limit of ignoring the effect of the shape of the trap), and the velocity distribution, which is a Boltzmann distribution. A Gaussian distribution is given by

\[
G(r_0) = \frac{1}{\sqrt{2\pi} \sigma_0} e^{-\left(\frac{r_0^2}{2\sigma_0^2}\right)},
\]

(6.1)

where \(\sigma_0\) is the standard deviation. The Boltzmann distribution is

\[
F(v) = \sqrt{\frac{m}{2\pi k_B T}} e^{-\frac{mv^2}{2k_B T}},
\]

(6.2)
where $v$ is the velocity of the atom, $m$ is the mass of one atom, $k_B$ is Boltzmann’s constant, and $T$ is the temperature. The distribution of the atom cloud is therefore given by a convolution of equations 6.1 and 6.2

$$P(r_0, v) = \frac{1}{\sqrt{2\pi}\sigma_0} e^{-\frac{r_0^2}{2\sigma_0^2}} \sqrt{\frac{m}{2\pi k_B T}} e^{-\frac{mv^2}{2m k_B T}}. \tag{6.3}$$

which re-expressed in terms of momentum yields

$$P(r_0, p) \propto e^{-\frac{r_0^2}{2\sigma_0^2}} e^{-\frac{p^2}{2m k_B T}}. \tag{6.4}$$

With long TOF times, the distribution becomes purely spatial. After a time $t$, the atoms have moved from their original position $r_0$ with the momentum $p$ to their new position $r = r_0 + \frac{pt}{m}$. The spatial distribution is then given by

$$P(r, t) \propto \int \int P(r_0, p) \delta(r - r_0 - \frac{pt}{m}) dr dp \propto \exp \left( -\frac{mr^2}{2m\sigma_0^2} + 2k_B Tt^2 \right) = \exp \left( -\frac{r^2}{2\sigma_{TOF}^2} \right). \tag{6.5}$$

From Equation 6.5 it can be seen that the standard deviation of the distribution at a given TOF time, $\sigma_{TOF}$, can be related to the original standard deviation of the cloud, $\sigma_0$, and the temperature, $T$, of the atoms by

$$\sigma_{TOF}^2 = \sigma_0^2 + \frac{k_B T t^2}{m}. \tag{6.6}$$

The temperature of the atoms at different stages in the experimental protocol, calculated as per above, is shown in Figure 6.5. The atoms are hottest in the MOT (at 2.8 mK), are cooled in the molasses phase to 53 $\mu$K. The magnetic trapping induces heating, with the temperature reaching 750 $\mu$K. The atoms in the magnetic trap are cooler in the glass cell (240 $\mu$K), due to contact with the edges of the differential pumping stage. The transfer to the Feshbach coils induces minimal heating (244 $\mu$K).

### 6.2 A typical BEC sequence

Up to this point in the chapter, the atom losses and the reproducibility of the number of atoms making it to the glass cell have been characterised. After the transfer to the Feshbach coils, evaporative cooling [6, 112] is undertaken in the Feshbach coils, with the dipole trap at full power to catch the atoms. After the evaporative
Figure 6.5: Atom temperatures at different stages in the experimental process.

cooling in the Feshbach coils, further evaporative cooling in the dipole trap is undertaken, by lowering the power of the 1550 nm light.

The experimental sequence used to obtain the BEC is shown in Appendix E. The dipole trap is lowered to a voltage of 0.04 V, which, from Figure 3.7, corresponds to a power of 0.04 W. This leads to trapping frequencies of $\omega_x = 2\pi \cdot 5.8$ Hz, $\omega_y = 2\pi \cdot 19.1$ Hz and $\omega_z = 2\pi \cdot 269.4$ Hz. These yield oscillator lengths of $\ell_x = 4.47 \cdot 10^{-6}$ m, $\ell_y = 2.46 \cdot 10^{-6}$ m and $\ell_z = 0.66 \cdot 10^{-6}$ m.

6.2.1 Characterising the BEC

One of the signatures of a BEC is a non-thermal expansion of the cloud, with faster expansions in the more confined direction of the condensate, as schematically illustrated in Figure 6.6.

For a cigar shaped BEC with trapping frequencies $\omega_x = \omega_y = \omega_p$ and $\omega_z$ having a ratio $\lambda = \omega_z/\omega_p \ll 1$, the expansion of a BEC is given by \[38, 113, 114, 115\]

$$r_p(\tau) = \sqrt{1 + \tau^2},$$

$$r_z(\tau) = 1 + \lambda^2 \left[ \tau \arctan(\tau) - \ln(\sqrt{1 + \tau^2}) \right].$$

$^{1}\ell_j = \sqrt{\frac{\hbar}{m\omega_j}}$
where $\tau = \omega_p t$, $r_p$ is the radial half size of the BEC, and $r_z$ is the axial half-size of the BEC. Consequently, the BEC expands rapidly in the radial direction. In the case of a 2D BEC, the ratio $\lambda \gg 1$ so the expansion is primarily axial \[110\].

In this experiment, the signature expansion of a BEC results in an elongated cloud in the direction of gravity. The analysis is carried out by using a bimodal fit, one parameter assessing the thermal cloud, the other yielding information about the BEC. The temperature is taken as being the temperature of the thermal cloud, as per Equation 6.5. The analysis, shown in Figure 6.7, gives a BEC composed of 31000 atoms, and a temperature of 88 nK. This is consistent with the 2D critical temperature, of 85 nK (Equation 2.16), and above the 3D critical temperature of 48 nK (Equation 2.6).

In order to further characterise the BEC, quantities such as the chemical potential and the healing length need to be calculated. From Equation 2.11, the 3D chemical potential of the BEC is $\mu_{3D} = 1.85 \cdot 10^{-31}$ J. Substituting into equation 2.14 leads to a 3D healing length of $\xi_{3D} = 4.54 \cdot 10^{-7}$ m, and a correlation time
<table>
<thead>
<tr>
<th>Dimension</th>
<th>$g$</th>
<th>$\mu$</th>
<th>$n$</th>
<th>$c_s$</th>
<th>$\xi$</th>
<th>$\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3D</td>
<td>$5.535 \times 10^{-31}$ J.m$^{-3}$</td>
<td>$1.85 \times 10^{-31}$ J</td>
<td>$3.34 \times 10^{19}$ m$^{-3}$</td>
<td>$1.13 \times 10^{-5}$ m/s</td>
<td>$4.54 \times 10^{-7}$ m</td>
<td>$400 \mu$s</td>
</tr>
<tr>
<td>2D</td>
<td>$3.34 \times 10^{-45}$ J.m$^{-3}$</td>
<td>$1.44 \times 10^{-31}$ J</td>
<td>$4.3 \times 10^{14}$ m$^{-3}$</td>
<td>$1.00 \times 10^{-5}$ m/s</td>
<td>$5.14 \times 10^{-7}$ m</td>
<td>$510 \mu$s</td>
</tr>
</tbody>
</table>

Table 6.1: Calculated properties of the BEC in 3D and in 2D.

of $\tau^{3D \text{corr}} \approx 400 \mu$s.

As stated in Section 2.3.1, the criterion for being in the 2D regime is that $\mu_{2D} \ll \hbar \omega_\perp$, where $\omega_\perp$ is the most confining direction. In the trap used in this experiment, $\omega_\perp = \omega_z$. In this case, $\hbar \omega_\perp = 1.78 \times 10^{-31}$ J compared to the calculated $\mu_{2D}$ value of $1.44 \times 10^{-31}$ J (Equation 2.17). By comparing the two numbers, it can be seen that the BEC is just in the two-dimensional regime.

In order to ascertain the dynamics of the BEC, the oscillator length in the confining direction is compared to the (3D) s-wave scattering length, $a$, which is $5.77$ nm. As $\ell_z > a$, the dynamics are 2D whereas the collisions are 3D [44]. With temperatures so close to the transition temperatures, the BEC will not be superfluid.

Having established that the BEC is in the 2D regime, the 2D properties are calculated. The length is $5.14 \times 10^{-7}$ m, which leads to a correlation time of $\tau^{2D \text{corr}} \approx 510 \mu$s. Both the 2D and 3D properties of the BEC are collated in Table 6.1.

### 6.3 Soliton generation

This section introduces the parameters needed to generate a soliton. Firstly, using the theory presented in Section 2.5.2, detuning, power and imprint times for a $\pi$-phase imprint are calculated. Secondly, the step used to generate the soliton is characterised. Finally, the parameters used to generate the soliton are given.

#### 6.3.1 Imprint time, detuning and power model

With reference to Section 2.5.2 the imprint light corresponds to a Gaussian beam of diameter $d = 12$ mm. The power, the exposure time and the detuning can all be calculated to yield a $\pi$ phase shift, which, in a repulsive BEC, corresponds to generating a black soliton. The model assumes no losses on the SLM, the tube lens or the x5 microscope objective, and that the intensity is constant over the area of the beam.

The imprint time, $\tau$, is calculated for different beam powers and detunings. Using Equation 2.27, for the

---

1. $1.5$ mm diameter out of collimator, 50:400 lenses gives a $12$ mm beam diameter on the SLM.
duration of the pulse, and Equation 2.30 for the dipole potential, the imprint time, \( \tau \), is calculated as being

\[
\frac{1}{\tau} = \frac{3\pi c^2 \Gamma}{2\Delta \omega_0^3 \hbar \pi},
\]

(6.9)

where \( c \) is the speed of light in vacuo, \( \Gamma \) is the decay constant for \(^{87}\text{Rb}\), \( \Delta \) is the detuning, \( \omega_0 \) is the frequency of resonant transition, and \( I \) is the intensity in the beam. The \( \hbar \pi \) term allows for a phase imprint of \( \pi \).

In the case of a Gaussian beam, the central intensity, \( I_0 \), is related to the power by \( [117] \)

\[
I_0 = \frac{2P_0}{\pi(D/2)^2},
\]

(6.10)

where \( P_0 \) is the maximal power in the beam, and \( D \) is the diameter of the beam at the atoms.

The model assumes that the intensity is constant, which, as shown in Figure 6.8, is an approximation. If the intensity substituted in Equation 6.9 is taken as being the peak intensity (i.e. \( 2P_0/\pi(D/2)^2 \)), the model estimates the shortest amount of time necessary for a point of the condensate to have a phase shift of \( \pi \). The results in this case are shown on the left in Figure 6.9. The exposure times are short, on the order of 5 \( \mu s \). If the intensity substituted into Equation 6.9 is the \( 1/e^2 \) intensity \( (I = 13.5\%I_0) \), then the simulation calculates the time necessary for large parts of the condensate to be exposed to a phase shift of \( \pi \). However, some of the condensate will have been over-exposed, so the number is an overestimate of the time needed to imprint a phase of \( \pi \) on the condensate. The results in this case are shown on the right in Figure 6.9. The imprint times, on the order of 40 \( \mu s \), are comparable to imprint times used in other experiments \([23, 42]\). As expected, the two cases display the same behaviour, but the exposure time necessary differs by a factor of 7 \((1/0.135)\) between the two. Experimentally, for a given power and detuning, the simulation offers a range of values for the imprint time which will imprint a \( \pi \) phase shift on the condensate.

The parameters of power, detuning and imprint time can all be experimentally controlled. In order to imprint a soliton, the imprint time must be shorter than the response time of the BEC, namely the correlation time (Equation 2.15), otherwise the BEC will move during the imprint \([12]\). As stated in Section 5.4.2, the laser

\[16.66 \cdot 10^6 \text{ Hz} \quad [67]\]

\[2 \pi \cdot 384 \cdot 10^{12} \text{ Hz} \quad [67]\]
Figure 6.9: Power, detuning and exposure time simulations for imprinting a $\pi$ phase shift on the BEC with a x5 microscope objective in the set-up. On the left, the intensity of the beam is taken as being the peak intensity. On the right, the intensity is taken as being the $1/e^2$ intensity, which is 7 times smaller than the peak intensity.

is a variable wavelength laser, with a maximum output power of 1.6 W.

As the correlation time of the BEC is of the order of 100 $\mu$s, the main experimental limiting factors are the beam power and the detuning.

6.3.2 Characterising the imprint step

In order to position the imprint on the BEC, full advantage of the optical set-up described in Section 5.4 is taken. The atom cloud is imaged with the vertical detection and its position marked. The imprint is then imaged and modified until the position is as required. The imprint is positioned centrally on the BEC, and perpendicular to the long axis of the condensate. The image file of the imprint, and the corresponding imprint are shown in Figure 6.10. The tilt in the image file is due to the fact that the SLM is tilted in its holder.

As can be seen by the line profile in Figure 6.10, the imprint occurs over 5 pixels. With a pixel being 6.45 $\mu$m, and an imaging magnification of x10, the step edge is 3.2 $\mu$m, which is 6 times the 2D healing length of the condensate.

6.3.3 Generating the solitons

The imprint is made with $\lambda = 780.2596$ nm light\(^1\) corresponding to a 9 GHz red-detuning. The power at the laser is 160 mW, which, due to losses due to various couplings\(^2\), corresponds to 39 mW on the table. This in

---

\(^1\)SolsTiS laser, Msquared Ltd, the wavelength is measured with a wavelength meter.

\(^2\)Fibre-coupling from the laser to the AOM (46%), efficiency of the 1st order of the AOM (82%), and fibre coupling from after the AOM to the main experiment(70%), see Section 5.4
Figure 6.10: Phase imprint used: (left) image on the SLM (the red border is there to define the size of the imprint), (right) image as it appears on the atom plane, with blue being a low pixel value (low light intensity) and red being a high pixel value (high light intensity), and (bottom) line profile corresponding to the red line in the right-hand image.
turn corresponds to 13 mW measured between the x5 microscope objective and the glass cell. The imprint is applied for a time \( t = 50 \mu s \), which is well below the correlation time. The BEC is left to evolve for a variable hold time in the trap, before being imaged with a 5 ms TOF time in order to increase the resolution of the system due to broadening of the BEC [1, 29, 51].

6.4 Characterising the soliton

In this section, the first recorded solitons in a 2D BEC are shown. Preliminary analysis of the soliton feature is presented.

With the imprint parameters described above, the data shown in Figure 6.11 is obtained. The figure shows the top view of the BEC and the optical density projected onto the axis at different evolution times. A sharp dip and a bright peak can clearly be seen at short holding times. The dip is associated with the soliton, and the peak with the sound wave. It can be seen that the dip moves to the left, whereas the peak moves to the right.

**Velocity of the soliton**

The velocity of the soliton is related to the depth of the soliton. Two preliminary methods of measuring the soliton velocity will now be presented. The first method will bound the values of the velocity, whereas the second method will measure the displacement of the soliton with respect to holding time and thereby infer its velocity. Caution must be taken with the data however, as the images are of a condensate after a 5 ms expansion, meaning that the measured displacements will be larger, due to the expansion. Substituting in a time of 5 ms and an \( \omega_p = \sqrt{\omega_x \omega_y} = 2\pi \cdot 10.5 \) Hz into Equation 6.7 yields a radial expansion of 5%.

Bounds of the soliton velocity can be established by looking at the depth of the soliton feature. As shown in Section 2.4.2, the closer the soliton velocity is to the speed of sound in the condensate, the shallower the feature. By comparing the depth of the soliton to different ‘depth profiles’, bounds can be established. Using the 0 ms hold data, one can see that the background parabola of the condensate is disturbed by the presence of the soliton dip and the density peak, see Figure 6.12. The peak of the parabola for an unperturbed condensate will be below the density peak, but above the secondary peak. By normalising to the density peak and overlapping depth profiles, an underestimate of the soliton velocity is made, as shown in Figure 6.12. By normalising to the secondary peak and overlapping depth profiles, an overestimate of the soliton velocity is obtained. By combining both values, a range for the soliton velocity can be established. The comparison
Figure 6.11: Figure showing the top view and projected optical density of the BEC with soliton-like features visible. The dashed line on the graph indicates the original position of the dip and guides the eye. It can be seen that the dip moves to the left, and less pronounced with time as the feature dissipates. The images are 300 by 350 pixels, which corresponds to 193.5 µm by 258 µm.
Figure 6.12: Determining boundaries of the soliton velocity. (left) Illustration of the principle that the unperturbed parabola height is between the left peak and the right peak, (middle) normalising the density to the density peak and superposing velocity profiles (for \( v = 0.7c_s \) (green), \( v = 0.8c_s \) (red) and \( v = 0.9c_s \) (blue)) yielding a lower estimate on the soliton velocity and (right) normalising to the left peak and superposing the same velocity profiles, thereby yielding an upper estimate on the soliton velocity.

Based on the lower peak yields an upper limit on the soliton velocity of \( 0.9c_s^{2D} \) where \( c_s^{2D} \) is the speed of sound in the BEC. From the comparison normalised to the density peak, a lower limit on the soliton velocity of \( 0.8c_s^{2D} \) is obtained.

The velocity of the soliton can be determined from the data by recording the position of the soliton in time. The distance travelled can then be calculated. The error in the determination of the position of the soliton is taken as being 0.5 pixels, yielding an error on the distance of 0.7 pixels. The change in position of the soliton dip is plotted in Figure 6.13

Assuming a constant density, the velocity is estimated by fitting a function of the type \( y = ax + b \), where \( b \) is allowed to vary between the values of the error only. The velocity of the soliton is given by the gradient, which from Figure 6.13 is 1.5 pixels/ms. This is converted to the conventional unit of m/s and gives a soliton velocity of \( (9.7 \pm 0.6) \cdot 10^{-4} \) m/s.

In order to establish the ratio of the soliton velocity to the 2D speed of sound, the value of the speed of sound given in Table 6.1 can not be used, as this is the non-expanded value of the velocity.

The expanded 2D speed of sound can be calculated by measuring the velocity of the density wave (the bright peak). This velocity can be found by tracing the position of the top of the peak as a function of time by a process analogous to the one applied to determine the soliton velocity. The distance travelled by the peak as a function of time is shown in Figure 6.14, and the fit yields a gradient of \( (1.8 \pm 0.1) \) pixels/ms, equivalent to \( (11.6 \pm 0.6) \cdot 10^{-4} \) m/s. As expected, this value is larger than the non-expanded value of \( 10 \cdot 10^{-4} \) m/s presented in Table 6.1.

\[ 1 \] Because the BEC is two-dimensional, the speed of sound needs to be dimensionally corrected, see Section 2.3.1.

\[ 2 \] Assumed to be in a straight line.

\[ 3 \] Standard error propagation for the type \( z = x + y \): \( \sigma(z) = \sqrt{\sigma(x)^2 + \sigma(y)^2} \).

\[ 4 \] Conversion factor \( f = \frac{100 \times \text{gradient} \times 6.45 \cdot 10^{-6}}{10} \), 10 being the magnification.
Figure 6.13: Graph showing the position of the soliton as a function of time. The fit shown yields a gradient of \((1.5\pm0.1)\) pixels/ms.

Figure 6.14: Graph showing the position of the density peak as a function of time. The fit shown yields a gradient of \((1.8\pm0.1)\) pixels/ms.
Having established the value of both the speed of the soliton and the speed of sound in the expanded BEC, the fraction \( v/c_s \) can be calculated, and yields 0.83. This value is within the bounds determined previously.

**Width of the soliton**

Having established the ratio of the soliton velocity to the speed of sound in the condensate, the width of the soliton, in the limit of the width of the phase imprint being less than the healing length, is predicted (Equation 2.23) as being 0.9 \( \mu \text{m} \), which is below the resolution of the system (Section 5.3.3).

From Figure 6.15 the (FWHM) width of the soliton is measured for different evolution times, with the results being shown in Table 6.2 and in graphical form in Figure 6.16. The width at 0 ms hold is found to be 5.2 \( \mu \text{m} \). The width doubles over a 9 ms propagation. As the width of the step edge is larger than the healing length, the width of the soliton is larger than the theoretical prediction, as expected [118].
Figure 6.15: Data showing how the width of the soliton is measured for different hold times. The graphs show the summed optical density of the images. The x-axis covers 100 pixels, which corresponds to 64.5 µm.
Table 6.2: Table showing the width of the soliton for different evolution times. The soliton broadens with time.

<table>
<thead>
<tr>
<th>time [ms]</th>
<th>width [pix]</th>
<th>error [pix]</th>
<th>width [µm]</th>
<th>error [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>8</td>
<td>1.4</td>
<td>5.2</td>
<td>0.9</td>
</tr>
<tr>
<td>1</td>
<td>12</td>
<td>1.4</td>
<td>7.7</td>
<td>0.9</td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>1.4</td>
<td>8.4</td>
<td>0.9</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>1.4</td>
<td>9.7</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>1.4</td>
<td>9.7</td>
<td>0.9</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>1.4</td>
<td>10.3</td>
<td>0.9</td>
</tr>
<tr>
<td>6</td>
<td>14</td>
<td>1.4</td>
<td>9.0</td>
<td>0.9</td>
</tr>
<tr>
<td>7</td>
<td>17</td>
<td>1.4</td>
<td>11.0</td>
<td>0.9</td>
</tr>
<tr>
<td>8</td>
<td>17</td>
<td>1.4</td>
<td>11.0</td>
<td>0.9</td>
</tr>
<tr>
<td>9</td>
<td>14</td>
<td>1.4</td>
<td>9.0</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Figure 6.16: Graph showing the full width half maximum of the soliton at different evolution times. It can be noted that the soliton broadens.
Figure 6.17: Line profiles of the BEC at different positions in the BEC for various evolution times. The black curves correspond to a cut along $y = 140$ pixels, the dark blue to $y = 145$ pixels, the light blue $y = 150$ pixels, the magenta to $y = 155$ pixels, the green to $y = 160$ pixels, and the red to $y = 165$ pixels, thereby spanning a significant portion of the width of the condensate. The profiles are offset for clarity. The vertical black line draws the eye to the lowest point of the light blue curve, to allow comparison of the position of the minima. For all the evolution times, the soliton dips fall within 2 pixels of each other, allowing no conclusion about the bending of the soliton to be drawn with the resolution available.
Curvature of the soliton

Owing to the non-uniform density in the plane the soliton is travelling in, bending of the soliton is expected. The velocity of the soliton depends on the density of the condensate. The condensate is not as dense at the edges as it is in the centre.

Line profiles are taken along the long axis ($x$) of the BEC, from one side to another. The cuts are taken at $y = 140, 145, 150, 155, 160$ and $165$ pixels, thereby spanning the width of BEC. The line profiles around the soliton dip are shown in Figure 6.17. They are offset for clarity. As the line profiles span the width of the BEC, if bending is present, it is expected that on curves corresponding to the edges of the BEC the soliton dip will be further to the right than on curves corresponding to the central regions of the BEC. As shown on Figure 6.17, all soliton dips for a given evolution time are within 2 pixels of each other, leading to the conclusion that no bending can be seen with this resolution. The soliton dip blurs out at times greater than 5 ms, so no data is shown. From simulations [118], the bending is expected to be minimal in the first few milliseconds, becoming significant after hold times greater than 15 ms, which is longer than the current lifetime of the soliton.

6.5 Conclusion

In conclusion, the system is optimised for maximising the number of atoms in the MOT load and is sufficiently stable to produce a 2D BEC. With the use of the phase imprinting technique, an intensity dip which propagates is observed. From preliminary analysis, this feature displays the characteristics of a soliton, with a velocity of $0.83c_s^{2D}$ and a width of $(5.2\pm0.9)\mu$m after a 5 ms time of flight. No bending is observed over the first 4 ms of propagation of the soliton with the resolution available. This is the first known observation of a soliton in a 2D BEC. Further analysis of the feature will lead to publications by the group.
In the course of this thesis, progress has been made towards solitons in a two-dimensional condensate, and the first solitons have been observed. Technological improvements to the experimental system have been implemented.

Two sets of coils have been redesigned. For the first set of redesigned coils, a new technology has been adapted. With this technology, the potential for coolant leaks is significantly reduced as the coolant flows through a welded cavity. The new technology does result in physically thicker casings than the original technology developed for the experiment, so it cannot be used on other coils. Whilst the coil was developed for power-optimisation, the optical access has been limited. If future iterations of this set of coils is needed, a design offering more optical access should be considered.

In the redesign of the second set of coils, the focus has been on the material choice related to the electrical connectors, as this has been the failing point of the previous coils. The materials have been chosen to have coefficients of thermal expansion which are within close range of one another, in order to limit stretching of the glue due to heat induced thermal expansion and contraction of the materials which are bonded together. The adhesive bonding the electrical connectors has also been modified to a glue with more stretching. The coils have successfully been built and no failure at the electrical connectors have been observed in over one year of operation. In a future iteration of the coil design, methods of making the coils serviceable, such as the use of o-rings, rather than adhesives, to seal the casing could be considered.
With the aim of manipulating a 2D BEC, a high resolution optical imprint system has successfully been developed. The optical system demagnifies the image from a spatial light modulator and focuses the image onto the atomic plane of the condensate. The system is comprised of a tube lens and a microscope objective. The use of a spatial light modulator allows for flexibility in future uses of the system, as a myriad of patterns can be loaded onto the SLM. The characterisation of the system has shown that a resolution of 3 µm has been achieved. In order to increase the resolution of the system further, more powerful microscope objectives could be installed.

A 3D MOT which is optimised for the number of atoms has been used to create a 2D BEC in a dipole trap. The condensate features 31000 atoms and has a temperature of 88 nK. With trapping frequencies of $\omega_x = 2\pi \cdot 5.8$ Hz, $\omega_y = 2\pi \cdot 19.1$ Hz, $\omega_z = 2\pi \cdot 269.4$ Hz, the condensate is just in the two-dimensional regime.

The technique of phase imprinting has successfully been used to manipulate a condensate of $^{87}$Rb, resulting in the creation of the first known soliton in a two-dimensional condensate. The soliton is currently short lived. The stability of the soliton could be increased by making the condensate more two-dimensional. Such improvements are currently under way.

With a system capable of manipulating a Bose–Einstein condensate, the experimental realisation of many different aspects of solitons or even vortices could be considered. Work towards understanding of soliton-soliton interactions could be done in the future with no additional requirements being placed on the experimental set-up. Experimental observations of the well known problem of how, or even if, solitons interact when crossing could be attempted, as the two-dimensional nature of the condensate could allow the study of solitons crossing at angles to each other, and not just head on.
This appendix shows some images (Figure A.1) of the previous moving coils after their failure. The images of the inside of the coil allow unprecedented knowledge of the effects of long term exposure to the coolant to be gained. As stated in Section 4.2, the moving coils featured a slit to prevent eddy current, which led to a weakening of the structure of the casing, resulting in leaks from the main seal.

The first image shows the moving coil, with the glue on the main seal removed. The second image shows the opened moving coil, where displacement and tearing of the rubber is visible. The third image shows a close up of the rubber which has been torn away. This confirms that the rubber is not resistant to the hydrocarbon coolant used or to the flow rate, and importantly, the rubber piece which has been broken is the piece which directs the coolant flow around the coil. The fourth image shows that the glue (Resintech 111) used to fill the side cavity has also reacted to prolonged contact with the coolant. The glue has become brittle and can easily be torn. This glue was also used on the main seal of the coils.
Figure A.1: Opening of the old moving coils. (Top left) the coil with all the external glue removed, (top right) view of the internal body after opening, (bottom left) close-up of the damage to the rubber, and (bottom right) displaced brittle glue inside the cooling body.
APPENDIX B

CALCULATION OF THE SIZE OF THE CLOUD WHICH CAN PASS THROUGH THE DIFFERENTIAL PUMPING STAGE

An important aspect of the moving coil design is the ability of the coils to get the atom cloud through the differential pumping stage. This appendix offers the detailed calculations behind the numbers quoted in Chapter 4.

The velocity distribution of an atomic cloud is given by the Maxwell–Boltzmann distribution

\[ f(v) = \sqrt{\frac{m}{2\pi k_B T}} \frac{3}{4} 4\pi v^2 e^{-\frac{mv^2}{2k_BT}}, \]  

where \( T \) is the temperature, which corresponds to the temperature of the cloud. The distribution, shown in Figure B.1, has a most probable velocity, \( v_p \), given by

\[ v_p = \sqrt{\frac{k_BT}{m}}. \]  

As illustrated in Figure B.1, 99.9% of the distribution fits within 3\( v_p \). In order to pass all of the cloud through the differential pumping stage, the atoms with this maximal velocity need to be considered.

The hottest atom velocity, \( v_M \), is related to the most probable velocity, \( v_p \), by \( v_M = 3v_p \). The velocity of hottest atoms, \( v_M \), can be related to a temperature, \( T_M \), by a simple energetic argument, namely

\[ \frac{3}{2} k_B T_M = \frac{1}{2} m v_M^2 = \frac{3}{2} k_B T_M \rightarrow v_M = \sqrt{\frac{3k_B T_M}{m}}. \]  

The temperature of the hottest atoms is therefore given by \( T_M = 6T_p \).
The energy due to the magnetic field can be equated to the temperature of the atoms

\[
\frac{3}{2} k_B T_M = g_F m_F \mu_B B' I r,
\]  

(B.4)

where \( k_B \) is Boltzmann’s constant, \( T_M \) is the maximal temperature of the cloud, \( g_F \) is the Lande g-factor of the F-state of the trapped atoms, \( m_F \) is the state of the atoms, \( \mu_B \) is the Bohr magneton, \( B' \) is the magnetic gradient [in T.m\(^{-1}\).A\(^{-1}\)], \( I \) is the current passing through the coils, and \( r \) is the radius that the atoms have to fit through. It has been assumed that the trap is a quadrupole trap. The state trapped in the experiment is the \(|F = 2, m_f = 2 >\) state, with \( g_F = 1/2 \) [67].

Equation (B.4) shows that, for a given current, the higher the gradient, the higher the temperature of the atoms can be to fit through a given radius. Conversely, is shows that for a given temperature, the radius of the cloud will be smaller with higher gradients. Rearranging Equation (B.4) magnetic gradient at a given current yields

\[
B'I = \frac{3}{2} k_B \frac{1}{\mu_B r} T_M.
\]  

(B.5)

The gradient is given by the coils, and it therefore an experimental constant. The current can be fixed experimentally. Substituting in \( r = 8 \) mm, and expressing \( T_M \) as a function of \( T_p \) yields

\[
B'I = \frac{3}{2} \frac{k_B}{\mu_B r} \frac{1}{6T_p} = 279 \times 6T_p.
\]  

(B.6)
The typical temperature of molasses is around $60\mu K$, which yields a required magnetic field of $0.100\ T$. With a magnetic gradient of $0.0016\ T.m^{-1}.A^{-1}$, this corresponds to a current of $62\ A$. This statement does not take into account the warming which occurs during optical pumping and the trapping, so is a lower limit on the gradient estimate. With a power supply capable of delivering $100\ A$, the hottest atom cloud transportable through the differential pumping stage is $\approx 1\ mK$. 
APPENDIX C

USAF TARGET AND DETERMINING THE RESOLUTION.

The USAF 1951 target used during the testing of the vertical illumination and detection system (see Section 5.3.3) is shown in Figure C.1. The target consists of groups, with six elements in each group. Each group and element number, corresponds to a given resolution. The resolution values, in line pair/mm [lp/mm] are given in Table C.1 for each group an element. The resolution can be converted into millimetres by taking the inverse of the line pair/mm value. The element is considered resolved if the lines can be clearly seen on the sensor, as schematically illustrated in Figure. Contrast may also affect the determined resolution, as shown in Figure.

<table>
<thead>
<tr>
<th>Group</th>
<th>Element</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>1.00</td>
<td>2.00</td>
<td>4.00</td>
<td>8.00</td>
<td>16.00</td>
<td>32.0</td>
<td>64.0</td>
<td>128.0</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>1.12</td>
<td>2.24</td>
<td>4.49</td>
<td>8.98</td>
<td>17.95</td>
<td>36.0</td>
<td>71.8</td>
<td>144.0</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>1.26</td>
<td>2.52</td>
<td>5.04</td>
<td>10.10</td>
<td>20.16</td>
<td>40.3</td>
<td>80.6</td>
<td>161.0</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>1.41</td>
<td>2.83</td>
<td>5.66</td>
<td>11.30</td>
<td>22.62</td>
<td>45.3</td>
<td>90.5</td>
<td>181.0</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>1.59</td>
<td>3.17</td>
<td>6.35</td>
<td>12.70</td>
<td>25.39</td>
<td>50.8</td>
<td>102.0</td>
<td>203.0</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>1.78</td>
<td>3.56</td>
<td>7.13</td>
<td>14.30</td>
<td>28.50</td>
<td>57.0</td>
<td>114.0</td>
<td>228.0</td>
</tr>
</tbody>
</table>

Table C.1: Table showing the resolution (in lp/mm) of the USAF 1951 resolution target of each group and element. All values from Reference [119], [119].
Figure C.2: Schematic representation of resolved and unresolved line pairs, and the effect of contrast on resolution. From left to right, a resolved line pair; an unresolved line pair; and an illustration of how the contrast can limit the resolution. After Reference [120].

C.1 Determining the resolution

The original image is post processed by firstly enhancing the contrast using the ‘imadjust’ function. Line/square profiles are then taken of the target and compared. The example here, illustrates the process carried out on the focused image with the tube lens in the normal configuration with no optical elements in the beam path (see Section 5.3.3). The image is zoomed in for clarity, and the boxes show the different areas that were profiled. As can be seen from the profiles shown in Figure C.4, the contrast decreases with the increase in resolution line pair. For Group 4 Element 6, the contrast is ≈90%, whereas for Group 5 Element 6, the contrast is reduced to 47% but a square function remains visible. Even with the low contrast (15%) of Group 6 Element 1, a square function can be seen. This is not the case for Group 6 Element 2. The resolution is therefore deemed to be Group 6 Element 1, which corresponds to 64 lp/mm, or 15.6 µm.

---

1. $J = \text{imadjust}(I)$ maps the intensity values in greyscale image $I$ to new values in $J$ such that 1% of data is saturated at low and high intensities of $I$. This increases the contrast of the output image $J$ [121].

2. using ImageJ or MATLAB.
Figure C.3: Contrast adjusted and zoomed in of the image corresponding to the tube lens in the normal configuration with no optical elements in the beam path. The red boxes show the areas which were used to obtain the profiles shown in Figure C.4, with each being one of the resolution elements.
Figure C.4: Profiles corresponding to the regions shown in Figure C.3. From Left to Right, Top to Bottom, Group 4, Element 6 to Group 6 Element 2.
APPENDIX D

SNELL’S LAW AND THE DISPLACEMENT OF THE OBJECTS IN THE BEAM PATH

The numerical aperture of the tube lens is not given. Based on a 1" aperture of the tube lens, and the position of the focal planes at 240 mm and 160 mm, yield an half angle of $\theta = 3^\circ$ and $\theta = 4.53^\circ$ respectively, see Figure [D.1].

The polarising beam splitter is made of glass, and therefore has an index of refraction in the range of 1.5. Using Snell’s law,

$$\frac{\sin \phi_1}{\sin \phi_2} = \frac{n_2}{n_1},$$

with the conventions illustrated in Figure [D.2], gives $\phi_2 = 4.5^\circ$ with $\phi_1 = 3^\circ$ and $\phi_2 = 6.75^\circ$ with $\phi_2 = 4.5^\circ$ respectively. Because the light is entering glass from air, and exiting glass into air, the angle out of the polarising beam splitter will be the original input angle.

The difference in angle $\phi$ can be equated to a ‘side offset’, $O$, as illustrated in Figure [D.3] equal to

$$O = L \arctan(\phi_2) - L \arctan(\phi_1),$$

where $L$ is the length of the polarising beam splitter (25.4mm). The perpendicular offset, $P$, is given by (see Figure [D.3])

$$P = O \cos(\phi_1).$$

In order to correct this offset, a distance of

$$x = \frac{P}{\sin \theta}$$

X
needs to be travelled along the optical axis (Figure D.4). Substituting the values in leads to an offset of 12.74 mm for f=240 mm, and 12.79 mm for f=160 mm.
APPENDIX E

BEC EXPERIMENTAL SEQUENCE

The experimental sequence used to obtain the BEC in Chapter 6 is shown in Table E.1.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MOT 1</td>
<td>8s</td>
<td>0.6</td>
<td>10</td>
<td>80</td>
<td>245</td>
<td>2.2</td>
<td>77</td>
<td>10.2</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>MOT 2</td>
<td>22s</td>
<td>0.6</td>
<td>10</td>
<td>80</td>
<td>241</td>
<td>2.2</td>
<td>77</td>
<td>10.2</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>molasses</td>
<td>10 ms</td>
<td>0.65</td>
<td>5.5</td>
<td>80</td>
<td>220</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>optical pumping</td>
<td>1.99 ms</td>
<td>0.75</td>
<td>0</td>
<td>80</td>
<td>260</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>into MGT</td>
<td>1 s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>40 → 83</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>transport</td>
<td>0.9 s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>83</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>MGT to Fesh</td>
<td>1 s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>83 → 0</td>
<td>0 → 55</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>mov Back</td>
<td>0.9 s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0</td>
<td>55</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>RF evaporation 1</td>
<td>8 s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>55</td>
<td>45 → 10</td>
<td>10</td>
<td>—</td>
</tr>
<tr>
<td>RF evaporation 2</td>
<td>4 s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>55</td>
<td>10 → 3</td>
<td>10</td>
<td>—</td>
</tr>
<tr>
<td>transfer to DT 1</td>
<td>0.5 s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>55 → 6</td>
<td>—</td>
<td>10</td>
<td>—</td>
</tr>
<tr>
<td>transfer to DT 2</td>
<td>0.5 s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>6</td>
<td>—</td>
<td>—</td>
<td>10</td>
</tr>
<tr>
<td>DT evaporation 1</td>
<td>0.25 s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>10 → 5</td>
<td>—</td>
</tr>
<tr>
<td>DT evaporation 2</td>
<td>1.5 s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>5 → 1</td>
<td>—</td>
</tr>
<tr>
<td>DT evaporation 3</td>
<td>3 s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>1 → 0.1</td>
<td>—</td>
</tr>
<tr>
<td>DT evaporation 4</td>
<td>3 s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.1 → 0.04</td>
<td>—</td>
</tr>
<tr>
<td>DT hold</td>
<td>2 s</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>0.04</td>
<td>—</td>
</tr>
</tbody>
</table>

Table E.1: Experimental sequence used to obtain the BEC presented in Chapter 6.
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