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Abstract

In order to navigate and interact within their environment, animals must process and interpret sensory information to generate a representation or ‘percept’ of that environment. However, sensory information is invariably noisy, ambiguous, or incomplete due to the constraints of sensory apparatus, and this leads to uncertainty in perceptual interpretation. To overcome these problems, sensory systems have evolved multiple strategies for reducing perceptual uncertainty in the face of uncertain visual input, thus optimizing goal-oriented behaviours. Two available strategies have been observed even in the simplest of neural systems, and are represented in Bayesian formulations of perceptual inference: sensory integration and prior experience. In this thesis, I present a series of studies that examine these processes and the neural mechanisms underlying them in the primate visual system, by studying depth perception in human observers. In the first section (Chapters 2 & 3), we used functional brain imaging to localize cortical areas involved in integrating multiple visual depth cues, which enhance observers’ ability to judge depth. Specifically, we tested which of two possible computational methods the brain uses to combine depth cues. Based on the results we applied disruption techniques to examine whether these select brain regions are critical for depth cue integration. The second section (Chapters 4 & 5) addresses the question of how memory systems operating over different time scales interact to resolve perceptual ambiguity when the retinal signal is compatible with more than one 3D interpretation of the world. Finally, we examine the role of higher cortical regions (parietal cortex) in depth perception and the resolution of ambiguous visual input by testing patients with brain lesions (Chapter 6).
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Glossary

**Associative learning:**
The formation or strengthening of a connection between a stimulus and a response. This term is sufficiently broad to include Pavlovian or classical conditioning, auto-shaping and other reward-contingent learning paradigms. Importantly, modern definitions of associative learning emphasize the basis on knowledge (i.e. unambiguous sensory information) rather than perceptual interpretations (Rescorla, 2003). For this reason, we introduce the term 'perceptual association’ (see below) to describe a new type of associative learning based on perceptual interpretations.

**Bias:**
In the case of bistable stimuli or any other two alternative forced choice (2IFC) experimental paradigm, the expected probability of either response is 0.5. Over multiple trials, a deviation from the expected response probability represents a bias.

**Cue recruitment:**
The term cue recruitment was introduced by Haijiang and colleagues (2006) to describe both an experimental paradigm and the type of learning that results from it. During cue recruitment an uninformative signal (such as a specific retinal location) is repeatedly paired with a trusted cue (such as binocular disparity), so that the former signal becomes associated with the percept (e.g. depth configuration) specified by the latter. Cue recruitment elicits long-term perceptual biases lasting from 5-minutes to 1 week, but only affects perception of ambiguous stimuli. However, attempts to train observers to recruit uninformative cues other than retinal location have generally been unsuccessful, suggesting that this type of learning relies heavily on short-term biasing processes.

**Short-term bias:**
A range of processes capable of influencing perception and acting on the timescale of milliseconds to seconds. Examples include adaptation to a recently experienced percept, which inhibits perception of that same percept during subsequent ambiguous stimulation (i.e. a negative bias). A contrasting example is perceptual stabilization (see below), in which recent experience of a given percept facilitates subsequent perception of the same percept.

**Long-term bias:**
A range of processes acting on the timescale of minutes to weeks. Examples include pre-existing biases that are esoteric between individuals and across the visual field but consistent over time (Carter and Cavanagh, 2007). The biases induced by the cue recruitment paradigm are another example, arising in minutes but lasting for weeks.

**Pavlovian conditioning:**
Named after the work of Ivan Pavlov (Pavlov, 1927), in which the pairing of an unrelated conditioning stimulus (e.g. a bell) with a second unconditioned stimulus (e.g. food) that naturally elicits a behavioural response (e.g. salivation), causes the former stimulus to become associated with the behavioural response even in the absence of the unconditioned stimulus.
**Perceptual stabilization:**
The term perceptual stabilization was introduced by Leopold and colleagues (Leopold et al., 2002) to describe the phenomenon whereby intermittent presentation of a bistable stimulus elicits repeated selection of the same percept across consecutive appearances (Orbach et al., 1963). It is hypothesized to rely on an interaction of short-term processes including adaptation and short-term ‘perceptual memory’.

**Perceptual association:**
We introduce this term in Chapter 4 to provide a more accurate description of the processes underlying cue recruitment. Perceptual association differs from Pavlovian conditioning and conventional definitions of associative learning in that it does not depend on reinforcing stimuli or sensory information, but instead perceptual information.

**Quadratic summation:**
A hypothesized method of computing depth cue integration that requires independent representations of depth estimates from each cue. If the two cues are independent then they can be represented orthogonally in stimulus space, and the diagonal distance between two stimuli in this space (i.e. their discriminability) can be derived from Pythagoras’s theorem ($a^2 + b^2 = c^2$). The discriminability based on two cues is thus greater than that based on either cue alone. See Figure 2.1 for details.

**Fusion:**
A hypothesized method of computing depth cue integration that requires fused representations of depth estimates from each cue. Under a fusion computation, the distance between the means of the combined depth estimates for two stimuli remains the same regardless of the number of cues, but the variance of the combined depth estimates is reduced, thus improving discriminability. See Figure 2.1 for details.
“In all demonstrative sciences the rules are certain and infallible; but when we apply them, our fallible and uncertain faculties are very apt to depart from them, and fall into error. ... By this means all knowledge degenerates into probability.”


1.1. Animals as Empiricists

The primary function of a nervous system is to execute actions that maximize survival, and this requires information about the state of the world. As animals (and as scientists), we gather empirical evidence about our environment by making observations (or measurements), which inform our internal representations (or models) of the world and allow us to make predictions that can be used to guide our actions. In doing so, we must solve the inverse problem: to infer information about the physical environment based on signals received through our sensory apparatus. One important example of this inference problem pertains to a fundamental feature of the physical world that we inhabit, namely the existence of three spatial dimensions. The optics of the eye project light from the 3D world onto the two-dimensional surface of the retina, and from this 2D input our brains must reconstruct the missing depth dimension. Although we perform this task constantly, it is far from trivial because sensory information is frequently ambiguous, incomplete, and prone

---

1 Specifically, it is survival of an organism’s genes rather than the organism itself that is maximized. In rare cases where these two goals diverge, actions that preserve genes at the cost of the organism’s life are selected. Examples include kin-selection in eusocial insect species (Bourke, A.F.G. (2011). The validity and value of inclusive fitness theory. *Proceedings of the Royal Society B: Biological Sciences*, rspb20111465.), and the post-copulatory suicide behavior of male orb-weaving spiders (Foellmer, M.W., and Fairbairn, D.J. (2003). Spontaneous male death during copulation in an orb-weaving spider. *Proceedings of the Royal Society of London. Series B: Biological Sciences* 270, S183-S185.)
to noise. This leads to uncertainty when attempting to infer the physical properties of the environment responsible for the observed sensory signals. Such uncertainty presents a fundamental challenge for animals because the successful execution of an appropriate action is dependent on accurate estimation of environmental variables in general, and depth in particular.

Animals have evolved several strategies for dealing with uncertainty and noise in sensory input. For example, multiple independent sources of sensory information can be integrated in order to reduce uncertainty in the perceptual outcome (Trommershäuser et al., 2011), and this can be achieved both within (Landy et al., 1995) and between sensory modalities (Ernst and Banks, 2002; Angelaki et al., 2009). Another strategy is to use memory systems to bias perception in ways that are optimal based on previous experiences, or environmental statistics encountered in the recent past (Leopold et al., 2002; Girshick et al., 2011; Chopin and Mamassian, 2012). At longer time scales, neural systems for sensory processing can become structured in ways that reflect their input during development (Shatz and Stryker, 1978; Stryker et al., 1978), and some circuits may even have evolved to be genetically predisposed for interpreting regularities in an organism’s environment that have been present throughout its evolution (Barlow, 1961; Isbell, 2006). A further strategy is to allocate neural resources towards processing specific objects or features of behavioural relevance by directing attention, and thus increasing sensitivity (Carrasco et al., 2000; Reynolds et al., 2000). To continue the analogy with the scientific method, these various strategies are akin to performing repeated data measurements, either simultaneously using different instruments (sensory integration) or across time (memory), or alternatively to fine-tune or focus the measurement devices (attention).

Several of these strategies can be observed in even the simplest of neural systems, such as that of the nematode *Caenorhabditis elegans*, which consists of only 302 neurons.
(White et al., 1986). For example, this species is capable of detecting mechanical forces, light, and a variety of volatile and water-soluble chemicals (senses analogous to touch, vision, olfaction and gustation respectively), and these multiple sources of sensory information must be integrated in order to determine an appropriate motor response (Bargmann, 2006). Information from the chemosensory organs on the head and tail are integrated to form a crude spatial map of chemical gradients in the environment (Hilliard et al., 2002). Further, the behaviour of *C. elegans* can be modified by past experience of developmental environment, sensory adaptation, and associative learning (Nuttley et al., 2002; Bono and Villu Maricq, 2005; Kindt et al., 2007). While it is unlikely that these sensory processes contribute to a subjective experience of perception as we experience in such a simple system, these examples demonstrate a remarkable conservation of fundamental principles for sensory processing over the course of animal evolution².

If simple neural systems are capable of performing basic sensory processing functions such as integration and learning, then why did some animals evolve large, costly brains³? One short answer is that greater computational power is required to perform more complex and flexible sensory-motor couplings that allowed animals to better exploit their environment and adapt to new environments. Consider the sensory modality of vision. In a simple organism like *C. elegans*, photoreceptor cells are capable of mediating phototaxis: the one-to-one stimulus-response mapping between the detection of light and locomotion (Ward et al., 2008). Through the evolution of the eye, however, animals acquired the capability to discriminate the direction of light (Arendt and Wittbrodt, 2001; Erclik et al., 2008). In order for more complex eyes to be of evolutionary advantage, increased image

---

² The “urbilaterian ancestor” is the hypothesized common ancestor of all animals having bilateral symmetry, that lived 500-600 million years ago (Knoll, A.H., and Carroll, S.B. (1999). Early animal evolution: emerging views from comparative biology and geology. *Science* 284, 2129-2137.).

³ In vertebrate species, the evolutionary trend for nervous systems to become concentrated at one end of the organism (cephalization) permits increased connectivity. However, past a certain point, larger brains do not necessarily confer enhanced computational ability, due to tradeoffs (Kaas, J.H. (2000). Why is brain size so important: design problems and solutions as neocortex gets bigger or smaller. *Brain and Mind* 1, 7-23.).
processing capabilities are necessary. For example, the approach of a predator and that of a potential mate might produce similar patterns of photoreceptor activation (‘looming’), but demand very different behavioural responses. While the detection of such a looming pattern can be achieved even by ganglion cells within the mammalian retina (Münch et al., 2009), only once certain distinguishing visual features are extracted from the image can these possibilities be discriminated between and the appropriate motor response executed. This task requires the enhanced processing power that cephalization (development of a brain at one end of the central nervous system) yields, but provides far greater flexibility in the sensory-motor repertoire (i.e. an expanded range of stimulus-response mappings) through more intermediate stages of processing. The functional flexibility permitted by the structural complexity of the brain is most clearly evident in the neocortex of mammalian species (Diamond and Hall, 1969), and reaches its current pinnacle in primate species, who rely on vision as their primary sensory modality (Barton, 1998; Martin and Ross, 2005).

Two notable features of primate vision are high visual acuity and a wide binocular field of view, which are made possible due to large eyes and convergent orbits, both of which assist with the execution of precise visually-guided movements for manipulating
18

objects and navigating their environment (Figure 1.1). The evolution of depth perception from binocular disparity is not unique to primates, but in the case of this order is hypothesized to represent an adaptation for either arboreal locomotion or nocturnal predation, both of which demand accurate depth judgments for hand-eye coordination (Heesy, 2009). Despite these remarkable abilities, the primate visual system experiences the same fundamental problems when attempting to infer the depth structure of the world from visual input as many other animals. In this introductory chapter, I consider the processes used to address this problem and their neural bases, with an emphasis on the cortical processing of visual information and the perception of 3D depth structure.

1.2. Organization of the primate visual system

At a macroscopic scale, a fundamental principle of organization of brain areas involved in processing sensory inputs and motor outputs is topography or ‘maps’. This means that sensitivity to a given component of sensory information (e.g. visual space, auditory frequency, or body part) is continuously distributed within regions of the cortical sheet (or

Figure 1.1. Primates have a highly developed visual system that allows them to recognize and manipulate objects as well as navigate and locate objects in their environment. This system is highly flexible, allowing primates to adapt to new environments and rapidly acquire visuo-motor skills. A) A wild Japanese macaque explores the interface of a smart phone he stole from a tourist (photograph by Marsel van Oosten, squiver.com). B) A wild rhesus macaque in India swigs cola from a can. C) Wild rhesus macaques in Thailand navigate the city streets (photograph by backpackology.org).
within a thalamic nucleus) in a manner that preserves the organization of the input signal (e.g. retinotopy, tonotopy, somatotopy) or output effectors (e.g. muscle groups controlled by primary motor cortex and the cerebellum). In the case of vision, the organizing principle of retinotopy is inherited from the optics of the eye, which results in the projection of a two-dimensional image of the environment onto the retina. This organization propagates throughout sensory processing, and in primates, similar topographic organization extends to motor and cognitive functions related to visual perception, such as the spatial locus of attention, memory, and oculomotor planning and execution (Konen and Kastner, 2008; Silver and Kastner, 2009). In chapters 4 and 5, we examine the retinotopic organization of visual perceptual memory in human observers—a process for resolving ambiguity in sensory input that inherits organizational features of the underlying neural architecture.

The dominant conceptual framework for cortical visual processing posits two anatomically and functionally distinct pathways that both begin in primary visual cortex (Mishkin et al., 1983; Goodale and Milner, 1992). Specifically, these are a ventral pathway from V1 to inferotemporal cortex that is responsible for object processing, and a dorsal pathway from V1 to posterior parietal cortex that is responsible for action-oriented, visuo-spatial processing. Each pathway consists of functionally and cytoarchitectonically distinct visual areas that are reciprocally interconnected (Felleman and Van Essen, 1991). According to the received view, these areas form a processing hierarchy, so that visual information is processed serially as it is fed forward along each pathway, yielding progressively higher levels of abstraction that rely less on the retinotopic coordinate frame of the sensory input. For example, in the ventral pathway, which receives input primarily from central vision, this abstraction is evident in the increasing receptive field sizes of neurons in progressively later cortical areas (Kravitz et al., 2013; Orban et al., 2014). This
relates directly to the goal-oriented demands of visual perception: animals need to be able to recognize an object’s identity irrespective of its position on the retina. Thus, an efficient solution to neural representation of object information is proposed to involve the extraction of visual features from the sensory input, followed by the integration of these features to achieve a ‘view-invariant’ or concept-level representation (Booth and Rolls, 1998; Rolls, 2000; Quiroga et al., 2005; Freiwald and Tsao, 2010).

Another coarse level feature of cortical organization that has been revealed by brain imaging studies is the specialization of areas for processing visual features such as color (Engel et al., 1997; Hadjikhani et al., 1998; Lafer-Sousa and Conway, 2013), motion (Watson et al., 1993; Morrone et al., 2000; Pitzalis et al., 2010), and shape (Kourtzi and Kanwisher, 2001; Pasupathy and Connor, 2002; Brincat and Connor, 2004), as well as categories of objects including faces (Kanwisher et al., 1997; Tsao et al., 2006; Tsao et al., 2008), bodies (Downing et al., 2001) and scenes (Epstein and Kanwisher, 1998). Several studies have noted the retention of spatial information (most notably, eccentricity) within these object selective areas (Levy et al., 2001; Hasson et al., 2002; Schwarzlose et al., 2008), and more recent evidence suggests that many of these feature and category selective regions retain varying degrees of retinotopic organization (Larsson and Heeger, 2006; Kolster et al., 2010; Janssens et al., 2014; Kolster et al., 2014). Thus, the independence between form and location processing implied by the distinction between ‘what’ and ‘where’ (ventral and dorsal) pathways is not entirely accurate.
While the 2D spatial relation between objects in the retinal image is preserved throughout much of the visual system through retinotopic organization, the recovery of depth information requires more computationally demanding processing. Pictorial depth cues in the retinal image, such as occlusion, perspective, texture and shading, result from the optics of the eye and the physical laws governing how light travels. In contrast, other monocular depth cues such as motion-parallax and structure-from-motion require the integration of information over time. Similar computations are required in order to utilize binocular depth cues, which arise from the spatial separation of the two eyes and result in subtle differences between the two retinal images (Figure 1.2). Unlike other visual features such as color and motion that appear to be processed in networks of dedicated cortical areas, the processing of various types of visual depth information appears to be relatively distributed throughout the visual cortex, and occurs in both dorsal and ventral visual pathways (Orban et al., 2006b; Parker, 2007). Intuitively, this makes sense, since

Figure 1.2. The geometry of binocular vision, viewed in the horizontal plane. When an observer fixates a point in space (F1), this point is projected onto the fovea of each retina. Light from a point at a different depth to fixation (P) projects to positions on the retinae that have different horizontal distances from the fovea in each eye. The angular difference ($\alpha - \beta$) is the absolute disparity of point P. In contrast, if the observer were to fixate another point in space (F2), then the same angular difference would instead reflect the relative disparity between points F1 and P. The Vieth-Muller horopter (shown in red) passes through the point of fixation and all other points in the horizontal plane that project to geometrically corresponding points in the two retinae (i.e. all points that have zero absolute disparity).
depth information is useful (and sometimes essential) for object recognition, as well as for estimating the 3D position of objects. However, it is clear that the type of depth information required for these two perceptual tasks is quite different.

Binocular disparity provides perhaps the most vivid perception of depth in primates, and is one of the main benefits of having two eyes for animals with forward-facing eyes. It is also a more computationally demanding cue to extract, and thus more neural resources appear to be dedicated to it compared to other depth cues. Experimentally, disparity processing is typically studied using random-dot stereogram stimuli (Julesz, 1971) that isolate binocular cues. Binocular cells in primary visual cortex show tuning to binocular disparities, and specifically to absolute disparity information (Cumming and Parker, 1999), but at this early processing stage, neural responses do not reflect a depth percept (Cumming and Parker, 1997). In contrast, a variety of cortical areas in the dorsal visual pathway show responses that correlate with observers perceptual judgments of depth from binocular disparity information (Tsao et al., 2003; Preston et al., 2008; Georgieva et al., 2009; Minini et al., 2010; Anzai et al., 2011; Krug and Parker, 2011). Notably, dorsal areas appear better at extracting disparity information from noise, which requires processing of absolute disparities rather than relative disparity information (Neri et al., 2004; Uka and DeAngelis, 2004; 2006), although this is not strictly the case (Tsao et al., 2003; Krug and Parker, 2011). In contrast, temporal cortex has been shown to processes fine, relative disparity information (Janssen et al., 1999; Tanaka et al., 2001; Uka et al., 2005), and integrates disparity information globally across surfaces to support perception of 3D shapes and objects.

The two-pathway framework has proven conceptually useful and successfully accounts for a wide range of experimental findings, but it is an obvious simplification of a highly complex system, and thus faces numerous challenges (Schenk and McIntosh,
Importantly, there is both anatomical and functional evidence for connectivity between the two pathways (Baizer et al., 1991; Rockland and Van Hoesen, 1999; Ding et al., 2000; Zhong and Rockland, 2003; Verhoef et al., 2011), and the hierarchical model based on direct cortico-cortical connections does not take into account cortico-thalamo-cortical connections which may play a major role in visual processing (Kaas and Lyon, 2007; Saalmann et al., 2012). Recent refinements of the two-pathway model have therefore elaborated on subdivisions within each pathway, as well as connections between them (Milner and Goodale, 2008; Kravitz et al., 2011; Kravitz et al., 2013).

At a finer spatial scale, the neocortex has a canonical neural architecture, organized in layers and columns with consistent patterns of cortico-cortical and cortico-thalamic connectivity. This is particularly true of sensory processing areas, such as barrel cortex of rodents (Petersen, 2007; Feldmeyer et al., 2013), and primary visual and auditory cortices of cats and primates (Hubel and Wiesel, 1962; Abeles and Goldstein Jr, 1970; Hubel and Wiesel, 1977). Evidence that attests to the canonical nature of neural architecture within sensory cortices comes from experiments in which the retinal inputs of newborn ferrets were redirected from the LGN to the medial geniculate nucleus (MGN), which is the thalamic nucleus responsible for relaying auditory information to primary auditory cortex (Roe et al., 1990; Sharma et al., 2000). Remarkably, the area of auditory cortex normally containing a tonotopic map (a 1-dimensional representation of auditory frequency) develops a 2D retinotopic representation in these animals, and neurons in this area show orientation tuning, similar to that normally observed in primary visual cortex. This finding has inspired some to suggest that the cortex in general may be structured as a knowledge-seeking, unsupervised learning algorithm (Beatty, 2001). Such a hypothesis, along with the experimental findings and a wealth of other experimental evidence, also supports the
notion that sensory input (and thus afferent activity) during development strongly
determines neural connectivity (Hubel and Wiesel, 1970a; Shatz and Stryker, 1978; Stryker
et al., 1978; Le Vay et al., 1980). In the case of normal development, the visual system
should therefore become optimized for processing based on natural environmental
statistics. The concept of efficient coding extends this idea to suggest that the role of early
sensory processing stages is to produce an efficient representation of the sensory input
based on the statistical properties of the world (Simoncelli and Olshausen, 2001; Simoncelli,
2003).

1.3. Perception as statistical inference

The notion that brains represent the structure of the world in a probabilistic manner was
proposed by Herman von Helmholtz as ‘unconscious inference’ (Helmholtz, 1925), and
has more recently received substantial support from studies of human behaviour (Knill and
Richards, 1996; Kersten et al., 2004; Knill and Pouget, 2004; Ma et al., 2006; Yuille and
Kersten, 2006; Maloney and Mamassian, 2009). In particular, Bayesian probability has also
been used to successfully model the neural activity of both human and non-human
observers in perception and decision making (Yang and Shadlen, 2007; Gu et al., 2008) and
motor control (Todorov and Jordan, 2002; Körding and Wolpert, 2004; Scott, 2004).
Bayesian decision theory postulates that inferences are made using conditional
probabilities (Bayes and Price, 1763). Bayes’ theorem is formally expressed as:

\[ p(X|O) = \frac{p(X) \cdot p(O|X)}{p(O)} \]

(Equation 1.1)
where X is some state of the world, O is the observed sensory information, and P is probability. The posterior probability distribution $P(X|O)$ is equal to the product of the prior probability distribution $p(X)$ and the likelihood function, $p(O|X)$, divided by a normalization constant $p(O)$. According to a Bayesian model of perceptual inference, there are therefore two primary sources of information that can be used to calculate the probable state of the world given the sensory information, which correspond to the prior and likelihood functions. This thesis examines how each of these theoretical components contributes to perceptual judgments of depth and investigates their neural underpinnings.

One recent functional brain imaging study examined the neural representations of uncertainty for prior and likelihood information during a perceptual decision task (Vilares et al., 2012). Human observers were asked to estimate the horizontal position of an invisible target disk based on the distribution of five visible cue disks. From trial to trial, likelihood uncertainty was manipulated by varying the distribution of cue locations, while prior uncertainty was manipulated independently by varying the location of the actual target (which was revealed at the end of each trial) over the course of the experiment. The behavioural results indicated that, as expected, observers used both types of information to guide their responses in a manner that was dependent on the uncertainty of each source of information. The fMRI results suggested that while early sensorimotor areas (i.e. primary and dorsal visual cortex) were more strongly activated by higher likelihood uncertainty, uncertainty in prior information was associated with limbic and paralimbic decision-related areas (specifically the putamen, amygdala, insula and orbitofrontal cortex). The areas that were found to represent prior uncertainty are known to receive input from sensory areas (Cavada et al., 2000; Amaral et al., 2003; Freese and Amaral, 2005) as well as projecting to motor areas, and have previously been implicated more generally in decision-making.
under uncertainty for non-perceptual tasks (Hsu et al., 2005), especially when reward is involved, as was the case in this study.

The concept of statistical inference has important implications for the neural architecture of sensory processing and perception. Specifically, neural structures even at the microscopic scale face the same fundamental problems experienced by behaving observers (Lochmann and Deneve, 2011). Unfortunately, evidence of probabilistic neural coding of sensory information remains sparse at present (Averbeck et al., 2006; Ma et al., 2006). One important aspect of probabilistic coding of perceptual decisions in the brain is that it must occur at the level of neural populations, since individual neurons are generally not very informative about sensory variables (Pouget et al., 2002; Beck et al., 2008; Ma and Pouget, 2008; Angelaki et al., 2009). In fact, the Poisson-like noise observed at the single cell levels is proposed to facilitate the reduction of Bayesian inference operations to simple linear combinations of activity of neural populations (Ma et al., 2006), such as those representing depth configurations from different visual cues (Morgan et al., 2008).

Further evidence that the brain approximates a representation of the posterior distribution comes from the phenomenon of perceptual multistability (Schrater and Sundareswara, 2006; Sundareswara and Schrater, 2008; Gershman et al., 2012). While many attempts to model the dynamics of stochastic perceptual alternation observed during ambiguous visual input have emphasized the role of neural noise (Brascamp et al., 2006; Noest et al., 2007; Deco et al., 2009), others have postulated that such patterns can emerge naturally from rational algorithms for probabilistic inference (Gigante et al., 2009; Gershman et al., 2012). Instead of considering random spike timings primarily as a source of neural noise (e.g. with respect to sensory representation), the latter approach suggests that, to some extent, these fluctuations reflect the visual system’s attempt to approximate the posterior distribution through a dynamic sample-generating process.
known as Markov chain Monte Carlo. However, many competing models are able to simulate the dynamics of bistable perception to varying degrees, and other accounts of neural noise have been proposed. For example, neural variability may reflect sub-optimal inference (Beck et al., 2012), or fluctuations in excitability (Goris et al., 2014). Interestingly, the onset of a visual stimulus reduces neural response variability even in the absence of changes in mean firing rate (Churchland et al., 2010; Klink et al., 2012), which supports the notion that neurons encode the posterior probability distribution for a variable of interest at all times (Beck et al., 2008).

Finally, the concept of the prior distribution is closely related to the principle of predictive coding. This suggests that far from being a purely passive, ‘bottom-up’ driven process, visual processing and perceptual inference involve active prediction of sensory signals based on ‘top-down’ information such as prior experience, and contextual information. Incoming sensory evidence is evaluated against predictions, and since sensory input that deviates from the expected norm is most informative, prediction error should be signaled via feedback connections to update the prediction (Rao and Ballard, 1999; Huang and Rao, 2011). This principle is manifested at the level of the cortical microcircuit (Bastos et al., 2012) but also extends to the recursive hierarchical structure of cortical areas. The effects of predictive coding can thus be observed as reductions in activity in primary visual cortex in response to stimulus predictability (Murray et al., 2002; Alink et al., 2010; den Ouden et al., 2010; Kok et al., 2012).

1.4. Reducing sensory uncertainty through cue integration

When two or more independent sources of information about the state of the world are available, how does the brain process these signals? This problem clearly applies to multisensory signals (e.g. auditory, haptic, vestibular, or visual), but it can also occur
within a single modality, such as in the case of visual cues to depth. For example, due to
the optics of the eye, light reflected from an object that is closer to us is incident on a
larger area of the retina than if that object were further away (i.e. nearer objects appear
larger in retinal size). At the same time, due to the spatial separation of the eyes, each
element of the visual scene projects onto spatially distinct areas of the two retinas. These
two visual features (perspective and binocular disparity) are just two of the many types of
information in the retinal images that provide cues about the 3D structure of the
environment. Behavioural studies have consistently demonstrated that adult human
observers not only perceive greater depth when multiple visual cues are available (Bülthoff
and Mallot, 1988; Johnston et al., 1993; Johnston et al., 1994), but are objectively better at
making perceptual judgments of depth (Ernst and Banks, 2002; Knill and Saunders,
2003; Hillis et al., 2004; Knill, 2007; Lovell et al., 2012). Intriguingly, the advantage gained
from the availability of multiple visual depth cues appears to emerge around the age of 12
in humans (Nardini et al., 2010b), and multisensory visual haptic integration begins a few
years earlier (Gori et al., 2008). This suggests that the developing visual system may still
be learning the relationships between different sources of visual information, permitting
recalibration as the body grows (for example, the inter-pupillary distance, which
determines the relationship between binocular disparities and depth).

One way in which multiple depth cues might be utilized is for the visual system to
compute depth estimates from each cue independently (i.e. modularly) before combining
the two estimates linearly to obtain a unified depth percept (Marr, 1982). This model is
known as weak fusion (Clark and Yuille, 1990), and stands in contrast to strong fusion
models that assume non-linear interactions between depth cues that are not processed
modularly (Nakayama and Shimojo, 1992). If the strong observer model were correct, cue
interactions are completely unconstrained, and thus untestable. One the other hand, the
weak fusion model faces the problem that different depth cues produce qualitatively different depth information, some of which can be converted to absolute depth units given knowledge of scaling factors (e.g. binocular disparity, given viewing distance), while others produce purely relative depth information (e.g. texture). It is unclear how such dissimilar modular depth outputs could be integrated without first promoting the individual depth maps to common units. To overcome this problem, a modified weak fusion model was proposed by Landy and colleagues (Landy et al., 1995), which suggests that individual depth cue modules interact by sharing depth information, and that each module produces not only an independent depth map but also a corresponding reliability map that is used to weight the depth estimates during fusion.

Consider an example in which an observer is required to make a perceptual judgment of the slant angle of a planar surface, for which only texture and disparity cues are available. The optimal strategy when both cues are available is to make an estimate based on a weighted average of the cues:

\[ S = w_t S_t + w_d S_d \]

(Equation 1.2)
where each cue is given a weight ($w$) that is proportional to its reliability ($\sigma$):

$$w_t = \frac{1/\sigma^2_t}{1/\sigma^2_t + 1/\sigma^2_d}, \quad w_d = \frac{1/\sigma^2_d}{1/\sigma^2_t + 1/\sigma^2_d}$$

(Equation 1.3)

The reliability of each cue is dependent on a number of factors that may be specific to the viewing configuration or variables specific to the individual observer. For example, the reliability of perspective information for judging surface slant is dependent on the uniformity of the texture, and the estimation of surface slant from texture relies on assumptions that textures are isotropic and homogenous (Rosenholtz and Malik, 1997). Further, the reliability of texture information for discriminating surface slant is higher at slant angles closer to horizontal than at angles closer to vertical, since equivalent changes in angle produce larger deformations of the 2D image (Knill, 1998a). Similarly, the reliability of disparity information is dependent on viewing distance (Johnston, 1991; Johnston et al., 1993). Thus cue reliability can vary across a scene, and this could be represented in a 2D reliability map corresponding to the depth map of a scene (Landy et al., 1995).

Irrespective of the specific individual cue reliabilities, the final perceptual estimate of slant ($\hat{S}$) based on a weighted average of the two cues will have less variance ($\sigma$) than either cue alone (Figure 1.3):

$$\sigma = \frac{\sigma^2_t \sigma^2_d}{\sigma^2_t + \sigma^2_d}$$

(Equation 1.4)

The ‘optimal observer’ suggested by the modified weak fusion model employs simple weighted averages to accurately model the behavior of human and animal observers during perceptual judgments of depth from multiple visual cues, as well as on a variety of multisensory tasks. However, little is known about the applicability of such models to
neural populations. Existing evidence suggest that responses to multiple individual depth cues occur in spatially overlapping areas of both ventral cortex, such as LO (Moore and Engel, 2001; Kourtzi et al., 2003; Welchman et al., 2005; Georgieva et al., 2008), as well as dorsal and parietal cortex (Taira et al., 2001; Tsutsui et al., 2002; Vanduffel et al., 2002; Welchman et al., 2005; Georgieva et al., 2008; Durand et al., 2009). Further, neurophysiological studies in the macaque suggest that neurons in cortical area MT jointly encode motion and disparity information (Krug et al., 2013; Nadler et al., 2013), while neighboring area MSTd encodes visual-vestibular cue integration that supports depth perception from motion-parallax (Morgan et al., 2008). Importantly, signals in these areas have been shown to weight sensory information to reflect cue reliability, as predicted by weak fusion.

In **Chapter 2**, we use functional brain imaging to answer several questions about the integration of multiple depth cues (texture and disparity). First, we test two competing hypotheses regarding the neural computation of cue integration: independence versus cue fusion. The former predicts that co-located depth representations of two (or more) cues provide independent depth estimates, the combination of which is the quadratic sum of the individual estimates. In contrast, the fusion hypothesis predicts that component cues are fused into a single depth estimate via multiplication of the probability distributions associated with each cue, thus increasing sensitivity beyond that predicted by quadratic summation. To test these hypotheses, we compared the sensitivity of a machine learning algorithm for decoding the depth structure of visual stimuli from patterns of observers’ fMRI activity. Specifically, we asked whether sensitivity to congruent cue combinations exceeded the quadratic summation of sensitivities to individual cues, as predicted by the fusion hypothesis, and if so, in which parts of the visual system? The answers to these questions were used to guide a follow-up experiment presented in **Chapter 3**, which was
designed to go beyond the correlative methods used in the previous chapter through the use of perturbation. Using transcranial magnetic stimulation to temporarily suppress cortical activity in target areas guided by the fMRI results, we tested the effects on healthy observers’ ability to perform perceptual judgments of 3D stimuli containing individual or multiple cues.

1.5. Resolving perceptual ambiguity through prior experience

The projection of the 3D environment onto the 2D surface of the retina results in a specific pattern of retinal stimulation. However, there is often more than one possible state of the world that could have given rise to the observed pattern of retinal stimulation. This fact has long been exploited by artists, who create the impression of depth within visual scenes that are painted on 2D surfaces (Mamassian, 2008). The visual signal is therefore under-constrained or ‘ambiguous’, and this complicates the process of perceptual inference. One strategy that the brain uses to cope with sensory uncertainty is to constrain interpretation using prior knowledge gained from past experience. In Bayesian statistics, such prior information is represented as a prior probability distribution, which is combined with current sensory information to determine perceptual outcome (the ‘posterior distribution’).

Previous experience can inform explicit beliefs or ‘knowledge’ about the world, as well as implicit expectations or ‘priors’. For example, when we enter a room we typically obtain sufficient sensory evidence to accurately perceive its geometry. Having experienced the geometry of many rooms, we accumulate statistical evidence that rooms with four walls tend to be cuboid in shape. In contrast, when sensory information is limited, perception can be strongly influenced by prior experience. In the Ames room illusion (Figure 1.4A), observers view the unusual case of a trapezoidal room through a carefully positioned peephole, depriving them of sufficient visual information (binocular disparity) to reject
their expectation that the room is a cuboid. This misperception of 3D space results in scaling errors when estimating object sizes, and makes for a compelling demonstration of the role that expectations play in shaping perception.

Another example of ambiguity that arises in the absence of additional disambiguating depth information is the perception of shape-from-shading for curved surfaces. In Figure 1.4B, observers perceive a convex bump on the left and a concave dimple on the right. This interpretation of the 3D structure of the scene is based on a strong prior expectation: that scenes are normally illuminated from above, and slightly from the left (Mamassian and Goutcher, 2001). If the example figure were actually lit from below, then our interpretation of the 3D structure would be incorrect, and convex and concave shapes would be reversed (Ramachandran, 1988). The experience of light-from-above is one that we not only tend to experience everyday, but one that all seeing animals throughout evolution have tended to experience. Evidence suggests that illumination priors.
affect neural activity at the early stages of visual processing (Mamassian et al., 2003; Gerardin et al., 2010). It is therefore all the more surprising that such a strong, stable prior can in fact be modified by recent experience (Adams et al., 2004). This is a testament to the plasticity of the brain, which allows animals to adapt to changing environments.

Ambiguous or ‘bistable’ stimuli, such as the Necker Cube (Necker, 1832) shown in Figure 1.4C, provide a means of testing the effects of past experience on perception experimentally (Leopold and Logothetis, 1999). Bistable stimuli typically have two possible interpretations, and when viewed continuously, perception alternates spontaneously between the two. In contrast, when bistable stimuli are presented intermittently (for example, with 1 second blank intervals between each 1 second presentation), observers tend to perceive the same interpretation on consecutive presentations, and experience alternations between percepts far less frequently (Orbach et al., 1963; Leopold et al., 2002). This short-term effect of prior perception is hypothesized to reflect an interaction of adaptation and a ‘perceptual memory’ trace within neural populations that represent the two competing percepts (Nawrot and Blake, 1989; Brascamp et al., 2009; Pastukhov and Braun, 2011). For example, in the case of bistable structure-from-motion stimuli such as the rotating sphere (Figure 1.5A), the activity of neurons in area MT, which are selective for both motion direction and depth from disparity, have been shown to correlate with macaques’ perceptual reports (Bradley et al., 1998; Dodd et al., 2001). Similar results were obtained using pattern classification of fMRI response in human hMT+ (Brouwer and van Ee, 2007). Intermittent presentation of such stimuli elicits adaptation effects in MT neurons, but also reduces spike rate variability proportionally to the interruption duration (Klink et al., 2012). This ‘perceptual stabilization’ phenomenon may reflect a simple prior that favours constancy of perceptual interpretation across short durations of disappearance, such as those experienced in natural vision when an object
may be briefly occluded by nearer objects in the environment due to either observer or
object motion.

Despite the high choice probabilities observed in MT, some evidence suggests that
the depth percept and associated perceptual decision emerges later in the processing stream,
such as parietal areas that read out population level activity from visual areas (Beck et al.,
2008). Indeed, it has been proposed that the particularly high magnitude of choice
probabilities observed in MT for this task might reflect feedback from areas that have
rendered a perceptual decision rather than the feedforward of noisy sensory evidence (Gold
and Shadlen, 2007). For example, perceptual decisions involving binary variables such as
opposite motion directions have been shown to be encoded in several ways in lateral
intraparietal area (LIP) of macaque monkeys (Platt and Glimcher, 1999; Shadlen and
Newsome, 2001). When monkeys are trained to make a saccade to one of two targets, the
response of a subset of LIP neurons is proportional to the probability that the saccade will
be to the target in their receptive field (Platt and Glimcher, 1999). In contrast, some LIP
neurons integrate information over time in a manner that is proposed to reflect computation
of a likelihood ratio (Gold and Shadlen, 2001; 2007).
Other types of contextual information have also been shown to bias perception of ambiguous structure-from-motion stimuli. For example, when a pair of bistable spheres rotating about parallel axes are positioned such that their surfaces appear to be in contact, perception becomes biased towards counter-rotation, consistent with the mechanics of friction (Gilroy and Blake, 2004). In contrast, when two bistable spheres rotate around a common axis, they tend to be perceived as rotating in the same direction (Gillam, 1972; Eby et al., 1989; Grossmann and Dobbins, 2003). Similar effects have been demonstrated for other types of bistable stimuli, where completion of temporal sequences bias perception (Maloney et al., 2005; Denison et al., 2011). These phenomena demonstrate
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Figure 1.5. A) A rotating sphere stimulus commonly used in studies of perceptual bistability. When the only depth cue provided is structure-from-motion (SFM), observers experience a vivid 3D percept of a rotating sphere. However, the depth order of the front and back surfaces is ambiguous, and thus the direction of rotation is bistable. When binocular disparities consistent with the sphere’s 3D structure are added to the surface dots, the direction of rotation becomes unambiguous. B-C) Schematic illustration of probability distributions for stimulus depth structure (illustrated on the x-axis as a view from above the axis of rotation) from different sources of information. B) When disparity and SFM cues are available, the depth structure is unambiguous. C) When disparity information is not added to the dots, the disparity cue signals that the object is 2D (in the plane of the screen). Despite this, the SFM cue provides a compelling impression of depth that is compatible with either a leftward or rightward rotating sphere. The perceptual system may therefore recruit information from prior experience (e.g. the scenario described in B) in order to disambiguate the direction of sphere rotation. Note that the peaks in the prior distribution at either spherical interpretation reflect the fact that only these two depth structures are consistent with the rotation of a rigid object. In contrast, for the stimulus to be consistent with any other depth structure would entail a deformable sheet of dots flowing over the surface of a static object – a scenario that observers are less likely to have prior experience of.
the integration of contextual information across both time and space in order to resolve perceptual ambiguities in the visual input in a manner that is consistent with prior experience.

At longer-time scales, perceptual biases for ambiguous stimuli can be instantiated through the induction of explicit beliefs (Sterzer et al., 2008; Schmack et al., 2013), or implicitly through training (Haijiang et al., 2006; Harrison and Backus, 2010a; b; van Dam and Ernst, 2010; Harrison et al., 2011). Such training uses a combination of unambiguous priming stimuli (Figure 1.5B) and ambiguous versions of the same stimuli (Figure 1.5C) in order to form associations between a given percept and a previously uninformative cue, such as retinal location. Interestingly, short-term biasing factors such as priming and perceptual memory also appear to be specific to retinal location (Chen and He, 2004; Knapen et al., 2009a). In Chapter 4 we therefore examined how short-term and long-term perceptual experience interact when the visual system must select between competing interpretations of ambiguous sensory information. In Chapter 5 we extend this investigation to longer time scales, to reveal that the perceptual statistics of the most recent past are most predictive of future perception.

1.6. Additional methods for reducing uncertainty

The strategies for dealing with the problem of perceptual inference discussed thus far are fundamental: in some basic format, they are implemented in all living neural systems, and they are represented as separate components in the Bayesian formula. Using the analogy of data collection, I previously suggested that these strategies are comparable to making measurements with multiple different devices simultaneously (sensory integration) or making repeated measurements over time (prior experience). However, there are other obvious ways in which one might reduce uncertainty when making measurements, starting
with pointing the measurement device at the object of interest. This is particularly important for vision, since the distribution of photoreceptors in the mammalian retina results in a pattern of visual acuity that is highest at the fovea and falls off in the peripheral visual field. A simple solution to sensory uncertainty concerning objects in the periphery is therefore to move the eyes so that objects of interest are projected onto the fovea. Oculomotor control is of course more complicated than this, in particular due to the 3D nature of the world. Shifting gaze between two objects at different distances from the observer therefore requires coordination of conjugate and vergence eye movements as well as accommodation. Accordingly, sensitivity to visual depth information has been found in various areas involved in oculomotor control (Ferraina et al., 2000; Fukushima et al., 2002). However, the relationship between sensory input and motor output is not unidirectional. Translational motion of the head provides a strong visual cue to depth in the form of motion parallax (Rogers and Graham, 1979; Kral, 2003; Wexler and Van Boxtel, 2005), and the vestibular signals provided by head motion provide important sensory feedback for this purpose.

Another function that is closely related to the oculomotor system is the cognitive capacity of spatial attention (Corbetta et al., 1998). Endogenous attention can be allocated based on prior experience, and enhances the sensitivity of neural populations in visual areas in a manner that may be specific to features (Corbetta et al., 1990; Treue and Trujillo, 1999; Maunsell and Treue, 2006) or spatial location (Somers et al., 1999; O'Connor et al., 2002), even prior to the onset of a visual stimulus (Kastner et al., 1999; Doherty et al., 2005). By attending to an object or a feature, sensory uncertainty is therefore diminished compared to when the same stimulus is not the focus of attention. Attention is known to influence perception of ambiguous 3D stimuli (Meng and Tong, 2004) in addition to various other ambiguous stimuli (Mitchell et al., 2004; Chong et al., 2005; Kanai et al.,
Empirical effects of attention on neural populations in visual areas can also be accounted for using Bayesian models (Rao, 2005; Chikkerur et al., 2010). However, despite the important role of attention on the visual system, the precise nature of the relationship between conscious perceptual awareness and attention remains contentious (Van Boxtel et al., 2010; Cohen and Dennett, 2011; Cohen et al., 2012; Koch and Tsuchiya, 2012). In Chapter 6, we examine the perception of bistable 3D stimuli in patients with lesions to parietal cortex – an area of the brain that is strongly implicated in the process of spatial attention (Silver et al., 2005; Buschman and Miller, 2007) and perceptual decisions in general.
Chapter 2: Integration of texture and disparity cues to surface slant in dorsal visual cortex.

Reliable estimation of 3D surface orientation is critical for recognizing and interacting with complex 3D objects in our environment. Human observers maximize the reliability of their estimates of surface slant by integrating multiple depth cues. Texture and binocular disparity are two such cues, but they are qualitatively very different. Existing evidence suggests representations of surface tilt from each of these cues coincide at the single neuron level in higher cortical areas. However, the cortical circuits responsible for 1) integration of such qualitatively distinct cues, and 2) encoding the slant component of surface orientation, have not been assessed. We tested for cortical responses related to slanted plane stimuli that were defined independently by texture, disparity, and combinations of these two cues. We analysed the discriminability of functional MRI responses to two slant angles using multivariate pattern classification. Responses in visual area V3B/KO to stimuli containing congruent cues were more discriminable than those elicited by single cues, in line with predictions based on the fusion of slant estimates from component cues. This improvement was specific to congruent combinations of cues: incongruent cues yielded lower decoding accuracies, which suggests the robust use of individual cues in cases of large cue conflicts. These data suggest that area V3B/KO is intricately involved in the integration of qualitatively dissimilar depth cues.
2.1. Introduction

Humans experience the solid objects that populate their surroundings from multiple viewpoints. To recognise and physically interact with such objects, the visual system requires an estimate of the orientation of the object’s surfaces with respect to the line of sight. This orientation is composed of tilt (rotation in the image plane, such as the changing orientation of the hands of a clock over time) and slant (rotation away from frontoparallel, such as changes in the steepness of a hillside road while driving). In estimating slant, the visual system is faced with the difficult challenge of inferring the 3D surface structure using the information contained within a pair of two-dimensional (2D) retinal images. Perception of surface slant represents a critical step in recognizing and interacting with 3D objects and has been studied extensively using psychophysical methods (Gillam and Ryan, 1992; van Ee and Erkelens, 1998; Backus et al., 1999; Knill, 2003; Hillis et al., 2004; Norman et al., 2006), yet its neural basis remains poorly understood.

To achieve slant estimation, the human visual system exploits various sources of information that may be present within the retinal inputs, such as binocular disparity, motion parallax, texture, perspective, and shadow (Gibson, 1950; Braunstein, 1968; Marr, 1982; Howard and Rogers, 1995). Given this range of depth cues, the visual system is believed to integrate signals to reduce noise and enhance perceptual judgements (Landy et al., 1995). For instance, adults have greater sensitivity to slant when two cues are available compared to the individual component cues (Knill, 2003; Hillis et al., 2004). However, relatively little is known about the neural implementation of such cue integration computations.
Here we aimed to test the neural basis of the integration of disparity and texture slant cues using human fMRI. To this end, we exploited multi-voxel pattern analysis (MVPA) to discriminate patterns of fMRI activity that were evoked by viewing surfaces with different slants. Thereby, we sought to quantify the information about differences between the viewed stimuli in different portions of the visual cortex. Logically, we might expect a number of different outcomes based on the sensitivity of a given area to different depth cues. First, consider an area that was exclusively sensitive to a given cue, for example, binocular disparity. The presence or absence of other cues should have little effect of the information about disparity contained in this area. Moreover, if different stimuli were presented that contained the same disparity, the area would be insensitive to stimulus differences. Such an area would constitute a pure disparity-processing module, and while potentially elegant from an engineering perspective, it would be biological unwieldy and is empirically unlikely (Cumming and DeAngelis, 2001; Parker, 2007; Orban, 2011; Welchman, 2011). Second, an area might be sensitive to different aspects of the cues that compose a slanted surface, but represent this information using different subpopulations. In this case information about depth from different cues would be collocated, but not integrated. The responses of this area would be expected to change in line with manipulations of different cues, and stimulus discrimination (based on the area’s activity) would improve when two (or more) cues specified differences in slant between the stimuli. Finally, an area might integrate information from the different depth signals, thereby enhancing discrimination performance when two or more cues specified the same information about slant. Given that improved discrimination performance is expected under scenarios two and three, how can we differentiate them?

We can conceptualize the information about different depth configurations in terms of bivariate probability density distributions for different slanted stimuli (Fig. 2.1a, b).
One way for an ideal observer to discriminate between two such distributions would be to use the optimal decision boundary. Under this solution, slant estimates from the two cues remain independent. The improved discrimination performance that this computation would yield can be calculated from the quadratic sum of the discriminabilities of the component cues (Fig. 2.1b). Alternatively, the visual system might fuse component cue dimensions into a single depth estimate. Under this solution, improved discrimination
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**Figure 2.1.** Illustration of the stimulus space and predictions for the discrimination performance of mechanisms based on the independent or fused use of depth cues. **A)** An observer is presented with two different slanted stimuli (anaglyph stereograms at the top) which we denote red and blue. We can conceptualise detectors for these stimuli based on independent depth estimates from disparity and texture. These detectors yield an estimate for each stimulus with a certain probability density function. The outputs of these detectors are conceptualised as bivariate Gaussian probability distributions (3D plot below) – with one distribution for the blue stimulus, and one for the red stimulus. The marginal projections (i.e. performance of the single cue detectors) are illustrated on the walls of the 3D plot. **B)** A planar projection of the bivariate Gaussians (colour saturation indicates probability density) to illustrate two possible computations when using the information from two depth cues. The red and blue stimuli could potentially be discriminated using either cue alone, but with some uncertainty (overlapping probability distributions). Two computations for reducing this uncertainty are illustrated: Independent – separation orthogonal to the optimal discriminating boundary (negative diagonal) and Fusion – multiplication of the probability densities associated with each cue. **C)** The idealized performance of a mechanism based on Fusion (top) or Independence (bottom). Illustrations on the right depict neural implementations within single voxels for the extreme cases of these two alternative computations. Each sphere represents a neuronal population that encodes depth from either component cue (yellow and blue) or from a combination of cues (green). An intermediate implementation (not depicted here) would contain all of these population types within a voxel.
occurs through a reduction in variance of the depth estimate.

To test which of these computations (independence or fusion) the visual system uses to achieve improved discrimination performance for combined cues, we assessed changes in fMRI responses related to independent manipulations of each cue. Our logic was that fMRI responses to different depth configurations should be more discriminable when texture and disparity cues were congruent. Further, the extent of this improved discriminability provides a means of distinguishing between the two alternative computations that might underlie cue integration (Ban et al., 2012). In particular, we expect that sensitivity to ‘single cue’ stimuli (Fig. 2.2: Texture; Disparity stimuli) should be attenuated by the presence of the conflicting cue only if depth estimates from the two cues are fused into a common representation. In that case, performance for congruent cue stimuli will exceed that predicted by quadratic summation of performance for ‘single cue’ stimuli (Fig. 2.1c). In contrast, if depth representations are co-located but remain independent, then performance for combined cue stimuli should be predicted by quadratic summation. Using this logic, we used MVPA to decode information about surface slants defined by disparity, texture and their congruent and incongruent combinations.

While the experimental logic and methods employed here have previously been used to test for cue fusion (Ban et al., 2012), there are two fundamental differences. First, we test two qualitatively different types of cue: disparity and texture. Whereas motion and disparity are computationally similar cues that can both be used to compute absolute depth (given knowledge of ego-motion, inter-pupillary distance, and gaze angle), texture provides only relative depth information (Landy et al., 1995). Outputs from independent texture and disparity processing circuits cannot therefore simply be averaged in order to estimate depth. It remains an open question as to whether the integration of qualitatively similar (motion and disparity) and dissimilar (texture and disparity) cue pairings share a common
neural substrate. Second, the previous study assessed cue combination for simple depth order relationships between frontoparallel surfaces. Here we test neural responses to slanted surfaces - a far more behaviourally relevant depth structure that is important for the estimation of extended surfaces and a critical step in the processing of complex/curved surfaces and solid 3D objects.
2.2. Materials and Methods

*Observers*

Fifteen healthy observers from the University of Birmingham with normal or corrected-to-normal vision participated in the fMRI experiment. The mean age was 25.8 years (range = 21-37, 6 female). Three participants’ data were excluded from analysis due to excessive head movements during scanning, which prevented voxel correspondence necessary for multi-voxel pattern analysis (MVPA). Excessive head movement was defined as more than 10 sharp head movements (≥ 1mm displacement between consecutive volumes), or ≥ 4mm total displacement over the course of a 7 minute run. After excluding runs that exceeded these thresholds, three participants had fewer than 5 remaining runs, and so were excluded entirely as there was insufficient data for MVPA. In general, participants were able to remain still throughout scanning (the mean maximum head displacement per run for included participants was 1.2 mm vs. 2.8 mm for excluded participants). Participants were screened for stereoacuity and contraindications to MRI prior to the experiment. All experiments were conducted in accordance with the ethical guidelines of the Declaration of Helsinki and were approved by the University of Birmingham STEM ethics committee.

*Stimuli*

Stimuli were grayscale stereograms of textured planar surfaces, with slant (rotation about a central horizontal axis) defined independently by texture and disparity (*Figs. 2.2a, c*). Surface textures were generated by voronoi tessellation of a regular grid of points (1° ± 0.1° point spacing) randomly jittered in two dimensions by up to 0.3° (Knill, 2003; Nardini et al., 2010a). Each texture element (texel) was randomly assigned a grey level and shrunk...
about its centroid by 20%. This created the appearance of ‘cracks’ between the texels, the width of which also varied with surface slant and thus provided additional texture information. Textures were mapped onto a vertical virtual surface and rotated about the horizontal axis by the specified texture-defined slant angle, before a perspective projection consistent with the physical viewing geometry was applied. From this cyclopean view, binocular disparity was then calculated and applied to each vertex based on the specified disparity-defined slant angle.

Surfaces were presented inside a circular aperture with a radius of 3.5°, and a cosine edge profile in order to blur the appearance of depth edges. Stimuli were presented
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**Figure 2.2.** A) A cartoon illustrating the opposing slanted surfaces tested in the study. The two eyes are illustrated fixating the marker at the center of the display. B) The sequence of events for a single trial in the behavioural experiment. C) Examples of the two slant levels for the 4 conditions tested in the experiment. Stimuli are rendered as red-cyan anaglyphs for stereoscopic viewing (red filter over left eye). Note that for the Incongruent condition, the stimuli are labeled according to the slant specified by texture – i.e. in the top (‘-30°’) stimulus, texture signals -30° and disparity signals +60° slant. In the bottom stimulus, texture signals +60° and disparity -30°.
on a mid-grey background, surrounded by a grid of black and white squares (75% density) designed to provide an unambiguous background reference. Texture-defined position in depth—which corresponds to mean texel size—was randomized for each stimulus presentation by increasing point spacing in the initial grid of points by ±10%. This reduced the reliability of mean texel size in a given portion of the stimulus as a cue to surface slant. Disparity-defined position in depth was kept constant across all stimulus presentations.

Stimuli in the ‘single cue’ conditions (Texture, and Disparity) were intentionally designed to contain a cue conflict for two reasons. First, the premise of our test for cue fusion was that the presence of cue conflict would reduce sensitivity to ‘single cue’ conditions only if cues are fused, but not if they remain independent. Second, the presence of both component cues in all stimulus conditions minimized low-level differences that would otherwise complicate comparison of responses to different conditions. For example, monocular presentation (which is frequently used to isolate texture cues in behavioural studies) is known to significantly affect both univariate and multivariate fMRI responses (Büchert et al., 2002; Schwarzkopf et al., 2010). We presented all stimuli binocularly, and stimuli in the Texture condition were given a disparity-defined slant of 0°. To attenuate the reliability of the disparity cue for this condition, the disparity-defined position in depth of each texel was randomly jittered between ±2 arcmin. Similarly, stimuli in the Disparity condition had a texture-defined slant of 0°. Stimuli in the Incongruent condition consisted of each cue signaling one of the two base slant angles (i.e. texture signaled -30° and disparity signaled +60° or vice versa). For the behavioral experiment, the increments applied to create test stimuli shifted texture and disparity defined slants in opposite directions to each other (i.e. the absolute slant of both cues either increased or decreased relative to the base slants).
Stimuli were programmed and presented in MATLAB (The MathWorks, Inc., Matick, MA) using Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997). Stereoscopic presentation in the scanner was achieved using two projectors (JVC, D-ILA SX21) containing separate spectral interference filters (INFITEC). The two projections were optically combined using a beam-splitter and entered the scanner room through a wave guide. This method produced negligible cross talk between the two images, since the filtered emission spectra for the two projectors contained little overlap. Stimuli were back-projected (1280 x 1024, 52 x 41.6cm) onto a translucent screen inside the bore of the magnet and viewed via a front-surfaced mirror attached to the head coil and angled at 45° above the observers’ heads. This resulted in a viewing distance of 65cm, from which the entire slanted plane stimulus was visible within the binocular field of view. In a separate session, a subset of participants (n = 3) repeated the experiment in the scanner while eye movement was recorded monocularly using a CRS limbus eye tracker (Cambridge Research Systems Inc.).

For the initial psychophysical experiment, binocular presentation was achieved using a stereoscope setup consisting of a pair of ViewSonic FB2100x CRT monitors (1600 x 1200, 100Hz) viewed through front-surfaced mirrors at a viewing distance of 50cm. A subset of participants (n = 5) repeated the experiment on a second stereoscope, which consisted of a pair of Samsung 2233RZ LCD monitors (1280 × 1024, 120Hz). These monitors were viewed through front surfaced mirrors, at a viewing distance of 50cm and participants’ head position was stabilized by an eye mask, head rest and chin rest. For all display devices in all experiments, linearized gamma tables were calculated based on photometric measurements (Admesy, Ittervoort, The Netherlands), and paired display devices were calibrated to produce matched luminance outputs.
**Vernier Task**

During experimental scans, participants performed an attentionally demanding Vernier task at fixation and were not required to discriminate slant. This served two purposes. First, it ensured consistent attentional allocation between conditions, making it unlikely that systematic differences in attention could modulate decoding performance. Second, it provided a subjective measure of eye position, allowing us to assess whether there were any systematic differences in eye vergence between conditions. Participants were instructed to fixate a central crosshair fixation marker that was present throughout experimental scans. The fixation marker consisted of a white square outline (side length, 0.5°) and horizontal and vertical nonius lines (length, 22 arcmin) presented inside a mid-grey disk (diameter 1.25°). One horizontal and one vertical line were presented to each eye in order to promote stable vergence and to provide a reference for a Vernier task (Popple et al., 1998). The Vernier target line subtended 6.4 arcmin in height by 2.1 arcmin in width, and was presented at 7 evenly spaced horizontal offsets of between ± 6.4 arcmin for 500ms (with randomized onset relative to stimulus) on 50% of TRs. Participants were instructed to indicate, by button press, which side of the central upper vertical nonius line the target appeared, and the target was presented monocularly to the contralateral eye. We obtained a subjective measure of observers’ vergence by fitting a cumulative Gaussian psychometric function to the proportion of ‘target on the right’ responses against horizontal target offset. Bias (deviation from the desired vergence position) in participants’ judgments was close to zero.

**Psychophysics**

In the initial psychophysics experiment conducted prior to the fMRI scans, participants performed a two interval forced choice discrimination task in which they were sequentially presented a reference stimulus (one of the 8 conditions: 2 slants x 4 cue
configurations, Fig. 2.2c) and a test stimulus in a randomized order (Fig. 2.2b). Each stimulus was presented for 1000ms (as in the scanner) with an inter-stimulus interval of 500ms between the two. Participants were instructed to indicate which interval contained the more slanted surface (i.e. which was further from frontoparallel). The difference in slant angle ($\Delta d$ and/or $\Delta t$) between reference and test stimuli was controlled via an adaptive staircase method (Watson and Pelli, 1983), with a maximum limit of ±20°. This limit was chosen in order to avoid presentation of test slants of greater than 80° (at which point the surface required to fill the stimulus aperture becomes prohibitively large, and disparities cannot be fused (Burt and Julesz, 1980) or smaller than 10° (at which point textures cannot be reliably discriminated from frontoparallel). Further, previous studies reported discrimination thresholds of less than 20° for this type of stimulus (Knill, 2003).

In the main behavioural experiment, a staircase consisting of 20 trials was run for each base slant in each condition, and all conditions were interleaved in a pseudo-randomized order. Data were then combined to calculate the just noticeable difference (j.n.d.) for the four different cue configuration conditions (Disparity, Texture, Congruent, Incongruent). Threshold estimates greater than 125% of the maximum slant difference (20°) were substituted with a value of 25°, since these estimates were based on insufficient sampling of the psychometric function (Wichmann and Hill, 2001a;b). This typically occurred for the Incongruent cue condition, as observers required more than 20° difference between stimulus pairs to reliably judge slant differences. Thus, the mean sensitivity for Incongruent stimuli is likely an over-estimate of the true sensitivity, and the relatively low S.E.M. in this condition is due to capping upper values of the threshold.

To obtain more detailed threshold estimates, a subset of participants ($n = 5$) were retested over 7 separate sessions, in which interleaved staircases were programmed to converged at six different points distributed broadly along the psychometric function. For
each condition tested (Texture, Disparity, and Congruent), data from 820 trials were fitted with a cumulative Gaussian psychometric function using a bootstrapping method (Psignifit toolbox; Wichmann and Hill, 2001a,b). Parameters for lapse rate (λ) and guess rate (γ) were constrained to the range 0-0.1, while the point of subjective equality (β) was constrained to equal the base slant. Threshold estimates from these data were consistent within participants across sessions, and were used in place of the original threshold estimates for the observers and conditions that were retested. This method generally produced slightly lower threshold estimates compared to the single staircase method, since incorrect responses early in a session had less influence on the subsequent sampling range. This was most noticeable for the Texture condition, where all threshold estimates measured using multiple staircases were less than the maximum slant difference tested (20°).

To test for behavioural performance compatible with a fusion computation, we calculated predictions for the minimum bound based on quadratic summation (Fig. 2.1b). Quadratic summation was calculated using the formula:

\[ \text{Quadratic } \Sigma = \sqrt{S_T^2 + S_D^2} \]  \hspace{1cm} (1)

where \(S_T\) and \(S_D\) are the observer’s sensitivities (1/j.n.d.) in each of the single cue conditions. To further contrast observers’ performance on combined cue conditions against the performance predicted by quadratic summation, we calculated a psychophysical integration index (ψ):

\[ \psi = \frac{S_{T+D}}{\sqrt{S_T^2 + S_D^2}} - 1. \]  \hspace{1cm} (2)

A value of zero for this index would indicate that sensitivity to combined cues was equal to that predicted by quadratic summation of individual cues (the minimum bound for
fusion). Integration indices were calculated for each observer and then bootstrapped using 10,000 iterations.

**Imaging**

Data were collected at the Birmingham University Imaging Centre using a 3 tesla Philips Acheiva MRI scanner with an 8-channel head coil. Blood oxygen level-dependent (BOLD) fMRI data were acquired using a gradient echo echo-planar imaging (EPI) sequence [echo time (TE), 34ms; repetition time (TR), 2000ms; voxel size, 1.5 x 1.5 x 2 mm, 28 slices covering occipital cortex] for experimental and localizer scans. Slice orientation was close to coronal section but rotated about the mediolateral axis with the ventral edge of the volume more anterior in order to ensure coverage of lateral occipital cortex (Fig. 2.3b). A high resolution T1-weighted anatomical scan (voxel size, 1mm isotropic) was additionally acquired for each participant.

*Defining regions of interest*
We localized regions of interest (ROIs) for each participant using standard retinotopic mapping procedures (Fig. 2.3a). Retinotopically organized visual areas V1, V2, V3v, V4, V3d, V3A, V3B, and V7 were defined using polar and eccentricity maps, which were generated by fMRI responses to rotating wedge and expanding concentric ring stimulus presentations respectively (DeYoe et al., 1996; Sereno et al., 1995). V3 was
divided into dorsal and ventral quadrants in each hemisphere (V3d and V3v) in line with previous delineation based on both functional and cytoarchitectonic distinctions (Wilms et al., 2010). Area V4 was defined as the region of ventral visual cortex adjacent to V3v containing a representation of the upper quadrant of the contralateral visual field (Tootell and Hadjikhani, 2001; Tyler et al., 2005). Area V7 was defined as the region of retinotopic
activity anterior and dorsal to V3A (Tootell et al., 1998; Tsao et al., 2003; Tyler et al., 2005).

Area V3B/KO (Zeki et al., 2003; Tyler et al., 2006) was defined as the area comprising the union of retinotopically mapped V3B and an area ‘KO’ that was functionally localized by its preference for motion-defined boundaries compared to transparent motion of black and white dots ($p < 10^4$) (Dupont et al., 1997; Tootell and Hadjikhani, 2001; Zeki et al., 2003; Tyler et al., 2006). This area contained a full hemifield representation, inferior to V7 and anterior to, and sharing a foveal confluence with, V3A (Tyler et al., 2005). A previous study revealed no clustering of voxels selective for cue integration within V3B/KO that might provide grounds for separating the two areas (Ban et al., 2012; their Supplementary Fig. S7).

Human middle temporal complex (hMT+/V5) was defined as the set of voxels in lateral temporal cortex that responded significantly more strongly ($p < 10^4$) to transparent dot motion compared to a static array of dots (Zeki et al., 1991). Lateral occipital complex (LOC) was defined as the set of voxels in lateral occipito-temporal cortex that responded significantly more strongly ($p < 10^4$) to intact compared to scrambled images of objects (Kourtzi et al., 2005). LOC subregion LO, which extended into the posterior inferotemporal sulcus, was defined based on the overlap of functional activations and anatomical structures, consistent with previous studies (Grill-Spector et al., 2000). For a subset of participants ($n = 8$) regions of the intra-parietal sulcus (VIPS, POIPS, DIPSM) were functionally localized based on significantly stronger responses to 3D structure-from-motion than for 2D transparent motion (Orban et al., 1999; Orban et al., 2006a), and defined using anatomical landmarks.
**fMRI design**

In the fMRI experiment, each run consisted of 24 blocks and began and ended with a 16s fixation period during which only the background and fixation marker were presented. Each block was 16s duration and consisted of a stimulus from one of the eight conditions (a new stimulus was created for each trial) being presented for 1s followed by a 1s fixation period. Block order was randomized and each of the 8 conditions was presented for 3 blocks per run. Eleven observers completed 9 runs and one completed 8.

**fMRI data analysis**

Anatomical scans of each participant were transformed into Talairach space (Talairach and Tournaux, 1988) and inflated and flattened surfaces were rendered using BrainVoyager QX™ (BrainInnovation, Maastricht, The Netherlands). Functional data were preprocessed using slice timing correction, head motion correction and high-pass filtering before being aligned to the participant’s anatomical scan and transformed into Talairach space. We ran univariate analyses using random effects (RFX) group GLM analysis to contrast BOLD responses to the two slant angles, for each of the four conditions. Additionally we contrasted the combination of responses to the two component cue conditions (Texture + Disparity) vs. the Congruent condition, and Incongruent vs. Congruent.

For multivariate analyses, we tested the discriminability of BOLD responses to the two different slant angles (60° vs. -30°). Since visual areas differ considerably in size, and ROIs that contain more voxels could yield higher classification accuracies, we selected the same number of voxels across ROIs and observers (Haynes and Rees, 2005; Serences and Boynton, 2007; Preston et al., 2008). For each ROI we selected gray matter voxels from both hemispheres and ranked them based on their response (as indicated by t-values calculated using the standard general linear model) to all stimulus conditions compared to
fixation baseline across experimental runs. Pattern size was restricted to voxels showing a \( t \) value greater than 0 for the contrast of all stimuli versus fixation. Assessment of the point at which classification accuracies tended to saturate as a function of pattern size resulted in the selection of 300 voxels per ROI. In 11 ROIs (out of 120 across all participants) where fewer than 300 voxels reached threshold, all voxels above threshold were included in the ROI (mean = 199 ± 16 SEM). This voxel selection process has been validated by previous studies (Kamitani and Tong, 2005; Preston et al., 2008).

We normalized each voxel time course separately for each experimental run (by calculating z-scores) to minimize baseline differences across runs. The multivariate analysis data vectors were produced by applying a 4s temporal shift to the fMRI time series to compensate for the lag time of the hemodynamic response function, and then averaging all time series data points of an experimental condition. Univariate signals were removed before conducting SVM analysis, by subtracting the mean response of all voxels in a given volume, from each voxel in that volume. All volumes therefore had the same mean value across voxels, but different patterns of activity. We used a support vector machine (SVMlight toolbox, http://svmlight.joachims.org) for classification and performed a ninefold leave-one-out cross-validation, in which data from eight runs were used as training patterns (24 patterns, 3 per run) and data from the remaining run were used as test patterns (3 patterns). For each participant, the mean accuracy across cross-validations was taken.

To quantify differences in SVM prediction accuracies between combined cue conditions and the minimum bound prediction, we calculated an fMRI integration index:

\[
\phi = \frac{d^* \phi + \tau}{a \phi^2 + a^* \phi} - 1
\]
where $d'_{D+T}$, $d'_D$, and $d'_T$ are SVM discriminability in d-prime units, calculated using the formula:

$$d' = 2 \times \text{erfinv}(2p-1)$$  \hspace{1cm} (4)

where \text{erfinv} is the inverse error function and $p$ is the proportion of correct classifications.

To test for transfer of classifier learning between individual cue conditions, we used recursive feature elimination (RFE) to select the voxels in each ROI that made the greatest contribution to classifier performance (De Martino et al., 2008). Voxels were iteratively discarded independently for each cross-validation, for each condition, and the final voxels used for SVM analysis were selected from the intersection of corresponding validations.

In addition to performing our standard region of interest analysis, we used a ‘searchlight’ MVPA approach (Kriegeskorte et al., 2006), which sequentially sampled small volumes of cortical voxels within a 9mm radius, throughout the entire cortical volume. Prior to analysis, a mask was applied to exclude voxels located outside of cortex, and voxels with a $t$ value less than 0 for the contrast of all stimuli versus fixation were excluded. For each sample, we ran three SVM classification analyses discriminating the activity evoked by different slants in the Texture, Disparity and Congruent cue conditions. From these sensitivity values we then calculated the fMRI integration index ($\phi$) for each sample (Fig. 2.3a). Using this approach we sought to determine whether we had missed any important areas outside of the independently localized regions of interest.

Analysis of variance was performed in SPSS (IBM Corporation), and Greenhouse-Geisser correction was applied where the assumption of sphericity was not met. We report the results of two different statistical tests that both assess cue fusion: repeated measures ANOVA and bootstrapped fMRI integration indices. The former test estimates variances
based on the sample of SVM sensitivities (12 participants), assuming a Normal distribution. The latter estimates variances in a manner that is model free, since the population (10,000 data points) is calculated from permutations of the sample. While ANOVA is a standard parametric test, we include the bootstrap analysis for a more sensitive and direct assessment of our key statistic of interest: sensitivity to Congruent cues relative to quadratic summation of component cue sensitivities.
2.3. Results

*Psychophysics*

We measured participants’ sensitivity to small differences in surface slant defined in the Disparity, Texture, Congruent and Incongruent conditions. Specifically, we presented two stimuli and asked observers to decide which had the greater slant, using an adaptive staircase procedure to control the slant difference between the two stimuli. We found significant differences in the ability of observers to judge slant under the different conditions ($F(1.5, 16.9)=7.191$, $p<0.01$), with best discrimination performance observed when slant differences were congruently indicated by both texture and disparity (Fig. 2.4a). This performance was significantly better than that in the two ‘single’ cue conditions.
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**Figure 2.4.** Behavioural tests of cue integration. **A** Bars represent the mean sensitivity across observers ($n = 12$) and base slants for the four experimental conditions. Sensitivity is calculated as the reciprocal of the just noticeable difference (j.n.d.), which is in degrees. Error bars show between-observers SEM. The dashed horizontal line indicates predicted sensitivity for combined cue conditions based on quadratic summation of the observed sensitivities to individual cue conditions. *$p<0.05$. **B** Distribution plots of bootstrapped psychophysical integration indices for combined cue conditions. A value of zero indicates that combined cue performance was equal to that predicted by quadratic summation. Notches represent median, boxes represent 68% confidence intervals, and the error bars represent 95% confidence intervals. *$p<0.001$. 

(Texture condition: \( F(1,11)=8.96, p<0.01; \) Disparity condition: \( F(1,11)=3.60, p=0.042, \) one-tailed) confirming the expectation that slant sensitivity improves for congruent combinations of cues. As discussed in the Introduction, an improvement in performance per se would be expected on the basis of both a fusion mechanism and a discrimination based on the outputs of independent detectors. We were therefore interested in the extent of the improved performance in the Congruent cue condition, relative to performance for the ‘single cue’ component conditions.

To assess whether participants integrated information from disparity and texture in line with cue fusion, we used a psychophysical integration index (\( \psi \)) that compared performance in the Congruent cue case to the minimum bound expected for fusion using the quadratic summation of component cue accuracies (Fig. 2.4b). Using this index, a value of zero would suggest performance improvements in line with independent access to texture and disparity signals, while a value in excess of zero suggests that signals from the two cues are fused to support perceptual judgments. We found performance in the Congruent cue condition exceeded the minimum bound for fusion (\( p<0.001 \)). However, when the cues were Incongruent, \( \psi \) did not exceed zero (\( p>0.999 \)). Indeed, performance in the Incongruent condition was, on average, lower than the single cue component conditions, although the low variance observed for this condition was a result of capping maximum threshold estimates (see Materials and methods). Together, these results suggest that participants fused the information from disparity and texture cues to estimate surface slant.

fMRI

We measured fMRI responses in regions of interest within the visual cortex (Fig. 2.3) while participants were presented with slanted stimuli (-30° and +60°) defined by
Disparity, Texture, Congruent or Incongruent cues (Fig. 2.2). Univariate analyses revealed no significant differences in BOLD response to different slants in any condition, except for in the Texture condition. For this condition, small clusters of voxels in foveal regions of early visual areas (V1 and V2) showed significant changes in mean response to different texture-defined slants. This result likely reflects differences in spatial frequency between these stimuli. However, we did not find this for any other conditions, suggesting that differences in BOLD responses related to spatial frequency were only detectable in the absence of concomitant differences in disparity gradient. Importantly, none of the cortical areas for which subsequent multivariate analysis suggest cue fusion (see below) showed any reliable differences in univariate response between slants or conditions.

We next quantified the information about the presented stimuli in each region of

![Graph showing classifier prediction performance for discriminating +60° versus -30° slants for all regions of interest. Dotted lines indicate the performance predicted for combined cue conditions based on quadratic summation of performance observed in the Texture and Disparity (single cue) conditions. Error bars indicate SEM. Asterisks indicate areas where sensitivity for congruent cues (green bars) significantly exceeded performance predicted by quadratic summation (red horizontal lines) (p<0.05).](image)

**Figure 2.5.** Classifier prediction performance for discriminating +60° versus -30° slants for all regions of interest. Dotted lines indicate the performance predicted for combined cue conditions based on quadratic summation of performance observed in the Texture and Disparity (single cue) conditions. Error bars indicate SEM. Asterisks indicate areas where sensitivity for congruent cues (green bars) significantly exceeded performance predicted by quadratic summation (red horizontal lines) (p<0.05).
interest by training a machine learning classifier to discriminate the patterns of fMRI activity evoked by the different slants. We were able to reliably decode the presented stimuli in all regions of interest, and decoding accuracy varied by condition (Fig. 2.5). Notably, classifier sensitivity to Texture was close to zero in higher dorsal and ventral areas, yet these same regions showed improved sensitivity for Congruent compared to Disparity conditions. This suggests that these areas do process texture in the absence of cue conflict, and the low classification accuracies observed for the Texture condition may have been related to the dominance of disparity signals in that condition. In contrast, decoding accuracies for Disparity were relatively high in dorsal areas, in line with previous findings for decoding of fMRI responses to disparity (Preston et al., 2008; Ban et al., 2012). Our primary interest, however, was not to compare classification accuracies between ROIs (since these are influenced by various factors besides neural activity), but to assess the relative performance between conditions within each area.

In early visual cortex (V1 and V2) classifier accuracy was above chance for all conditions. However, it is unlikely that these areas explicitly encode representations of surface slant from texture and/or disparity. Instead, the representations of local disparities and image features represented in these areas are likely to provide important inputs to higher areas that encode depth gradients. This low-level image feature information differs between the different stimulus classes, and as such supports decoding of one slant from the other. Reassuringly, classifier performance for the Congruent condition did not exceed quadratic summation in early visual areas, suggesting that signals related to texture and disparity signals remain independent at this stage of processing.
In contrast, prediction accuracies for the Congruent condition were significantly higher than for either component cue in V3v (F(3,33) = 5.41, p<0.01) and V3B/KO (F(3,33) = 13.16, p<0.001). To assess integration, we calculated the minimum bound prediction based on quadratic summation of classifier sensitivities to individual cues (Fig. 2.5, red lines). Classifier performance for Congruent stimuli was higher than predicted by quadratic summation in areas V3v, V3B/KO, and V7. This difference was only statistically significant in area V3B/KO, and—importantly—only when cues were congruent (F(1,11) = 4.16, p=0.033), but not when they were incongruent (F(1,11)<1, p= 0.39; Fig. 2.5). The pattern of classifier prediction accuracies across conditions in V3B/KO is therefore reminiscent of the pattern of observers’ behavioral accuracy for discriminating between slants (Fig. 2.4).

To quantify the differences between classifier accuracies for combined cue conditions and the minimum bound prediction, we calculated fMRI integration indices (Materials and Methods, equation 3). Based on previous findings, we anticipated that the cue integration index would exceed zero in V3B/KO for the Congruent condition (Ban et al., 2012). This expectation was confirmed as statistically reliable (after Bonferroni correction for multiple comparisons) in V3B/KO (p=0.005). In addition we found integration indices for the Congruent condition above zero (uncorrected significance

<table>
<thead>
<tr>
<th>Cortical region</th>
<th>Congruent $\phi &gt; 0$</th>
<th>Incongruent $\phi \leq 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>0.373</td>
<td>0.314</td>
</tr>
<tr>
<td>V2</td>
<td>0.43</td>
<td>0.19</td>
</tr>
<tr>
<td>V3v</td>
<td>0.01</td>
<td>0.081</td>
</tr>
<tr>
<td>V4</td>
<td>0.125</td>
<td>0.212</td>
</tr>
<tr>
<td>LO</td>
<td>0.099</td>
<td>0.023</td>
</tr>
<tr>
<td>V3d</td>
<td>0.33</td>
<td>0.30</td>
</tr>
<tr>
<td>LOC</td>
<td>0.81</td>
<td>0.63</td>
</tr>
<tr>
<td>V3B/K</td>
<td>0.00</td>
<td>0.358</td>
</tr>
<tr>
<td>V7</td>
<td>0.037</td>
<td>0.051</td>
</tr>
<tr>
<td>hMT+/V5</td>
<td>0.077</td>
<td>0.102</td>
</tr>
</tbody>
</table>

**Table 2.1.** Significance tests for the integration index ($\phi$)

Bold p-values indicate significance after Bonferroni correction for multiple comparisons; italicized p-values indicate significance at the uncorrected threshold (p<0.05). LO, lateral occipital cortex; hMT+, human middle temporal complex.
threshold) in areas V3v and V7 (Fig. 2.6; Table 2.1). These results suggest cortical representations that are compatible with the fusion of slant information from the disparity and texture signals.

The inclusion of the Incongruent condition afforded an additional test of the idea that representations were fused, rather than collocated but independent. Specifically, if the representations of the two stimulus dimensions (disparity and texture) remain independent, then the performance predicted for the Incongruent condition will be equal to the quadratic sum of the component cues. This can be understood by considering that the separation between two stimulus distributions (as conceptualized in Fig. 1) remains the same, irrespective of the sign of the differences between component cues (Fig. 1b). In contrast, fusion predicts one of two possible outcomes, based on previous theoretical work (Clark and Yuille, 1990; Landy et al., 1995). Under ‘strict’ fusion, the variance of the combined cue estimate for an Incongruent stimulus would increase, and performance would deteriorate below that of either component cue. Alternatively, under ‘robust’ fusion, performance would revert to the level of one of the two component cues. We found that

Figure 2.6. Notched distribution plots of bootstrapped fMRI integration indices for all regions of interest. Plots are shown for the results obtained with Congruent and Incongruent stimuli. A value of zero indicates that combined cue performance was equal to that predicted by quadratic summation. Notches represent the median, boxes represent 68% confidence intervals, and the error bars represent 95% confidence intervals. * \( p < 0.05 \); ** \( p < 0.001 \).
cue integration indices exceeding the minimum bound where not observed when cues were highly inconsistent in areas V3B/KO and V3v (Fig. 5) while results in area V7 were similar for Congruent and Incongruent cue configurations. In particular, accuracy for Incongruent stimuli in V3B/KO was slightly below that predicted by quadratic summation, and not separable from performance in the single cue disparity cue condition. This result is compatible with the robust fusion of cues in V3B/KO, and consistent with the results of Ban et al. (2012).

To assess the extent to which fMRI responses were related to depth structure in general, we tested whether training the classifier on data from one single cue condition (e.g. Texture) would allow predictions to be made for data obtained in the other single cue condition (e.g. Disparity). Such transfer between depth signals would suggest generalized depth representations. However, we failed to find any evidence of transfer between cues – specifically, accuracies for transfer between cues were not significantly different from baseline accuracies obtained by performing within-cue tests when the labels given to the classifier were randomly permuted. This result suggests that identical slants in the two single cue conditions elicited very different patterns of activity. This might reflect insufficient generalized representation of depth structure within individual voxels in the cortical regions tested. However, it might equally reflect the cue conflicts present in the single cue stimuli. For example, training the classifier to use disparity-related activity to discriminate between slants would not be useful for decoding slant in the Texture condition, where disparity always signaled zero slant.

We also considered the involvement of regions of the intraparietal sulcus (IPS). However, searchlight analyses (Kriegeskorte et al., 2006; Preston et al., 2008; Ban et al., 2012) revealed that sensitivity to Congruent stimuli did not significantly exceed quadratic summation of sensitivities to component cue stimuli in regions beyond extrastriate cortex.
in many of our participants (Fig. 2.3). Correspondingly, we did not find reliable decoding accuracies in any of the IPS regions tested (VIPS, POIPS, DIPSM) for the subset of participants for whom we had independently localized parietal regions (n = 8). This might indicate that slant representation is sparsely encoded in these regions (as appears to be the case in inferior temporal cortex; Liu et al., 2004), and therefore unable to significantly bias the activity of individual voxels. Further, these parietal regions might be more sensitive to tilt than slant (Shikata et al., 2001; Shikata et al., 2008), or to 3D boundaries than to large surfaces (Theys et al., 2012), since in-plane orientation and object segmentation are more critical for guiding eye-movements and grasping responses.

A possible concern is that the decoding accuracies reported here might reflect fMRI activity not related to sensory processes. Our inclusion of control measures was therefore important. In particular, participants performed an attentionally demanding Vernier task at fixation during scans, which ensured consistent attentional allocation between conditions, and provided a subjective measure of eye position. Using this method, we found no significant differences in estimated vergence position between conditions (Fig. 2.7). Although it was not possible to measure eye vergence directly during the scan, we measured eye position (monocularly) while participants performed the task in the scanner during separate test sessions. These measures suggested that observers were able to reliably maintain fixation and revealed no systematic differences in eye position between conditions (Fig. 2.7). Taken together, these control measures suggest that differential attentional allocation or differences in eye movements are unlikely to account for our findings.
Figure 2.7. Subjective and objective eye movement analysis. A) Participants performed a Vernier task during scanning, in which they reported the perceived direction of horizontal offset of a small target relative to the central nonius line of the fixation marker. For each participant we fitted a cumulative Gaussian to the proportion of ‘right’ responses as a function of the horizontal offsets of the targets, to obtain bias and slope measurements. Bias (deviation from the desired vergence position) in participants’ judgments was close to zero. Repeated measures ANOVA revealed no significant effect of condition (F(3,33)=1.15, p=0.34), slant angle (F(1,11)<1, p=0.95), or interaction (F(3,33)=2.32, p=0.09). Similarly we found no differences in the slope of the psychometric functions by condition (F(3,33)<1, p=0.41), slant (F(1,11)<1, p=0.87), or interaction (F(3,33)=2.81, p=0.07). Performance on the Vernier task therefore suggests that participants were able to maintain stable eye vergence (Popple et al., 1998). Error bars show SEM between subjects (n = 12). B) We recorded horizontal eye movements for a subset of participants (n=3) while they lay in the scanner bore, using a monocular eye tracker (CRS, Ltd, Rochester, UK) with a stated accuracy of < 0.25 degrees visual angle. No significant differences were observed across conditions for eye position (F(3,6)=1.39, p=0.34), number of saccades (F(3,6)=2.26, p=0.18), or saccade amplitude (F(3,6)=1.38, p=0.34). Traces of mean eye position aligned to the start of each trial showed only small deviations from fixation, with no systematic differences between conditions.
2.4. Discussion

Reliable estimation of 3D surface orientation is a critical step in recognizing and interacting with complex 3D objects, and can be enhanced by integrating information from multiple depth cues. Binocular disparity and texture are two important—but qualitatively very different—cues to surface orientation, yet little is known about the neural processes involved in integrating these sources of information. Here we assessed fMRI responses in visual cortex to slanted surfaces defined by texture and disparity cues using two criteria. First, we used a quadratic summation prediction to test for regions where performance for congruent cue stimuli exceeded the performance expected if depth representations from texture and disparity are co-located but independent. Second, we tested whether this result was specific to conditions where the two cues congruently signaled the same depth configuration. We found that the first criterion was met in visual area V3B/KO and to a lesser extent in V3v and V7, while the second criterion was again met most reliably in V3B/KO, but to some extent in V3v. These results suggest that area V3B/KO in particular integrates texture and disparity cues by fusing depth estimates, while other extrastriate visual areas (V3v) might also support fusion computations in addition to independent representations of these cues. Further, the pattern of slant discriminability across stimulus conditions in V3B/KO was consistent with the pattern of behavioural sensitivity to surface slant when observers were tested on a discrimination task. These findings suggest that area V3B/KO plays an important role in the integration of qualitatively and computationally different cues to surface slant.
Surface orientation components: slant and tilt

Previous neurophysiological studies have reported neuronal responses to surface tilt defined by either texture or disparity in both parietal and temporal cortices (Tsutsui et al., 2001; Liu et al., 2004). In contrast to our manipulation of surface slant, these studies manipulated surface tilt by rotating surfaces with a fixed slant within the plane of the screen. The neural selectivity measured in these studies was therefore for the orientation of the depth gradient, rather than the magnitude of that gradient. Behavioural evidence suggests that sensitivities to tilt and slant components of surface orientation are independent of one another (Stevens, 1983; Norman et al., 2006), and neurophysiological evidence also suggests that neural selectivity for these two components may be mostly independent (Liu et al., 2004; Sanada et al., 2012). It is not clear whether the presence of multiple depth cues produces comparable enhancements in perceptual judgment of tilt as for slant. Specifically, tilt selectivity might be less critically dependent on cue integration. Further work is required to examine how cue integration benefits perception of surface orientation involving both tilt and slant components.

Surface orientation processing in the dorsal visual pathway

The current findings complement recent evidence that disparity and relative motion depth cues are integrated in area V3B/KO (Ban et al., 2012). However, the computations involved in extracting depth from motion parallax and disparity cues are qualitatively similar, requiring integration of retinal information across time and space respectively (Rogers and Graham, 1982; Anzai et al., 2001). Taken together, these findings suggest that V3B/KO plays a central role in the integration of depth cues in general, even for qualitatively or computationally quite different sources of information. More importantly, the present findings demonstrate that the same cortical circuits involved in processing
simple depth order relations (Ban et al., 2012) also support estimation of more complex and behaviourally relevant depth structures, such as surface slant.

Our finding that V3B/KO (and to a lesser extent V7) plays an important role in the integration of depth cues to surface slant is consistent with existing evidence that emphasizes dorsal pathway involvement in depth processing. Other dorsal areas in extrastriate cortex that have been implicated in the processing of surface orientation include motion selective areas MT/V5 and MSTd (Xiao et al., 1997; Sugihara et al., 2002; Nguyenkim and DeAngelis, 2003; Sanada et al., 2012), which encode information about surface orientation from both motion and disparity cues. Recent evidence suggests that single MT neurons integrate motion and disparity gradient information, but display comparatively less selectivity for texture (Sanada et al., 2012). Encoding of depth gradients in these areas could support higher level representations of 3D surface orientation that are found further along the dorsal stream in posterior parietal cortex (Shikata et al., 2001; Tsutsui et al., 2002).

Parietal cortex has previously been implicated in processing depth from disparity as well as various monocular cues (Shikata et al., 2001; Sereno et al., 2002; Tsutsui et al., 2002; Georgieva et al., 2008; Durand et al., 2009; Srivastava et al., 2009; Orban, 2011). In the present study, we observed higher classification accuracy for congruent cues compared to quadratic summation in area V7, which may correspond to CIP in the macaque (Tsutsui et al., 2002; although, for more detailed discussions of human-macaque parietal homology, see: Orban et al., 2006a; Shikata et al., 2008). It should be noted that ventral intraparietal sulcus (VIPS) and V7 have been considered to overlap by other groups (Swisher et al., 2007; Georgieva et al., 2009), and they were differentiated here based on different localizer tasks (Orban et al., 1999; Press et al., 2001; Chandrasekaran et al., 2007; Preston et al., 2008). In our study, however, we did not find reliable decoding of activity in intraparietal
areas. One reason for this may have been because participants were not required to attend explicitly to the surface slant, but instead performed an unrelated attentionally demanding task at fixation. Parietal involvement in the processing of 3D surfaces has previously been shown to be strongly modulated by task (Shikata et al., 2001; Chandrasekaran et al., 2007). A further possibility is that surface slant may be sparsely encoded in parietal cortex, thus precluding the possibility of sufficient biases within voxels to support accurate fMRI decoding (Kriegeskorte et al., 2010). Such a finding would be comparable to the low proportion of single cells that were reported to show selectivity for slant from texture and disparity in inferior temporal cortex (Liu et al., 2004).

Ultimately, 3D surface information in the dorsal stream is likely to facilitate visually guided actions (Jeannerod et al., 1995; Sakata et al., 1998; Cohen and Andersen, 2002). Accordingly, various regions of posterior parietal cortex involved in motor planning respond to depth signals, including anterior intraparietal area (AIP) (Taira et al., 2000; Shikata et al., 2001; Durand et al., 2007; Srivastava et al., 2009; Theys et al., 2012) for grasping; the parietal reach region (PRR) (Bhattacharyya et al., 2009); and the lateral intraparietal area (LIP) (Genovesio and Ferraina, 2004; Durand et al., 2007), which is involved in saccadic eye movements. However, responses to visual depth signals in these areas appear to be more concerned with 2D retinal shape than 3D shape. For example, AIP neurons predominantly show selectivity for 3D boundaries rather than 3D surface shape (Theys et al., 2012), suggesting a somewhat more rudimentary representation of 3D surfaces compared to that found in CIP (Sakata et al., 1999; Taira et al., 2001). Such specialization of might enhance efficiency for computing grasping movements.

Similar distinctions have been reported for areas in inferior temporal (IT) cortex in the ventral pathway. Specifically, the lower bank of the superior temporal sulcus (TEs), contains neurons selective for both planar and curved 3D surfaces, whereas neurons in
lateral TE are selective only for 2D shape (Janssen et al., 1999; Janssen et al., 2000; Liu et al., 2004). Recent evidence suggests communication between cortical areas in higher portions of the dorsal and ventral streams, in the form of synchronized activity between anterior parietal and inferior temporal cortical areas (Verhoef et al., 2011), and anatomical connectivity between CIP and TEs has also previously been shown (Baizer et al., 1991). Indeed, given the utility of depth information common to the goals of action and recognition, it is likely that communication between these two processing pathways occurs at earlier stages.

Previous fMRI studies have identified the involvement of visual areas from both the dorsal and ventral pathways in the processing of 3D surfaces from disparity (Chandrasekaran et al., 2007; Durand et al., 2007; Durand et al., 2009), monocular cues (Orban et al., 1999; Shikata et al., 2001; Taira et al., 2001; Sereno et al., 2002; Georgieva et al., 2008), and combinations of the two (Welchman et al., 2005). We noted that sensitivity to congruent cues was statistically higher than for the component cues in area V3v as well as V3B/KO (Fig. 2.4a). Although subsequent analysis indicated that V3v does not meet other criteria for cue integration, it is possible that the increased decoding performance (around the level predicted by quadratic summation) is the result of co-located representations of disparity and texture information, as has previously been reported (Janssen et al., 1999; Sereno et al., 2002; Welchman et al., 2005; Georgieva et al., 2008). In contrast to our result, a previous study that measured fMRI adaptation to perspective and disparity cues suggested that both dorsal and ventral extrastriate cortex (specifically, areas hMT+ and LO) represent depth configurations from a combination of these cues (Welchman et al., 2005). This difference might be explained by differences in stimulus configuration: we used randomized Voronoi textures on a single slanted planar surface presented within an aperture, whereas the previous study used regular grids forming a
dihedral angle without the use of an aperture. The stimuli in the previous study therefore had a more object-like structure and appearance (resembling an upright open book), which might increase ventral pathway involvement (Kourtzi & Kanwisher, 2001). Another difference is that the size and shape of individual texture elements were randomized in our stimuli, which reduced the reliability of perspective foreshortening and scaling (Knill, 1998b) compared to those in the previous study. It has previously been reported that both behavioural sensitivity (Rosas et al., 2004) and neural selectivity (Liu et al., 2004) can be dependent on the type of texture pattern presented (e.g. uniform vs. randomized), and might therefore account for differences in results. Finally, although Welchman et al. (2005) did not sample from V3B/KO, it is possible that this area provides important inputs to LO that might convey depth information from multiple cues, given the proximity of the two areas.

Previous studies have suggested an important role for higher ventral areas (LO and posterior inferior temporal gyrus) in the processing of 3D shape from disparity (Chandrasekaran et al., 2007; Georgieva et al., 2009). However, there are several critical differences that might explain the relatively low classification accuracy we obtained for the Disparity condition in area LO. First, our stimuli were slanted planar surfaces, while the other studies used more complex 3D shapes that appeared more object-like. Second, our disparity stimuli contained texture cue conflicts, while previous studies used random dot stereograms to minimize the reliability of the texture cue. Finally, previous studies reported that univariate BOLD response in ventral areas corresponded to either shape coherence or depth structure, whereas surface coherence was consistent between different slants in our study.
**Relation between psychophysical and fMRI results**

Recently, Ban and colleagues (2012) found that training a classifier on fMRI data acquired during the presentation of frontoparallel planes defined by one depth cue (e.g. disparity) produced comparable accuracies whether tested on data from the same cue (disparity) or another cue (motion) in V3B/KO. However, using a similar test, we did not find such cross-cue transfer for texture and disparity cues to surface slant. One possible explanation for the lack of transfer between texture and disparity cue depth representations is that the cue conflicts in our ‘single cue’ Texture and Disparity stimuli were more perceptually salient than those in the stimuli of previous studies. Although the results of our behavioural experiment suggested that observers were sensitive to changes in slant for these stimuli, the Texture condition in particular (which contained a conflicting disparity cue that signaled a frontoparallel surface orientation) may represent a special case for human observers. We frequently witness 2D representations of 3D depth in daily life, such as those projected on a television screen. In such instances we perceive the flat surface of the screen, but recognize that the normally informative disparity signal provides no useful information about the intended depth representation in the image. We are then able to “suspend our disbelief” regarding the depiction of depth for the purpose of interpreting the image (Gibson, 1978; Goldstein, 1987; Koenderink et al., 1992; Vishwanath et al., 2005). Thus while observers showed sensitivity to changes in Texture stimuli when required to make perceptual decisions regarding slant during the behavioural task, changes in slant may have been less perceptually salient for Texture stimuli during the fMRI experiment, in which participants passively viewed stimuli whilst performing an unrelated attention task. Indeed, a previous fMRI study of texture-defined surface orientation reported significantly stronger activation of parietal regions when subjects performed an orientation discrimination task compared to when they performed a comparably attention-demanding
colour discrimination task whilst viewing the same stimuli (Shikata et al., 2001). Top-
down processes have been shown to influence choice-related neural activity in sensory
cortex (Nienborg and Cumming, 2009), and the absence of such top-down processes in our
fMRI experiment might account for the relative lack of slant-related variation in fMRI
activity for Texture in the present study.

The pattern of results across conditions observed in V3B/KO (Fig. 2.5) is mainly
consistent with performance measured at the behavioral level (Fig. 2.4). One notable
difference is that observers exhibited lower perceptual sensitivity to Incongruent stimuli
than for either component cue in the behavioral experiment, whereas classifier
performance for the Incongruent condition was either comparable to, or exceeded,
performance for the component cues in all cortical regions. This behavioral result is
consistent with previous reports of mandatory cue fusion in adult observers (Hillis et al.,
2002; Nardini et al., 2010a), and provides evidence against an independence mechanism at
the behavioral level, which would predict performance in the Incongruent condition that
matches quadratic summation.

A further distinction can be made between two possible forms of fusion based on
performance in the Incongruent condition (Clark and Yuille, 1990; Landy et al., 1995).
Under strict fusion, depth estimates are combined via weighted averaging using fixed
weights, resulting in relative insensitivity to highly incongruent cues. In contrast, robust
fusion predicts that one cue (e.g. the less reliable) should be reweighted, and can
effectively be ‘vetoed’ (Bülthoff and Mallot, 1988). In this case performance would
therefore revert to the same level as the more reliable component cue (Ban et al., 2012).
While behavioural performance suggests the former, classifier sensitivity in V3B/KO
suggests the latter. One possible explanation for this divergence between psychophysical
sensitivity and fMRI discriminability in the Incongruent condition is that observers’
behavioral performance was adversely affected by the use of an excessively large cue conflict (90°). This has the potential to produce perceptual bistability (van Ee et al., 2002; Girshick and Banks, 2009), whereby perception alternates between the depth configurations specified by either one of the two cues. For example, when the disparity signal is perceptually dominant, the texture on the surface will appear anisotropic and heterogeneous (Rosenholtz and Malik, 1997; Knill, 2003). Failure to consistently select a single cue (e.g. the more reliable) and veto the other, could lead to the observed decrement in behavioral performance (Girshick and Banks, 2009). As Landy et al. (1995) point out, there is no reason to expect visual performance to be optimized outside of the visual system’s normal operating region, such as in the case of our Incongruent stimuli.

Classifier performance for Incongruent stimuli in V3B/KO was slightly above performance for the more reliable of the two single cues (disparity) and slightly below the prediction of quadratic summation (Fig. 2.5). This might suggest robust fusion, as was previously reported in area V3B/KO for incongruent motion and disparity stimuli (Ban et al., 2012). However, simulations performed by Ban et al (2012) suggest that it is likely that V3B/KO contains a mixed population of units tuned to both independent and fused cues, whose outputs may be selected based on their relative reliabilities. This idea is consistent with evidence that even in areas further along the visual processing pathways, approximately half of the recorded neurons displayed selectivity for only one cue (Tsutsui et al., 2001; Liu et al., 2004). By averaging over trials, the block design of our fMRI experiment may have aggregated responses to perceptual interpretations of Incongruent stimuli based alternately on independent and fused estimates. Consistent with this idea, previous work suggest that activity in area V3B/KO changes in line with alternating interpretations of ambiguous 3D stimuli (Brouwer et al., 2005; Preston et al., 2009).
Conclusions

Estimation of surface slant is essential for interaction with 3D objects, and may be a critical intermediate stage for processing more complex 3D shapes. By combining information from multiple depth cues, observers can increase the reliability of their slant estimate. Previous studies have suggested a variety of locations within visual cortex where representations of surface orientation from different cues overlap. Here we provide evidence that area V3B/KO not only contains co-located depth representations from texture and disparity cues, but integrates these cues by fusing depth estimates. Importantly, this finding suggests V3B/KO is capable of integrating qualitatively different depth cues, which may be important for the enhancement of depth perception observed for combined cues.
When judging the three-dimensional structure of the environment, observers optimally integrate information from multiple independent visual cues to maximize their sensitivity. Evidence from functional imaging studies in humans suggests that patterns of activity in extrastriate cortical area V3B/KO correlate with the integration of multiple visual cues to 3D depth. However, a fundamental limitation of brain imaging methods is that they can only identify correlations between behaviour and neural activity, and in the case of the blood-oxygenation level dependent (BOLD) signal, such correlations are indirect since they rely on assumptions about neurovascular coupling. Here, we tested for the causal involvement of dorsal (V3B/KO) and ventral (LO) regions of interest in integrating texture and binocular disparity cues to surface slant by temporarily disrupting cortical processing in these regions in healthy observers. Observers discriminated the orientation of slanted surfaces that were defined by texture, disparity, and combinations of these two cues, before and after receiving repetitive transcranial magnetic stimulation (TMS). Specifically we applied continuous theta burst stimulation (TBS) over cortical areas LO and V3B/KO in each hemisphere, plus a vertex control site. The results suggest that unilateral disruption to processing in either visual area is insufficient for eliciting detectable impairment of cue integration. This could reflect parallel/ redundant processing capabilities for cue integration. The methodological limitations of TMS are discussed in relation to interpreting null results.
3.1. Introduction

The pair of two-dimensional (2D) retinal images that constitute the visual input to the brain contain multiple sources of information about the three-dimensional structure of the world. For example, when we view a uniformly textured object, deformations of the texture provide perspective information about surface orientation in depth, while differences in the relative position of texture elements in the two retinal images provide binocular disparity information. Once the visual system has extracted these independent depth cues from the sensory input, it must then integrate them in order to form a coherent percept of depth. How does the human visual system accomplish this?

Psychophysical studies demonstrate that human adults have greater sensitivity to depth when multiple cues (e.g. texture and binocular disparity) are available, compared to either cue alone. Further, these two cues are optimally combined by means of weighted averaging based on cue reliability (Knill and Saunders, 2003; Hillis et al., 2004). Recent brain imaging studies have identified area V3B/KO of visual cortex as playing an important role in cue integration for a variety of depth cues (Ban et al., 2012; Dövencioğlu et al., 2013; Murphy et al., 2013). Specifically, these studies used multivoxel pattern analysis (MVPA) of fMRI activity in visual cortex to decode the 3D structure of the visual stimuli presented. All three studies found that the sensitivity of the classifier increased when multiple congruent cues were presented compared to individual cues or multiple incongruent cues, specifically in area V3B/KO. These results suggest that cue combination is performed via a fusion computation in this region.

One fundamental limitation of functional MRI and other neuroimaging methods is that they can only be used to measure correlations between brain activity (or the associated vascular response) and behaviour (Logothetis, 2008). To investigate the causal relationship
between neural activity in V3B/KO and the multiple cue advantage when observers make depth judgements, we therefore sought to disrupt normal cortical function in this area. To achieve this we used fMRI-guided stereotaxic neuronavigation to apply repetitive transcranial magnetic stimulation (rTMS) to regions of interest in visual cortex of healthy human observers. Specifically, we employed a continuous theta burst stimulation (cTBS) protocol for TMS delivery. Under this protocol, repetitive high frequency pulse trains are administered offline (i.e. prior to psychophysical measurement). The effect of cTBS is a localized temporary depression of neural activity in the underlying region of cortex, lasting between 15 to 20 minutes (Huang et al., 2005).

Based on previous fMRI data, we selected two target regions of interest: V3B/KO in dorsal extrastriate visual cortex and lateral occipital complex (LO) in the ventral visual pathway. V3B/KO was selected based on recent evidence from human fMRI data, including data collected using identical stimuli to the ones used in the current experiment (Murphy et al., 2013). Although we did not find a significant improvement in fMRI decoding performance for congruent cue stimuli in LO, several previous imaging studies did find enhanced BOLD activation to multiple depth cues in this area (Kourtzi et al., 2003;Welchman et al., 2005;Georgieva et al., 2008). Further, neurophysiology studies have reported neurons sensitive to surface orientation defined by disparity and texture in both parietal and temporal regions of macaque cortex (Shikata et al., 2001;Tsutsui et al., 2001;Tsutsui et al., 2002;Liu et al., 2004). We were therefore interested to see whether the human ventral visual processing pathway might also be involved in the integration of texture and disparity depth cues.

*Visual areas V3B/KO (AKA V4d-topo) and LO*
Area V3B is a functionally defined region of human visual cortex, located ventro-laterally to V3A, and containing a retinotopic representation of the entire contralateral hemifield (both upper and lower quadrants) (Press et al., 2001). Previous identification of a ‘kinetic occipital’ area overlapping V3B and defined as an area specialized in the processing of kinetic contours (Van Oostende et al., 1997) has been shown to be inaccurate, since this region also responds to shapes defined by color or luminance (Zeki et al., 2003); although see (Gulyas et al., 1994)). More relevantly, KO has been shown to respond to stereoscopic contours (Tyler et al., 2006), while V3B appears to be more selective for stereoscopic contours than kinetic contours. Here we use the term V3B/KO to refer to an area that we define based on both retinotopy (V3B) and responsiveness to motion defined borders (KO). Human V3B/KO does not appear to have a direct homologue in non-human primates. Although human V3B does appear to be the topologue of macaque V4d, it differs in retinotopic organization (containing a full hemifield representation) and does not appear to mirror human V4v (Tootell and Hadjikhani, 2001). This evidence suggests that in humans, V4v and V3B are indeed distinct visual areas rather than retinotopic subdivisions of a single V4.

The lateral occipital complex (LOC) is located ventral and anterior to V3B/KO, and is functionally defined by its stronger response to images of intact objects than scrambled versions of those objects (Kourtzi and Kanwisher, 2001). The LOC is subdivided into the posterior fusiform gyrus (pFs) and LO, which is located at the posterior part of the inferior-temporal sulcus. LO contains two retinotopic representations of the contralateral hemifield, LO1 and LO2 (Larsson and Heeger, 2006), that show sensitivity for orientation and shape respectively (Silson et al., 2013). Although previous fMRI studies of cue integration did not find enhanced sensitivity for combined cues in LOC, several previous
studies have implicated this area in the processing of 3D depth from multiple cues (Kourtzi et al., 2003; Welchman et al., 2005; Georgieva et al., 2008).
3.2. Methods

Observers

Five healthy observers with normal or corrected-to-normal vision participated in the offline TMS experiment. All participants had previously participated in the fMRI experiment (Chapter 2), including functional localizer scans. The mean age was 24.4 years (range = 21-29, 3 female). Participants were screened for stereoacuity on a Wheatstone stereoscope setup in the lab prior to participation, and completed screening forms to check for contraindications for MRI or TMS. All experiments were conducted in accordance with the ethical guidelines of the Declaration of Helsinki and were approved by the University of Birmingham’s STEM ethics committee.

Stimuli and presentation

Stimuli were identical to those described in Chapter 2, except that incongruent cue combinations were not presented (Figure 3.1). Briefly, stimuli were grayscale stereograms
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**Figure 3.1.** Stimulus and task design. A) Examples of the two base slants (-30 and 60) for each of the three cue conditions (texture, disparity, and combined). Stimuli are rendered here as red-cyan anaglyphs for illustration. B) Timeline for a single 2IFC trial. One of the six base slant stimuli shown in A was always presented in one of the two intervals, while the stimulus in the other interval contained the same depth cues but had a different slant angle.
of textured planar surfaces, with slant (rotation about a central horizontal axis) defined independently by texture and disparity (Knill and Saunders, 2003; Nardini et al., 2010b). Surfaces were presented inside a circular aperture with a radius of 3.5°, and a cosine edge profile in order to blur the appearance of depth edges. Stimuli were presented on a mid-grey background, surrounded by a grid of black and white squares (75% density) designed to provide an unambiguous background reference. The fixation marker consisted of a square (length 0.5°) and nonius lines (length 22 arcmin) bisecting each edge of the square, half of which were presented to each eye in order to promote stable vergence.

In order to prevent observers from relying on absolute disparity information to compare surface slants, the disparity-defined position in depth was randomized for each stimulus presentation (except for stimuli in the texture condition, which contained no disparity-defined slant). This was achieved by randomly shifting the surface relative to the fixation plane (0° disparity) to between ±50% of the total surface depth. Similarly, texture-defined position in depth—which corresponds to mean texel size—was randomized for each stimulus presentation by increasing point spacing in the initial grid of points by ±10%. This reduced the reliability of mean texel size in a given portion of the stimulus as a cue to surface slant.

Stimuli in the single cue conditions (‘texture’, and ‘disparity’) were intentionally designed to contain a cue conflict. Specifically, stimuli in the ‘texture’ condition had a disparity-defined slant of 0°, since all stimuli were presented binocularly. To attenuate the reliability of the disparity cue for this condition, the disparity-defined position in depth of each texel was randomly jittered between ±4 arcmin. Similarly, stimuli in the ‘disparity’ condition had a texture-defined slant of 0°.

Stimuli were programmed and presented in MATLAB (The MathWorks, Inc., Matick, MA) using Psychophysics Toolbox extensions (Brainard, 1997; Pelli, 1997).
Binocular presentation was achieved using a pair of Samsung 2233RZ LCD monitors (120Hz, 1280 × 1024), the technical characteristics of which have been shown to be suitable for vision research (Wang and Nikolić, 2011). The monitors were viewed through mirrors in a Wheatstone stereoscope configuration, at a viewing distance of 51cm and participants’ head position was stabilized by an eye mask, head rest and chin rest. Eye movement was recorded binocularly at 1kHz using an EyeLink 1000 (SR Research Ltd., Ontario, Canada) infrared video eye-tracking system. This allowed us to monitor any potential changes in fixation or vergence eye movements during stimulus presentation, including changes that might have occurred as a result of TMS (Kapoula et al., 2001).

**fMRI acquisition**

Data were collected at the Birmingham University Imaging Centre using a 3 Tesla Philips Acheiva (Best, The Netherlands) MRI scanner with an 8-channel head coil. Blood oxygen level dependent (BOLD) fMRI data were recorded using a gradient echo EPI sequence [TR=2000ms, TE=34ms, voxel size = 1.5 x 1.5 x 2 mm, 28 slices covering occipital cortex] for the localizer scans, and a high resolution T1 anatomical scan (voxel size = 1mm isotropic) was also acquired.

Area V3B/KO (Dupont et al., 1997; Zeki et al., 2003) was defined retinotopically based on polar and eccentricity mapping, which was achieved using rotating wedge and expanding concentric ring stimuli respectively (DeYoe et al., 1996; Sereno et al., 1995). V3B was defined as the region of cortex with a full hemifield representation located inferior to, and sharing a foveal representation with V3A (Press et al., 2001; Tyler et al., 2005). This retinotopically defined area overlapped with the set of contiguous voxels that responded significantly more ($p < 10^4$) to kinetic boundaries than transparent motion of a field of black and white dots (Tyler et al., 2006).
Lateral occipital complex (LOC) was identified as the contiguous patch of voxels in lateral occipito-temporal cortex that showed a significantly ($p < 10^4$) greater response to intact versus scrambled images of objects (Kourtzi et al., 2005). LO (a subregion of LOC that extends into the posterior inferotemporal sulcus), was defined based on the overlap of anatomical structures and functional activations, consistent with previous studies (Grill-Spector et al., 2000).

**fMRI analysis**

Processing of fMRI data from the participants in this study was described in the previous chapter. Briefly, each observer’s anatomical volume was transformed into Talairach space (Talairach and Tournaux, 1988) and inflated and flattened surfaces were rendered using BrainVoyager QX™ (BrainInnovation, Maastricht, The Netherlands). Functional data were preprocessed to correct for slice timing and head motion, and high-pass filtered before being aligned with the participant’s anatomical scan and transformed into Talairach space. The 1.5x1.5x2 mm voxels of the experimental scans were down-sampled to 2mm isotropic using nearest-neighbour interpolation to minimize spatial smoothing and preserve the fine-scale voxel activity pattern. For TMS sessions, functionally defined ROIs were
exported from BrainVoyager as .vmr files, and imported into BrainSight neuro-navigation software.

TMS

Biphasic TMS was delivered using a 70mm figure-of-eight coil connected to a Magstim Super Rapid\textsuperscript{2} stimulator (Magstim, Withland, UK). Coil position over fMRI-localized regions of interest was guided by stereotaxic neuronavigation using BrainSight software (Rogue Research, Canada). Specifically, participants wore infrared reflective markers on their head, which were tracked by a Polaris Vicra (NDI Medical, Ontario, Canada) optical tracking system with an accuracy of within 0.25mm. Correspondence was established between external anatomical landmarks on the participant’s head (inion, naison, bilateral lower tragus and lateral canthus) and those on a surface mesh reconstruction of observers’ heads from their structural T1 MRI. Coregistered ROIs derived from the thresholded functional MRI data were then overlaid. Use of functional imaging data to guide TMS localization has previously been shown to provide greater experimental power, and can therefore permit identification of behavioural effects with smaller sample sizes (Sack et al., 2009). The approximate centroid of each ROI was marked as the target for stimulation, and coil placement was tangential to the scalp, with the coil handle oriented upward. The coil was supported by an adjustable arm, and coil position relative to the cortical target site was monitored and corrected in real-time in order to maintain an accuracy of < 3mm throughout all sessions.

Offline repetitive TMS was delivered as a continuous theta burst stimulation (cTBS) protocol (Huang et al., 2005) consisting of 600 pulses at an intensity of 45\% of maximum stimulator output (MSO) for all participants. A fixed output intensity was selected based on evidence that motor and phosphene thresholds (measured at primary
motor, and primary visual cortex, respectively) are not informative about local cortical excitability at other locations, even when scalp-cortex distance is taken into consideration (Stewart et al., 2001; Stokes et al., 2005). The output intensity of 45% MSO was selected based on safety guidelines (Rossi et al., 2009) and previous studies that applied repetitive TMS to adjacent target sites (McKeefry et al., 2008).

**Experimental procedure**

Participants performed a two interval forced choice (2IFC) discrimination task in which they were sequentially presented a reference stimulus (depicting either +60° or -30° slant) and a test stimulus in a randomized order (Figure 3.1B). Each stimulus was presented for 500ms with an inter-stimulus interval of 300ms between the two, and participants were only permitted to give their response after the second stimulus disappeared. Participants were instructed to respond by keypress to indicate the stimulus that contained the least slant. The difference in slant angle between reference and test stimuli was controlled via an adaptive staircase method (Watson and Pelli, 1983), with a maximum limit of ±20°. For each of the two base slants (+60°, -30°) in each of the three conditions (texture, disparity, combined), six interleaved staircases were programmed to converge on the 5th, 16th, 42nd, 68th, 84th and 95th percentiles of the distribution of ‘Test stimulus’ responses. For each observer response, three staircases were updated (either those corresponding to the 5th, 16th and 46th percentiles, or the 64th, 84th and 95th), thus accelerating convergence. Each of the 36 staircases contained 10 trials per block and staircase order was randomized on each of the 10 steps. Each block took approximately 16 minutes to complete.

All participants underwent 6-7 sessions, each on different days. Calibration of the eye tracker was performed immediately prior to the onset of each block in all sessions. The first session was used to train observers on the task and to screen for deficits in perception
of either cue. Observers performed 3 blocks of 396 trials with visual and auditory feedback. In the second session, participants again performed 3 blocks, this time without feedback, and these data served as a measure of baseline performance. Each subsequent session began with observers completing a single block. MRI co-registration was then performed in order to locate the target site (left V3B/KO, right V3B/KO, left LO, right LO or vertex) before cTBS was administered. Following cTBS, participants performed a second block of the behavioural task. The order of stimulation of the five cortical target sites across sessions was randomized between participants. Stimulation of right LO had to be aborted for one participant due to excessive discomfort caused by stimulation of underlying muscle tissue. All other participants reported no physical discomfort.

**Behavioural data analysis**

Data for each base slant and each condition were fitted with cumulative Gaussian psychometric functions using a bootstrapping method (Psignifit toolbox; Wichmann and Hill, 2001a;b). Parameters for lapse rate (λ) and guess rate (γ) were constrained to the range 0-0.1, while the point of subjective equality (β) was constrained to equal the base slant.

Although observers were not instructed to make speeded responses, we analysed observers’ reaction times (RTs) as a potential secondary measure of performance (Luce, 1986). RT was defined as the time between the disappearance of the second of the paired stimuli and the keyboard key press, indicating which of the two stimuli the observer perceived as having less slant. RTs from both correct and incorrect trials were used in the analysis. Since observers were instructed to take their time in responding, a small number of trials showed very long RTs. No lower threshold was applied, but RTs greater than 1s were excluded from analysis since these tended to indicate that observers were withholding
their response in order to take a short break. RTs in the millisecond range indicated that observers had frequently already made a perceptual judgment during the second stimulus interval, and pre-empted the onset of the response period.
3.3. Results

3.3.1. Baseline performance

To test observers’ baseline sensitivity to surface slant, we pooled data from all blocks in the baseline session and the baseline block (i.e. pre-TMS) from each subsequent session, to obtain a minimum of 2772 data points per observer (462 trials per condition). We then estimated observers’ discrimination thresholds (the ‘just noticeable difference’ or JND) for each condition by fitting cumulative Gaussian psychometric functions to their response data. Figure 3.3A illustrates this method with data from one observer, and gives an impression of the reliability of threshold estimates obtained from single blocks (Figure 3.3B). Variability in JND estimates based on single blocks was highest for the conditions where thresholds tended to be highest: texture at base slant -30° and disparity and base slant +60°. Figure 3.4 shows baseline thresholds estimated from pooled data and plotted as sensitivities (the reciprocal of the JND) for all five observers.
Sensitivity to the individual depth cues varied across base slants. Specifically, observers showed poor sensitivity to texture information at low (-30°) base slant (mean JND = 46°±17°), resulting in a floor effect since threshold estimates for nearly all observers were outside the tested range (±20°). For the purpose of presentation, we substituted thresholds of 125% of this limit (25°, or d’ = 0.04), and the data presented for sensitivity to texture at -30° base slant is thus an over-estimate. Sensitivity to texture was significantly higher (t(8)=3.5, p<0.01) at the larger (+60°) base slant (mean = 13°±4°). In contrast, sensitivity to slant from disparity cues showed the reverse pattern across base

---

**Figure 3.3.** A) Psychometric functions for one observer and all condition (3 cue types x 2 base slants) at baseline (no TMS). Data from all baseline blocks was first pooled (474 trials per function) and binned (bin width = 2.5°) before bootstrapping to fit a cumulative Gaussian that was used to estimate threshold JND. The diameter of individual data points is proportional to the number of trials in that bin. B) The same data with psychometric fitting and threshold estimate performed on each block (54 – 66 trials per function). C) Baseline JNDs for all 6 conditions in one observer. Individual data points show the distribution of JND estimates across blocks (B), bars show the means, and error bars show the standard error. Red lines indicate the JNDs derived from pooled data (A).
slants, although the reduction in sensitivity at the larger base slant was small (-30° base slant mean = 12±2°; 60° base slant mean = 15°±1.6°; t(8)<1, p>0.1).

Due to the floor effect for sensitivities to texture at the smaller base slant, the quadratic summation of sensitivities to texture and disparity at this slant (Figure 3.4, dotted red line) were not much greater than the sensitivity to disparity alone. Despite this, sensitivities to combined cue stimuli were not significantly greater than those predicted by quadratic summation of individual cue sensitivities across observers at either base slant. The pattern of results was similar for threshold estimates calculated from the block following cTBS to the vertex control site (Figure 3.4B).
3.3.2. Offline TMS effects

Group mean sensitivities at baseline and following TMS to each target site are shown in Figure 3.5. The same data are presented again in Figure 3.6, but grouped by stimulus condition, with bar colors representing TMS site. Averaging sensitivities across observers produced similar patterns of results across stimulus conditions for the baseline and post-
vertex TMS conditions (top row). Since vertex TMS is not expected to have a behavioural effect on thresholds for visual judgment of surface slant, any difference between these two conditions provides an indicator of variability in our psychophysical measurements when restricted to a single block of data. The pattern of results for the other 4 post-TMS conditions is generally quite similar to baseline. One difference is that sensitivity to disparity is increased following TMS at all 4 sites, relative to baseline and vertex
stimulation, especially at the lower base slant. A second noticeable difference is that sensitivities to both single cues were higher in the high base slant conditions following TMS of right LO. However, this latter effect in the group averaged data may have resulted from the exclusion of one participant from this condition (due to discomfort during TMS), since her sensitivity for disparity was relatively poor in all other conditions.

3.3.3. Reaction times

Although observers were not explicitly instructed to give speeded responses, we considered whether TMS might have affected reaction times differently. Comparison of reaction times (RTs) for all trials in the pre-TMS blocks versus all trials in the post-TMS blocks showed a consistent decrease in RTs, irrespective of condition. Further, RTs in
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**Figure 3.6.** Mean slant sensitivities across observers for all stimulus conditions (x-axis) and TMS conditions (bar colors). Error bars show standard error and red dotted lines show predicted combined cue sensitivities based on quadratic summation of sensitivities to individual cues.
baseline blocks for all conditions decreased both within and across sessions, indicating a strong practice effect on RT (Supplementary Figure S3.1). Consequently, changes in RT could not clearly be related to effects of TMS.

3.3.4. Eye movements

Since TMS was applied offline, we did not expect any direct effects on eye movement. However, presentation of binocular disparities can induce reflexive, short-latency changes in vergence eye position (Busettini et al., 1996). We tested version and vergence eye movements averaged across trials and found no clear effect of TMS conditions on eye movement (e.g. Supplementary Figure S3.2).
3.4. Discussion

We applied an established inhibitory TMS protocol (cTBS) unilaterally to four target sites in visual cortex that have previously been implicated in integrating multiple depth cues: V3B/KO and LO of each hemisphere. We localized the target sites in each individual observer using fMRI data (presented in the previous chapter) and measured sensitivity on a task involving perceptual judgments of surface slant from multiple depth cues. Surprisingly, however, we observer no clear behavioural effects of TMS on observer’s thresholds for the conditions tested. Here we consider interpretations of this null result, including limitations of the methods employed.

3.4.1. Relation to fMRI studies

The present study was motivated by previous fMRI evidence that V3B/KO plays an important role in cue integration. Specifically, three studies have shown that the sensitivity of a machine classifier for decoding the 3D structure of congruent cue stimuli from the pattern of BOLD response in this area is higher than would be expected based on quadratic summation of sensitivities to individual cues (Ban et al., 2012; Dövencioğlu et al., 2013; Murphy et al., 2013). While all three studies emphasized the significant result in area V3B/KO, several other ROIs also showed non-significant trends for cue combination, including V3v (for both texture-disparity and motion-disparity combinations), V7 (texture-disparity), and V3A (motion-disparity) and V2 (shading-disparity). In contrast, the results in LO in these studies did not indicate cue integration, although classifier accuracy for individual cues was above chance and close to that predicted by quadratic summation. This suggests representations of depth information from both cues are collocated in LO - a
conclusion supported by evidence from a previous study of univariate responses to perspective and disparity cues (Welchman et al., 2005).

We found a weak effect of TMS to right LO, which increased sensitivity to surface slant at high slant angles (60°) when specified by either texture or disparity cues. Inhibition of right LO using repetitive TMS has previously been shown to improve performance on a perceptual task involving the detection of motion-defined contours (Wokke et al., 2014). Further, the absence of an effect for combined cue stimuli following right LO disruption fits with the fMRI evidence suggesting that texture and disparity cues are collocated but not integrated in this region. However, the absence of a similar effect for single cue stimuli at low slant angles is difficult to interpret. In the texture condition at low slant, sensitivity was greater following right LO stimulation than baseline or any other stimulation site, but sensitivity generally remained relatively poor in all conditions. The only single cue condition where right LO stimulation did not enhance sensitivity was disparity at low slant. At low slant angles, observers were more reliant on disparity information for making judgments, and thus there might have been attentional differences between the disparity conditions for high and low slant which could potentially affect LO involvement (Murray and Wojciulik, 2003). Other TMS studies have also reported lateralization of LO disruption effects on perceptual tasks (Mullin and Steeves, 2013; Bona et al., 2014).

A potentially critical difference between the present study and the results of previous fMRI studies that inspired it is that our observers were actively attending to the depth configuration of the stimuli in order to make perceptual judgments, whereas observers in the previous studies performed an orthogonal fixation task during fMRI data collection and were not required to respond to depth information (Ban et al., 2012; Dövencioğlu et al., 2013; Murphy et al., 2013). In contrast, a previous fMRI study reported enhanced activation in LO when observers were required to make perceptual
judgments of surface slant based on disparity and perspective information (Welchman et al., 2005). Thus, the involvement of LO in depth perception from these cues may be enhanced by actively attending to the stimuli (Murray and Wojciulik, 2003).

One previous study reported disruption of depth perception from binocular disparities following TMS of the superior occipital lobes, 3-4cm above the inion on the midline, which may correspond to V3A (Takayama and Sugishita, 1994). The authors further reported that a stimulus duration of 200ms and stimulation frequency > 10Hz was required to observe any effect. However, in previous unpublished work, we found no effect of offline repetitive 1Hz TMS to KO or LO on the ratio of signal-to-noise required for observers to make perceptual judgments of depth from binocular disparities in random dot stereogram stimuli (Murphy and Welchman, 2009). It is possible that differences in the effect of online TMS (pulses delivered in synchrony with the visual stimulus) compared to offline rTMS (pulses delivered repeatedly, prior to the behavioural task) could account for this. However, there has, to the best of our knowledge, been no further evidence of TMS disruption to visual depth processing in the last 2 decades since that study was published.

3.4.2 Experimental design limitations

One difficulty for assessing TMS effects on cue integration in the present data is that we did not observe a reliable advantage for combined cue stimuli over individual cues, even in the baseline and control site stimulation conditions, where this might be expected (Knill and Saunders, 2003; Hillis et al., 2004; Nardini et al., 2010b; Murphy et al., 2013). However, in agreement with previous psychophysical findings, our results for the baseline condition showed that sensitivity to combined cues was more likely to exceed the model prediction (quadratic summation of single cue sensitivities) at the -30° base slant than at 60° (Knill and Saunders, 2003). It is also possible that the short stimulus durations used here (500ms
as compared to 1000ms used in other studies) in order to maximize repetitions, might have reduced observers’ accuracies at baseline relative to other studies.

To maintain consistency with the fMRI study reported in chapter 2, we used the same base slant angles: -30° and 60°. This was desirable because of the known changes in cue weighting across slant angles. However, one trade-off was that we halved the number of trials that we could obtain for each stimulus condition. Further, the presence of a floor effect for the -30° texture condition (nearly all observers showed thresholds that were outside of the ±20° range tested), meant that 17% of trials were not informative. We attempted to optimize our sampling of observers’ psychometric functions by using interleaved adaptive staircases designed to converge at different points along the psychometric function. However, comparing the results obtained at baseline (where data from many blocks could be pooled and the number of trials per condition was close to 500 for each observer), with those collected following TMS to vertex (one block) there are clear changes in patterns of threshold estimates within observers (Figure 3.4).

A major constraint of any experiment that is particularly relevant for TMS experiments is the amount of time required to collect sufficient data to reliably estimate a behavioural variable of interest. In the case of offline TMS, as used here, this constraint is specified by the duration of cortical depression following stimulation. Even keeping trial duration to a minimum, we found that observers could only complete approximately 396 trials (66 per condition) within the 20 minute window during which cTBS is reported to reliably maintain cortical inhibition (Huang et al., 2005). This is approximately 20% of the amount of data typically collected per condition for this type of psychophysical experiment (Knill and Saunders, 2003). One solution to this issue is to stimulate the same cortical target across multiple sessions for each participant, conducted on different days (Wokke et al., 2014).
Interestingly, Dövencioğlu and colleagues (2013) previously reported that classifier performance varied not only by ROI but by the psychophysically measured ability of the observer to integrate the shading and disparity cues tested. In contrast, we found no such correlation between psychophysical integration indices and fMRI integration indices in V3B/KO for texture-disparity based on group data from Chapter 2 (Supplementary Figure S3.3). Further, we found no clustering of integration indices across observers, and therefore no grounds for categorizing observers based on cue integration performance. Nevertheless, our results clearly show variation between individuals in sensitivity to different depth cues, as well as the ability to integrate depth cues.

3.4.3. Limitations of TMS

There are many potential explanations for failure to reject the null hypothesis in TMS studies. The most meaningful explanation would be that the areas stimulated are not necessary for the task that was tested. However, other explanations would suggest that the result cannot be meaningfully interpreted, and these arguments fall under three main categories: localization, statistical power, and neural efficacy (De Graaf and Sack, 2011b). With regards to localization, we used the most precise method available by using individual functional localizer data for each observer, overlaid on high-resolution structural MRIs that were stereotaxically co-registered to observers. We targeted the center of each ROI and used real-time feedback from the neuronavigation software to minimize the distance between the stimulation coil hotspot and the target during the brief (60 second) stimulation periods. While the number of participants tested in this study was relatively small (n = 5), we did not observe any clear trends in the behavioural data, suggesting that this might not be an issue of statistical power. Nevertheless, a larger sample size is –as
always— one potential solution for reducing the problem of measurement noise, mentioned previously, at the group level.

However, one possibility that is difficult to rule out is that our stimulation protocol may have lacked neural efficacy, and there are several possible reasons for this. For example, for safety reasons we selected a conservative stimulation intensity (45% MSO), which therefore would not have penetrated as deeply into cortex as more recent studies that have tended to use higher stimulation intensities (e.g. closer to 70% MSO, (Bolognini et al., 2009). Since the strength of the magnetic field diminishes as a function of distance from the coil (Ruohonen and Ilmoniemi, 2002), less current is induced in deeper tissue (such as sulci) compared to more superficial areas (e.g. gyri). Further, the TMS coil (which is normally placed tangential to the scalp) generates a magnetic field with lines of flux passing orthogonal to the coil, and this induces electrical current perpendicular to the magnetic field (Barker, 1991). Therefore, current is optimally induced in axons that run parallel to the coil surface, such as those in sulcal walls, rather than gyral crowns or sulcal fundi. In at least one of our subjects (Figure 3.2), the center of the V3B/KO ROI was indeed located in a sulcus. Potential solutions to the problem of unknown neural efficacy include measuring neural response after TMS (e.g. using fMRI), or measuring behavioural effects on a second task that the stimulated ROI is known to be necessary for.

While offline repetitive TMS methods have been characterized as inducing cortical inhibition (Huang et al., 2005; Nyffeler et al., 2006; Zafar et al., 2008), the mechanisms of action of TMS remain poorly understood. It should be noted that even positive results obtained using TMS are not without interpretative issues. The effects of stimulation are not locally restricted, and activation (and thus disruption of normal processing) can spread to interconnected regions (Ruff et al., 2009). Thus TMS applied to an area that is not involved in a task can nevertheless disrupt performance on the task if it projects to another
site that is critically involved. This underscores the value of combining TMS with neuroimaging.

3.4.4. Interpretations of a genuine ‘null result’

Assuming that our TMS protocol did indeed inhibit neural activity in the target ROIs as intended, what does the lack of observable behavioural effect mean? These results suggest that, for each stimulated area, normal processing is not necessary for making perceptual depth judgments from texture or disparity cues. There are several possible reasons for this. First, our ROIs were stimulated unilaterally and stimuli were presented centrally. One possibility is that TMS only affected cue integration in the contralateral visual hemifield, and thus observers were still able to perform the task using visual information from the unaffected hemifield. This is less likely than one might expect since population receptive fields in both LO and V3B (considered part of V3A in some studies) partially cover the ipsilateral visual field (Tootell et al., 1998; Dumoulin and Wandell, 2008), and show biases towards representation of the fovea (Sayres and Grill-Spector, 2008). However, it is possible that a small behavioural effect of TMS to these target areas might be more easily detected by presenting visual stimuli peripherally in one visual field after stimulating the contralateral hemisphere, as used by some previous studies involving TMS of visual cortex (McKeefry et al., 2008; Harvey et al., 2010). Second, both texture and disparity cues are processed in other areas of visual cortex (Tsutsui et al., 2002; Liu et al., 2004; Uka and DeAngelis, 2004; Welchman et al., 2005; Georgieva et al., 2008), including the equivalent areas (V3B/KO and LO) in the contralateral hemisphere. Each stimulated area may therefore reflect redundant processing capability. The pattern of connectivity between areas in the visual hierarchy (based on anatomical evidence) suggests that V3B/KO is not necessarily a critical node for the propagation of visual information along the dorsal visual
pathway, since there are other routes for visual information to pass from primary visual cortex to higher-tier areas (Ungerleider and Desimone, 1986; Felleman and Van Essen, 1991).

It is possible for TMS to affect reaction times on a behavioural task whilst producing no observable effect on error rates (Ellison and Cowey, 2009). Given this possibility, it is unfortunate that our 2IFC task was implemented in such a way that observers were not permitted to give their response immediately after the stimulus appeared in the second interval, but instead required to wait until the second stimulus disappeared (500ms later) before responding. Consequently, the reaction time data may have reflected observers’ ability to predict the stimulus disappearance, rather than the difficulty of perceptual judgments, as was evident from the practice effects on reaction times (Figure S3.2). However, the effects of offline TMS on RTs can be on the order of milliseconds for some tasks (e.g. saccades (Gerits et al., 2011)).

Behavioural evidence indicates similarities between the integration of multiple visual depth cues and integration of multisensory information: the availability of independent sources of information about the environment enhances sensitivity (Ernst and Banks, 2002). TMS of posterior parietal cortex (PPC) has previously been shown to abolish the reaction time advantage normally gained from the availability of information from two senses (vision and touch), without affecting performance for unimodal stimulation (Pasalar et al., 2010). In contrast, rTMS to right inferior parietal lobule (IPL) was shown to increase reaction times for both audio and visual unimodal stimuli, but not crossmodal (Bolognini et al., 2009). While these results indicate that the spatial resolution of TMS is sufficient for establishing such dissociations between multimodal cue integration in association cortex, it remains less clear whether TMS is an appropriate tool for studying visual depth cue integration, or even individual depth cues. The majority of
published TMS studies targeting extrastriate visual cortex have focused on the processing
of visual features associated with coarse-scale cortical organization, such as motion, colour,
shape, and faces. In contrast, visual depth cues appear to be represented throughout visual
cortex in a more diffuse distribution (Orban, 2011), which may complicate their study via
TMS. For example, microstimulation of specific functionally-defined subpopulations of
MT neurons in macaques has been shown to bias the perception of depth from motion
(Krug et al., 2013), yet TMS of the human homolog hMT+ produced only very subtle
effects (Brascamp et al., 2010).

3.4.5. Conclusion
Precise application of an established inhibitory TMS protocol (cTBS) to functionally
localized cortical target sites implicated in integrating multiple depth cues (V3B/KO and
LO) produced no reliable changes in observers’ sensitivity to surface slant at the fovea,
irrespective of cue type (texture, disparity, or a congruent combination). The absence of an
observed effect is unlikely to have been due to imprecise localization of cortical targets,
although, as in all cases of null results, it is possible that an effect might be observed with
greater statistical power (e.g. more subjects). However, an alternative explanation that
seems entirely plausible given the lack of reported TMS effects on depth processing to date
is that the cortical organization of visual depth information is not amenable to investigation
via TMS due to this method’s coarse spatial resolution.
3.5. Supplementary materials

**Figure S3.1.** Mean reaction times for each condition in each baseline block in chronological order. RT was measured from the end of the second stimulus interval, which was 500ms duration. The trend for decreasing RTs with increasing session number suggests a practice effect. Differences between stimulus conditions reflect speed vs. accuracy trade-offs. For example, the fastest RTs were for the texture only condition at low base slant (dark green), which all observers were consistently poor at discriminating.

**Figure S3.2.** Example of horizontal eye movements averaged over trials. Green and purple traces indicate vergence eye movement in response to stimuli containing zero disparity-defined slant, and +60° (±20°) disparity-defined slant respectively. There was no clear difference in eye movement responses to these stimuli across TMS conditions.
Figure S3.3. Despite variations in integration index across observers in Chapter 2, this measure was not correlated with an equivalent index based on decoding accuracy for patterns of fMRI activity in V3B/KO.
Chapter 4: Perceptual memory drives learning of retinotopic biases for bistable stimuli.

The visual system exploits past experience at multiple timescales to resolve perceptual ambiguity in the retinal image. For example, perception of a bistable stimulus can be biased towards one interpretation over another when preceded by a brief presentation of a disambiguated version of the stimulus (positive priming) or through intermittent presentations of the ambiguous stimulus (stabilization). Similarly, prior presentations of unambiguous stimuli can be used to explicitly “train” a long-lasting association between a percept and a retinal location (perceptual association). These phenomena have typically been regarded as independent processes, with short-term biases attributed to perceptual memory and longer-term biases described as associative learning. Here we tested for interactions between these two forms of experience-dependent perceptual bias and demonstrate that short-term processes strongly influence long-term outcomes. We first demonstrate that the establishment of long-term perceptual contingencies does not require explicit training by unambiguous stimuli, but can arise spontaneously during the periodic presentation of brief, ambiguous stimuli. Using rotating Necker cube stimuli, we observed enduring, retinotopically specific perceptual biases that were expressed from the outset and remained stable for up to forty minutes, consistent with the known phenomenon of perceptual stabilization. Further, bias was undiminished after a break period of five minutes, but was readily reset by interposed periods of continuous, as opposed to periodic, ambiguous presentation. Taken together, the results demonstrate that perceptual biases can arise naturally and may principally reflect the brain’s tendency to favor recent perceptual interpretation at a given retinal location. Further, they suggest that an association between retinal location and perceptual state, rather than a physical stimulus, is sufficient to generate long-term biases in perceptual organization.
4.1. Introduction

Our perception can be shaped by past sensory experiences, recent or removed in time. In vision, phenomena such as adaptation and perceptual learning illustrate that sensory experience can affect perception over different timescales (Seitz and Watanabe, 2005; Kohn, 2007). However, sensory signals are often ambiguous, and the brain must constructively process them to achieve a coherent perceptual interpretation of the environment. Bistable stimuli provide a means of dissociating sensory stimulation from perceptual experience, as there are (at least) two valid interpretations of the same sensory input (Blake and Logothetis, 2002; Sterzer et al., 2009). Using such stimuli it has been demonstrated that past perceptual experience over a range of timescales can strongly influence subsequent perception.

At short timescales, perception of bistable stimuli can be biased either towards or away from that of a recently presented unambiguous version of the stimulus, depending on the duration of the inter-stimulus interval (Nawrot and Blake, 1993; Kanai and Verstraten, 2005; Long and Moran, 2007). Similarly, brief intermittent presentations of ambiguous stimuli cause observers to repeatedly experience the same percept on consecutive presentations (Orbach et al., 1963; Leopold et al., 2002; Maier et al., 2003; Brascamp et al., 2009). This perceptual stabilization phenomenon is attributed to a putative short-term perceptual memory trace that accumulates over seconds and can last for tens of minutes (Brascamp et al., 2008; Pastukhov and Braun, 2008; Pearson and Brascamp, 2008; de Jong et al., 2012b). Over extended periods of intermittent presentation, perception alternates between phases of stability for each percept, at a rate that is inversely proportional to the interval between consecutive presentations (Brascamp et al., 2009).
At longer timescales, the resolution of bistable stimuli can be biased in a context-contingent manner through training. In a recently developed paradigm referred to as “cue recruitment”, context-dependent biases that last 24 hours and are resistant to counter-training can be elicited by initial exposure to a mixture of ambiguous and unambiguous versions of the stimulus (Haijiang et al., 2006; Harrison and Backus, 2010a;b; van Dam and Ernst, 2010; Harrison et al., 2011). Such learning has previously been described as a form of Pavlovian conditioning (Haijiang et al., 2006). In contrast to conventional notions of associative learning however, the resolution of perceptual ambiguity appears to be more important than unambiguous sensory stimulation for learning to occur (Harrison and Backus, 2010; van Dam & Ernst, 2010). Learning therefore appears to be driven by past perceptual experiences—internally generated interpretations of ambiguous sensory input. Here we refer to this type of long-term bias as perceptual association.

Experience-dependent changes in perception occurring at different timescales have typically been studied separately and treated as independent phenomena. Consequently the relationship between short term perceptual memory and long term perceptual associations remains poorly understood. For example, intermittent presentation of ambiguous stimuli during the training phase of perceptual association learning has been assumed to induce stabilization, but unambiguous stimuli are also typically interleaved. It therefore remains unclear to what extent the learned association between percept and retinal-location is driven by traditional associative learning mechanisms (reliant on unambiguous information) compared to learning guided by perceptual memory. Conversely, stabilization studies to date have not investigated the long-term effects of stabilization on perceptual bias.

Here we tested the hypothesis that long-term associative learning can emerge naturally from repeated instances of short-term perceptual memory, in the absence of
explicit training. First we assessed the relative contribution of these two distinct processes during an extended initial ‘training’ period of intermittent exposure to ambiguous stimuli, that is known to induce long-term perceptual associations. In the second experiment, we examined the ability of perceptual memory to reconfigure a recently learned association. The results demonstrate an important role for perceptual memory in both initiating and updating retinal location-contingent learning of perceptual biases, thus drawing a strong link between these two apparently different forms of visual plasticity. Together, these findings suggest that certain forms of long-term perceptual learning might derive from short-term mnemonic, rather than strictly associative, mechanisms. Specifically, repeated experience of a subjective perceptual state, as opposed to a physical stimulus, can give rise to an enduring bias in the subsequent interpretation of ambiguous patterns.
4.2. Results

Our experiments investigated the influence of brief visual stimulation with ambiguous and unambiguous stimuli on the establishment and maintenance of perceptual biases. In the first experiment, we investigated the influence of unambiguous stimuli in biasing subsequent perception of rotating Necker cube stimuli. The unambiguous stimuli were similar to the ambiguous versions but incorporated disparity and occlusion cues, which prompted the perception of rotation in one or the other direction (Figure 4.1A). We refer to the disambiguated Necker cube stimuli as training stimuli, as they have previously been used to train long-term biases in perception (Harrison and Backus, 2010b; van Dam and Ernst, 2010). In an initial pilot experiment, we first replicated this long-term learning effect (Supplementary Figure S4.1). The results confirmed that the training regimen used in the subsequent experiments was capable of inducing strong long-term learning that persisted over 24 hours and was resistant to counter conditioning.
Effects of training stimuli on perceptual bias

In the first experiment, participants viewed a succession of briefly presented ambiguously rotating Necker cubes over a block lasting approximately 20 minutes. Each block consisted of 400 trials, with each trial initiated by the participant with a keypress. This block length was nearly four times longer than those typically used in “cue recruitment” paradigms (Supplementary Figure 1; Harrison and Backus, 2010b; van Dam and Ernst, 2010) and was selected to allow us to look for periodic perceptual dominance phases associated with perceptual stabilization (Leopold et al., 2002; Brascamp et al., 2009). On each trial the stimulus was presented either above or below the fixation point for 1.5 seconds. Following each presentation, the participants indicated the perceived rotation direction relative to a probe dot with a button press (see Figure 4.1 and Methods).
Participants were assigned to one of two conditions. In a *trained* condition (n = 12), the first two trials at each retinal location were unambiguous (training) stimuli. The training stimuli always rotated in opposite directions at the two locations, and were counter balanced across participants. These training trials were then followed by 396 ambiguous trials. Previous studies have suggested that initial association of unambiguous rotation direction with a retinal position leads to long-lasting, position-specific biases in perception (Haijiang et al., 2006; Harrison and Backus, 2010b; van Dam and Ernst, 2010). To test the importance of the initial training stimuli, we also tested participants in an *untrained* condition (n = 7), in which the structure of the block was identical except for the absence of any training stimuli.

Prominent perceptual biases emerged in both trained and untrained groups. Figure 4.2 shows the magnitude of this bias for each of the participants. The perceptual bias is expressed as the sum of probit transformed probabilities at each retinal location (probit units, see Methods), per earlier convention (Harrison and Backus, 2010b). For the trained group, the positive values indicate that the majority of trials were seen as moving in the trained direction at each location. For the untrained group, positive values indicate that the initial direction of bias was maintained throughout the session. The results show that the explicit training trials had no significant effect on the magnitude of the bias [$t(17) < 1$, $p = 0.37$].

![Figure 4.2. Individual probit transformed bias summed across retinal locations for participants in the first experiment. Black lines indicate group means and error bars show standard error.](image-url)
We next considered whether, given the initial training trials, there might be a difference in the rate of buildup or decay of the perceptual bias, as an observable effect of associative learning. To address this, we examined the time courses of sessions with and without training. Specifically, we asked whether the perceptual bias emerged gradually over the course of the session, and whether or not this change was shared across the trained and untrained conditions. The results are shown in Figure 4.3, which plots the probability of the trained (or initially dominant) percept as a function of trial number over the 20-minute block. For the trained group, the bias in the trained direction was present from the first ambiguous trial and persisted until the end of the session (Figure 4.3A). Analysis using robust regression demonstrated no significant increase or decrease in this variable over time (trained group: $t(11) = 1.51, p = 0.16$; untrained group: $t(6) < 1, p = 0.40$). Despite the absence of any disambiguated trials, the results for the untrained sessions were similar (Figure 4.3B). Note that in this case, the probability is computed relative to the initially

![Figure 4.3](image.png)

**Figure 4.3.** Time course of median perceptual bias across subjects throughout the block for observers in (A) trained ($N = 12$) and (B) untrained ($N = 7$) groups. Coloured lines represent group median proportion of trials perceived in the ‘trained’ direction for a sliding window of 40 trials, and shaded regions indicate median absolute deviation.
dominant percept rather the direction of a particular training trial. For a subset of participants (n = 8) who were tested on a second block of 400 ambiguous trials immediately after completion of the first block, bias remained similarly stable throughout sessions lasting approximately 40 minutes (Supplementary Figure S4.2).

It has been suggested that group averaged data may be a poor measure of rate of learning (Gallistel et al., 2004). However, in agreement with our group averaged data, stable biases could be observed in the data of individual participants from both groups.

Figure 4. (A) An example to illustrate how raw perceptual report data from individual observers was boxcar filtered (with a window size of 8 trials) to enhance clarity in (B) and (C). (B) Perceptual report data from observers in the trained group in experiment 1 for two consecutive blocks of 400 trials each. Red asterisks indicate the percept specified by initial disambiguated training trials at the top location. (C) Data from observers in the untrained group. Shaded regions indicate phases of stabilized perceptual reversal (> 3 minutes). Such periodic alternations are characteristic of perceptual stabilization (Brascamp et al., 2009).
(Figure 4.4). For each participant, a boxcar-filtered time course of perceived direction is shown separately for the two retinotopic positions (red and blue traces). Figure 4.4B demonstrates that for the majority of participants in the trained group, training was effective for the upper and lower positions (red and blue stars, respectively). Thus two unambiguous trials at each location were generally sufficient to induce opposite-direction biases above and below the fixation point. For the untrained group (Figure 4.4C), biases were established early in the block and were most often in the same direction in the different positions. While established biases remained stable for most participants, we observed occasional phases of reversed dominance (gray highlights), which are a hallmark of perceptual stabilization (Brascamp et al., 2009). The occurrence of such reversals for several individuals contributed to the increased variability seen at certain time points in the group averaged data (Figure 4.3). Note that the observers in the trained group who experienced such reversals began the session reporting the untrained percept, and their subsequent reversal to the trained percept is unlikely to reflect a delayed effect of training.

These results reveal that while explicit training can determine the direction of perceptual biases, similar biases emerge in the absence of training. These spontaneous biases are of similar magnitude and stability to the trained biases and their direction can be the same or opposite at different retinal positions. The results are consistent with the suggestion that learning under the “cue recruitment” paradigm results primarily from associations formed between percepts and retinal locations, rather than between the physical stimuli and retinal locations, which might be predicted based on conventional theories of associative or Pavlovian learning (Harrison and Backus, 2010b; van Dam and Ernst, 2010). From this we conclude that the formation of such long-term perceptual associations ultimately depends on perceptual memory holding the percept constant over many presentations of the physically ambiguous stimulus.
Effects of spontaneous alternation on perceptual bias

In the experiments described above, we used a presentation paradigm that is known from previous studies as well as our own pilot experiment, to induce long-term retinal location-contingent biases (Harrison and Backus, 2010b; van Dam and Ernst, 2010). The results suggested that perceptual stabilization (achieved through brief intermittent stimulus presentations) plays an important role in establishing such perceptual associations. Given these results, we hypothesized that perceptual alternations, which arise spontaneously during an extended period of continuous stimulus presentation, might therefore have a deleterious effect on learned biases. We thus tested whether periods of spontaneous alternation would affect recently acquired perceptual biases, and further whether they would do so in a retinotopically specific manner.

We modified the original paradigm by adding an extended period of ambiguous stimulation. Specifically we interposed five minutes of continuous rotating Necker cube presentation at one of the two retinal locations into a training block (Figure 4.5). During this period of continuous presentation, the opposite retinal location remained blank. A blank interval of this duration has previously been considered sufficient to demonstrate ‘long term’ learning effects (van Dam & Ernst, 2010). Participants reported their perceptual state for both the continuous and intermittent portions of these extended blocks. In each testing session, participants were initially biased in opposing directions for the two retinal locations, as described above. Initial analysis was restricted to those participants for whom training was effective at both locations during the first block (n = 13).
We found that the five-minute period of continuous perceptual alternation effectively abolished the trained perceptual biases at the continuously stimulated location, but not at the blank location (Figure 4.6). Subsequently, participants expressed significant biases that were nearly equally divided between the two different directions at the continuously stimulated location (Figure 4.6, red asterisks). By contrast, the unstimulated

**Figure 4.5.** Illustration of experiment 2 design. All sessions began with a block of 120 trials, of which 4 out of the first 8 (2 at each retinal location) were unambiguous. Observers were then presented with an ambiguous stimulus at either the top or bottom retinal location (counterbalanced across subjects) continuously for 5 minutes, during which they reported perceptual alternations in the perceived direction of stimulus rotation. At the end of the continuous interval, observers completed a final block consisting of 120 ambiguous trials.

We found that the five-minute period of continuous perceptual alternation effectively abolished the trained perceptual biases at the continuously stimulated location, but not at the blank location (Figure 4.6). Subsequently, participants expressed significant biases that were nearly equally divided between the two different directions at the continuously stimulated location (Figure 4.6, red asterisks). By contrast, the unstimulated

**Figure 4.6.** Mean z-scores indicating perceptual bias in the trained direction for each retinal location for the full learners group (N = 13). Error bars represent SEM. Red asterisks represent z-scores for individual participants in block 2 at the retinal location where the stimulus had previously been presented continuously. The black asterisk indicates a significant difference between means (p<0.05).
retinotopic location maintained its previous bias and appeared entirely unaffected by the spontaneous alternations at the opposite location.

What factors determine the perceived direction of rotation following periods of continuous ambiguous stimulation? In the previous experiment we observed strong, stable perceptual biases from the start of the session, irrespective of whether explicit training was provided. This suggests that the perceptual interpretation of early ambiguous trials at each location determines which percept an observer becomes biased toward, since the dominant percept at the start of a session tends to become stabilized throughout. We reasoned that perhaps the last direction of rotation perceived during continuous viewing might be important. For example, the final percept experienced by an observer before the stimulus was turned off, might become stabilized during the next intermittent sequence of ambiguous trials. If this manipulation influences subsequent perceptual bias, then this would provide further evidence for the role of short-term perceptual history in long-term bias acquisition, since no disambiguating cues of any sort were applied during this phase of the experiment.

To test the dependence of the bias in the final block on the spontaneous alternation process, we related the bias direction to the ultimate perceptual state reported by all participants during the continuous presentation period. This analysis revealed that the bias in a significant majority of participants (19 of 24) matched the final perceptual state (p < 0.05). To test whether more distant aspects of perceptual history influenced subsequent bias, we coded final percept duration as a vector, with both magnitude (seconds) and direction relative to training (same or opposite to trained bias). This measure correlated significantly with block 2 bias (R² = 0.17, p < 0.05). In contrast, we found no correlation between block 2 bias and a variety of other measures of longer-term perceptual history...
during the continuous presentation period (including overall bias, total perceptual alternations, frequency of perceptual alternations and bias during the final 30 seconds).

To test whether the tendency for block 2 bias to follow the last percept experienced during continuous viewing was related to the direction of the ‘trained’ perceptual bias prior to continuous stimulation, we divided participants into two groups depending on whether the percept that dominated at the continuous location during block 2 was the same as, or opposite to, the percept that had dominated during block 1, regardless of training (Figure 4.7). We found that for both groups the last continuous percept was the principal predictor of the block 2 bias direction, and there was no significant effect of prior bias direction on the magnitude of subsequent bias.

**Figure 4.7.** Perceptual bias at the continuous location during block 2, for all participants tested ($N = 24$). Participants were divided into two groups depending on whether the percept that dominated at the continuous location during block 2 was the same as (red asterisks), or opposite to (blue diamonds), the percept that had dominated at that location during block 1. Labeled data points indicate the corresponding individual observers’ data. Time courses for all individual observers are shown in Figure S3. For the majority of observers the last percept experienced during continuous viewing correctly predicted subsequent perceptual bias at the continuous location.
4.3. Discussion

Perceptual resolution of ambiguous sensory input can be influenced by both recent and distant past experiences. Perceptual stabilization (Orbach et al., 1963; Leopold et al., 2002; Brascamp et al., 2008; Brascamp et al., 2009; Knapen et al., 2009a) and “cue recruitment” (Haijiang et al., 2006; Harrison and Backus, 2010a; b; van Dam and Ernst, 2010; Harrison et al., 2011) are two such examples, putatively driven by short-term perceptual memory and associative learning processes respectively. Here we tested the hypothesis that perceptual memory, rather than strictly stimulus-based associative learning, is primarily responsible for driving the learning of retinal location-dependent perceptual biases.

We assessed the stability of perceptual bias over sessions lasting up to 40 minutes and observed no reliable increase in bias that might reflect a gradual learning component. Instead, biases were expressed from the outset and remained relatively stable throughout, with occasional phase reversals of perceptual dominance in individual participants. This phenomenon is characteristic of perceptual stabilization (Brascamp et al., 2009), and cannot be explained by associative learning. Further, we compared perceptual bias between a group who received unambiguous training trials, and a group who received no training. We found no effect of training on the strength or stability of perceptual bias, demonstrating that such biases can emerge exclusively as a result of perceptual stabilization.

The absence of gradual changes in bias might reflect a ceiling effect, since observers in both trained and untrained groups began each session with strong, immediate biases. This result does not therefore rule out the involvement of gradual learning during training. Our results and those of previous studies demonstrate that the training paradigm used here reliably results in the learning of long-term perceptual associations, regardless of
whether participants are tested 5 minutes (Figure 4.6; van Dam and Ernst, 2010) or 24 hours (Supplementary Figure S4.1; Harrison and Backus, 2010b) after training. However, our results suggest that perception is dominated by short-term processes during training, rendering any gradual learning effects unobservable.

For observers in the untrained group, perception of the first stimulus at each location necessarily reflected ‘pre-existing bias’. In contrast, for the trained group, the trained percept was likely to have conflicted with observers’ pre-existing biases in approximately half of all instances. (This conflict perhaps explains the occurrence of ‘partial learners’, for whom training failed at one of the two locations). The finding that trained and untrained observers displayed similar levels of perceptual bias therefore suggests that the relative contribution of pre-existing bias throughout the session was negligible compared to the strong effect of stabilization.

Trained biases were shown to persist following a five minute blank interval, which has previously been considered sufficient for demonstration of ‘long term’ learning, as opposed to stabilization (van Dam and Ernst, 2010). Other studies have considered even shorter inter-stimulus intervals to be sufficient to diminish the contribution of stabilization (Carter and Cavanagh, 2007). Although the exact rate of decay of the short-term perceptual memory trace, which promotes stabilization, is not known, existing models predict decay to baseline within this time frame (Noest et al., 2007; Brascamp et al., 2009), and are supported by physiological evidence for multi-timescale neural adaptation (Fairhall et al., 2001). Thus the processes of short-term perceptual memory and long-term perceptual association are behaviourally distinguishable by their temporal properties. As such, the persistence of trained biases following an extended blank interval must primarily reflect long-term learning, since any contribution of residual perceptual memory will be significantly diminished over this time frame.
Following a period of continuous viewing, during which perception spontaneously alternated, observers were equally likely to exhibit a perceptual bias in the same or opposite direction to that specified by previous ‘training’. One way in which continuous viewing might produce this result is by causing observers to experience both percepts in approximately equal measure through frequent perceptual alternations. This period of unbiased perceptual history could serve to ‘reset’ long-term perceptual bias, resulting in an equal likelihood of either percept dominating subsequent intermittent viewing. Another factor that could explain this result is that subsequent perception is driven by short-term factors, such as the most recent percept. We tested the relative contributions of these two factors to the observed result by comparing measures of both short term and long term perceptual history during continuous viewing with subsequent perceptual bias. We found that the last dominant percept during continuous presentation predicted subsequent perceptual bias, including its direction and to some extent its duration. This result is consistent with several previous findings regarding the probability of a previously stabilized percept regaining dominance following a short period of continuous presentation. That survival probability appears to tend towards chance as a function of the number of spontaneous alternations, and as a function of the duration of dominance of the opposing percept (Brascamp et al., 2008).

Previous findings further suggest that perceptual history preceding the last dominant percept of a presentation period influences perception at the next presentation (Brascamp et al., 2008; Pastukhov and Braun, 2008). However, we found no correlation between block 2 bias and a variety of measures of longer-term perceptual history during the continuous presentation period (including total alternations, total bias, and bias during the final 30 seconds). This discrepancy is likely related to the longer duration of continuous presentation used here, which resulted in a greater number of perceptual
alternations. Thus, by reducing the survival probability of the previously dominant percept towards chance (‘resetting’), continuous presentation increases the influence of the final perceptual state on subsequent perception. Our results therefore suggest that the effect of perceptual alternations on a recently learned perceptual association is similar to its effects on perceptual memory. Ultimately, the brain favours repeated selection of the most recently experienced percept when resolving perceptual ambiguity following a period of unstable perceptual history. This emphasizes the importance of short-term priming-like effects in determining perception, even when these conflict with recent learning.

It is important to note that the transfer of perceptual biases was asymmetrical, with those established during continuous viewing affecting perception during intermittent presentation, but not vice-versa. This result agrees with previous findings, which suggest that distinct neural mechanisms underlie stochastic perceptual alternation (under continuous viewing conditions) and initial percept selection at stimulus onset (under intermittent viewing conditions) (Stanley et al., 2011; de Jong et al., 2012a). For example, individuals’ perceptual alternation rate during continuous viewing is not correlated with their alternation rate during intermittent viewing (Brascamp et al., 2009). Further, pre-existing (i.e. untrained) long-term perceptual bias is observed during intermittent viewing but not continuous viewing of binocular rivalry stimuli (Carter and Cavanagh, 2007). Nevertheless, our results demonstrate that these two processes do interact, with the transfer from continuous to intermittent viewing being strong enough to disrupt a recently acquired bias.
Experience-dependent changes in perception can occur at multiple timescales, yet they have traditionally been studied independently and considered as separate phenomena. The learning of long-lasting retinal location-contingent biases has previously been referred to as “cue recruitment” and described as a form of Pavlovian conditioning (Haijiang et al., 2006). These statements generate testable hypotheses: first, the term “cue recruitment” implies generalizability, and therefore suggests that a variety of typically uninformative signals (other than retinal location) can also be recruited by the visual system as a cue to visual appearance. Second, characterization of this learning as classical conditioning suggests that the association between percept and retinal location (i.e. the conditioned stimulus), relies on unambiguous training trials that elicit a single percept (i.e. an unconditioned response). However, the available evidence presents problems for both of these hypotheses, and instead suggests that the learning of long-term biases is strongly driven by perceptual memory.

Describing the acquisition of long-term perceptual bias as ‘classical’ or ‘Pavlovian’ conditioning would extend the definition of these terms in a fundamentally new direction. Modern learning theorists have previously made such extensions in order to incorporate principles of classical conditioning within a Cognitivist framework. Contemporary views of Pavlovian conditioning therefore emphasize that animals adjust by developing accurate knowledge of the environment (Rescorla, 2003). However, sensory estimation is always subject to uncertainty, so one might argue that even perception of an ‘unambiguous’ stimulus involves some degree of interpretation, and therefore all types of association occur between ‘percepts’. It worth noting that our ‘ambiguous’ and ‘unambiguous’ stimuli do indeed lie on a continuum of perceptual uncertainty: the latter contain multiple depth cues (structure-from-motion, occlusion and binocular disparity), which are combined to
minimize uncertainty. In contrast, bistable structure-from-motion stimuli contain only a single depth cue that constrains the object structure but leaves the depth order of front and back surfaces underconstrained, resulting in high uncertainty between two possible interpretations. The mapping between sensory stimulus and perceptual interpretation differs based on the degree of uncertainty, yielding qualitatively different behavioural outcomes: for the unambiguous stimuli the mapping is more or less deterministic, while for the bistable stimulus it is stochastic and strongly influenced by past experience. In the present experiments, both the dependent variable and the reinforcing stimuli are percepts derived from an ambiguous stimulus, departing substantially from even the revised classical paradigms. For this reason, we prefer to characterize the retinotopic-specific learning observed in the present study as a form of long-term 'perceptual association' rather than any form of classical conditioning.

Retinotopic specificity of perceptual memory affects perceptual association learning

One striking similarity between experience-dependent biases at short and long timescales is their retinotopic specificity. Previous studies of short term biases have demonstrated that perceptual stabilization of ambiguous figures is tightly specific to retinal location; in particular, stabilization is typically disrupted if the retinal position of the stimulus is changed by more than one degree of visual angle (Chen and He, 2004; Knapen et al., 2009a). Consequently, bistable stimuli presented intermittently at two sufficiently distant retinal locations will stabilize independently of each other and can therefore become stabilized in opposite percepts, as we observed for some individuals in the untrained group. A key difference between using retinal location and other novel signals to train perceptual biases is that, in the former case, only one percept is trained at a given retinal location,
whereas in the latter case, two opposing percepts must be trained at the same location. Stabilization therefore promotes the learning of long-lasting perceptual associations only when retinal location is used as the novel signal, and instead interferes with learning when retinal location is kept constant. Accordingly, biases have indeed been reliably trained using retinal location as the novel signal, while various other signals appear to be ineffective (Haijiang et al., 2006; Harrison and Backus, 2010a; Jain et al., 2010). In the limited cases where non-retinal location signals have been shown to produce biases, these biases were much weaker (Haijiang et al., 2006; Jain and Backus, 2013) and either decayed rapidly after training ceased (Di Luca et al., 2010) or required special manipulations of the training condition (Harrison and Backus, 2012). This lack of generality beyond retinotopic location cues is incompatible with an account of long-term bias based exclusively on conventional associative learning, but supports our finding that perceptual stabilization plays an important role in driving longer-term bias.

Retinal-location appears to be a unique signal because of its importance to perceptual stabilization, which in turn presumably relates to the retinotopic organization of visual cortex. Nevertheless, previous studies using non-retinal cues suggest that some amount of traditional associative learning (learned associations between a perceptually robust or ‘unambiguous’ stimulus and a novel signal) can occur independently of stabilization in the training of long-term bias (Haijiang et al., 2006; Di Luca et al., 2010; Harrison and Backus, 2012). The fact that observable trained biases were produced in these studies suggests that learned associations between novel signals and perceptually robust signals (unambiguous stimuli) can be significant, since stabilization effects would have interfered with training. One way to disentangle these components might be via manipulations that reduce stabilization, such as presentation timing (Leopold et al., 2002).
or possibly physical stimulus properties (Brouwer and van Ee, 2006). However, given the importance of retinal location to perceptual stabilization, it would be of interest to assess whether any of the non-retinal novel signals used in previous studies might have caused systematic changes in observers’ eye movements, shifting the retinal position of stimuli in a cue-contingent manner.

*The nature of perceptual resolution*

Presented with ambiguous sensory input, the visual system must constructively process signals to interpret the structure and content of the environment. Even in dynamic environments, changes typically occur on timescales comparable to the temporal resolution of visual processing, resulting in temporal autocorrelations in natural vision. One useful strategy would therefore be to re-select the most recent interpretation of the same scene. This can be seen experimentally as perceptual stabilization during intermittent presentation of a stimulus, which is analogous to the occlusion and reappearance of a moving, ambiguous object (e.g. a camouflaged predator) being tracked behind a cluttered foreground (e.g. a forest). A second adaptive strategy would be to select the interpretation of the scene that has proven most frequently to agree with other sources of sensory information in the history of one’s experience (for a given context). For example, if you had witnessed similar looking moving objects in this forest before, and also heard a roar, then it might be advantageous to be biased towards perceiving the object as a predator. This corresponds to prior knowledge, which has been shown to be modified by recent sensory experience (Adams et al., 2004). In contrast, the learning of perceptual associations demonstrates that recent perceptual experience alone (i.e. internal resolutions of ambiguous sensory information) is also capable of modifying subsequent perception, despite the absence of any feedback on the reliability of the perceptual interpretation.
A recent model of adaptation postulates that perceptual statistics of the remote past are used to estimate the world’s statistics (Chopin and Mamassian, 2012). According to this model, adaptation is predictive: the next dominant percept will be the one that brings the statistics of recent perceptual history closer to that of the remote past (Maloney et al., 2005; Denison et al., 2011; Chopin and Mamassian, 2012). Although the present study was concerned primarily with perceptual memory for ambiguous stimuli rather than adaptation to unambiguous stimuli, our results contrast with this idea. Instead, our results suggest that recent perceptual history can play a more important role than the statistics of the remote past when these two sources of information conflict. This might reflect differences in the way the brain estimates world statistics from past experience based on the reliability of the sensory information, i.e. the difference between the same percept arising from an ambiguous or unambiguous stimulus. Differences in the way the brain processes these stimuli are clearly evident from previous work indicating that long-term biases are more strongly driven by ambiguous than unambiguous stimuli (Harrison and Backus, 2010b).

Conclusion

Here we investigated the contribution of short-term perceptual processes to the learning of retinal location-contingent biases for a bistable stimulus. We found that even in the absence of explicit training, bias emerges naturally as a product of stabilized perception at each location. Perceptual biases were immediate, retinotopically specific, and maintained throughout the testing session, irrespective of whether observers viewed disambiguated training trials or not. Further, we observed that a period of spontaneous perceptual alternations, induced by continuous presentation of the ambiguous stimulus, abolished the previously acquired bias. This manipulation had no effect on the bias at a second, spatially removed location, confirming the retinotopic specificity of the effect. Further analysis
revealed that subsequent biases at the continuous presentation location were strongly
determined by the final dominant percept reported during the continuous presentation.
These results suggest that the learning of long-term biases in the perception of ambiguous
stimuli relies heavily on short-term perceptual processes, which promote repeated selection
of the most recent perceptual interpretation at a given retinal location.
4.4. Methods

*Hardware and software*

Stimuli were programmed in OpenGL using the Psychophysics Toolbox (Brainard, 1997; Pelli, 1997) for MATLAB™ (Mathworks, Natick, USA). In both experiments, stimuli were presented on a mirror stereoscope in a Wheatstone configuration using a pair of ViewSonic P225f CRT monitors (1600 x 1200, 100Hz). Observers’ head position was stabilized by means of a chin rest at a viewing distance of 50cm. An EyeLink 1000 (SR Research Ltd., Ontario, Canada) infrared video eye-tracking system was used to track the position of both eyes, in order to ensure observers maintained fixation throughout the experiments.

*Stimuli*

Virtual rotating cube stimuli were replications of those used by Harrison and Backus (2010b), with the exception that they were smaller in size in order to permit presentation on our stereoscope. Stimuli consisted of orthographic projections of a white wire-frame cube (Necker, 1832) on a mid-grey background. The centre of the cubes were positioned either 8.5° above or below a central fixation marker, which was a 1.15°x1.15° square outline. Cube edges subtended 6.5° when oriented in the frontoparallel plane and were 4’ wide. Each transparent face of the cube contained 25 randomly located white dots with a diameter of 6’. Cubes rotated about a vertical axis corresponding to the vertical meridian at an angular velocity of 45°s⁻¹.

The starting orientation of the cubes was set by roll and pitch angles of ±25°, balanced across trials. For unambiguous trials (Figure 4.1A) these angles determined
whether the cube appeared to be viewed from above or below at stimulus onset. On unambiguous trials, a vertical strip (0.5° wide x full screen height) was drawn through the axis of rotation to provide an occlusion depth cue and the cube was rendered stereoscopically with appropriate binocular disparity. On ambiguous trials (Figure 4.1B), stimuli were presented monocularly to the right eye in order to remove the cue conflict that would otherwise arise from a structure-from-motion stimulus being presented binocularly on a flat screen.

Task

In all experiments, participants were instructed to fixate the central marker, which was always present. Participants initiated trials by key press, and following a brief delay (<0.5 s), a single rotating cube appeared, either above or below fixation. In the first experiment a probe dot appeared on each trial, which repeatedly moved through the central fixation marker at a speed of 9.15°s⁻¹, either from left to right, or from right to left. The direction of the probe dot was randomized across trials in order to decouple perceived direction of cube rotation from the motor response. The probe dot was presented at zero disparity on unambiguous trials and monocularly on ambiguous trials. Participants reported (using the computer’s keyboard) whether the probe dot was moving in the same direction or the opposite direction to the perceived front face of the cube (Figure 4.1C-E). In the second experiment no probe dot was presented and participants instead reported (via the keyboard) whether the front face of the cube moved to the left or right.

On each trial, the stimulus was presented for 1.5 s. This duration was selected based on the observation that participants in a pilot study—who were allowed to give their response at any time between 1.5 and 6 seconds after stimulus onset (following Harrison and Backus, 2010b)—responded on average 1.78 seconds (±0.07 SEM) after stimulus
onset. This corresponds to just 280 milliseconds after the appearance of a cue indicating the start of the response period (a change of fixation marker colour), which suggests that perceptual decisions were—on average—made within the first 1.5 seconds. Fixing presentation duration served to ensure that all observers experienced the same stimulus on duration, which is known to be an important parameter for perceptual stabilization. The minimum duration between consecutive stimulus presentations was set to 1s, although on average it was approximately 5.5 s for a given location since trial onset was self-paced and stimulus location was randomized. Unambiguous stimuli appearing above fixation always rotated in the opposite direction to those appearing below fixation, and this location-rotation contingency was counterbalanced across participants. In blocks that included unambiguous trials, these trials always occurred within the first 8 trials of the block. The first 8 trials therefore included every possible stimulus configuration: ambiguous and unambiguous, viewed from above and viewed from below, and located above or below fixation.

Participants

In total, 55 naïve observers participated (16 – 42 years old, mean age = 21.4 years, 16 males). They were recruited through the School of Psychology at the University of Birmingham and received either £6/hr or research scheme credits for their participation. Participants had normal or corrected-to-normal vision. They provided written informed consent, in line with the ethics approval granted by the University of Birmingham’s STEM ethics committee and the Declaration of Helsinki.

Data from participants in the trained group of experiment 1 who exhibited overall perceptual biases opposite to that expected based on training at either retinal location, were excluded from further analysis ($N = 4$). In such cases, perception may have initially been
biased by a strong pre-existing bias or a negative aftereffect from the preceding unambiguous stimulus, but in either case could not be considered ‘trained’. For experiment 2, participants were divided into two groups based on whether training successfully influenced perceptual bias during block 1. All participants correctly identified the direction of rotation on unambiguous training trials. Eye movement data revealed that all participants tested were largely successful in maintaining fixation during stimulus presentations.

**Analysis**

To analyse the time course of perceptual bias, data were boxcar filtered using a sliding window of 40 trials (20 trials at each stimulus location). For each window position, the proportion of trials for which the reported direction of rotation matched the direction specified by disambiguated training trials at the given location was calculated. We use the term ‘perceptual bias’ here to refer to the probability of experiencing one percept over the other. We make the assumption that on average across individuals, untrained observers begin with an equal probability of perceiving either percept.

To facilitate comparison of our results with those from previous studies, the proportion of ambiguous stimuli reported as rotating in the direction specified by disambiguated stimuli at each location were converted into z-scores using a probit transformation (inverse cumulative distribution function) (Harrison and Backus, 2010b). Saturated values (probabilities of 0 or 1) were substituted with maximum z-scores equivalent to one response in the opposite direction to training per block (±2.394 in experiment 2). The sum of the z-scores for the two locations was calculated for each subject, to give a measure of training-induced perceptual bias. All analyses were conducted
using MATLAB™ (Mathworks, Natick, USA); in particular, robust regressions were implemented using the built-in function `robustfit.m`. 
4.5. Supplementary Materials

**Figure S4.1.** Time course of perceptual bias in the pilot experiment, which was a replication of Harrison and Backus’s (2010b) ‘uninformative’ training group. (A) On day 1, observers (n = 8) completed 4 blocks of 120 trials. Each block began with 2 unambiguous trials (within the first 4 trials) at each retinal location, and observers took 2 minutes break between blocks. The time course reveals that strong biases were expressed immediately and persisted across blocks. However, the short duration of each block and the presence of unambiguous trials at the start of each block made the relative contributions of short-term (perceptual memory) and long-term (associative learning) processes difficult to assess. (B) On day 2, observers (n = 6) again completed 4 blocks of 120 trials, but now 50% of trials were unambiguous and specified the opposite direction of rotation to day 1 training at each location. Black lines indicate robust regression fits to data from all 4 blocks in each session. (C) Overall perceptual bias in trained direction for ambiguous trials across days for individual observers. Despite attempted ‘counter-conditioning’ on day 2, the biases specified by day 1 training were, overall, even stronger than on day 1, although this difference did not reach significance. This result confirms that the training regimen employed in Experiments 1 and 2 was capable of eliciting robust, long-term learning effects, as previously described in “cue recruitment”.
Figure S4.2. Time course of perceptual bias for a subset of participants in the ‘trained’ group of experiment 1 (N = 8), who performed two ‘superblocks’ of 400 trials each. Biases remained stable throughout the session, which took participants approximately 40 minutes.

Figure S4.3 (Next page). Time courses of perceptual bias for individual participants in experiment 2. (A) Full learners - participants who expressed biases in the trained direction at both locations. (B) Partial learners - participants who expressed a bias in the trained direction at only one location. For clarity, raw data was boxcar filtered with a window of 8 trials for intermittent blocks or 28 seconds for continuous blocks. Red asterisks indicate the direction specified by unambiguous ‘training’ trials at the top location in block 1. Diamond symbols indicate the last reported percept during the continuous block, and their colour indicates whether block 2 bias matched that percept (green = yes, red = no). (B) Observers in the partial learners group only acquired the ‘trained’ bias at one retinal location during block 1. Note that all participants correctly identified the direction of rotation for the unambiguous ‘training’ trials, which were presented at the start of block 1. Despite failure to bias perception in the direction specified by training, perception readily stabilized in the opposite direction.
A. Full learners

<table>
<thead>
<tr>
<th></th>
<th>Block 1</th>
<th>Continuous presentation</th>
<th>Block 2</th>
<th>Z-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td><img src="image1" alt="Graph" /></td>
<td><img src="image2" alt="Graph" /></td>
<td><img src="image3" alt="Graph" /></td>
<td>2.4</td>
</tr>
<tr>
<td>P2</td>
<td><img src="image4" alt="Graph" /></td>
<td><img src="image5" alt="Graph" /></td>
<td><img src="image6" alt="Graph" /></td>
<td>2.4</td>
</tr>
<tr>
<td>P3</td>
<td><img src="image7" alt="Graph" /></td>
<td><img src="image8" alt="Graph" /></td>
<td><img src="image9" alt="Graph" /></td>
<td>2.4</td>
</tr>
<tr>
<td>P4</td>
<td><img src="image10" alt="Graph" /></td>
<td><img src="image11" alt="Graph" /></td>
<td><img src="image12" alt="Graph" /></td>
<td>2.4</td>
</tr>
<tr>
<td>P5</td>
<td><img src="image13" alt="Graph" /></td>
<td><img src="image14" alt="Graph" /></td>
<td><img src="image15" alt="Graph" /></td>
<td>1.8</td>
</tr>
<tr>
<td>P6</td>
<td><img src="image16" alt="Graph" /></td>
<td><img src="image17" alt="Graph" /></td>
<td><img src="image18" alt="Graph" /></td>
<td>1.5</td>
</tr>
<tr>
<td>P7</td>
<td><img src="image19" alt="Graph" /></td>
<td><img src="image20" alt="Graph" /></td>
<td><img src="image21" alt="Graph" /></td>
<td>1.5</td>
</tr>
</tbody>
</table>

B. Partial learners

<table>
<thead>
<tr>
<th></th>
<th>Block 1</th>
<th>Continuous presentation</th>
<th>Block 2</th>
<th>Z-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>P14</td>
<td><img src="image22" alt="Graph" /></td>
<td><img src="image23" alt="Graph" /></td>
<td><img src="image24" alt="Graph" /></td>
<td>2.4</td>
</tr>
<tr>
<td>P15</td>
<td><img src="image25" alt="Graph" /></td>
<td><img src="image26" alt="Graph" /></td>
<td><img src="image27" alt="Graph" /></td>
<td>2.1</td>
</tr>
<tr>
<td>P16</td>
<td><img src="image28" alt="Graph" /></td>
<td><img src="image29" alt="Graph" /></td>
<td><img src="image30" alt="Graph" /></td>
<td>1.8</td>
</tr>
<tr>
<td>P17</td>
<td><img src="image31" alt="Graph" /></td>
<td><img src="image32" alt="Graph" /></td>
<td><img src="image33" alt="Graph" /></td>
<td>1.6</td>
</tr>
<tr>
<td>P18</td>
<td><img src="image34" alt="Graph" /></td>
<td><img src="image35" alt="Graph" /></td>
<td><img src="image36" alt="Graph" /></td>
<td>1.4</td>
</tr>
<tr>
<td>P19</td>
<td><img src="image37" alt="Graph" /></td>
<td><img src="image38" alt="Graph" /></td>
<td><img src="image39" alt="Graph" /></td>
<td>0.3</td>
</tr>
<tr>
<td>P20</td>
<td><img src="image40" alt="Graph" /></td>
<td><img src="image41" alt="Graph" /></td>
<td><img src="image42" alt="Graph" /></td>
<td>0.0</td>
</tr>
</tbody>
</table>

Legend:
- **Top location**
- **Bottom location**
- **Top trained direction**
- **Final continuous percept**
4.6. Appendices

Pilot experiment

In an initial pilot study we replicated the results of Harrison and Backus (2010b). Stimuli were presented on a Samsung SyncMaster 2493HM in portrait screen orientation (1020 x 1900, 60Hz), while observers sat with their heads supported by a chinrest at a viewing distance of 50cm. This configuration permitted presentation of stimuli equal in visual angle to those used by Harrison and Backus (2010b). Prior to testing a custom gamma table was calculated from photometer readings taken through the red and green filters of the anaglyph glasses worn by observers, and applied during stimulus presentation to minimize cross-talk in the anaglyphs. This step is critical when attempting monocular presentation using anaglyphs, as any weak signals reaching the supposedly ‘covered’ eye will result in the Pulfrich effect (Pulfrich, 1922).

Stimuli were identical to those used by Harrison and Backus (2010b) except in physical size, and identical to those of Experiments 1 and 2, except in both physical and retinal size. The centres of the cubes were positioned either 12° above or below the central fixation marker, which was a 1.15°x1.15° square outline. Cube edges subtended 11.42° when oriented in the fronto-parallel plane and were 10.2’ wide.

A total of 15 observers participated in 2 experimental sessions on consecutive days: 8 participants using the anaglyph setup described above and 7 using the Wheatstone stereoscope setup described in Methods. Each session consisted of 4 blocks of 120 trials. On day 1, 4 of the first 8 trials in each block (<4%) were unambiguous and the direction of rotation was contingent on retinal location. On day 2, 60 trials in each block (50%) were unambiguous and the location-rotation contingency from day 1 was reversed.
The proportions of ambiguous trials perceived in the same direction as disambiguated training trials at each location were converted into z-scores (as described in General Methods) and added together to produce a ‘z-diff’ value for each observer. The mean z-diff values for day 1 and day 2 were not significantly different (fig.S1C; day 1 mean= 3.28, s.e.m.= 0.24; day 2 mean= 3.87, s.e.m.= 0.26; t(12)= -1.66, p= 0.12, 95% CI= [-1.37, 0.18]). This result replicates the findings of Harrison and Backus (2010b), and demonstrates that long-term perceptual bias was induced on day 1 since perception was resistant to priming in the opposite location-rotation contingency on day 2.

As a further analysis, the ambiguous trials from all blocks for each subject were divided into bins of 20 trials and the mean proportion of responses at either location in the trained direction was plotted (fig.S1A). Fitting a linear regression to these data revealed that the trained bias took immediate effect from the start of the first block on day 1, (α= 0.83, 95% CI = 0.80 – 0.85; bin 1 mean = 0.81, s.e.m.= 0.1). Furthermore, the induced bias was maintained at a constant level throughout each session, as revealed by the shallow gradient of the regression line (β = 4.27x10⁻⁵, 95% CI= -1.45 x10⁻⁴ – 5.91 x10⁻⁵). A similar pattern of results was observed for ambiguous trials on day 2 (fig.S1B; β = 1.0 x10⁻⁵, 95% CI= -1.55 x10⁻⁴ – 1.65 x10⁻⁴; α= 0.96, 95% CI = 0.94 – 0.98; bin 1 mean = 0.95, s.e.m.= 0.02).
Figure A4.1. Time course of perceptual bias for individual observers in the pilot study.
Chapter 5: Long-term biases for bistable stimuli are modified by recent perceptual experience.

In the previous chapter we observed that recent perceptual experience, driven primarily by either short-term mnemonic processes (perceptual memory) or stochastic processes (perceptual alternation), is capable of influencing perception over longer time scales. Here we extended these time scales to test the limits of recent experience on learning, and potential consolidation during sleep. The first experiment was similar to that in chapter 4, except that the test phase took place 24 hours after the training and disruption phases. The results confirm several findings reported in chapter 4: i) a period of perceptual alternations can disrupt previously learned biases, and ii) the perceptual statistics of the most recent encounter (as opposed to earlier training) influence subsequent perceptual bias. However, in contrast to the results observed at shorter timescales, we found that perceptual biases 24 hours later reflected the integration of net perceptual experience across the entire previous session rather than just the most recent experience. In addition to the long-term learning and short-term stabilization biases tested thus far, naïve observers appear to exhibit esoteric ‘pre-existing’ perceptual biases that vary across the visual field, but remain stable across time. However, previous studies reporting this phenomenon have failed to account for the confounding contribution of short-term memory to the observed result. In a second experiment, we therefore tested the longevity of esoteric perceptual biases across the visual field using manipulations that diminished the biasing contribution of short-term memory. The results suggest that perceptual biases that occur at first exposure to ambiguous visual input are indeed stable across long time periods, even when short-term processes are controlled for. Finally, we report the successful ocular transfer of training, which indicates that the neural mechanism underlying these learned biases does not occur earlier than primary visual cortex.
5.1. Introduction

Faced with ambiguous sensory input, the brain must constructively process the available information to arrive at a plausible perceptual interpretation of the environment. In the absence of sufficient sensory evidence to distinguish between competing interpretations, the brain can use the statistics of past perceptual experience to inform percept selection (Leopold et al., 2002; Adams et al., 2004; Maloney et al., 2005; Brascamp et al., 2008; Pastukhov and Braun, 2008; Brascamp et al., 2009; Harrison and Backus, 2010b). However, different mechanisms may mediate the influence of recent and distant past perceptual experience, and the percept promoted by these processes can sometimes conflict - exerting opposing effects on future perception (Chopin and Mamassian, 2012; Murphy et al., 2014).

Bistable stimuli provide a unique means of investigating how past experience biases perception. Short-term influences of past experience on perception are known to occur when bistable stimuli are presented intermittently. Specifically, brief presentations separated by intervals during which the stimulus is removed results in the same percept being repeatedly selected on consecutive presentations (Orbach et al., 1963; Leopold et al., 2002; Maier et al., 2003; Brascamp et al., 2009). While the neural basis of this perceptual stabilization phenomenon remains unknown, it has generally been described in terms of a short-term perceptual memory trace, which accumulates over a timescale of seconds and can last for tens of minutes (Brascamp et al., 2008; Pastukhov and Braun, 2008; Pearson and Brascamp, 2008). Another noticeable feature of stabilization is that it occurs in retinotopic, rather than spatiotopic coordinates (Chen and He, 2004; Knapen et al., 2009a).

Longer lasting perceptual biases for briefly presented ambiguous stimuli can be trained, and these too are specific to retinal location (Haijiang et al., 2006; Harrison and Backus, 2010b; van Dam and Ernst, 2010; Jain and Backus, 2011). The acquisition of
such long-term biases appears to be strongly driven by short-term perceptual stabilization, resulting from the brief presentations of stimuli (Harrison and Backus, 2010b; Murphy et al., 2014). However, long-term biases can extend to days (Haijiang et al., 2006; Harrison and Backus, 2010b; Mamassian and Wallace, 2010), or even weeks (Carter and Cavanagh, 2007; Afraz et al., 2010; Harrison and Backus, 2014), and it is possible that sleep may play an important role in the consolidation of learned biases (Stickgold et al., 2000; Stickgold, 2005). Further, some studies have reported ‘pre-existing’ biases for perceptual interpretation of ambiguous stimuli at stimulus onset. These biases are not the result of explicit training, and have been described as idiosyncratic between observers and retinal locations, but stable across time (Carter and Cavanagh, 2007; Stanley et al., 2011).

Several lines of evidence suggest that the process of selecting a perceptual interpretation of a bistable stimulus each time it appears during repeated presentation (‘onset rivalry’) differs from perceptual rivalry during continuous viewing of the same stimulus (Carter and Cavanagh, 2007; Kalisvaart et al., 2011; Stanley et al., 2011). For example, during continuous viewing, the rate of perceptual alternation is reduced when attention is directed away from the stimulus (Paffen et al., 2006), but conversely, increased when the same manipulation is applied during intermittent viewing (Kanai and Verstraten, 2006). Further, prior exposure to bistable stimuli can have opposing influences on subsequent perception depending on whether stimuli are presented continuously or intermittently (de Jong et al., 2012a). However, there seems to be an interaction between onset bias and perceptual alternations that occur spontaneously during continuous viewing. Specifically, recently acquired onset biases can be disrupted by a period of continuous viewing (Brascamp et al., 2008; Murphy et al., 2014).

Here, we examine the long-term effects of trained associations between retinal locations and perceptual biases, and the influence of perceptual alternations on the
longevity of trained biases. In Experiment 1 we tested the long-term effects of perceptual alternations following recent acquisition of learned perceptual bias. In the previous chapter we demonstrated that a 5-minute period of continuous viewing of an ambiguous stimulus reduces recently acquired perceptual bias at that retinal location to chance levels. However, it is not clear how the competing effects of past perceptual experience would affect subsequent perceptual bias on a longer time scale, especially following sleep. To examine this, we tested observers on two consecutive days, as has been used in previous “cue recruitment” studies to measure learned biases (Haijiang et al., 2006; Harrison and Backus, 2010b).

When observers receive no explicit training, their perception of bistable stimuli tends to naturally stabilize on one of the two percepts at a given retinal location. This could reflect strong ‘pre-existing’ biases, short-term perceptual stabilization effects, or some combination of these two biasing factors. While the concept of ‘pre-existing’ bias is plausible (the observer must always make a binary choice on trial 1), studies to date have made no effort to control for the confounding contribution of stabilization in their measurement of onset bias. In Experiment 2 we assessed pre-existing onset biases by increasing the time between consecutive ambiguous trials, so as to minimize the contribution of perceptual stabilization, and allowed for spontaneous perceptual alternations to disrupt perceptual stabilization between trials. Finally, in Experiment 3 we tested whether recently learned associations between retinal location and perceived direction of rotation are specific to the eye in which they were induced. The results suggest that learned bias is represented binocularly, and indicates that the neural locus of such processes is retinotopically organized visual cortex.
5.2. Methods

Participants

In total, 38 naïve observers participated (16 – 42 years old, mean age = 21.4 years, 12 males). Participants in Experiment 1 (n = 26), and Experiment 3 (n = 10) were recruited through the School of Psychology at the University of Birmingham and received either £6/hr or research scheme credits for their participation. Participants in Experiment 2 (n = 6) were trained psychophysical observers who were naïve to the aim of the experiment. All participants had normal or corrected-to-normal vision and provided written informed consent, in line with the ethics approval granted by the University of Birmingham’s STEM ethics committee and the Declaration of Helsinki. Data from two participants in Experiment 1 were not recorded correctly for last 2 blocks of session 2 due to a programming error. Their available data were included in the analyses where appropriate. Eye movement data from the control participants in Experiments 2 and 3 revealed that all participants tested were successful in maintaining fixation during stimulus presentations.

Hardware and software

Stimuli were programmed in OpenGL using the Psychophysics Toolbox (Brainard, 1997; Pelli, 1997) for MATLAB™ (Mathworks, Natick, USA). In Experiment 1, stimuli were presented on a Samsung SyncMaster 2493HM LCD monitor (1920 x 1200, 60Hz, 52 x 33 cm), with the screen rotated 90° for a portrait orientation. Observers’ head position was stabilized by means of a chin rest at a viewing distance of 60cm and binocular presentation was achieved using red-green anaglyph glasses. A custom gamma table was created based on photometric readings taken through the anaglyph filters, in order to minimize cross talk between the red and green channels.
Due to the presentation timing requirements of the experiments, Experiments 2 was not conducted under laboratory conditions for the majority of participants. Stimuli were presented on a range of standard office LCD monitors (see Appendix Table 1), which had not been calibrated for luminance, and ambient lighting was not controlled. However, for each subject stimulus size was adjusted according to viewing distance (which varied between 48 and 65cm) to maintain constant size in visual angle across the different experimental settings.

For two control observers in Experiments 2, standard laboratory conditions were maintained. Stimuli were presented on a pair of luminance calibrated Samsung RZ2233 LCD monitors (1920 x 1080, 120Hz), which have previously been extensively tested and characterized as suitable for psychophysical experimentation (Wang and Nikolić, 2011). The two monitors were viewed through cold mirrors in a Wheatstone stereoscope configuration. An EyeLink 1000 (SR Research Ltd., Ontario, Canada) infrared video eye-tracking system was used to track the position of both eyes through cold mirrors, in order to ensure observers maintained fixation throughout the experiments.

Stimuli

Virtual rotating cube stimuli were identical to those used in Chapter 4, except for being scaled up in size to match those used by Harrison and Backus (2010b). In Experiment 1 the centers of the cubes were therefore positioned either 12° above or below a central fixation marker, which was a 1.15°x1.15° square outline. Cube edges subtended 11.3° when oriented in the frontoparallel plane and were 10’ wide, and each cube surface contained 25 dots (0.28°).

In Experiment 2, random dot kinematograms of orthographic projections of rotating cylinders were similar to those used by Knapen et al. (2006) (1° x 1° diameter).
Cylinders were composed of 200 white dots (1.8’) presented on a black background (to improve on-screen contrast in ambient lit rooms) and rotated at an angular velocity of 130°s⁻¹. The centre of each cylinder could appear either at fixation or at one of 8 radial locations at 3° eccentricity from fixation (see Figure 5.8). Stimulus dimensions were specified in degrees of visual angle and converted to pixels for each observer’s viewing conditions based on input of viewing distance and screen dimensions. A circular fixation marker (0.1°) was presented at the centre of the screen throughout each block.

Task

In all experiments, participants were instructed to fixate the central marker, which was always present. Participants initiated trials by key press, and following a brief delay (0.1 s), a single rotating stimulus appeared. In Experiment 1 this was a cube that appeared either above or below fixation, while in Experiment 2 it was a cylinder that could appear either centrally (behind the fixation marker) or at one of 8 polar angles (Figure 5.8).
Experiments 1 and 3 a probe dot appeared on each trial, which repeatedly moved through the central fixation marker at a speed of 9.15°s⁻¹, either from left to right, or from right to left. The direction of the probe dot was randomized across trials in order to decouple perceived direction of cube rotation from the motor response. The probe dot was presented at zero disparity on unambiguous trials and monocularly on ambiguous trials. Participants reported (using the computer’s keyboard) whether the probe dot was moving in the same direction or the opposite direction to the perceived front face of the cube (Figure 5.1C-E).

In Experiment 2 no probe dot was presented and participants instead reported (via the keyboard) whether the front face of the rotating cylinder moved to the left or right.

On each trial, the stimulus was presented for 1.5 s. Fixing presentation duration served to ensure that all observers experienced the same stimulus duration, which is known to be an important parameter influencing perceptual stabilization (Manousakis, 2012). The minimum duration between consecutive stimulus presentations was set to 1s, although on average it was approximately 5.5 s for a given location since trial onset was self-paced and stimulus location was randomized. Unambiguous stimuli appearing above fixation always rotated in the opposite direction to those appearing below fixation, and this location-rotation contingency was counterbalanced across participants. In blocks that included unambiguous trials, these trials always occurred within the first 8 trials of the block. The first 8 trials therefore included every possible stimulus configuration: ambiguous and unambiguous, viewed from above and viewed from below, and located above or below fixation. Participants were required to take a 1-minute break between consecutive blocks within a session. On average, intermittent blocks took observers 5 minutes 42 seconds (±12s) to complete on day 1, and 5 minutes 3 seconds (±10s) on day 2, and were therefore reasonably well matched by the 5-minute block of continuous presentation.
Analysis

We calculated perceptual bias as the proportion of ambiguous stimuli reported as rotating in a given direction. The direction could be absolute (e.g. clockwise) or relative (e.g. compared to the direction specified by disambiguated stimuli). Biases were calculated separately for each retinal location, and were converted into z-scores using a probit transformation (inverse cumulative distribution function) (Harrison and Backus, 2010b). Saturated values (probabilities of 0 or 1) were substituted with maximum z-scores equivalent to one response in the opposite direction to training per block (±2.394 in Experiment 1. The sum of the z-scores for the two locations was calculated for each subject, to give a measure of training-induced perceptual bias. All analyses were conducted using MATLAB™ (Mathworks, Natick, USA).
5.3. Results

5.3.1. Experiment 1: Long-term effects of perceptual bias disruption

Experiment 1 was designed to test the longevity of recently acquired perceptual biases at multiple time scales: from 5-minutes to 24 hours after initial bias acquisition. On the first day, observers completed an initial training block consisting of 120 trials, followed by a ‘manipulation’ block, and a final test block (Figure 5.2). For a subset of observers (group 1) the training block contained a small number (4) of unambiguous trials near the start that were intended to prime subsequent perception in opposite directions at the two locations. All other observers received no explicit training, and were presented exclusively ambiguous stimuli on day 1. During the manipulation block, observers were either presented 5-minutes of continuous stimulation, or presented with a block of 120 trials at one of the two locations (randomized across participants). The retinal location where no stimulus was presented during block 2 remained blank and served as a within-subjects control.
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**Figure 5.2.** Design of Experiment 1. Participants were randomly assigned to one of 3 groups, each of which received different combinations of training and disruption during blocks 1 and 2 of day 1. All blocks on day 2 were the same for all participants: 50% of trials were unambiguous and rotated in the opposite direction to whichever direction had dominated at each location during session 1. Note that the manipulated location in block 2 could be either top or bottom, and this was counterbalanced across observers.
control condition.

On the second day, observers completed 3 identical test blocks, each of which consisted of 50% unambiguous trials. The direction of rotation on unambiguous trials at each location was opposite to the direction that had dominated during at that location during the previous session. Day 2 blocks were therefore an attempt at ‘counter-conditioning’ of biases that were manifested on day 1, since unambiguous versions of bistable stimuli have been shown to prime subsequent perception (Nawrot and Blake, 1993; Kanai and Verstraten, 2005; Long and Moran, 2007).

We first measured observers’ ability to correctly identify the direction of rotation on unambiguous trials. Observers in group 1 perceived 90% of unambiguous trials correctly, and all observer perceived at least 3 of the 4 unambiguous trials correctly. Similarly, all observers reported 92.8% (±1.3%) of unambiguous trials on day 2 correctly. This suggests that observers were attending to the task of reporting their percepts rather than giving responses randomly. We next examined the efficacy of the unambiguous training trials presented to observers in group 1, in priming perception of subsequent ambiguous trials in block 1. The direction of perceptual bias specified by unambiguous training trials was only successful in biasing perception at both locations during block 1 in 50% of observers in group 1 (6 of 12). For the other observers, perceptual bias in block 1 tended to follow training at only one location, and bias at the other location was therefore in the same direction. Incidentally, training trials were not necessary to elicit opposite bias directions at the two retinal locations: 35% of observers in groups 2 and 3 (7/20) who did not receive any training spontaneously exhibited opposite directional biases at the two locations tested.

The second manipulation we performed was to either continuously or intermittently present an ambiguous stimulus at one of the two retinal locations during block 2. The
purpose of this manipulation was to induce varying frequencies of perceptual alternation during this block in different observers. Accordingly, our observers exhibited a wide range of perceptual alternation rates during block 2, ranging from zero to 46 alternations over a 5 minute period. In contrast, and as expected based on previous experiments, during intermittent presentation blocks, the majority of observers showed highly stable (and therefore biased) perception of ambiguous stimuli at each retinal location. Filtered versions of the raw perceptual time courses for each observer during each block are shown in Supplementary Figure S5.1.

We quantified perceptual bias at each retinal location for each block by calculating the proportion of ambiguous trials at that location that were perceived as rotating clockwise, and converting the data to Z-units using the probit transform (see Methods). A positive Z score therefore reflects a clockwise bias, whereas a negative Z score reflects an anticlockwise bias. For an initial analysis, bias directions were converted so that the sign was relative to block 1 bias rather than a particular direction of rotation, and thus all biases
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**Figure 5.3.** Mean perceptual bias for each location during each intermittent block. Bias directions are relative to block 1 bias direction for each location, rather than relative to a particular direction of rotation. Error bars show standard error. *Significantly different at \( p<0.05 \) – see main text for details.
for block 1 (day 1) in this analysis were positive. Figure 5.3 shows the mean bias across all observers for each location in each block. At the retinal location that was manipulated in block 2, there was a significant decrease in perceptual bias between blocks 1 and 3 (paired T-test, t(31) = 2.84, p = 0.0079), whereas at the location that remained blank during block 2, there was a far smaller decrease that was not statistically significant (t(31)=1.2, p = 0.23). As a result, the difference in bias between retinal locations during block 3 also approached significance (t(31) = 2, p = 0.054). However, the decrease in perceptual bias at the manipulated location (relative to block 1 dominance) partially recovered 24 hours later (block 1 of day 2): although bias remained significantly less than in block 1 (t(31) = 2.15, p = 0.04), it did not differ significantly from the control location (t(31) = 1.35, p = 0.19).
We next examined changes in individual observers’ perceptual biases across blocks. Perceptual biases for the first block of each session compared to the last block of each session are plotted for all observers in Figure 5.4A, for each retinal location. Data points that lie close to the positive diagonal indicate little change in perceptual bias between blocks. In contrast, points that lie in the upper left or lower right quadrant of each plot indicate a reversal of bias direction between blocks. The results show that reversals in bias were most common at the disrupted location on day 1 (upper left plot), i.e. the manipulation applied in block 2 of day 1 effectively disrupted the trained bias for some observers (n = 6). Biases at the manipulated location during day 2 were also affected.
compared to biases observed on day 1 both before (block 1) and after (block 3) the manipulation block (Figure 5.4B).

These results suggest that the manipulation applied in block 2 had an effect on perceptual bias in some, but not all observers. Following analysis of a similar experiment presented in Chapter 4, we investigated the relationship between changes in perceptual bias at the manipulated location and quantitative measures of perceptual experience at that same retinal location during block 2. Linear regression showed a significant relationship between change in bias across blocks 1 and 3 and the rate of perceptual alternations experienced during block 2 at the manipulated location (R = -0.53, p = 0.002), but also, to a lesser extent, at the control location (R = -0.37, p = 0.038). In contrast, changes in bias across the first and last blocks on day 2 were not related to perceptual alternation rate observed on day 1 (Figure 5.5 B & C). Similarly, the direction of the last percept reported

Figure 5.5. Scatter plots illustrating the relationship between changes in bias and perceptual alternation rate experienced during block 2 at the manipulated location. The y-axis of each plot shows changes in bias from A) block 1 to block 3 of session 1; B) block 1 of session 1 to block 1 of session 2; C) block 3 of session 1 to block 1 of session 2. The top row of plots shows data for the manipulated location, while the bottom row shows data for the control location. Note that in both cases, alternation rates are based on perception at the manipulated location during block 2, since the control location remained blank during this block. Black lines show regression fits.
during block 2, relative to block 1 bias, was associated with changes in bias in block 3 (Figure 5.6). However, the change in bias for observers who reported the opposite percept (compared to the percept that dominated during block 1) last during block 2 was not significantly greater than for observers who reported the same percept (Same group, mean Z difference = 0.08 ±0.16 S.E.; Different group, mean Z difference = -0.71 ±0.25 S.E.; t(30) < 1, p > 0.1).

As expected, the decrease in mean perceptual bias at the manipulated location during block 3 was the result of a reversal in bias direction for some observers (n=6) rather than moderate decreases in bias magnitude for all observers. Figure 5.7 highlights the perceptual bias at the manipulated location for these observers across sessions. Notably, observers who experienced changes in bias direction of smaller magnitude during block 3 were more likely to recover the original (block 1) bias direction on the next day, whereas those with the strongest bias reversal in block 3 retained that bias direction into day 2. Further, those who retained the opposite bias direction during day 2 tended to experience weaker biases during block 1 than they had during block 3. The direction of day 2 bias was therefore predicted by the net perceptual bias across blocks 1 and 3 of day 1 for all but one of the 32 observers.
On day 2, all observers showed a strong resistance to priming from unambiguous trials. One possible explanation for the reduced susceptibility to priming from unambiguous stimuli observed on day 2 compared to day 1 is a change in response times. For a different type of motion stimulus, it has previously been shown that unambiguous priming stimuli can have an inhibitory effect on subsequently presented ambiguous stimuli at short inter-stimulus intervals (ISIs) (<500ms), but become facilitatory at longer ISIs (Kanai & Verstraten, 2005). In contrast, ambiguous stimuli always have a facilitatory effect on perception of subsequent ambiguous stimuli, regardless of the ISI (Brascamp et al., 2009). Since trials are self-paced in the “cue recruitment” paradigm, the average ISI will decrease if observers respond more quickly, and it is plausible that observers might respond more quickly as they become more familiar with the task. Analysis of ISI distributions on day 1 versus day 2 showed a significant difference (day 1 median = 893 ms; day 2 median = 733 ms; t(19465) = 17, p < 0.001; Supplementary Figure S5.2), after exclusion of outliers (RTs > 6s). However, taking into account that stimulus location was randomized across trials, the ISI for a given location was, on average, twice the duration, plus one stimulus on duration (1.5s), giving median ISIs of 2.090s and 1.850s for days 1 and 2 respectively.

![Figure 5.7. Perceptual bias at the manipulated location for all observers across blocks. The bold red traces are for 6 observers who exhibited the opposite perceptual bias direction in block 3 to the bias they had exhibited in block 1. The original (block 1) bias is seen to recover in half of these observers on day 2. Biases for individuals who did not experience a reversal of bias direction between blocks 1 and 3 are plotted in light blue. Note that only one of these observers experienced a reversal of bias between the last block of day 1 and the day 2.](image-url)
5.4.2. Experiment 2 – Dissociating pre-existing perceptual bias from stabilization

When a perceptually ambiguous stimulus is presented intermittently for brief periods, perception at each stimulus onset tends to stabilize on a single percept, resulting in a strong perceptual bias (Leopold et al., 2002; Brascamp et al., 2008). This perceptual stabilization is specific to the retinal location of the stimulus, and does not transfer between ambiguous stimuli separated by greater than 2° of visual angle (Chen & He, 2004; Knapen et al., 2009; Carter and Cavanagh, 2007; Stanley et al., 2011).

Several studies of the spatial extent of perceptual stabilization have also posed the question of how pre-existing biases (biases that arise prior to and independently of stabilization) vary across the visual field and across individual observers (Knapen et al., 2009; Carter and Cavanagh, 2007). They reported that pre-existing biases are idiosyncratic across the visual field and between observers, but stable across time within individuals. However, the maximum durations between consecutive presentations at any given peripheral retinal location in these studies were 48s (Knapen et al. 2009) and 100s (Carter & Cavanagh, 2007). Inter-stimulus intervals (ISIs) in this range have previously been shown to promote perceptual stabilization (Leopold et al., 2002; Brascamp et al., 2008). Carter and Cavanagh (2007) retested participants 2 weeks after the initial session and reported that perceptual bias remained relatively stable over time for each location for each observer. However, based on the timing of presentations used, only the first trial of each session was truly indicative of pre-existing bias, whereas all subsequent trials were likely to have been influenced by short-term stabilization.
We were interested to investigate the stability of long-term bias over time and retinal location in order to understand its relation to short-term stabilization effects. We therefore replicated the methods of Knapen et al. (2009), with several modifications. First, we reduced the total number of retinal locations to 9, and increased the radial distance between central and peripheral stimuli to 3°. This meant that the distance between adjacent peripheral stimuli was 2°, which is sufficient separation to minimize transfer of stabilization between retinal locations (Knapen et al., 2009; Chen & He, 2004). Random dot kinematograms of rotating cylinders were presented binocularly (as with the majority of studies of such stimuli, but unlike in Experiment 1 and previous “cue recruitment” studies). This introduces a conflict between disparity and structure-from-motion cues to depth, causing the cylinders to appear flatter, but does not bias perceived direction of rotation.

Figure 5.8. Stimulus geometry for Experiment 2. Structure-from-motion cylinders with ambiguous direction of rotation about vertical axes were presented at one of 9 locations on each block, while observers maintained central fixation.
Second, we increased the duration between consecutive trials at each retinal location to a minimum of 15 minutes. In order to collect data with such long inter-trial intervals, trials were self-paced and completed by trained psychophysical observers naïve to the goals of the experiment, whilst sat at their office computers (running Psychtoolbox), over the course of 1 week. On each block, one stimulus was presented at each location, in a randomized order and observers reported their first percept when each stimulus appeared. Consecutive blocks were completed anywhere between 15 minutes and 24 hours after one another (mean = 105 minutes).

The results of Experiment 2 are plotted in Figure 5.9. The most striking feature is that, although patterns of bias varied considerable across observers, within observers perceptual biases were generally consistent across retinal locations and time (e.g. P1, P3, P5). Several observers (P2 and P4) exhibited perceptual bias that was anisotropic across retinal space. This observation is in line with previous reports of esoteric spatial bias that
was consistent within observers across time (Carter and Cavanagh, 2007; Knapen et al., 2009a). Further, bias at the foveal location tended to correlate with bias at the tested locations across the rest of the visual field.

5.3.3. Eye of origin specificity

Previous studies of induced perceptual biases for rotating Necker cube stimuli have presented unambiguous stimuli binocularly in order to provide disambiguating disparity depth cues, although it should be noted that monocular disambiguating cues alone are also effective at inducing a perceptual bias (Harrison and Backus, 2010a; Harrison et al., 2011). However, in the context of cue recruitment, ambiguous stimuli are presented monocularly. This removes binocular disparity cues, which would otherwise indicate a flat depth structure and conflict with the depth structure signaled by structure-from-motion cues. The presentation of ambiguous stimuli is important because perceptual biases are longer lasting and more resistant to reverse learning when the proportion of ambiguous trials is greater, which suggests that learning occurs during ambiguous rather than unambiguous trials (Harrison and Backus, 2010b; van Dam and Ernst, 2010). If the neural locus of this learning is low-level, then it is possible that the acquired perceptual bias is specific to the eye to which ambiguous trials are presented (Karni and Sagi, 1991).

Harrison and Backus (2010a) previously tested ocular transfer of perceptual bias across consecutive days of testing by presenting both ambiguous and unambiguous stimuli monocularly, and switching eye of presentation between sessions. They found no significant effect of switching presentation between eyes and concluded that the representation of retinal location as a recruited cue was binocular. In contrast, Maier et al. (Maier et al., 2003) alternated presentation of an intermittent bistable stimulus between
each eye on consecutive presentations, and observed a reduced co-occurrence of perceptual reversals compared to when the same intermittent stimulus was presented binocularly. Together, these findings suggest that long-term perceptual bias, but not short-term perceptual stabilization, fully transfers between eyes. This implies that these two processes are implemented by distinct neural mechanisms, at binocular and monocular levels of encoding respectively.

Eye-of-origin information has also previously been shown to be important for stabilization of binocular rivalry stimuli, where either the percept (high-level binocular representation) or the eye-of-origin (low-level monocular input) can be stabilized (Chen and He, 2004; Pearson and Clifford, 2004; Sandberg et al., 2011). Switching the images presented to the two eyes during a blank interval of intermittent binocular rivalry can result in either stabilization of one eye’s input, or stabilization of one image regardless of which eye it is presented to (Logothetis et al., 1996; Sandberg et al., 2011). Given the well-documented similarity in perceptual time courses of binocular rivalry and ambiguous stimuli, it is probable that perception of bistable stimuli recruits neural mechanisms at multiple levels of organization.

In the present experiment, we therefore examined whether long-term perceptual biases induced for ambiguous stimuli presented to one eye were maintained when presentation was later switched to the other eye. In a single experimental session, 10 participants performed 2 blocks of 200 trials each, separated by a 5-minute break. Four of the first 8 trials in the first block were disambiguated, while the rest were ambiguous and were presented monocularly to either the subject’s left or right eye (counterbalanced across participants). In the second block, all trials were ambiguous and were presented monocularly to either the opposite eye (n=4) or the same eye (n=6) as the previous block.
For each block, saturated values (probabilities of 0 or 1) were substituted with maximum z-scores equivalent to one response in the opposite direction to training per block (±2.576).

**Results**

The perceptual bias observed in block 1 was not significantly different from the bias observed for a second block, for which monocular presentation was switched to the opposite eye (Figure 5.10; Block 1 mean = 3.59 ±0.18 SE; Block 2 mean = 4.24 ±0.44; t(3) = -1.53, p = 0.22). The perceptual bias induced during the first block was therefore not specific to the eye of origin, since bias acquired during presentation of ambiguous trials to one eye was maintained when presentation was switched to the other eye. This suggests that changes in neural processing associated with the induced perceptual bias occur at a stage in the visual processing stream after information from the two eyes has been combined, and is in agreement with previous findings (Harrison and Backus, 2010a).
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**Figure 5.10.** Perceptual biases for all observers in Experiment 3. For the alternation group (red markers), retinal location-specific perceptual biases were trained in one eye (session 1) and tested in the other eye (session 2). For the same eye group (blue markers), training and testing stimuli were presented to the same eye across sessions.
5.4. Discussion

5.4.1. Long-term bias

Experiment 1 was designed to measure how learned retinotopic biases for perceptual interpretation of ambiguous visual information evolve over time. Specifically, we measured perceptual biases (either trained or naturally elicited) at two retinal locations over a period of 24 hours. Perceptual experience was manipulated between training and testing at one of the two locations, through the continuous presentation of the stimulus, which elicited varying rates of perceptual reversal across observers. On day 1, biases were strong during ‘training’ and testing blocks that involved intermittent stimulus presentations, irrespective of whether observers received explicit training in the form of unambiguous priming trials. However, the magnitude of bias was markedly reduced at the manipulated location during subsequent testing, replicating the results of a previous experiment (Chapter 4). Additionally, we found that differences between observers in the rate of perceptual alternations experienced during the manipulation block predicted subsequent disruption of recently acquired biases.

Biases measured 24 hours later tended to follow those experienced during the last block of the previous session. For the manipulated location, day 2 bias was therefore more strongly correlated with the last perceptual experience (24 hours earlier) than with the bias that had initially dominated during training. This maintenance of bias across days occurred despite the presentation of unambiguous trials on day 2 that were intended to prime perception in the opposite direction to day 1 bias. This resistance to counter-conditioning of recently learned biases has been reported previously (Haijiang et al., 2006; Harrison and Backus, 2010b), and was highly robust in our data and could not be accounted for by changes in inter-stimulus interval between days. Although the small number of
unambiguous training trials presented at the start of day 1 (2 per location) were not always
effective in priming perception of subsequent ambiguous stimuli, previous studies suggest
that such priming can be highly effective (Long et al., 1992; Kanai and Verstraten,
2005; Long and Moran, 2007), making it all the more remarkable that the many
unambiguous trials on day 2 (90 per location) had virtually no effect in counteracting
previously acquired biases for ambiguous stimuli.

The experience of perceptual alternations resulting from continuous viewing of the
stimulus at the manipulated location was sufficiently detrimental to existing bias as to
cause reversals in the direction of perceptual bias for a subset (17%) of observers during
day 1. Interestingly, the original bias recovered on day 2, only for those observers with the
weakest bias magnitude at the end of day 1. In contrast, those with strong reversed biases
at the end of day 1 retained this new bias direction on day 2. In other words, net perceptual
experience integrated across the session on day 1 best accounted for perceptual bias 24
hours later. This result stands in contrast to perceptual bias on the shorter timescale, where
most recent perceptual experience appeared to best predict bias in the next block. This fits
with suggestions based on a study of adaptation to unambiguous visual stimulation, which
proposed that, in contrast to short-term effects of adaptation on perception, adaptation over
longer periods biases perception towards the statistics of the remote past.

The retinal location-specificity of perceptual bias can be understood in terms of
local activity in different neural populations within retinotopically organized cortex (Blake
et al., 2003; van Boxtel et al., 2008). For example, it has been shown that a rivalrous
stimulus moving continuously across the retina will be perceived to reverse less frequently
than the same stimulus presented at a constant retinal location, due to local adaptation
(Blake et al., 2003). Similarly to the retinotopic biases reported for ambiguous stimuli, a
previous study of ambiguous depth-from-motion stimuli reported biases toward perception
of downward or rightward motion as the front surface in transparent opponent motion stimuli that were presented foveally (Mamassian and Wallace, 2010). Notably, retinotopic space, motion direction, and depth order are all visual properties that neurons in motion sensitive cortical area hMT+//V5 are selective for. Intermittent presentation of ambiguous structure-from-motion motion stimuli has been shown to reduce the variability in the firing rates of MT neurons (Klink et al., 2011), and might therefore bias perception through predictive coding at a population level. Neuroimaging studies of perceptual stabilization suggest that unlike the suppressive effects of stimulus repetition on neural activity, perceptual repetition increased activity in early stimulus-specific visual areas (de Jong et al., 2012b; de Jong et al., 2014), as well as involving parietal cortex (Sterzer and Rees, 2008).

5.4.2. Pre-existing biases remain stable without stabilization

In Experiment 2, we tested natural (i.e. untrained) perceptual biases across the visual field over the course of a one-week period. Importantly, we enforced long intervals between consecutive trials at each retinal location (average > 1 hour) in order to minimize the contribution of short-term perceptual stabilization that is known to result from intermittent presentation of ambiguous stimuli. We observed consistent perceptual biases within observers, despite having no control over the visual experiences of observers during the long ISIs. However, in contrast to previous reports for binocular rivalry stimuli, our observers generally showed the same direction of perceptual bias across visual field locations.

Notably, Maier and colleagues (2003) interleaved presentations of either unrelated stimuli or different bistable stimuli, between intermittent presentations of an ambiguous
rotating sphere, and found no reduction in stabilization. This suggests that perceptually
irrelevant visual signals do not impair perceptual memory or disrupt esoteric pre-existing
biases, just as they appear not to impair visual short-term memory (Andrade et al., 2002).
In contrast, allocation of attentional resources during a brief (< 3s)—potentially critical—
period between consecutive intermittent presentations of rivalrous stimuli have been
shown to reduce stabilization (Kanai & Verstraten, 2006). The visual stimulation that
participants in Experiment 2 experienced between consecutive trials—generated by getting
up from their computer, going for lunch, watching television, and even sleeping—may
have had no degrading effect on the perceptual memory trace that supports stabilization of
the last percept experienced for the specific context/ stimulus type in question.

No previous study has examined the effect of long ISIs on onset bias, as used here
(the maximum reported previously was 100s by Carter and Cavanagh, 2007). Consequently, we cannot be certain whether our manipulation of introducing long ISIs
effectively reduced the contribution of perceptual stabilization to the observed biases,
despite stabilization being generally considered a “short-term” phenomenon due to its
rapid onset. Existing models of perceptual stabilization are based on the gradual decay of a
perceptual memory trace for the stabilized percept over the course of each ISI (Noest et al.,
2007; Brascamp et al., 2009). Although not empirically verified, an implication of this
model is that over a sufficiently long ISI, traces for both competing percepts will return to
baseline, with the difference between baseline states of the neural populations representing
the two competing percepts governing onset bias. Perceptual stabilization is most effective
if the duration of stimulus presentation (T_{on}) is shorter than the mean dominance duration
for continuous viewing. This duration varies between stimulus type, stimulus parameters,
and observers, so to ensure stabilization, previous studies have tended to use short
stimulus-on durations (T_{on} ~1s). To determine the potential persistence of stabilization
across long ISIs, stimulus presentation on each trial should continue after observers report their initial percept, until the observer experiences perceptual reversals. Repeated alternations have been shown to diminish the strength of the perceptual memory trace for the percept selected at initial onset (Brascamp et al., 2008), while an odd number of reversals would also cause the dominant percept at stimulus disappearance to be opposite to that perceived at stimulus onset (Pastukhov and Braun, 2008).

Visual adaptations to various visual features, including the gender of a face, and orientation of a line, have previously been shown to operate retinotopically (Afraz and Cavanagh, 2009; Knapen et al., 2009b). Further, when observers are asked to discriminate visual features (e.g. the gender of a face) for stimuli that are objectively ambiguous (e.g. a 50% male-female morph), they exhibit perceptual biases that, like the patterns observed here, are esoteric across observers, heterogeneous across the visual field, but stable across time (Afraz et al., 2010). Afraz and colleagues also found that the magnitude of perceptual biases decreased with increasing stimulus size, leading them to propose that the heterogeneity of perceptual bias across the visual field is the result of undersampling of the visual signal at small spatial scales relative to receptive field sizes in the neural populations that encode the visual attribute. In other words, larger stimuli activate larger pools of individually biased cortical neurons, and the averaging of their responses reduces bias.

5.4.3. Ocular transfer

Retinotopic location is a low-level property of the visual input signal that is encoded throughout visual the visual system. Given its importance for both short-term stabilization and long-term perceptual biases studied here (in addition to its importance in a variety of other perceptual processes), we were interested to establish just how ‘low-level’ these
processes might be in terms of where in the visual system they are represented. We therefore tested whether perceptual bias for ambiguous 3D motion stimuli is specific to the eye in which it is presented during training. Our results show that trained biases are not eye-specific, and thus confirms that their neural locus must be within or beyond primary visual cortex.

A previous study of ocular transfer for cue recruitment used monocular training trials and reversed location-rotation contingencies, resulting in a significant decrease in perceptual bias between training and testing phases, even when the eye of presentation was not switched (Harrison and Backus, 2010a). However, they noticed a trend towards greater retention of the trained perceptual bias on day 2 when the eye-of-origin was not switched. In contrast, our experimental protocol using binocular training trials and no further unambiguous trials during block 2 resulted in greater retention of the perceptual bias, indicating without doubt that trained perceptual biases were not eye-specific.

5.4.4. Conclusion

Trained perceptual biases that are specific to retinal location have previously been shown to persist across days and be robust to counter conditioning, although these biases can also emerge naturally without explicit training and can be disrupted through experience of spontaneous perceptual alternations, as we showed in the previous chapter. The current study confirmed that at short time scales, future perception tends to be best predicted by recent perceptual experience. However, at longer time scales, future perception was dependent on the integration of experience across longer periods of perceptual history. In the absence of training or disruption, and with minimal contribution from short-term stabilization, individual observers exhibited pre-existing perceptual biases that were steady
across time and retinotopic space, while differing between individuals.
5.5. Supplementary materials

Figure S5.1. Individual observers’ data from Experiment 1 (n= 32). To enhance clarity, raw data were boxcar filtered using a sliding window of 8 trials. Green dots represent the persistence of block 1 bias at the manipulated location into block 3 (left column) or day 2 (middle column). Red dots indicate a reversal of bias direction at the manipulated location between blocks, while grey dots indicate no clear bias in either direction.
Figure S5.2. Distribution of inter-stimulus interval durations (either location). Since trials were self-paced, ISI was variable. However, perceptual stabilization of ambiguous stimuli is known to be influenced by ISI. The distributions shown here indicate that observers were less likely to allow longer ISIs on day 2 of testing, resulting in a small decrease in median ISI (red lines) across days.
Figure S5.3. Additional analyses of example data from one observer. A) Binned data (width = 10 trials) showing the time course of perceptual bias at each location (red and blue traces), which can be defined as either the probability of clockwise rotation or trained direction of rotation. The third row shows the probability of a perceptual alternation occurring at a given time, and in some cases the trace for the two locations appeared to be correlated. B) Plotting the alternation rate within a time bin (in this case, 30 seconds) for the top retinal location versus the bottom retinal location revealed no significant correlation between alternation rates for any observers. C) Further, testing for correlations between switch rate at different lag times and different bin widths did not reveal any significant correlations.

Table S5.1. Details of individual displays used for stimulus presentation in Experiment 2 (n = 6). Stimulus dimensions in pixels were scaled to maintain constant size in visual angle across different display setups.

<table>
<thead>
<tr>
<th>Observer</th>
<th>LCD monitor model</th>
<th>Screen resolution</th>
<th>Physical dimensions (cm)</th>
<th>Refresh rate (Hz)</th>
<th>Viewing distance (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1 DS</td>
<td>Samsung SyncMaster 913B</td>
<td>1280 x 1024</td>
<td>37.6 x 30.4</td>
<td>60 Hz</td>
<td>65</td>
</tr>
<tr>
<td>P2 APM</td>
<td>Samsung SyncMaster 2233RZ</td>
<td>1680 x 1050</td>
<td>47.4 x 29.8</td>
<td>120 Hz</td>
<td>51</td>
</tr>
<tr>
<td>P3 AM</td>
<td>Samsung SyncMaster</td>
<td>1920 x 1200</td>
<td>52.0 x 33.0</td>
<td>60 Hz</td>
<td>60</td>
</tr>
<tr>
<td>P4 HB</td>
<td>Sony Vaio</td>
<td>1440 x 900</td>
<td></td>
<td>60 Hz</td>
<td>40</td>
</tr>
<tr>
<td>P5 TH</td>
<td>Samsung SyncMaster</td>
<td>1280 x 1024</td>
<td></td>
<td>60 Hz</td>
<td></td>
</tr>
<tr>
<td>P6 VP</td>
<td>Samsung SyncMaster</td>
<td>1280 x 1024</td>
<td></td>
<td>60 Hz</td>
<td></td>
</tr>
</tbody>
</table>
Table S5.2. Summary of visual properties influencing long-term perceptual biases and short-term perceptual stabilization.

<table>
<thead>
<tr>
<th>Stimulus property</th>
<th>Long-term perceptual bias</th>
<th>Short-term perceptual stabilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Retinal location</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>(Haijiang et al., 2006; Harrison and Backus, 2010b)</td>
<td>(Chen and He, 2004; Knapen et al., 2009a)</td>
</tr>
<tr>
<td>• Spatial location</td>
<td>❌</td>
<td>❌</td>
</tr>
<tr>
<td></td>
<td>(Backus and Haijiang, 2007; Harrison and Backus, 2010a)</td>
<td>(Knapen et al., 2009a)</td>
</tr>
<tr>
<td>• Eye-of-origin</td>
<td>❌</td>
<td>❌</td>
</tr>
<tr>
<td></td>
<td>(Harrison and Backus, 2010a)</td>
<td>(Maier et al., 2003)</td>
</tr>
<tr>
<td>• Object shape</td>
<td>❌?</td>
<td>✗</td>
</tr>
<tr>
<td></td>
<td>(van Dam and Ernst, 2010)</td>
<td>(Maier et al., 2003)</td>
</tr>
<tr>
<td></td>
<td>*Measurement did not separate long-term and short-term effects.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>✗?</td>
<td>✗</td>
</tr>
<tr>
<td></td>
<td>(Harrison and Backus, 2012)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>*A small bias was only observed after monocular but not binocular training.</td>
<td></td>
</tr>
<tr>
<td>• Motion direction</td>
<td>✓?</td>
<td>✗</td>
</tr>
<tr>
<td></td>
<td>(Mamassian and Wallace, 2010)</td>
<td>(Maier et al., 2003; Pastukhov and Braun, 2013)</td>
</tr>
<tr>
<td>Other features</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Immediate onset</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>(van Dam and Ernst, 2010)</td>
<td>(Orbach et al., 1963; Leopold et al., 2002)</td>
</tr>
<tr>
<td>• Influences percept selection, but not percept maintenance</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>(Carter and Cavanagh, 2007; Manousakis, 2012)</td>
<td>(Orbach et al., 1963; Leopold et al., 2002)</td>
</tr>
</tbody>
</table>
Chapter 6: The role of parietal cortex in the perception of depth from motion and stereopsis.

In order to execute adaptive behaviours, the brain must construct a spatial representation of the world from the available sensory information. Posterior parietal cortex appears to play an important role in the inference process, including the perception of depth from binocular disparity and motion cues, as well as perceptual interpretation of ambiguous sensory input. However, much of the evidence for parietal involvement in these functions comes from correlational methods such as human brain imaging. To investigate whether parietal regions play a causal role in these visual processes, we tested patients with occipito-parietal lesions on a series of stereoscopic and bistable perception tasks. The bistable tasks measured changes in the perception of 3D structure-from-motion and other rivalry stimuli over time. The stereo tests involved discrimination of depth from random dot stereograms containing coarse and fine disparities, as well as disparity-defined dynamic objects and complex contoured surfaces. Patients with unilateral lesions of left PPC were able to discriminate depth from dynamic and static binocular disparities with sensitivity comparable to that of healthy controls. However, all patients with lesions to right PPC showed poor sensitivity to binocular depth cues, supporting a causal role for the right PPC in stereopsis. In the bistability tasks, the results were similarly heterogeneous: some patients reported perceptual alternations at rates comparable to healthy controls, while several patients with bilateral parietal lesions showed noticeably faster alternations rates than other observers. Despite this, all patients showed reduced rates of perceptual alternation when stimuli were presented intermittently. These results support the idea that the continuous and constructive process of perceptual inference of 3D structure is strongly mediated by posterior parietal cortex, and that this process is lateralized to the right hemisphere in the case of stereopsis.
6.1. Introduction

In order to execute appropriate motor responses, the brain must integrate and interpret sensory information to form some internal representation of the environment. Posterior parietal cortex (PPC) is thought to play an essential role in this task, as supported by its involvement in a host of perceptual, cognitive, and motor functions (Cohen and Andersen, 2002; Corbetta and Shulman, 2002; Hubbard et al., 2005; Freedman and Assad, 2006; Cabeza et al., 2008; Sereno and Huang, 2014). As the apex of the dorsal visual pathway, PPC is particularly important for encoding spatial information that is essential for planning visually-guided actions, including saccades, reaching, and grasping (Gottlieb, 2007). The importance of PPC for perception is most strikingly revealed by the neuropsychological condition of spatial neglect, in which damage to PPC causes deficits of both attention and awareness in the contralateral hemifield. While such deficits in the perception of the 2D visual field reflect the topographic functional organization of parietal cortex (Schluppeck et al., 2005; Silver et al., 2005), it is less clear how parietal damage affects perception of 3D space and objects within it.

Here, we examined the causal contribution of PPC to the perception of 3D depth by testing patients with parieto-occipital lesions on two types of depth cue that elicit qualitatively different perceptual experiences. First, we tested the perception of depth from binocular disparity (stereopsis), which gives rise to a robust and stable impression of depth. Second, we tested perception of depth from motion, which is an ambiguous depth cue. In this second case, perception of the stimulus is bistable (there are two equally valid interpretations of depth structure), and healthy subjects report spontaneous alternations between rival percepts during viewing.
6.2.1. Stereopsis

Humans and other primates are able to perceive the three-dimensional structure of the world based on subtle differences between the retinal image in each eye. Neural computation of these binocular disparities begins in primary visual cortex (Hubel and Wiesel, 1962; 1970b; Cumming and Parker, 1997), but the perception of depth from this information appears to occur at later stages of visual processing (Cumming and DeAngelis, 2001; Parker, 2007). Depth perception is important for both recognizing objects and guiding actions, and correspondingly disparity signals are processed in both the ventral and dorsal visual streams (Neri et al., 2004; Preston et al., 2008), with more complex coding of 3D shape and position occurring in temporal and parietal cortices (Orban et al., 2006b).

The involvement of PPC in processing binocular disparity was initially established through neuropsychological studies of human patients and animals with parietal lobe lesions (Holmes and Horrax, 1919; Rothstein and Sacks, 1972; Danta et al., 1978; Hamsher, 1978; Cowey and Porter, 1979; Ross, 1983; Miller et al., 1999). Most evidence suggests that PPC in the right hemisphere is necessary for depth processing from disparity in the absence of monocular depth cues (Carmon and Bechtoldt, 1969; Benton and Hécaen, 1970; Durnford and Kimura, 1971; Hamsher, 1978; Ross, 1983; Vaina, 1989). Only one study reported lesions of the left parietal cortex to be associated with greater impairment of stereopsis (Rothstein and Sacks, 1972), while another reported no lateralization effect (Lehmann and Wälchli, 1975). In contrast, intact stereopsis has been reported (for certain types of stimulus configuration) following lesions to the left hemisphere (Vaina, 1989) and posterior ventral areas such as lateral occipital cortex (Riddoch and Humphreys, 1987; Read et al., 2010). More specifically, local but not global stereopsis is retained following more anterior temporal lesions (Ptito et al., 1991), while the same pattern of
dissociation is found following posterior inferotemporal lesions in macaques (Cowey and Porter, 1979).

More recently, evidence from neurophysiology and functional imaging in both humans and monkeys has provided insights into how binocular disparity information is processed in spatially localized regions of the dorsal visual stream, and the intraparietal sulcus (IPS) in particular. Human fMRI has confirmed that extrastriate regions of the dorsal visual pathway process disparity information (Backus et al., 2001; Tsao et al., 2003; Neri et al., 2004; Welchman et al., 2005; Chandrasekaran et al., 2007; Preston et al., 2008; Georgieva et al., 2009), and these areas feed forward to posterior IPS (Tsao et al., 2003; Durand et al., 2009; Georgieva et al., 2009). IPS regions appear to support more complex depth representations from disparity information, such as selectivity for slanted and curved surfaces (Shikata et al., 2001; Georgieva et al., 2009), disparity-defined contours (Chandrasekaran et al., 2007) and some degree of invariance to position-in-depth (Durand et al., 2009). Some evidence suggests that several parietal areas of humans and macaque monkeys may be functionally homologous (Tsao et al., 2003; Grefkes and Fink, 2005; Orban et al., 2006a), and neurons in each subdivision of macaque IPS have been shown to respond to stereoscopic visual stimuli (Shikata et al., 1996; Taira et al., 2000; Tsao et al., 2003; Genovesio and Ferraina, 2004; Durand et al., 2007; Bhattacharyya et al., 2009; Srivastava et al., 2009; Yang et al., 2011; Theys et al., 2012).

Despite the wealth of correlational evidence, causal relationships between neural activity in specific regions of parietal cortex and stereopsis are yet to be established. To date, neuropsychological studies suggesting a causal influence of the right parietal lobe in stereopsis have classified lesion locations at a coarse spatial scale, leaving their correspondence with functional cortical areas unknown. In the present study, we therefore
used high resolution structural MRI to examine more carefully which regions of parietal cortex are necessary for the perception of depth from binocular disparities.

6.2.2. Bistable structure-from-motion

When observers views a bistable visual stimulus, their perception of the stimulus alternates spontaneously over time between two possible interpretations, while the physical stimulus remains constant. Structure-from-motion (SFM) stimuli are one example of this, in which motion cues lead to the vivid perception of a three-dimensional object (such as a rotating sphere) but the depth order of the objects’ surfaces remains ambiguous (Wallach and O'connell, 1953). The responses of neurons in cortical visual area V5/MT of macaque monkeys have been shown to correlate with the monkey’s reported percept when viewing SFM stimuli (Bradley et al., 1998;Dodd et al., 2001), and perceptual biases can be elicited by micro stimulation of these cells (Krug et al 2013). MT is known to have strong reciprocal connections with parietal areas, (Ungerleider and Desimone, 1986; Cavada and Goldman – Rakic, 1989; Lewis and Van Essen, 2000; Law and Gold, 2008), which allow feedback signals from parietal cortex to bias activity of neural populations in MT. Several lines of evidence suggest that parietal cortex is important for processing complex motion features. Using a different type of bistable motion stimulus (apparent motion), neurons in LIP—but not MT—respond more strongly on trials when monkeys reported perceiving motion in the neuron’s preferred direction (Williams et al., 2003). In humans, the perception of SFM elicits greater activation of MT, LOC and various areas within the IPS compared to 2D motion (Orban et al., 1999; Vanduffel et al., 2002), and the involvement of parietal regions in processing SFM appears to be unique to humans. In one previous neuropsychological study, none of the patients with right parietal lesions were able to perceive structure from motion on a single trial, while all patients with left parietal or right
temporal lesions could (Vaina, 1989). In contrast, perception of SFM was retained in one patient with bilateral occipito-parietal lesions (thought to affect white matter connectivity to V5/hMT) who showed severe impairment in basic motion perception tasks (Vaina et al., 1990).

Bistable stimuli have been used in functional brain imaging studies as tools for investigating the neural correlates of conscious perception/awareness (Lumer et al., 1998; Leopold and Logothetis, 1999; Chalmers, 2000; Blake and Logothetis, 2002; Rees et al., 2002). A wealth of functional neuroimaging data has highlighted the involvement of the fronto-parietal network in perceptual alternations during viewing of bistable figures (Kleinschmidt et al., 1998; Lumer et al., 1998; Blake and Logothetis, 2002; Sterzer and Kleinschmidt, 2007; Britz et al., 2009; Wilcke et al., 2009; Britz et al., 2011). However, this same network is known to be activated during perceptual decision making (Heekeren et al., 2004; Heekeren et al., 2008; Pesaran et al., 2008) and attention demanding tasks (Corbetta and Shulman, 2002), and might therefore reflect introspection or task difficulty as subjects are asked to constantly monitor and report their percept. A recent fMRI study demonstrated that activations of prefrontal cortex previously associated with perceptual alternations, are no longer observed when subjects are not required to actively report their perceptual state, while parietal activations remain (Frässle et al., 2014). Further, patients with lesions of prefrontal cortex show similar rates of spontaneous perceptual alternation to healthy controls, although they are less able to voluntarily facilitate perceptual alternations (Windmann et al., 2006). This evidence suggests that prefrontal cortex does not play a causal role in perceptual alternations during passive viewing, while the necessity of PPC remains an open question.

In addition to the functional evidence implicating PPC in perceptual alternation, structural measures such as grey matter volume, density, and white matter integrity in
certain areas of PPC in healthy observers have been shown to correlate with individuals’ perceptual switch rates for bistable stimuli (Kanai et al., 2010). Based on these correlations, several transcranial magnetic stimulation (TMS) experiments have recently demonstrated that the superior parietal lobule (SPL) and intraparietal sulcus (IPS) are causally involved in perceptual alternation (Carmel et al., 2010; Kanai et al., 2010; Zaretskaya et al., 2010). Specifically, anterior and posterior SPL appear to exert opposing effects on perceptual alternation rate, with repetitive TMS of anterior SPL increasing switch rate while stimulation of posterior SPL decreases it (Kanai et al., 2011). However, another study using online TMS (stimulation administered while subjects perform the task) reported conflicting results. They found that stimulating an IPS site located approximately 3mm from Carmel et al.’s ‘aSPL’ instead reduced switch rate (Zaretskaya et al., 2010), while a second site 6mm from Kanai an colleague’s left ‘pSPL’ produced no significant behavioural effect (Fig. 6.1 and Table 6.1). In all cases the results appear to be partially lateralized to the right hemisphere, although there is considerable individual variability in lateralization (Zaretskaya et al., 2010).

While these conflicting TMS results nevertheless suggest a causal role for PPC in bistable perception, precise interpretation is further complicated by the unknown specificity of the stimulation techniques (Ruohonen and Ilmoniemi, 2002; Ruff et al., 2009). In the present study, we therefore tested patients with circumscribed lesions to PPC that could be objectively measured using high resolution structural MRI. We also tested the same patients’ ability to perceive depth from binocular disparity, since the majority of previous neuropsychological studies implicating the right hemisphere in stereopsis did not provide sufficient information to determine the loci of patients’ lesions within that hemisphere. Our approach was to focus on a small sample of patients with damage to a range of parietal regions, for whom detailed neurological and behavioural information has
previously been collected, and to test their depth perception using rigorous psychophysical methods.
Table 6.1: Parietal regions causally involved in perceptual bistability. BR = Binocular rivalry; RS = rotating sphere; cTBS = continuous theta burst stimulation. *(Ryota Kanai, personal communication, August 12, 2014).

<table>
<thead>
<tr>
<th>Study</th>
<th>Stimulus</th>
<th>Method</th>
<th>Region</th>
<th>MNI coordinates (mm)</th>
<th>Approximate change in mean duration (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zaretskaya et al.</td>
<td>BR</td>
<td>Online TMS (2Hz)</td>
<td>R pSPL</td>
<td>24.12 -61.66 57.75</td>
<td>+110</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>L pSPL</td>
<td>-18.79 -62.34 55.30</td>
<td>+20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>R aSPL</td>
<td>35.84 -46.39 53.69</td>
<td>+220</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>L aSPL</td>
<td>-31.87 -48.28 52.87</td>
<td>+80</td>
</tr>
<tr>
<td>Carmel et al.</td>
<td>BR</td>
<td>1Hz rTMS</td>
<td>R aSPL</td>
<td>36 -45 51</td>
<td>-500</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>L aSPL</td>
<td>-36 -45 51</td>
<td>+220</td>
</tr>
<tr>
<td>Kanai et al.</td>
<td>RS</td>
<td>cTBS</td>
<td>R pSPL*</td>
<td>34 -66 34</td>
<td>+1400? (+24%)</td>
</tr>
<tr>
<td>Kanai et al.</td>
<td>RS</td>
<td>cTBS</td>
<td>L pSPL*</td>
<td>-21 -63 61</td>
<td>+1100? (+20%)</td>
</tr>
</tbody>
</table>

Figure 6.1. A) Parietal target areas reported by previous TMS studies to play a causal role in perceptual alternations. B) Reported MNI coordinates (listed in Table 6.1) are plotted on sagittal slices (one column per medio-lateral position) for each patients’ structural MRI (rows), which were spatially normalized to MNI152 space. (aSPL = anterior superior parietal lobule; pSPL = posterior superior parietal lobule; aIPS = anterior intraparietal sulcus). For comparison, the top row shows the T1 of a healthy individual (Colin27) also normalized to MNI152 space (Holmes et al., 1998).
6.2. Methods and Materials

Participants

Five patients (4 male and 1 female) were recruited from the pool of neuropsychological volunteers established in the Behavioural Brain Sciences Centre at the School of Psychology, University of Birmingham, and had previously participated in the Birmingham Cognitive Screen battery (Humphreys et al., 2011). All patients had acquired brain lesions to parieto-occipital cortex (see Figure 6.1 and Supplementary figure S6.2 for MR images), and had been previously evaluated for clinical deficits of spatial neglect and extinction as part of the Birmingham Cognitive Screen (Humphreys et al., 2011) (described below and summarized in Table 6.2). Patients were classed as having a clinical deficit on the basis of whether their test scores were significantly below those of control participants (n = 86) with no history of neurological disease (35 males, mean age 67 years, range 47–88 years). Additionally, two healthy age-matched controls (DC and RC, right-handed males, aged 64 and 65) were tested, and twelve younger healthy adults (6 male, ages 18-30). All experiments were conducted in accordance with the ethical guidelines of the Declaration of Helsinki and were approved by the University of Birmingham STEM ethics committee.

Patient MH is a right-handed, 58 year old former garage owner and cook who suffered an anoxic accident (carbon monoxide intoxication) in 1996. His anatomical MRI reveals diffuse and widespread bilateral sulcal widening that is most pronounced in the left parietal lobe, including the occipito-parietal junction, intraparietal sulcus and angular and supramarginal gyrri. Subcortically, MH displays ventricular widening and bilateral lesions of the lentiform nuclei and claustrum. Consistent with the left parietal focus of his lesions, MH exhibits unilateral spatial attention bias with extinction in the right hemifield (Kitadono and Humphreys, 2007). MH also exhibits optic ataxia, but only when reaching
to targets in the right visual hemifield with his right arm (Kitadono and Humphreys, 2007; Rice et al., 2008; Cavina-Pratesi et al., 2013). Functional MRI has previously revealed that MH’s motion-selective cortical area V5/hMT+ is intact and responsive (Dent et al., 2010).

Patient RH is a left-handed former plumber who was 77 years old at the time of testing. He suffered a left-hemisphere stroke in 1999 that affected the inferior parietal lobe, superior temporal lobe and angular gyrus. Behaviourally, RH exhibits severe extinction of visual events in the right hemifield during bilateral simultaneous stimulation and made left-sided line bisections (Riddoch et al., 2002; Kitadono and Humphreys, 2007; Snow et al., 2013). Consistent with the extensive damage to his left hemisphere, RH also shows deep dysphasia, dyslexia and dysgraphia.

Patient MP is a left-handed, 64 year old former tool worker who suffered an aneurysm of the right middle cerebral artery in 1992, which resulted in occlusion and subsequent infarction. The resulting lesion to the right hemisphere affected the inferior frontal gyrus, the superior temporal gyrus, the supramarginal and angular gyri and the post-central gyrus. The damage caused mild hemiparesis of his previously dominant left arm, although he retained normal sensation. Perceptually, he shows extinction during bilateral simultaneous stimulation (Riddoch et al., 2002; Kitadono and Humphreys, 2007).

Patient PF is a right-handed, 63 year old woman who suffered a stroke in 1999, which resulted in bilateral lesions to the superior and inferior parietal gyri. Specifically, the left sided lesion extends into the left angular gyrus and the right sided lesion extends slightly into the right postcentral gyrus. There are small lesions in both the left and right putamen which extend into the caudate and another small lesion in the left thalamus. PF exhibits right hemifield extinction and dysgraphia. Patient PM is a left-handed, 69 year old male who suffered a stroke that resulted in right superior temporal, left angular and
supramarginal lesions. There is also a small lesion in the left postcentral gyrus, bilateral putamen and caudate.

Stimuli

Stimuli were programmed in MATLAB (The MathWorks, Natick, MA) with Psychophysics Toolbox extensions (Brainard 1997; Pelli 1997), and presented binocularly in a Wheatstone stereoscope setup consisting of a pair of ViewSonic P225f CRT monitors (1600 x 1200, 100 Hz) viewed through cold mirrors at a viewing distance of 50 cm. The only exception to this was the disparity-defined contour task, for which stimuli were presented on a single CRT while participants wore red-green anaglyph glasses. Participants’ head position was stabilized through use of a chin rest. For the majority of sessions, eye position was recorded binocularly at 1kHz using an EyeLink 1000 video-based eye tracker (SR Research). Photometric measurements were used to calculate linearized gamma tables (Admesy, Ittervoort, The Netherlands) allowing calibration of the two monitors to produce matched luminance outputs. All stimuli were presented centrally on a mid grey-background inside a textured border consisting of black and white squares (75% density, 0.5°x0.5°), which served to promote correct vergence posture. In all tasks, participants gave their responses via a configuration of buttons on a gamepad that was

**Table 6.2. Summary of patient clinical and behavioural details.**

<table>
<thead>
<tr>
<th>Initials</th>
<th>Sex/age/hand</th>
<th>Years post injury</th>
<th>Aetiology</th>
<th>Lesion side</th>
<th>Neglecta/Extinctionb</th>
<th>Stereo thresholds</th>
<th>SFM</th>
<th>Mean percept durations (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>D</td>
<td>F</td>
<td>S-n</td>
</tr>
<tr>
<td>RH</td>
<td>M/77/L</td>
<td>12</td>
<td>Stroke</td>
<td>L</td>
<td>R</td>
<td>+</td>
<td>+</td>
<td>NA</td>
</tr>
<tr>
<td>MH</td>
<td>M/58/R</td>
<td>15</td>
<td>Anoxia</td>
<td>L/B</td>
<td>R</td>
<td>+</td>
<td>+</td>
<td>95%</td>
</tr>
<tr>
<td>MP</td>
<td>M/64/L</td>
<td>18</td>
<td>Aneurism</td>
<td>R</td>
<td>L</td>
<td>-</td>
<td>-</td>
<td>NA</td>
</tr>
<tr>
<td>PM*</td>
<td>M/69/L</td>
<td>&gt; 10</td>
<td>Stroke</td>
<td>B</td>
<td>L</td>
<td>-</td>
<td>-</td>
<td>NA</td>
</tr>
<tr>
<td>PF*</td>
<td>F/63/R</td>
<td>12</td>
<td>Stroke</td>
<td>R</td>
<td>L</td>
<td>-</td>
<td>-</td>
<td>NA</td>
</tr>
</tbody>
</table>

* Based on Apples Cancellation test scores; † Based on Visual Extinction test scores (Humphreys et al., 2011). NA = Not available. *Some data for patients PM and PF were collected as part of an M.Res dissertation project. See acknowledgements on page 9 for details.
customized for each patient such that they could respond easily using the middle and index fingers of their preferred hand.

**Stereopsis tasks**

All random dots stereogram stimuli (Julesz, 1971) consisted of black and white dots (0.1° radius) on a mid-grey background (Fig. 6.2). A fixation marker consisting of nonius lines forming a crosshair was presented on all task except for the disparity-defined contour task, and observers were instructed to maintain fixation during trials.

**Figure 6.2.** Schematic illustrations of stereoscopic stimuli. Four binocular depth perception tasks were presented, using random dot stereograms (A). RDSs are rendered here for red-green anaglyph viewing, and black dotted lines illustrate depth edges but were not present in the stimuli. (B) View-from-above for the depth perception tasks.

- **Dynamic stereo task:** random dot kinematograms (RDKs) depicted a rotating sphere (6° diameter), defined by structure-from-motion (SFM) and binocular disparity. The sphere consisted of 400 black and white dots (3 arcmin diameter) distributed randomly across the transparent surface, and rotated about a vertical axis at an angular velocity of
Disparity was manipulated parametrically in order to measure psychometric functions, and varied between 0.5 and 14 minutes of arc between the front surface and the fixation plane. Participants were asked to report which direction (left or right) the front face of the sphere was moving in on each trial, and direction as randomized. At smaller binocular disparities, the stimulus becomes bistable, as in the rotating sphere task (see below). On each trial, the stimulus was presented until the observer responded, up to a maximum of 5 seconds.

- **Signal-in-noise disparity discrimination**: random dot stereograms (RDSs) (8 dots/deg²) depicted a central square plane (7 x 7°) at either a crossed or uncrossed horizontal disparity (±6 arcmin) relative to the surrounding border dots (14 x 20°), which lay in the fixation plane. The proportion of dots that appeared at the correct depth in the target plane was parametrically varied between 0 and 100% (7 levels), while the remaining dots were assigned a random depth (±12 arcmin). Stimuli were presented for 500ms and participants reported whether the central target appeared near or far relative to the fixation plane.

- **Fine disparity discrimination**: RDSs depicted a central square plane inside a border, similar to that presented in the course disparity discrimination task. However, in this case, all dots belonging to the target plane had the same disparity, this was parametrically manipulated across trials (±0.3, 0.5, 1, 4, 6, 10 and 12 arcmin). Again, stimuli were presented for 500ms and participants’ task was to report whether the central target appeared near or far relative to fixation.

- **Disparity-defined contours**: RDSs depicted convex or concave 3D shapes with symmetrical contours, taken from the 0% noise condition of a previous study by Chandrasekaran et al. (2007). Stimuli were scaled to subtend the same visual angle as in the original study (14.4 x 14.4°), and the peak disparity at the centre of each shape
was 0.21°. Participants viewed the stimuli through red-green anaglyph glasses and were asked to report the orientation of the axis of symmetry for each, which was always either horizontal or vertical. Stimuli remained on screen until the participant had given a response. There were 10 stimulus contour shapes, each of which was presented in both vertical and horizontal orientations as convex and concave surfaces, yielding a total of 40 unique stimuli that were presented once each.

**Perceptual bistability tasks**

Fixation markers were presented on 50% of trials, except for the apparent motion dot quartet task, where the fixation marker was always present. On trials without fixation, observers were instructed to maintain their gaze on the stimuli.

Figure 6.3. Schematic illustrations of perceptually bistable stimuli. Three forms of bistable stimuli were presented: A) a rotating sphere defined by structure-from-motion; B) an apparent-motion dot quartet; C) binocular rivalry. For each stimulus, there are two possible perceptual interpretations (indicated here by red and blue), which alternate over time: A) leftward or rightward rotation; B) vertical or horizontal motion; C) left or right eye image.

- **Rotating sphere (Fig 6.3A):** RDKs depicted the orthographic projection of a rotating sphere (6° diameter) defined exclusively by structure-from-motion. The sphere consisted of 400 black and white dots (3 arcmin diameter) distributed randomly across the transparent surface, and rotated about a vertical axis at an angular velocity of 90°s⁻¹. The apparent direction of rotation was bistable, except during catch periods when binocular disparity was added to disambiguate the direction of rotation. The magnitude
of the disparity added during catch periods was set for each observer based on the disparity that enabled a score of 84% correct on the dynamic stereo task (see above). For patients with thresholds outside the tested range of disparities, the maximum disparity was used for catch trials.

- **Apparent motion dot quartet (Fig 6.3B):** The apparent motion dot quartet (v. Schiller, 1933; Anstis and Ramachandran, 1987) was composed of 2 white dots (1° diameter) located in diagonally opposite corners of a rectangular mid-grey background (5° wide x 7–7.2° high), and 2 black dots of equal size in the other two corners. In the ambiguous condition, the dots switched between these two configurations every 300ms, with a 1 frame (10ms) blank interval interleaved, producing a perception of apparent dot motion that was bistable between horizontal and vertical motion. This frame rate has previously been shown to be well below the threshold for apparent motion perception in parietal damaged patients (Battelli et al., 2001). Observers fixated a marker located in the centre of the stimulus. In a square configuration of dots (i.e. when horizontal and vertical distances between dots are equal) observers exhibit a bias toward perceiving vertical motion. We therefore increased the vertical distance between dots until participants showed approximately equal probability of reporting horizontal and vertical motion percepts (Sterzer and Kleinschmidt, 2007).

- **Binocular rivalry (Fig 6.3C):** images subtended a visual angle of 8° and comprised either a face versus moving dots, or oblique orthogonal drifting gratings. Motion direction was randomized between trials. During catch periods, the contrast of one image was gradually reduced to 20% of its original contrast over a period of 2s, while the contrast of the other image remained constant. This reduced the probability of the unchanged image being suppressed and thus increased the probability of it becoming dominant, although it was also possible for observers to perceive the low contrast
image.

- **Stabilization:** additionally, the rotating sphere task was performed as described above, but with intermittent presentation of the stimulus in a 1s on, 1s off cycle. In healthy observers this presentation method is known to increase perception durations, i.e. reduce alternation rate (Orbach et al., 1963; Leopold et al., 2002).

**Tasks**

Data collection was performed over a period of 18 months. Each session began with a 9-point calibration routine of the eye tracker. For bistability experiments, each block lasted 3-5 minutes, during which observers continuously reported their percept. We randomized the occurrence of ‘catch periods’, during which subtle manipulations were applied to the bistable stimuli that biased observers toward one percept over the other (Leopold et al., 2003; Krug et al., 2008). For the rotating sphere stimulus, this was achieved by adding small binocular disparities to the sphere, thus yielding an objectively correct direction of rotation. For binocular rivalry, the contrast of one image was reduced, and for apparent motion, intermediate frames were added, thus disambiguating the direction of motion. For observers who were capable of discriminating these changes, this ensured that they were attending to the task. Catch periods were triggered by 15% of key presses outside of a catch period, and began at a random interval (1-5 seconds) following the key press. Catch periods lasted 6 seconds and the disambiguated percept was randomized.

During catch periods in the apparent motion task the direction of movement was disambiguated by briefly presenting an intermediate frame (10ms), in which the dots appeared halfway between their two normal positions – indicating either horizontal or vertical unambiguous motion (Fig.6.3). The contrast of these disambiguating dots was reduced (pixel intensity = 5%) to make their presence less obvious. This dot contrast was
selected as the lowest contrast at which all observers were able to reliably perceive disambiguated dot motion direction.

**Imaging and analysis**

Anatomical images were collected at the Birmingham University Imaging Centre using a 3-T Philips Acheiva MRI scanner with an eight-channel phased array SENSE head coil. T1-weighted MR images (1mm isotropic voxels, TE = 3.8ms, TR = 8.4ms) were acquired and processed using the Statistical Parametric Mapping package SPM8 (http://www.fil.ion.ucl.ac.uk/spm/spm8.html) for MATLAB (The MathWorks, Natick, MA). Lesion masks were created for each patient, using ITK-SNAP’s active contour segmentation (Yushkevich et al., 2006), and adjusted manually. Patients’ structural MR images and lesion masks were then spatially normalized to the MNI152 T1 template using unified segmentation (Ashburner and Friston, 2005; Crinion et al., 2007) and lesion cost function masking (Brett et al., 2001; Andersen et al., 2010). Regions of interest (ROIs) were created based on published MNI coordinates from previous studies of parietal involvement in perceptual bistability (Carmel et al., 2010; Kanai et al., 2010; Zaretskaya et al., 2010; Kanai et al., 2011). For each ROI, the proportion of voxels within a 20mm diameter sphere centred on the MNI coordinate that intersected with the spatially normalized binary lesion mask was calculated. Voxels within the spherical ROI that lay outside of the normalized brain mask were not included.

**Behavioural Analysis**

For stereoscopic tests, binocular disparity thresholds, sensitivity, and confidence intervals were calculated by fitting a cumulative Gaussian psychometric function using a bootstrapping method (Psignifit toolbox; (Wichmann and Hill, 2001a;b), and lapse rate
was set to 0.01. Binomial maximum likelihood estimates were calculated using MATLAB’s `binofit` function, which uses the Clopper-Pearson method to calculate confidence intervals (Clopper and Pearson, 1934). For the disparity-defined contour discrimination task, neither disparity magnitude nor signal intensity were manipulated and therefore the ‘proportion correct’ was used for analysis.

For perceptual bistability data, percept durations were calculated from observers’ active report (via button press). For the rotating sphere and binocular rivalry tasks, percept durations were additionally calculated based on analysis of optokinetic nystagmus (OKN) eye movements (Fox et al., 1975; Leopold et al., 2003; Frässle et al., 2014). To achieve this, eye position data were first low-pass filtered (25Hz cutoff frequency), and saccades and fast phases of OKN eye movements were then removed by applying a velocity threshold of ±20°s⁻¹ in the horizontal direction. The remaining slow phase OKN velocity data were linearly interpolated and low-pass filtered (1Hz), and changes in velocity sign were then

![Figure 6.4. Example data from a single trial of continuous presentation for the rotating-sphere task. The upper plot shows the participant’s horizontal eye position (grey trace) over time, from which a clear saw-tooth wave characteristic of optokinetic nystagmus (OKN) can be seen. The slow-phase velocities (cyan) are extracted and filtered (red), and the velocity sign (+/-) is used to infer which surface direction was perceived as the front of the rotating sphere (background colour). The results agree closely with participants’ subjective perceptual reports (blue), although alternations in OKN pattern can be seen to precede perceptual report.](image-url)
identified as perceptual alternations (Figure 6.4). Extracted perceptual phases lasting less than 1 second in duration were discarded. Finally, the extracted perceptual time courses were compared to observers’ subjective perceptual reports using cross-correlation. All further analyses were based on observers’ subjective report data.

Perceptual dominance periods that were interrupted by catch events or the end of a trial were discarded. Percept durations of less than 300ms were also discarded as they are likely to be due to accidental simultaneous button presses. Within individuals, the distribution of percept durations is positively skewed, so the mean percept duration (or its reciprocal, alternation rate) is not an ideal metric for perceptual stability. We therefore fitted two functions to the data that have previously been show to closely approximate the empirical distribution: gamma (Levelt, 1967; Borsellino et al., 1972; Logothetis et al., 1996), and lognormal (Zhou et al., 2004; Krug et al., 2008), which are fully described by just two parameters (shape and scale; see Supplementary Materials). Goodness of fit for each theoretical distribution to the empirical data was tested using Chi square. Note that both the distribution of percept durations for a given individual, and the distribution of mean percept durations across individuals are positively skewed (Krug et al., 2008; Kanai et al., 2010), and therefore both require non-parametric statistical tests such the Mann-Whitney and Kolmogorov-Smirnov tests.
6.3. Results

6.3.1 Stereopsis

*Dynamic Stereopsis*

In the dynamic stereo experiment, observers viewed a transparent virtual sphere covered in dots, which rotated either clockwise or anticlockwise about a vertical axis (Figure 6.2). The task was a two-alternative forced choice in which observers reported the direction of motion of the front surface of the sphere (left or right). In the absence of disambiguating depth information, either direction of rotation can be perceived. We parametrically manipulated the amount of depth between the front and back surfaces of the sphere by adding binocular disparities, thus disambiguating the direction of rotation. We estimated thresholds (the disparity at which performance reached 84% correct) by fitting cumulative Gaussian psychometric functions to the data for each subject (Figure 6.5). Three of the patients performed poorly on this task, and did not achieve accuracy above 84% even at the largest disparities tested (15 arc min). Prior to the dynamic stereo test, these patients reported perceiving a rotating sphere when presented the stimulus, suggesting that their difficulty on the task was specific to processing dynamic disparity rather than object perception. Although the rotating sphere stimuli were presented for up to 5 seconds on each trial and participants were not instructed to give speeded responses, patients took slightly longer to respond on average (across all disparities) compared to other observers (MP = 2340±78ms; PF = 1552±47ms; PM = 1762±53ms; RH = 3594±113ms; MH = 1197±35ms; Controls = 960 ± 30ms).

In contrast, the other two patients—MH and RH—were able to discriminate front and back surfaces using disparities of just 1.44 and 2.21 minutes of arc respectively (Figure 6.5A). These results were comparable to the performance of the younger control
group (n = 4, ages 23-28, mean threshold = 1.59 arc min) and age-matched control subjects DC and RC (0.96 and 1.04 arc min).
Figure 6.5. Psychometric functions for all observers on the dynamic, fine, and signal-in-noise binocular disparity tasks. For dynamic disparity, the proportion of ‘clockwise’ responses are plotted as a function of the relative disparity between the front surface of a clockwise rotating sphere and its axis of rotation. For fine disparity, the proportion of ‘near’ responses are plotted as a function of the disparity of the target plane relative to the border. For signal-in-noise, the proportion of ‘near’ responses are plotted as a function of % signal intensity. Error bars indicate 95% confidence intervals for binomial test. Inset values indicate thresholds at which observers responded correctly to 84% of trials.
**Relative disparity**

In the fine stereo discrimination task, observers were presented random dot stereograms depicting a central square target plane that was either near or far relative to the surrounding surface (Figure 6.2). The pattern of discrimination thresholds across observers on this task was similar to that observed in the dynamic stereo experiment. The same three patients (MP, PM and PF) were unable to reliably discriminate between near and far conditions in the range of disparities tested (± 15 arc min). However, the slopes of the psychometric functions were greater than zero, indicating that these observers were able to utilize some disparity information. In contrast, patients MH and RH performed similarly to controls, reliably discriminating surfaces with only 1.65 and 2.11 minutes of arc respectively.

**Signal-in-noise Stereopsis**

Only MH, MP and young control observers were tested on the signal-in-noise disparity task. MH’s performance, shown in Figure 6.5, was again comparable to that of young
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Figure 6.6. Stereo thresholds for A) dynamic stimuli and B) fine disparity stimuli. Bars show the disparity at which performance reached 84% correct. Error bars show 95% confidence intervals. *Thresholds for patients MP, PM and PF could not be estimated accurately since their performance was less than 84% correct at the largest disparities tested (±15 arc min).
healthy control subjects (n=4), requiring a signal to noise ratio of 57.6% in order to correctly discriminate depth sign 84% of the time (compared to 49.3% SNR threshold for young controls). In contrast, MP performed poorly even at 100% signal levels, as expected from his performance on the fine task.

Disparity-defined contours

Only patients MH, PM and PF were tested on the disparity contour task. In a previous study, healthy observers were able to correctly discriminate the axis of symmetry (horizontal or vertical) with approximately 98% accuracy when the stimuli contained 10% noise were presented for just 300ms (Chandrasekaran et al., 2007). The patients were presented versions of the same stimuli without noise added and given unlimited time to view and report their percept. PM scored 70% correct for convex (uncrossed disparities) and 85% for concave (crossed disparities) shapes, while PF scored 60% and 80% respectively, both of which were statistically above chance (binomial test, \( p < 0.001 \) and \( p < 0.01 \)), but also significantly less than healthy controls (\( p < 0.001 \)). Patient MH scored 95% accuracy on this task (2 incorrect responses).

6.3.2. Perceptual Rivalry

Structure-from-motion

In order for the ambiguous rotating sphere task to provide meaningful results regarding 3D perception, we first tested whether patients were able to perceive structure-from-motion. This was achieved by monocularly presenting six random dot kinematograms, half of which contained SFM cues that depicted symmetrical rotating 3D structures (a sphere, a cylinder, and a cone). The other half of the stimuli had the same 2D contours as the SFM
stimuli, but dots moved in opposite directions with uniform velocity and thus gave the appearance of two flat surfaces translating behind an aperture. Patients were asked to describe what they saw while viewing each stimulus and verbally reported perception of depth structures for the SFM stimuli (such as “a barrel” for the cylinder, or “a Christmas tree” for the cone).

*Catch event accuracy*

In order to control for attentional effects on perceptual alternation, we introduced randomized catch periods in the perceptual bistability experiments, during which the stimuli were temporarily rendered unambiguous. This resulted in only one objectively correct percept during these periods, which observers were expected to report. In the ambiguous rotating sphere experiment, the stimulus during catch periods was identical to that used in the dynamic disparity task, but with a fixed disparity magnitude for each observer. As expected from performance on the dynamic disparity experiment, patients MH and RH responded correctly to 98% (118/120) and 89% (25/28) of catch events respectively on the rotating sphere task. Similarly, control observers responded correctly to 93±7% catch periods on average. For the other patients who had shown large thresholds for the dynamic disparity task, the disparity during catch periods was set at 15 arc min. Surprisingly, two of these patients (MP and PF) were better able to correctly detect the unambiguous direction of rotation from disparity cues in the context of the continuously presented bistability experiment than they had during the individual trials of the dynamic disparity task (MP = 100%, 4/4; PF = 80%, 12/15; PM = 54% 13/24). Similarly, all observers responded correctly on the majority of catch periods for apparent motion and binocular rivalry stimuli (see Supplementary Table S6.1). These results suggest that patients were actively engaged in the perceptual tasks and attending to the stimuli.
Eye movements

We recorded eye position binocularly during all bistability tasks, and presented a central fixation marker on only a small proportion of trials for the rotating sphere and binocular rivalry tasks. When observers were not instructed to fixate, these stimuli naturally elicited optokinetic nystagmus (OKN) eye movements, which provide a physiological indicator of perception (see Methods; (Fox et al., 1975; Leopold et al., 2003; Frässle et al., 2014). Comparison of the extracted versus reported perceptual time courses revealed that extracted perceptual transitions tended to precede reported transitions (Figure 6.4). Cross-correlations showed that the maximum correlation coefficients (patient group mean R = 0.78 ± 0.04) occurred at a mean lag time of 1.10 ± 0.21s (see Supplementary Table S6.2). Further, visual inspection of the eye movement data revealed no obvious abnormalities in any of the patients’ eye movements in relation to the motion stimuli. Thus these data provide further support that observers were actively engaged in the perceptual task and not merely pressing the response keys randomly.

Percept durations

The distributions of percept durations for all observers on the rotating sphere and dot quartet tasks are summarized in Figure 6.7 (see Supplementary Figure S6.2 and Table S6.4 for details). There was considerable overlap in the range of percept durations for patient and control groups, although the shortest median durations were for two patients (MH and PM). Comparing the distribution of percept durations for each patient against the group distribution for all controls, only patients MH and PM showed significantly different percept durations on the rotating sphere task (Mann-Whitney test, p < 0.001). For all three patients who were tested on the apparent motion dot quartet task (MH, PM and PF),
Median percept durations tended to be shorter than those of control observers (Mann-Whitney test, $p = 0.0476$).

Mean percept durations for rotating sphere, binocular rivalry and apparent motion dot quartet stimuli followed a similar pattern (Figure 6.8), and mean percept durations for all three types of stimuli showed a trend towards being correlated with each other, although this did not reach statistical significance (rotating sphere-binocular rivalry, $R = 0.61$; rotating sphere-dot quartet, $R = 0.13$; Figure S6.3A). Mean durations for the rotating sphere task were comparable to those described elsewhere for similar stimuli (Brouwer and van Ee, 2006; Kanai et al., 2010). At the group level, the mean percept durations for patients and controls were not significantly different for any of the bistable tasks (Mann-Whitney test, $p > 0.1$).
Mean percept durations provide a simple measure of perceptual stability for comparing observers and groups, but fail to capture more subtle differences in the percept duration distributions, especially since these distributions are positively skewed. To assess these differences we fitted probability density functions to each observer’s distribution of percept durations (Table S6.2; Figure S6.1), and compared the parameters that described them. However, comparing the distribution of shape and scale parameters for the best fitting lognormal and gamma functions to each observer’s percept duration distribution revealed no clear segregation between groups (Figure S6.5), and the parameters for each group were not significantly different from each other (Mann-Whitney test, $p > 0.1$).
Finally, we performed a group-level analysis by pooling the normalized percept durations for each group and comparing the resulting distributions (Figure 6.9). The gamma distribution provided the closest fit to the patient group’s data ($\chi^2(3, 1477) = 67.6$, $p < 0.001$), while the lognormal distribution provided the best fit to the control group’s data ($\chi^2(7, 499) = 35.5$, $p < 0.001$). This difference was due to a greater proportion of short percept durations (normalized value < 1) in the control group compared to patients. Direct statistical comparison of the empirical distributions for the two groups revealed that they were significantly different (Kolmogorov-Smirnov statistic = 0.137, $p < 0.001$).
**Perceptual Stabilization**

In addition to measuring alternations in perception during continuous viewing of the bistable stimuli, we tested the effect of intermittent presentation of the same stimuli on observers’ perception. Examples of perceptual alternations during 5-minute blocks of the rotating sphere task are presented in Figure 6.10, for patients (red) and older control observers (green). For all observers tested, intermittent presentation of the stimulus (right column) reduced the frequency of perceptual alternations compared to continuous viewing (left column). Although the quantity of data available for the intermittent viewing was limited due to the long percept durations, statistical testing of the available data indicated that the distribution of percept durations during continuous viewing were significantly shorter than those during intermittent viewing (Kolmogorov-Smirnov statistic = 0.204, \(p < 0.001\)). This reduction in percept durations appeared most pronounced in observers with
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**Figure 6.10.** Example data illustrating perceptual stabilization. A) During a 5-minute block of continuous presentation of the rotating sphere stimulus, observers reported spontaneous alternations between the two possible percepts (clockwise or anti-clockwise rotation), at a rate that varies between individuals. B) When the same stimulus is presented intermittently (in this case a 1 second on, 1 second off cycle) the frequency of perceptual alternations is reduced. S.I. = stabilization index (see Equation 6.1).
higher frequencies of alternation during continuous viewing. To quantify the stabilizing effect of intermittent presentation beyond that predicted by the net reduction in stimulus presentation duration, we calculated a stabilization index (S.I.):

\[
S.I. = \frac{\text{Continuous alternations}}{\text{Intermittent alternations}} \times \frac{T_{\text{on}}}{(T_{\text{on}} + T_{\text{off}})}
\]

(Equation 6.1)

An index value of 1 indicates that the reduction in alternations reported during intermittent viewing is predicted by the reduced duration of the stimulus appearance. Larger index values indicate a larger reduction in the proportion of alternations during intermittent compared to continuous viewing. Index values for each observer are shown in Figure 6.10.

6.3.3. Relationships between behaviors and lesion locations

Based on previously evidence we hypothesized that the specificity and location of PPC lesions might predict patients’ perceptual dynamics. In order to quantify the extent to which different regions of PPC are affected by lesions in each patient, we used spherical regions of interest (ROIs) centered on previously published MNI coordinates for anterior and posterior superior parietal areas (Table 6.1; Figure S6.2). We calculated the proportion of voxels in each ROI that overlapped with each patient’s lesion mask (Table 6.3), in order to provide a coarse metric of local tissue damage. Plotting these values against mean percept durations did not reveal any clear correlation based on the small patient sample tested (Figure S6.3C). Further, we found no correlation between observers’ age and mean percept durations. Comparing the pattern of behavioural results with the pattern of damage to the parietal ROIs (summarized in Table 6.3), one notable finding is that patient RH’s lesions did not overlap with any of the ROIs tested and he was the only patient who showed both normal stereo thresholds and perceptual alternation rates.
One hypothesis derived from previous studies is that anterior and posterior SPL exert opposing influences on mean percept duration, with disruption of aSPL reducing it and disruption of pSPL increasing it. For the ROIs based on these studies (Table 6.3, group A), patients MP and PM showed slightly more damage to anterior ROIs than posterior ones. In agreement with the hypothesis, PM showed shorter mean percept durations on both the rotating sphere and apparent motion dot quartet stimuli. Patient MP’s mean percept duration was in the normal range, although there were limited data available for this observer (number of percept durations on the rotating sphere = 17), resulting in a larger standard error in the estimate of the mean. In contrast, patients MH and PF’s lesions overlapped both anterior and posterior ROIs, for which there is no clear predicted outcome. Indeed, MH showed shorter percept durations than normal, while PF’s were variable across stimuli (normal for the rotating sphere but shorter than normal for apparent motion).

**Table 6.3.** Percentage of voxels within each parietal ROI classified as lesioned.

<table>
<thead>
<tr>
<th>Patient</th>
<th>Stereo</th>
<th>Switch rate</th>
<th>Lesion side</th>
<th>Group A</th>
<th>Group B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Left pSPL</td>
<td>Right pSPL</td>
</tr>
<tr>
<td>RH</td>
<td>+</td>
<td>+</td>
<td>L</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MH</td>
<td>+</td>
<td>-</td>
<td>L/B</td>
<td>70</td>
<td>63</td>
</tr>
<tr>
<td>PM</td>
<td>-</td>
<td>-</td>
<td>B</td>
<td>13</td>
<td>16</td>
</tr>
<tr>
<td>PF</td>
<td>-</td>
<td>+</td>
<td>R</td>
<td>86</td>
<td>93</td>
</tr>
<tr>
<td>MP</td>
<td>-</td>
<td>+</td>
<td>R</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

*A = ROIs based on coordinates from (Carmel et al., 2010; Kanai et al., 2010) and Ryota Kanai, personal communication, August 22nd 2014. B = Corresponding but non-overlapping ROIs based on coordinates from (Zaretskaya et al., 2010).
6.4. Discussion

We tested the visual perception of depth from binocular disparity and motion in five patients with lesions to the parietal lobe, as well as healthy controls, using psychophysical methods. The behavioural performance of the patient group was heterogeneous: on the stereo tasks, some patients were able to perceive depth with sensitivities comparable to control subjects, while others showed obvious deficits, and these were associated with extensive damage to right PPC. During the presentation of ambiguous structure-from-motion and other bistable stimuli, some patients showed rates of perceptual alternation within the same range as control observers, while others exhibited noticeably faster perceptual alternations. We quantified lesion volumes for specific regions of interest within the PPC that have previously been implicated as playing causal roles in perceptual alternation. Although we found no clear relationship between lesions within these ROIs and the alternation rates for our patients, several findings were in agreement with the hypothesis that anterior SPL may play an inhibitory role in perceptual alternation under ambiguous viewing conditions.

6.4.1. Stereopsis

Two patients (MH and RH) showed sensitivity to binocular disparities in the normal range for behavioural tasks that required the discrimination of relative disparities, comparable to that of healthy control subjects. Given that the damage primarily affects the left hemisphere in these patients, this result is in agreement with previous neuropsychological studies, which suggest that stereopsis is mediated predominantly by the right hemisphere (Carmon and Bechtoldt, 1969; Benton and Hécaen, 1970; Durnford and Kimura,
1971; Hamsher, 1978; Ross, 1983). More specifically, it has been suggested that the right parietal lobe might be essential for stereopsis (Vaina, 1989). In contrast, human imaging studies have tended not to emphasize lateralization in IPS activation to binocular disparities, although examples of greater right-hemisphere activation are evident (Tsao et al., 2003; Durand et al., 2009; Georgieva et al., 2009). It is therefore of particular interest that patient MH showed both intact local (fine task) and global (signal-in-noise task) stereopsis, despite some bilateral lesions to parietal cortex (Figure 6.1, 6.11).

MH’s injuries are a result of anoxia, which caused thinning of the cortical sheet most prominently in the left parietal lobe but also in the right IPS (rIPS). However, his excellent performance on all stereo tasks tested in the present study indicates that the areas affected by his injury are not essential for stereopsis. This conclusion conflicts with the hypothesis, supported by some human neuropsychological and imaging evidence, that suggests an important role for the right hemisphere IPS in stereopsis. One possibility for reconciling the current finding with previous work is that rIPS in healthy observers contains redundant disparity processing capacity, and MH may therefore have retained sufficient rIPS grey matter to support stereopsis. Other functions associated with right parietal cortex also remain intact in MH, such as reaching and grasping movements directed to the left hemifield. Indeed, he exhibits an unusual lateralized pattern of optic

**Figure 6.11.** A coronal slice through patient MH’s posterior parietal lobe (y = -60mm) showing bilateral sulcal enlargement affecting IPS. Despite the damage to these areas, MH retains the ability to discriminate depth from binocular disparity better than many neurologically healthy observers.
ataxia that only affects reaching with his right hand to objects in the right hemifield (Kitadono and Humphreys, 2007; Rice et al., 2008; Cavina-Pratesi et al., 2013). It should be noted that all stereoscopic stimuli were presented centrally in our experiments, and therefore unimpaired stereopsis in just one hemifield would have been sufficient for patients to perform the task.

In contrast, all three patients with lesions to right parietal cortex in the present study (MP, PM, PF) showed disparity discrimination thresholds outside the tested range (> 14 arc min) on both the fine and dynamic disparity tasks. Nevertheless, the psychometric fits for these observers’ data mainly had positive gradients, indicating some sensitivity to disparity information (Fig 6.6). Similarly, although PM and PF performed worse than healthy controls on the disparity-defined contour task, their performances were significantly above chance. The only case where a psychometric fit did not show the expected positive slope was for PF in the dynamic stereo task. Closer inspection of her responses on this task revealed that she tended to report the same percept across consecutive trials (Fig S6.4). This response pattern is consistent with the idea that without the ability to perceive depth from the disparity information, PF perceived only the ambiguous structure-from-motion cue. The temporal structure of the task (short trials and inter-trial intervals) creates an intermittent presentation schedule, which is known to induce strong perceptual stabilization in healthy observers (Leopold et al., 2002), and appears to be preserved in the current patient group (Fig 6.10).

Surprisingly, patients MP and PF performed better at discriminating the direction of sphere rotation from binocular disparities during catch periods on the bistability task than for individual trials (of the same maximum duration) on the dynamic disparity task. One possible explanation for this difference in performance on virtually identical tasks might be that the transient of the catch period onset increased the salience of the disparity
signal. However, another possibility is that the strong perceptual biases elicited by intermittent presentation of ambiguous versions of the stimulus interfered with perception of dynamic disparity information in these observers because of their poor stereoacuity. Although the poor sensitivity to disparity cues observed in these patients cannot be attributed specifically to their lesions (Richards, 1970), the performance of the age-matched control subjects within the range of younger controls suggests that these deficits are not necessarily related simply to age (Wright and Wormald, 1992; Brown et al., 1993; Zaroff et al., 2003), in agreement with previous evidence (Krug et al., 2008; Read et al., 2010). Further, lesions to areas outside of PPC could be responsible for the stereo deficits in these patients, such as the left pulvinar (Takayama et al., 1994), which may be affected in patient PF.

One previous study reported that none of the 5 right occipito-parietal lesion patients tested were able to detect global stereopsis (Vaina, 1989). In agreement with that finding, three of the patients in the present study with right PPC damage showed deficits in all forms of stereopsis tested. However, patient MH, who also has some right occipito-parietal damage, showed normal perception on the binocular disparity tasks, including global stereopsis measured by the signal-in-noise task. A previous study of another hypoxia patient, DF (who suffers visual form agnosia resulting from bilateral lesions of lateral occipital cortex), reported that depth perception from absolute and dynamic relative disparities was preserved, but not for static relative disparities (Read et al., 2010). However, that patient also suffered a lesion to left PPC and bilateral atrophy of IPS in addition to other areas (James et al., 2003; Bridge et al., 2013). This evidence suggests that the type of diffuse damage to PPC and IPS that can result from hypoxic/anoxic injury is therefore not sufficient to induce deficits in all aspects of stereopsis.
6.4.2. Motion perception and structure-from-motion

Several previous patient studies suggest that both dorsal and ventral visual pathways may be involved in the perception of structure-from-motion (SFM). A previous study of akinetopsic patient LM revealed that her ability to perceive coherent motion, 2D shape from motion and 3D structure-from-motion all broke down with the introduction of moderate levels of noise (Rizzo et al., 1995). Similarly, patients with lesions to ventral visual areas of the right hemisphere were less accurate at discriminating SFM-defined object shapes only when the number of dots defining the object surface was reduced (Gilaie-Dotan et al., 2013). Thus ventral visual areas such as lateral occipital cortex seem to be important not merely for recognition of 3D object shape from motion and stereo cues (Gilaie-Dotan et al., 2002), but for extracting such information from noise.

Parieto-temporal lesions have also been shown to impair perception of motion-defined 2D form (Regan et al., 1992), and none of the 5 right occipito-parietal lesion patients tested in another study were able to perceive SFM based on a single trial (Vaina, 1989). In contrast to those findings, all five patients in the present study (including those with right occipito-parietal lesions) reported that they were able to perceive the 3D structure of the ambiguous rotating sphere stimulus. However, unlike some previous studies, our SFM stimuli were not embedded in noise, and thus the 2D object contour was visible even in a single static frame. Similarly, all of our patients reported being able to perceive apparent motion in a centrally presented dot quartet stimulus. This is in agreement with a previous study demonstrating that patients with lesions to right parietal cortex were able to perceive apparent motion in a dot quartet stimulus, provided that the frame rate was below 4Hz, as was the case for our stimulus (Battelli et al., 2001).
Patient MH’s motion-selective area V5/hMT+ has previously been shown to be functionally intact (Dent et al., 2010). This is likely a minimum requirement for perception of depth from motion, given the known involvement of this area in processing SFM cues (Bradley et al., 1998; Dodd et al., 2001) and combinations of motion and disparity (Krug et al., 2013). However, evidence from neurophysiology suggests that parietal areas (such as LIP in the monkey), which receive direct input from MT, are responsible for generating perceptual decisions (Huk and Shadlen, 2005; Hanks et al., 2006) and human neuroimaging also suggests IPS involvement in processing SFM (Orban et al., 1999; Vanduffel et al., 2002). It is therefore somewhat surprising that MH readily perceived structure-from-motion and performed comparably to healthy control observers on the dynamic stereo task. Indeed, MH and RH’s performance on the dynamic stereo task was comparable to that previously reported for a patient with lateral occipital lesions and three other age matched controls (aged 53-64) who were tested on a similar task (Read et al., 2010). The reduction in MH’s right anterior parietal cortical grey matter therefore appears not to have been sufficient to affect perception of structure-from-motion, despite its known involvement in processing other forms of high-level motion (Battelli et al., 2001).

6.4.3 Perceptual alternations during bistable viewing

A major concern for any experiment in which participants report their subjective perceptual state is how closely their responses actually reflect their perceptual experience (Leopold et al., 2003). We used three methods to ensure that observers were actively attending to the bistable stimuli and accurately reporting their percepts. First, we included random catch periods during which the stimuli were rendered unambiguous, and for which there was only one objectively correct percept (Leopold et al., 2003; Krug et al., 2008). Second, we employed ambiguous motion stimuli that were capable of eliciting specific
patterns of reflexive optokinetic nystagmus eye movements that are known to correlate strongly with perceptual state (Fox et al., 1975; Leopold et al., 2003; Frässle et al., 2014). Third, we analysed the distributions of reported percept durations and assessed the goodness of fit with theoretical functions known to provide accurate models for these distributions (Levelt, 1967; Borsellino et al., 1972; Zhou et al., 2004). The results of all three tests indicated that all observers were indeed attending to the tasks and reported their perceptual experience as accurately as possible.

In the bistable perception experiments, several patients (MH and PM) showed, on average, significantly shorter percept durations than other observers. While it is difficult to estimate the ‘normal’ range of percept durations given the high variability of this measure within the healthy population (Krug et al., 2008; Kanai et al., 2010), it was notable that these patients showed mean percept durations that were over 3 seconds shorter than any of the other observers tested on the rotating sphere stimuli, and that the same two observers also showed the shortest mean percept durations for binocular rivalry and the apparent motion dot quartet respectively. However, the relationship between the fast perceptual alternation rates and the pattern of parietal damage in these patients is not obvious. Based on the ROI lesion analysis, MH and PM have different patterns of parietal lesions: PM’s SPL lesions affect primarily anterior ROIs whereas MH’s lesions affect both posterior and anterior SPL (Table 6.3). Further, for each of the patients who showed fast alternation rates there is another patient with a similar pattern of parietal lesions who’s rate of perceptual alternations was not different from controls (MP for PM, and PF for MH).

In contrast to the other patients, RH’s parietal lesions are confined to the left inferior parietal lobe, and showed no overlap with any of the parietal ROIs tested. Despite exhibiting severe extinction in his right hemifield, RH showed normal stereopsis and perceptual alternation rates that were not significantly different from control observers. As
the only patient tested with no damage to the right PPC, these results fit with the suggestion that depth perception from disparity and motion cues are lateralized to the right hemisphere.

Previous studies have hypothesized that an antagonistic relationship between posterior and anterior SPL regulates perceptual alternation rate. Specifically, this was based on the finding that posterior SPL grey matter density correlates negatively with percept duration ($R = -0.59$), while the equivalent correlation for anterior SPL grey matter was positive ($R = 0.53$) (Kanai et al., 2010; Kleinschmidt et al., 2012). Combined with the results of TMS studies that suggest causal relationships between these cortical areas and percept durations (Carmel et al., 2010; Kanai et al., 2010; Kanai et al., 2011), this hypothesis generates testable predictions for the effect of parietal lesions on percept duration. One patient with slightly more damage to anterior ROIs than posterior ones (PM) did indeed exhibit shorter mean percept durations on both the rotating sphere and apparent motion dot quartet stimuli, as predicted by the antagonistic hypothesis. However, other patients either had damage to a mixture of anterior and posterior ROIs that yielded no clear prediction, or else had insufficient data to reliably determine the normality of their percept durations (MP).

Two previous studies have examined perceptual alternations during binocular rivalry in patients with right hemisphere lesions (Bonneh et al., 2004; Daini et al., 2010). In stark contrast to our results (both for binocular rivalry and structure-from-motion), both studies reported that patients with right hemisphere lesions showed a reduced frequency of perceptual alternation compared to controls. One of the studies found that this was only the case for patients with unilateral spatial neglect (Bonneh et al., 2004), while the other found this effect for all patients with right hemisphere damage, irrespective of neglect symptoms (Diani et al 2010). Since neglect can also result from lesions to areas other than parietal
cortex, neither study specifically implicates right PPC. However, we found no clear relationship between lesion lateralization and percept durations in our sample, and some evidence to the contrary: one patient with limited right PPC damage (MH) exhibited fast alternation rates, while another (PF) showed alternations rates comparable to controls. Despite the apparent right hemisphere dominance for perceptual alternations emphasized by previous studies (Carmel et al., 2010; Kanai et al., 2011), there appears to be broad individual variation in lateralization (Zaretskaya et al., 2010). Further, a previous study of a split brain patient showed similar distributions of perceptual dominance durations in each visual hemifield for binocular rivalry (O’Shea and Corballis, 2003). However, there is evidence for hemispheric differences in other parietal mediated functions, such as a dissociation in the contributions of left and right PPC to processing salient stimuli (Mavorach et al., 2006).

For a given observer, perceptual alternation rates for different types of bistable stimuli tend to be correlated (Pressnitzer and Hupé, 2006). This trend was apparent in the results for the three bistable stimuli tested here, although the correlations were not significant, possibly due to a lack of statistical power. One previous study reported that increased age was associated with reduction in perceptual alternation rates for binocular rivalry (Ukai et al., 2003), although another study reported that this relationship was not apparent for SFM (Krug et al., 2008). Although the age distribution of our observers was bimodal, we found no correlations between age and perceptual alternation rate for any of the stimuli tested.

In addition to recording the time course of perceptual alternations during extended continuous presentation of ambiguous stimuli, we tested whether intermittent presentation of the same stimuli affected the dynamics of perception. In healthy observers, brief, repeated presentations of ambiguous stimuli separated by blank intervals on the order of
seconds are known to reduce the frequency of spontaneous perceptual alternations (Orbach et al., 1963; Leopold et al., 2002; Pastukhov and Braun, 2008; Brascamp et al., 2009). This phenomenon, often referred to as perceptual stabilization, is hypothesized to result from a form of short-term, implicit perceptual memory that promotes the repeated selection of the same percept across consecutive presentations. However, little is known about the neural mechanisms responsible for implementing this process. Our demonstration of perceptual stabilization through intermittent presentation in patients with parietal lesions suggests that the putative perceptual memory trace that facilitates this process is not mediated exclusively by parietal cortex. This finding is compatible with recent neuroimaging evidence suggesting that implicit memory influences perception of bistable stimuli via modulation of early visual areas (Sandberg et al., 2011; de Jong et al., 2012b; de Jong et al., 2014), including motion sensitive areas (Klink et al., 2012).

6.4.4. Limitations of between-subjects studies of percept duration

Mean percept durations for a given bistable stimulus vary widely between individuals even within the healthy population. While this variability has been utilized successfully for guiding experiments with a repeated measures design (Kanai et al., 2010), and despite statistically significant differences reported using between-subject designs, it creates difficulty for comparisons between clinical and healthy populations (Krug et al., 2008). Further, perceptual alternation rate is strongly affected by low-level stimulus properties, thus preventing direct comparisons of ‘normal’ alternation rates between studies with differing stimulus parameters (Brouwer and van Ee, 2006). For example, 27% of the healthy participants (14/52) tested by Kanai and colleagues (2010) showed mean percept durations of less than 4 seconds for a similar rotating sphere stimulus, but this trend toward shorter percept durations compared to our data can be accounted for by the increased speed
of stimulus rotation (151°s⁻¹ vs 90°s⁻¹). Studies involving larger samples, such as those by Pettigrew and Miller (1998) (n = 63), Krug et al. (2008) (n = 50), and Kanai and colleagues (2010) (n = 52), suggest a greater variability in perceptual alternation rates than those reported by previous studies using smaller samples (e.g. Bonneh et al., 2004), although this could be due to differences in stimulus properties.

Despite the broad variation in individuals’ mean perceptual dominance durations, many studies have used this measure to compare differences between groups. For example, several studies have found evidence that bipolar patients tend to experience longer mean percept durations compared to control groups (Miller et al., 2003; Krug et al., 2008; Nagamine et al., 2009; Vierck et al., 2013), although the result may not be sufficiently large or robust to serve as a reliable trait marker (Krug et al., 2008). Individual differences in mean percept duration in healthy observers have been linked to various measures including age (Ukai et al., 2003), mood (Sheppard and Pettigrew, 2006), delusional ideation (Schmack et al., 2013), and phenotype (Miller et al., 2010), while pharmacological effects on mean percept duration include GABA_A agonist lorazepam (van Loon et al., 2013), 5-HT_1A agonist tandospirone (Nagamine et al., 2008), and the psychedelics psilocybin (Carter et al., 2005; Carter et al., 2007), LSD (Carter and Pettigrew, 2003), and ayahuasca (Freeska, White & Luna, 2004). This broad range of influences/correlations suggests that perceptual alternations are governed by a complex interaction of neural systems, for which the front-parietal network remains a primary candidate.

Several recent fMRI studies suggest that fronto-parietal activations previously associated with perceptual alternations actually reflect the gradual transitions between perceptual states (Knapen et al., 2011), or that prefrontal cortex activations reflect active reporting of perceptual state (Frässle et al., 2014). However, neurophysiological evidence suggests that frontal areas show a rapid response that correlates with perceptual transitions
and precedes visual responses (Libedinsky and Livingstone, 2011), or correlates with perceptual state independent of response (Panagiotaropoulos et al., 2012). While patients with PFC lesions show similar rates of spontaneous perceptual alternation to healthy controls, they are less able to voluntarily facilitate perceptual alternations (Windmann et al., 2006), and this finding has been replicated in healthy observers using TMS (De Graaf and Sack, 2011a). Convergent evidence therefore still points towards parietal cortex as being responsible for spontaneous perceptual alternations.

6.4.4. Conclusion

The results of our study suggest that the ability to perceive depth from binocular disparity in central vision is dependent on the PPC of the right hemisphere. However, the retention of stereopsis in one patient with limited damage to right PPC suggests that there is some level of redundancy in the processing of binocular disparity information in this area. In contrast to the perception of depth from disparity, all patients tested reported the perception of depth structure from motion. During continuous viewing of a perceptually bistable structure-from-motion stimulus, patients with parietal lesions showed variable rates of spontaneous perceptual alternations: either within in the normal range, or faster. This stands in contrast to previous reports for parietal lesion patients viewing binocular rivalry stimuli, which reported reduced alternation rates. Finally, we observed that intermittent presentation of the same ambiguous stimuli induced perceptual stabilization in parietal patients, just as it does in healthy controls. These results suggest a lateralized role of PPC in stereopsis, and suggest that the perceptual memory trace responsible for perceptual stabilization of bistable stimuli is not specific to parietal cortex.
6.5. Supplementary Materials

**Distribution fitting**

Maximum likelihood estimates of parameters for the best lognormal, gamma, and gamma rate fits to the empirical percept duration distributions were calculated using the MATLAB functions `lognfit` and `gamfit`. The lognormal probability density function (PDF) is given by the equation:

\[
  f(x|\mu, \sigma) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(\ln x - \mu)^2}{2\sigma^2}}
\]

(Equation S6.1)

and the gamma PDF:

\[
  f(x|k, \lambda) = \frac{1}{\lambda^k \Gamma(k)} x^{k-1} e^{-\frac{x}{\lambda}}
\]

(Equation S6.2)

where \( x = \text{time} \) and \( \Gamma(k) = (k-1)! \). For gamma rate, shape (k) and scale (\( \lambda \)) parameters for a gamma distribution were fitted to the distribution of switch rates, i.e. the reciprocal of the duration values (1/t) were substituted for \( x \) (Eq.6.2). The result was multiplied by 1/t to obtain the probability, and then divided by the width of a rate bin (Hz) to obtain probability density on a duration axis (seconds).

<table>
<thead>
<tr>
<th>ID</th>
<th>Catch event performance</th>
<th>SFM</th>
<th>AM</th>
<th>BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>PF</td>
<td>80% (12/15)</td>
<td>100% (4/4)</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>MH</td>
<td>98% (118/120)</td>
<td>70% (7/10)</td>
<td>60% (6/10)</td>
<td></td>
</tr>
<tr>
<td>PM</td>
<td>54% (13/24)</td>
<td>89% (16/18)</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>RH</td>
<td>89% (25/28)</td>
<td>NA</td>
<td>75% (3/4)</td>
<td></td>
</tr>
<tr>
<td>MP</td>
<td>100% (4/4)</td>
<td>NA</td>
<td>100% (4/4)</td>
<td></td>
</tr>
<tr>
<td>DC</td>
<td>86% (12/14)</td>
<td>100% (2/2)</td>
<td>100% (1/1)</td>
<td></td>
</tr>
<tr>
<td>RC</td>
<td>100% (4/4)</td>
<td>67% (2/3)</td>
<td>NA</td>
<td></td>
</tr>
</tbody>
</table>

**Table S6.2.** Cross-correlation of perceptual time courses extracted from eye movement data with those reported by observers.

<table>
<thead>
<tr>
<th>ID</th>
<th>R</th>
<th>Lag(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PF</td>
<td>0.771</td>
<td>1.24</td>
</tr>
<tr>
<td>MH</td>
<td>0.803</td>
<td>1.178</td>
</tr>
<tr>
<td>PM</td>
<td>0.649</td>
<td>1.67</td>
</tr>
<tr>
<td>RH</td>
<td>0.839</td>
<td>1.04</td>
</tr>
<tr>
<td>MP</td>
<td>0.843</td>
<td>0.37</td>
</tr>
</tbody>
</table>
Figure S.6.1. Percept duration distributions for individual patients (left 2 columns) and controls (right two columns) on the SFM experiment. A) Probability density fitted with lognormal (red) and gamma (blue) distributions. Vertical red lines indicate the distribution medians and the light red bars indicate median absolute deviations. B) Cumulative probability distributions.
Figure S6.2. Axial slices of spatially normalized MR images for all patients with spherical ROI outlines overlaid (left to right shows inferior to superior).
Figure S6.3. A) Scatter plot comparing mean percept durations for the three different bistable stimulus types. RS = rotating sphere; BR = binocular rivalry; DQ = dot quartet. Outlined markers indicate patient data. B) Scatter plot of observer age against mean rotating sphere percept duration. C) Scatter plot of the percentage of lesioned voxels against mean rotating sphere percept duration for each ROI for all patients.

Figure S6.4. A) Perceptual reports for patient PF during one block of the dynamic disparity task. On this task, inter-trial intervals were always 1 second (grey bars), but stimulus duration was self-paced (i.e. variable) and averaged 1.03 ± 0.04s. The stimulus rotated clockwise on half of the trials in each block, and this result therefore shows a strong bias. B) Perceptual reports for the same patient during intermittent presentation of the bistable rotating sphere stimulus (i.e. similar to the dynamic disparity task, but without disparity).

Figure S6.5. Relationship between shape and scale parameters for best A) lognormal and B) gamma function fits to individual percept duration distributions. The plots reveal no clear segregation of groups based on fit parameters.
Table S6.3. Individual percept duration distribution statistics for the rotating sphere stimulus. All summary statistics are given in seconds (3dp).

<table>
<thead>
<tr>
<th>Subject</th>
<th>Mean</th>
<th>SD</th>
<th>SE</th>
<th>Media n</th>
<th>32% CI</th>
<th>68% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>MH</td>
<td>3.655</td>
<td>3.246</td>
<td>0.112</td>
<td>2.631</td>
<td>2.099</td>
<td>3.631</td>
</tr>
<tr>
<td>PM</td>
<td>5.146</td>
<td>4.818</td>
<td>0.318</td>
<td>3.924</td>
<td>2.474</td>
<td>5.476</td>
</tr>
<tr>
<td>PF</td>
<td>8.169</td>
<td>6.038</td>
<td>0.403</td>
<td>6.454</td>
<td>4.171</td>
<td>9.930</td>
</tr>
<tr>
<td>RH</td>
<td>9.636</td>
<td>6.249</td>
<td>0.544</td>
<td>8.465</td>
<td>5.577</td>
<td>11.892</td>
</tr>
<tr>
<td>DC</td>
<td>8.116</td>
<td>7.360</td>
<td>0.624</td>
<td>4.607</td>
<td>3.205</td>
<td>8.652</td>
</tr>
<tr>
<td>APM</td>
<td>8.370</td>
<td>6.444</td>
<td>0.609</td>
<td>5.715</td>
<td>4.101</td>
<td>10.599</td>
</tr>
<tr>
<td>MLP</td>
<td>10.214</td>
<td>6.892</td>
<td>0.836</td>
<td>8.627</td>
<td>6.187</td>
<td>11.495</td>
</tr>
<tr>
<td>JMB</td>
<td>11.110</td>
<td>5.997</td>
<td>0.622</td>
<td>8.952</td>
<td>7.339</td>
<td>12.930</td>
</tr>
<tr>
<td>CH</td>
<td>5.543</td>
<td>4.220</td>
<td>0.554</td>
<td>4.477</td>
<td>3.140</td>
<td>6.367</td>
</tr>
</tbody>
</table>

Lognormal fit data

<table>
<thead>
<tr>
<th>Parameter (shape)</th>
<th>( \mu ) CI</th>
<th>( \sigma ) (scale)</th>
<th>( \sigma ) CI</th>
<th>( \chi^2 )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.067</td>
<td>1.025</td>
<td>1.110</td>
<td>0.636</td>
<td>0.607</td>
<td>0.668</td>
</tr>
<tr>
<td>1.281</td>
<td>1.166</td>
<td>1.396</td>
<td>0.885</td>
<td>0.810</td>
<td>0.974</td>
</tr>
<tr>
<td>1.811</td>
<td>1.705</td>
<td>1.916</td>
<td>0.806</td>
<td>0.737</td>
<td>0.888</td>
</tr>
<tr>
<td>1.839</td>
<td>1.378</td>
<td>2.301</td>
<td>0.897</td>
<td>0.668</td>
<td>1.366</td>
</tr>
<tr>
<td>2.018</td>
<td>1.884</td>
<td>2.151</td>
<td>0.774</td>
<td>0.691</td>
<td>0.881</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter (scale)</th>
<th>( \mu ) CI</th>
<th>( \sigma ) (scale)</th>
<th>( \sigma ) CI</th>
<th>( \chi^2 )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.657</td>
<td>1.492</td>
<td>1.822</td>
<td>0.985</td>
<td>0.881</td>
<td>1.117</td>
</tr>
<tr>
<td>2.296</td>
<td>1.912</td>
<td>2.679</td>
<td>0.949</td>
<td>0.744</td>
<td>1.310</td>
</tr>
<tr>
<td>1.783</td>
<td>1.614</td>
<td>1.952</td>
<td>0.903</td>
<td>0.799</td>
<td>1.040</td>
</tr>
<tr>
<td>2.042</td>
<td>1.837</td>
<td>2.247</td>
<td>0.846</td>
<td>0.724</td>
<td>1.018</td>
</tr>
<tr>
<td>2.269</td>
<td>2.159</td>
<td>2.379</td>
<td>0.535</td>
<td>0.467</td>
<td>0.625</td>
</tr>
<tr>
<td>1.390</td>
<td>1.154</td>
<td>1.625</td>
<td>0.896</td>
<td>0.757</td>
<td>1.097</td>
</tr>
</tbody>
</table>

Gamma fit data

<table>
<thead>
<tr>
<th>Parameter (shape)</th>
<th>( k ) CI</th>
<th>( k ) CI</th>
<th>( \lambda ) (scale)</th>
<th>( \lambda ) CI</th>
<th>( \chi^2 )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.341</td>
<td>2.141</td>
<td>2.560</td>
<td>1.561</td>
<td>1.413</td>
<td>1.725</td>
<td>2</td>
</tr>
<tr>
<td>1.544</td>
<td>1.306</td>
<td>1.825</td>
<td>3.333</td>
<td>2.737</td>
<td>4.058</td>
<td>3</td>
</tr>
<tr>
<td>1.876</td>
<td>1.581</td>
<td>2.225</td>
<td>4.355</td>
<td>3.581</td>
<td>5.297</td>
<td>5</td>
</tr>
<tr>
<td>1.650</td>
<td>0.891</td>
<td>3.056</td>
<td>5.318</td>
<td>2.591</td>
<td>10.912</td>
<td>0</td>
</tr>
<tr>
<td>2.169</td>
<td>1.732</td>
<td>2.717</td>
<td>4.442</td>
<td>3.448</td>
<td>5.722</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter (scale)</th>
<th>( k ) CI</th>
<th>( k ) CI</th>
<th>( \lambda ) (scale)</th>
<th>( \lambda ) CI</th>
<th>( \chi^2 )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.285</td>
<td>1.040</td>
<td>1.588</td>
<td>6.315</td>
<td>4.882</td>
<td>8.169</td>
<td>5</td>
</tr>
<tr>
<td>1.776</td>
<td>1.076</td>
<td>2.930</td>
<td>7.604</td>
<td>4.266</td>
<td>13.553</td>
<td>0</td>
</tr>
<tr>
<td>1.609</td>
<td>1.266</td>
<td>2.045</td>
<td>5.202</td>
<td>3.929</td>
<td>6.887</td>
<td>5</td>
</tr>
<tr>
<td>1.924</td>
<td>1.409</td>
<td>2.627</td>
<td>5.308</td>
<td>3.720</td>
<td>7.573</td>
<td>3</td>
</tr>
<tr>
<td>3.765</td>
<td>2.858</td>
<td>4.960</td>
<td>2.951</td>
<td>2.197</td>
<td>3.963</td>
<td>4</td>
</tr>
<tr>
<td>1.696</td>
<td>1.214</td>
<td>2.369</td>
<td>3.268</td>
<td>2.216</td>
<td>4.819</td>
<td>2</td>
</tr>
</tbody>
</table>
In this thesis, I began by arguing that there are two fundamental strategies for reducing uncertainty when inferring the 3D structure of the world from noisy or ambiguous visual input. The first method is to integrate depth information from multiple independent sources within the retinal image (depth cues). The second strategy used by the primate visual system is to use prior experience to resolve ambiguities. The experimental chapters presented here investigated a specific example of each of these solutions to the inference problem. In chapters 2 and 3, I considered the problem of cue combination for qualitatively different types of depth cue (texture and binocular disparity) and examined the contribution of specific cortical areas to the computation of an integrated depth estimate for surface slant. In chapters 4 and 5, I examined how prior experience, encoded implicitly and within a retinotopic coordinate frame, influences future perception by integrating information over different time scales. Finally, in chapter 6 I presented evidence for a causal role of sub-regions of posterior parietal cortex in perception of depth from binocular disparity signals, but a lack of involvement in short term perceptual memory of the type investigated in the preceding chapters. The findings of these studies advance our understanding of the coarse-scale organization of neural systems for actively interpreting visual depth information, but also highlight some of the challenges of contemporary cognitive neuroscience.

In order to investigate functions of the human brain, it seems intuitive to study human subjects. However, one major limitation of studying human brains is that the non-invasive imaging and perturbation technologies currently available for doing so lack spatial specificity. Thus, our ability to perform informative experiments on human subjects is highly dependent on the scale of neural organization at which a given process of interest is implemented. The success of neuropsychology and neuroimaging in examining the processing of visual features such as motion, color and objects likely reflects the coarse scale organization of neural populations (or “modules”) that process these properties (Sunaert et al., 1999; Lafer-Sousa and Conway, 2013). In contrast, other visual features such as orientation, ocular dominance, and binocular disparity tuning appear to be encoded
at a finer spatial scale (DeAngelis and Newsome, 1999; Kara and Boyd, 2009). Further, due to the coarse spatial scale and uncontrolled nature of brain lesions, some inferences made by early neuropsychology studies have since proven to be inaccurate (Annese et al., 2014).

Several findings reported here point to such limitations (past and present) of neuroscientific methods. For example, studies of stereopsis conducted decades ago using groups of patients with unilateral neglect appeared to support a causal role for parietal cortex in perceiving depth from disparity. However, in chapter 6 we reported two cases of patients with damage to regions within parietal cortex (identified using MRI) who display normal stereopsis. Similarly, in chapter 2 we did not detect differences in the fMRI BOLD responses to different depth cue combinations when we used conventional univariate analysis of regions of interest (mean signal change within ~1350mm$^3$ of cortex). However, using multivariate analysis methods that preserve information at the single voxel level (4.5mm$^3$), we were able to detect more information in specific regions when combined depth cues were presented compared to individual cues. While this result indicated the involvement of V3B/KO in the integration of depth cues, in Chapter 3 we failed to find a behavioural effect of disrupting this area using TMS. There are several possible reasons for this result, but the one that is most problematic for contemporary human neuroscience is that our most advanced tools remain too coarse relative to the spatial organization of certain neural functions, such as visual depth perception.

A central tenet of cognitive neuroscience has always been to study function at multiple levels of structural organization (Churchland and Sejnowski, 1988). In order to improve our understanding of functions such as visual depth processing, we must therefore zoom in on brain regions of interest. Several groups are already utilizing developing technologies such as high-field (7T) fMRI to investigate disparity maps within individual visual areas of human cortex (Coullon et al., 2012; Goncalves et al., 2014). Another solution is to use animal models, where perturbation techniques can be applied with greater spatial and temporal precision and can be more conveniently verified (Krug et al., 2013). Developments in the manufacture of multi-electrode arrays and digital signal processing technologies are allowing researchers to record simultaneously from larger neural ensembles, as well as studying local micro-circuitry at the laminar and columnar levels (Longordo et al., 2013; Maier, 2013). Microscopic imaging methods capable of resolving the structure and activity of individual neurons whilst recording simultaneously from a large volume (or even a whole brain) are becoming available for some animal models.
(Dodt et al., 2007; Ahrens et al., 2013; Chung and Deisseroth, 2013), while lower resolution optical imaging methods are already being used to study binocular disparity maps in primate visual cortex (Chen et al., 2008). Integrating the insights into the local processing of visual depth information that these methods can deliver with our current understanding of functional organization at the macroscopic level may guide future systems-level research.

The ability to perceive depth is critical for successfully executing reaching and grasping movements that allow us to interact in the world. However, patients with brain injuries may show reaching and grasping impairments for a variety of reasons, including perceptual and attentional deficits, as well as difficulties executing motor commands. Parietal cortex is strongly implicated in all of these functions, so functional deficits must be assessed behaviourally (Cavina-Pratesi et al., 2010). In Chapter 6 we observed that a subset of patients with lesions to parietal cortex retained normal depth perception from binocular disparity signals, despite deficits in grasping, while others did not. Conversely, lesions to ventral cortex may produce deficits in depth perception without visuomotor deficits (Dijkerman et al., 1996). Behavioural assessment of relative deficits in depth perception and visually-guided actions could therefore play an important role in guiding patient rehabilitation strategies. The plasticity of topographic representations observed in chapters 4 and 5 implies that deficits affecting one part of the visuo-spatial field might be attenuated through re-training. Further, the effect of prior experience at a cognitive level (e.g. expectations or beliefs) may provide patients with alternative strategies for performing reaching and grasping actions (Rossetti et al., 2005).

The experiments presented here were designed to isolate the effects of cue integration and prior experience on the processing of uncertainty in visual depth signals. Of course, in the real world, both strategies interact. For example, we have prior expectations that other road users steer their vehicles to avoid collisions, but we also know that human or mechanical errors can occur. At the same time we can accumulate sensory information (such as perspective and disparity cues) to estimate the trajectory and time-to-impact of an oncoming vehicle, and we integrate this evidence (likelihood distribution) and experience (prior distribution) to reach a decision on whether we need to swerve out of the way. The work presented in this thesis suggests that integration of visual depth cues occurs in early extrastriate cortex, and that the influence of prior experience on depth judgments may be encoded topographically in the visual system. Damage to parietal cortex does not
necessarily interfere with either of these processes, although it can cause deficits in the perception of depth from binocular disparities. A promising future direction will be to investigate the processing of visual depth and sensory uncertainty at finer scales of organization within these cortical areas.
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