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Abstract

Noise suppression across multiple spatial modes of a light field would serve to improve the field’s imaging capabilities and allow it to act as a more effective carrier of quantum information. This thesis describes a scheme that utilises a nonlinear process (four wave mixing (4WM)) in $^{85}$Rb in order to generate a single beam of light that demonstrates sub quantum noise limit (QNL) quadrature fluctuations of up to -4dB across a multitude of spatial modes simultaneously.

Included is a description of sub-QNL (squeezed) light, followed by a breakdown of how this 4WM arrangement generates the desired quantum noise suppression. Analysis has been performed that displays explicitly how the phase matching arrangement that maximises the noise suppression differs from that which optimises the efficiency of the process. This consideration is crucial to understanding why the setup achieves the levels of squeezing observed despite the presence of a strong absorption feature.

Finally, the multi-spatial-mode nature of the generated squeezing is observed directly via homodyne detection using local oscillators with a range of transverse profiles. These profiles select the mode of the signal to be analysed and as such the ability to detect squeezing using a range of them demonstrates its presence across all of these modes simultaneously.
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Introduction

Imaging is a term used to describe the transmission or recreation of information about a physical object’s spatial profile that has been encoded in the form of light. We are all familiar with a variety of imaging systems ranging from the eyeballs in our skulls to the cameras in our phones. The optical elements that comprise such systems are all generally well understood and many have been almost second nature for many years, i.e. mirrors in bathrooms, lenses in glasses or filters in sunglasses. All of these act as tools to affect the incident light fields and present our eyes with the information required.

In science, imaging techniques are often used to show us things not visible to the naked eye, whether it’s using a telescope to view images of distant galaxies or a camera to image a Bose-Einstein condensate. The ability of an imaging system to accurately recreate fine details present in the original object is of absolute importance in imaging, and was long thought to be limited ultimately by the laws of classical physics.

Over the last ten to twenty years, methods of overcoming these classical imaging limitations have been developed that take advantage of the quantum nature of the light field. This research is termed quantum imaging, a relatively young field that has developed out of investigations into quantum optics. Quantum imaging asks if we can take our knowledge about the quantised nature of the light field and apply it to the field of imaging, where multiple spatial modes of the field are considered, i.e. those
that characterise the transverse structure of the field, in order to improve imaging techniques or alternatively to investigate new forms or mechanisms for imaging purposes. Notable achievements in the field have been to produce, for example, images of objects in the absence of any direct scattering of the light (known as Ghost Imaging \[\text{[1]}\]) or the generation of a focussed point of light with spatial fluctuations on its central position below the level allowed by the quantum noise limit (QNL) (known as a quantum laser pointer\[\text{[2]}\]). A review of the field conducted in 2002 \[\text{[3]}\] listed a selection of uses and directions for research focus, including the observation of weak amplitude/phase objects\[\text{[4]}\], quantum optical lithography\[\text{[5]}\ \[\text{[6]}\], reduced displacement measurement \[\text{[7]}\], image amplification\[\text{[8]}\], increased optical resolution\[\text{[9]}\ \[\text{[10]}\], as will discussed in this thesis, and more. The factor all of these studies have in common is that they utilise the higher order spatial modes of the light field, rather than simply the overall amplitude or phase of the beam.

In classical imaging, the diffraction limit of resolution is given by the Rayleigh criterion\[\text{[11]}\](defined in chapter \[\text{[1]}\]). However, there exist a range of ‘super-resolution’ techniques\[\text{[12]}\ \[\text{[13]}\ \[\text{[14]}\] that can be put in place to try and extract a more detailed description of the original object from the information received from the field. The limiting factor in the effectiveness of some of these techniques is the degree of the light field’s amplitude variance \[\text{[9]}\]. In other words the key limiting variable in the resolving capabilities of classical imaging is the level of amplitude noise.

All scientific measurements are limited to some level of precision by noise, errors produced on measurements by unavoidable factors such as statistical fluctuations on discrete data sets or electronic noise on detectors. As experiments aim to detect ever smaller signals with ever higher precision, a point has been reached in some cases where the effects of quantum uncertainty become the limiting factor in the experiment. In imaging, this fundamental quantum noise on the amplitude of the field is related to the Poissonian nature of the photon distribution within the field
and is referred to as the shot noise level (SNL). The first reduction in this distribution uncertainty came in the form of photon anti-bunching, described theoretically by both Kimble and Mandel\textsuperscript{15} and Carmichael and Walls\textsuperscript{16}. Photon anti-bunching refers to a photon stream featuring a sub-Poissonian photon distribution, and was first detected experimentally by Mandel et al in 1977 \textsuperscript{17}.

A widely used technique in recent years for noise reduction at such quantum-limited levels is known as squeezing and operates by, in effect, ‘transferring’ some of the uncertainty on a variable that is to be measured onto some conjugate variable whose precision is less important. The focus of this thesis is the usage of this squeezing technique to reduce the amplitude noise on a light field across multiple spatial modes, enabling the utilisation of this field as an imaging resource with noise below the SNL.

The concept of generating squeezing as a result of strong atomic coherence in a nonlinear medium was put forward by Reid in 1985 \textsuperscript{18} and the first observation of the sub-shot noise continuous-variable amplitude fluctuations corresponding to squeezed light was in 1985 by Slusher \textsuperscript{19} using a nonlinear optical process known as four-wave mixing (4WM) in sodium (Na) vapour. A measured reduction in the noise of 7\% was recorded, and calculated to equate to a 20\% drop when factors such as jitter and losses were taken into account. Limits on the optimal value of achievable squeezing via such an arrangement were estimated \textsuperscript{20}, with factors such as spontaneous emission and Doppler broadening being the main causes of reduced effectiveness.

Over the next ten years or so many further experiments were performed utilising 4WM in vapours in a variety of setups\textsuperscript{21}\textsuperscript{22}, including cold atoms \textsuperscript{23}, but these consistently showed what would today be considered low squeezing levels\textsuperscript{1}(maximum

\textsuperscript{1}The measure of a squeezed quantity is typically defined by how far the measured noise is reduced from the shot noise, measured on a log scale in decibels (dB). This is discussed further in section \textsuperscript{1.4}.}
2.2 dB below the SNL) in comparison to other squeezed light techniques, such as 4WM in fibres [24][25][26] (used to show squeezing up to -4dB) and parametric down-conversion in crystals [27][28] (currently the squeezing champion with a record maximum of -12 dB at wavelengths of 1064 nm [29] and 1550 nm [30].) All these methods work on the principle of producing correlated photon pairs through nonlinear optical interactions between the field and the surrounding medium, as described in more detail in chapter [2].

The motivation for pursuing increasing degrees of squeezing extends beyond pure scientific endeavour as many practical purposes have been put forward for such states. These include improving the security of quantum communications by decreasing potential signal disruption [31][32] or reducing the noise on ultra-sensitive interferometers [33], such as those used in gravitational wave detectors [34][35].

Due to the general limitations found when using vapours, even when cooled to ultra-low temperatures, the primary source of correlated photon pairs has long remained crystals, used successfully as sources for entangled photon pair-production and as optical parametric amplifiers (OPAs [36], used to increase the power of a seed beam by subtracting energy from some pump field) and oscillators (OPOs [37], used in the generation of additional frequencies of the field.) These have in fact been utilised to generate photon correlations across multiple spatial modes of the light field [38][39][40][41] as can be seen by using spatial light modulators [42]. For example, ghost imaging can build up the image of an aperture by integrating over a single photon count in many positions and measuring coincidence counts [43] and the entanglement between arbitrary orbital angular momentum (OAM) light modes has been demonstrated [44]. However, such systems operate in the single photon regime. Whilst the production of photon pairs demonstrates the highly correlated nature of the amplitudes, the intensity and gain of the system are all small in comparison to that seen in the continuous variable (CV) regime where bright beams are used
rather and individual photons. As will be shown in section 2.3.1, this gain level is intrinsically linked to the degree of squeezing produced. In this thesis we wish to view strong quadrature squeezing across multiple spatial modes in the CV regime, meaning such crystal-based nonlinear resources are inappropriate. Although crystals have been used to generate multi-spatial-mode (MSM) squeezed light by combining the output of a number of individual crystals, each resonant to a separate field mode, this has yet to be performed across the number of modes needed to truly improve the imaging capability of the light source for an essentially arbitrary object.

A number of different avenues for MSM squeezed light have been pursued in addition to that presented here. A self-imaging cavity is one example, as posited in 1969, that operates by encasing the nonlinear medium inside a cavity designed to be degenerate across a number of spatial modes. Self-imaging occurs when the trajectory of a ray emitted with an arbitrary position/momentum within the resonant field follows a path that leaves it in its original position/direction after a round trip through the cavity. As such the cavity is to some extent spatially degenerate. This degeneracy implies the correlations on the output can be obtained for each simultaneously resonant spatial mode. This has been used to show the effects of correlated photon pairs in both the near and far-field regimes. It has also been shown that once a squeezed state has been generated, the spatial mode it occupies can be altered with minimal reduction of the squeezing present, however it is still only present on a single spatial mode at any one time.

Temporal mode squeezing has also been experimentally detected, in which the shape of an applied pulse into a cavity containing a nonlinear medium is synchronised to the round-trip time of the cavity. In this manner the multi-mode degeneracy of the signal is across the frequency spectrum of the cavity emissions, rather than the spatial profile, in a manner akin to the lines on a frequency comb.

However in 2006, McCormick et al. found a high gain feature capable of
generating twin beams of similar intensity from heated Rb. Initially posited as a good source for viewing a slow light effect \cite{52} it became apparent that due to the lack of a required cavity, the source might also be capable of generating strongly entangled multi-mode fields. That the emitted twin beams are entangled across multiple spatial modes was shown in 2008 \cite{53}. Currently this source is being investigated in terms of its potential as a source of squeezed light\cite{54}, a low-noise quantum multi-spatial-mode amplifier\cite{55} and, as shown here, a quantum imaging resource\cite{56}.

This thesis is generally concerned with the twin concepts of further investigating the feature at the source of this new-found squeezing centre and also a modification of the previous investigation into the entanglement of images by turning the results into a single beam of MSM squeezed light. Presented is a scheme for the generation of a single beam of light that will demonstrate sub-QNL quadrature fluctuations (-4dB) across a multitude of spatial modes simultaneously, purely as the result of one squeezing setup. In this case, the variable we wish to measure precisely is the amplitude of the field, and the conjugate variable is the phase. The specific demonstration takes the form of a homodyne detector in which the signal field of squeezed vacuum is interrogated by a local oscillator with a selectable transverse profile. Thus when squeezing is measured with a multitude of these profiles, it is evidently present across each mode interrogated.

This arrangement could be taken forward for use in quantum imaging systems or instead could be implemented in a quantum information protocol in which qubits can be stored in various transverse spatial modes of the beam and then transported and read out with reduced noise and as such greater accuracy.

My contribution to this work consists of the creation of the experimental setup from a start-up lab and the collection of all data contained herein. A paper covering the key findings of chapter 4 has been published in Physical Review A\cite{57}. 
Thesis Outline

The first chapter describes the theoretical framework on which the notion of squeezed light is based, linking the concepts of squeezing to the multi-mode framework required. It also describes the physics behind squeezed light measurements made further on and how they demonstrate the reduction in fluctuations below the standard quantum limit.

The second chapter gives an introduction to nonlinear optics and explains how squeezed light can be obtained from a source of rubidium ($^{85}\text{Rb}$). It also categorises the effectiveness of the source used in this experiment with reference to a number of experimental parameters.

The third chapter is a breakdown of the experimental setup used to generate the squeezed light that forms the source of the later experiments.

The fourth chapter is a more detailed investigation into the 4WM process in $^{85}\text{Rb}$ and attempts to demonstrate that the optimum parametrisation for generating strongly correlated twin beams is rather distanced from those that generate the most efficient 4WM.

Finally, the fifth chapter presents the methodology and results obtained from the primary investigation into the usage of 4WM in $^{85}\text{Rb}$ to generate a beam of light with reduced amplitude fluctuations across multiple spatial modes. This is followed by a brief discussion of the current outlook and planned future of the experiment.
Chapter 1

Squeezing in Quantum Imaging

This thesis revolves around the ability to generate light sources with amplitude fluctuations below the QNL\textsuperscript{1}. This chapter seeks to derive and explain how this is possible and how such light sources operate.

The classical description of the type of imaging under consideration will be defined, as well as its inherent limitations. The concept of super-resolution techniques will be introduced, techniques that attempt to overcome these limitations. This will be followed by an explanation of why the effectiveness of such techniques is limited by the amplitude fluctuations of the field. The extension will then be made to squeezed light fields and how they can lend themselves to reducing these fluctuations and thus improving the effectiveness of the super-resolution technique.

Following the imaging section, a description will be given firstly of the form of these squeezed fields, then details about how they can be detected and measured in an experimental setup. Finally some time will be spent describing what it means to say that squeezing is present across multiple spatial modes, and why this is of importance to the field of quantum imaging.

\textsuperscript{1}The SNL is essentially the QNL of amplitude variation.
1.1 Limits of Classical Imaging

We begin by describing a classical imaging system, as shown in figure 1.1. Consider a collimated light source illuminating a compact object. The object is compact in that it is small compared to the breadth of the illuminating field. A lens of focal length \( f \) placed at a distance \( s = f \) from this source will capture a portion of the light and focus it towards a point on the far side of the lens at \( s' = 2f \) from the object. If a second lens, also focal length \( f \), is placed in line at a distance \( s'' = f \) from the focussed image then the light beyond this lens will form an image of the point source at a distance \( 4f \) from the object. Such a system is one of the simplest optical systems to describe and is known as a ‘Four-f’ system as \( 4f \) describes the distance from the object to the image. Such a system is shown in fig. 1.1.

Imperfections in the resulting image will always be present due to the finite size of the lenses. This allows for the capture of only a finite solid angle of the original field. The capture width of the system is referred to as the numerical aperture \( (NA = n \sin \theta) \).

Instead of an ideal replication of the object, the image will be some function of the source. The function that defines the image of a point source for a given optical system is named the point spread function (PSF). Similarly, the effect of imaging a pair of point sources is to produce a pair of spread functions and there is a limit on the minimum separation between the sources before the overlap of the imaged functions results in an inability to differentiate the sources from each other. The most famous characterisation of this limit is the Rayleigh criterion\[11\], which states that the two sources are just resolved when the maxima of the first spread function coincides with the principle minima of the second. Extrapolating this to the case of imaging an arbitrary object, it is clear that the effect of the PSF is to cause a reduction in sharpness between the image and the original object.
The techniques used to image with a greater level of resolution than that defined by this criterion are known as super-resolution techniques. The one under consideration here involves analytical extrapolation of the portion of the Fourier transform captured by the imaging device to reproduce additional features present in the original object. In fig. 1.1 the Fourier transform of the object is reproduced and then effectively clipped as a result of the finite numerical aperture of the system. In order for this technique to work it is of course a requirement that the Fourier transform of the object is indeed an analytical function. The super-resolution technique operates on the principle analytical functions can be extrapolated from a sample of the Fourier transform\[9\]. This technique has recently been shown to reduce the noise to between 45 and 89% of the Rayleigh limit depending on the degree of angular information in the object\[58\]. In this setup the selection of objects that can be described as analytical functions in this manner are those that are compact with respect to the illuminating field.

Figure 1.1 shows a 4f system where on the left an object is present that can be described as a sharp-edged top hat function given by

\[
 f_O(x) = \begin{cases} 
 x & \text{if } -\frac{L}{2} \leq x \leq \frac{L}{2}, \\
 0 & \text{if } x \leq -\frac{L}{2}, x \geq \frac{L}{2}.
\end{cases}
\]

(1.1)

The light field is incident on this object then passes through a lens, giving a field in the Fourier plane described by a sinc function

\[
 \hat{F}(k) = \int_{-\infty}^{\infty} f_O(x)e^{2\pi i xk}dx \]

(1.2)

\[
 = \text{sinc}(x) = \frac{\sin(x)}{x}.
\]

(1.3)

The NA acts to limit the transmission of higher order spatial frequencies of this
transform through the second lens, such that the transform is clipped. Thus the function at the image plane is described by

\[ f_I(x) = \int_{-L/2}^{L/2} \tilde{F}(x)e^{2\pi i x k} dk. \]  

(1.4)

This function lacks the higher frequency components of the original \( f_O(x) \), which are the frequencies that allow for the sharpness of the edge of the top-hat function. The result in the image plane is a broader function with reduced sharpness.

**Figure 1.1:** Shows a 4f imaging system consisting of a pair of lenses. The lens pair forms a numerical aperture for the system that effectively clips the Fourier transform produced by the first lens, generating reduced sharpness in the image plane. The functions show the amplitude profile across a cut-through the field at each location.

By collecting information about the complex amplitude of the field across the image plane, the Fourier analysis can be performed and reconstruction of the object to accuracy greater than that achievable in the diffraction-limited case can be achieved.

The limitations on this have been shown to rest fundamentally on the amplitude fluctuations received in the final image [9][59]. These fluctuations generate noise on the reconstructed transform and therefore on the ability to accurately re-form the object. By reducing the extent of these fluctuations it is hoped the accuracy of such techniques can be pushed further. However, as will be shown, there is a fundamental
1.2 BREAKING THE CLASSICAL RESOLUTION LIMIT

1.2.1 Coherent States and Uncertainty

Having stated that the ability of the given super-resolution technique to improve the imaging accuracy of an appropriate imaging system is limited by the amplitude noise on the measured signal, the question of how to increase the final accuracy further becomes one of whether this amplitude noise can be reduced. The following section will show that it can, and how this is achieved.

Classically, a field of arbitrary amplitude and phase can be depicted on a diagram as a phasor, a vector with length proportional to the amplitude of the field and angle with respect to the x axis corresponding to the phase. An example is shown in figure 1.2 with amplitude $A$ and phase $\phi$. In terms of the field equation this is produced by decomposing the field into components proportional to the two quadratures $X$ and $Y$ that form the axes of the diagram such that

$$ E(t) = 2\mathcal{E}_0(X \cos(\omega t) + Y \sin(\omega t)). $$

(1.5)

where $\mathcal{E}_0 = \sqrt{\hbar \omega / 2 \epsilon_0 V}$, $\omega$ is the angular frequency of the field, $\epsilon_0$ is the permittivity of free space and $V$ is the volume in which the field is excited.

Taken to the quantum mechanical level the field operator takes the form

$$ \hat{E}(t) = 2\mathcal{E}_0(\hat{X} \cos(\omega t) + \hat{Y} \sin(\omega t)), $$

(1.6)

limit to the degree of these fluctuations on any classical source that is mandated by the laws of quantum mechanics. The next section intends to show the origins of this limit and how this limitation can be overcome with specifically engineered non-classical illumination sources.
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Figure 1.2: Shows a classical field depicted on a quadrature diagram with amplitude $A$ and phase $\phi$.

where the quadrature operators can now be described in terms of standard bosonic creation and annihilation operators $\hat{a}^\dagger$ and $\hat{a}$ as

\[
\hat{X} = \frac{\hat{a} + \hat{a}^\dagger}{2}, \quad (1.7a)
\]
\[
\hat{Y} = \frac{\hat{a} - \hat{a}^\dagger}{2i}. \quad (1.7b)
\]

In the harmonic oscillator picture, these operators act to raise or lower the energy of the oscillator by $\hbar\omega$. In the field picture, they introduce an additional photon to the field, such that for a number state $|n\rangle$, also known as a Fock state\[61\], their impact is

\[
\hat{a}|n\rangle = \sqrt{n}|n - 1\rangle, \quad (1.8a)
\]
\[
\hat{a}^\dagger|n\rangle = \sqrt{n + 1}|n + 1\rangle. \quad (1.8b)
\]

They are also used to construct the number operator $\hat{n}$, used to determine the number
of excitations present in a number state,

\[ \hat{n}|n\rangle = \hat{a}^\dagger \hat{a}|n\rangle = n|n\rangle. \quad (1.9) \]

These creation and annihilation operators follow the standard bosonic commutation relation \([\hat{a}, \hat{a}^\dagger] = \hat{a}\hat{a}^\dagger - \hat{a}^\dagger \hat{a} = 1\), leading in turn to a commutator between the quadrature operators

\[ [\hat{X}, \hat{Y}] = \frac{i}{2}. \quad (1.10) \]

The existence of a commutation relation in turn gives rise to a minimum uncertainty in accordance with the Cauchy-Schwarz inequality, which states that if two variables have a commutator of the form \([\hat{A}, \hat{B}] = i\hat{C}\) then

\[ \langle (\Delta \hat{A})^2 \rangle \langle (\Delta \hat{B})^2 \rangle \geq \frac{1}{4} |\langle \hat{C} \rangle|^2. \quad (1.11) \]

This gives the result that the variance of the two quadratures is limited according to

\[ \langle (\Delta \hat{X})^2 \rangle \langle (\Delta \hat{Y})^2 \rangle \geq \frac{1}{16}. \quad (1.12) \]

where we define the variance of an operator \(\langle (\Delta \hat{X})^2 \rangle\), as

\[ \langle (\Delta \hat{X})^2 \rangle = \langle \hat{X}^2 \rangle - \langle \hat{X} \rangle^2. \quad (1.13) \]

When the noise is minimised and spread evenly between the two quadratures such that

\[ \Delta X = \Delta Y = \frac{1}{2}, \quad (1.14) \]
where
\[ \Delta X = \sqrt{\langle (\Delta \hat{X})^2 \rangle}, \quad (1.15) \]
the state is a coherent state, \(|\alpha\rangle\). The coherent state can be decomposed into a sum of number states
\[ |\alpha\rangle = e^{-\frac{|\alpha|^2}{2}} \sum_{n=1}^{\infty} \frac{\alpha^n}{\sqrt{n!}} |n\rangle, \quad (1.16) \]
and can be shown on a phaser diagram as seen in figure 1.3. The coherent state represents the closest quantum mechanical analogue to a classical field and typically describes the output of a laser operating at the QNL. The minimum uncertainty on the position of a coherent state on a phasor diagram is equal to
\[ \mathcal{E}_0 = \sqrt{\frac{\hbar \omega}{2\epsilon_0 V}}, \quad (1.17) \]
Here \(\mathcal{E}_0\) is the minimum area of this uncertainty region, regardless of the amplitude of the field. This uncertainty is represented in figure 1.3 as a ‘fuzzball’, showing explicitly the quantum mechanical limitation on the amplitude fluctuations of a classical field. The value \(\mathcal{E}_0\) also forms the scalar at the front of equations (1.5) and (1.6) as it represents the energy of a single photon.

As the phase angle, \(\phi\), can effectively be selected to take any value with only a change in frame of the X/Y coordinate system, from here on in we will choose to work in a basis where the region of uncertainty lies centred on the X axis, with the result that uncertainty or measurement along the X axis corresponds to uncertainty in amplitude of the field, while variance in the Y axis corresponds to uncertainty in the phase of the field. As such references to the ‘amplitude’ or ‘phase’ quadrature refer also to the X and Y axis respectively.
1.2. BREAKING THE CLASSICAL RESOLUTION LIMIT

Figure 1.3: Shows a coherent state depicted on a quadrature diagram with amplitude \( A \) and phase \( \phi \). The region of uncertainty is the minimum allowed by quantum mechanics and has an area equal to \( \mathcal{E}_0 \). The width of \( \Delta X/\Delta Y \) corresponds to a drop-off of \( 1/e \) of the ‘fuzzball’ intensity.

1.2.2 Squeezed Light

In figure 1.3 the uncertainty region is circular, corresponding to an equal degree of uncertainty in both the amplitude and the phase, and also in either the X or Y direction. An alternative to this condition is an unequal uncertainty distribution, where the variance of one quadrature is reduced at the expense of the other, e.g.

\[
\langle (\Delta X)^2 \rangle < \frac{1}{4}, \quad (1.18a)
\]
\[
\langle (\Delta Y)^2 \rangle > \frac{1}{4}, \quad (1.18b)
\]

or vice versa. Such states are known as squeezed states \[64\] \[65\] as on a similar phase diagram the region of uncertainty in their quadratures takes the form of an ellipse. Examples of this are also shown in figure 1.4 both for variance reduction in phase and in amplitude, though reductions of arbitrary quadrature angles are achievable. Squeezed states have long been a source of great interest in the field of quantum optics as, for certain obtainable forms of this ellipse, the result is a light field with
fluctuations in phase or amplitude below the QNL. An impressive and clear display of such states can be seen in the work by Breitenbach in 1997[66].

Figure 1.4: Shows a) a coherent state, b) a phase squeezed state and c) an amplitude squeezed state. Behind the squeezed states a reproduction of the coherent state is shown for comparison. The size of the uncertainties on the axis have been enlarged with respect to the distance from the origin for effect. The widths of the fuzzball are given as where the value drops to $\frac{1}{e}$ of the maximum central value.

In terms of the field, quadrature squeezed light takes the standard form with the squeezed quadrature multiplied by a factor of $e^{-s}$ and the anti-squeezed quadrature multiplied by a factor of $e^{s}$ where $s$ is the ‘squeeze factor’.

Squeezing is also applicable to vacuum states. A vacuum state is equivalent to a coherent state centred on the origin on a quadrature plot, where the expectation value of the amplitude is zero. But in this situation, equation [1.13] demonstrates that even when the expectation value of the field amplitude is equal to zero, the expected square of the amplitude is non-zero. The result is the vacuum state, $|0\rangle$ which has an energy corresponding to the ground-state energy of an electromagnetic field containing zero photons, as described in equation [1.17]. This vacuum field can be seen in the Casimir effect/Casimir-Polder force [67]/[68] and is involved in a variety of phenomena including the Lamb shift in atoms [69] and the spontaneous emission of photons by excited electrons.

In terms of squeezing, the variance of this field along the X and Y axes can also be manipulated, and will be described in the same manner as before, i.e. as X/Y or
amplitude/phase quadratures. It should be noted that in real terms a description of the ‘phase’ or ‘amplitude’ of such a field is harder to define, though will become clearer in section 1.4.

1.3 Two-Mode Squeezed States

The experimental aim of this thesis is to produce a single squeezed light field as described in section 1.2.2. However, the emissions from the nonlinear process utilised in the experiment do not fit this description. Instead, this process produces entangled photon pairs. In this section a description of the entangled fields will be given as well as an explanation as to how these twin fields can be manipulated in order to produce the form of squeezing desired. In short this involves combining the two output fields in such a way that the correlations present between them at the start are effectively transformed into properties of the individual fields. How this is done will be explained shortly, but first, a brief description of the form of the entangled fields.

The concept of entanglement was first introduced in Einstein’s seminal paper in 1935 [70] and describes a case where a pair of delocalised systems can no longer be considered using independent wave functions. Instead the non-local wave function governing both systems must be used.

To describe correlations across two delocalised modes we must first define the joint quadratures. Take two fields with angular frequency $\omega$ and quadrature depictions

$$\hat{E}_1(r, t) = 2\xi_0[\hat{X}_1 \cos(\omega t) + \hat{Y}_1 \sin(\omega t)], \quad (1.19a)$$

$$\hat{E}_2(r, t) = 2\xi_0[\hat{X}_2 \cos(\omega t) + \hat{Y}_2 \sin(\omega t)]. \quad (1.19b)$$

In the case of bright beams we treat the quadratures as a mean term with quantum
fluctuations, as shown in figure 1.3 with $E_X = \langle \hat{X} \rangle + \delta \hat{X}$. The joint quadratures $\hat{X}_-, \hat{X}_+, \hat{Y}_-$ and $\hat{Y}_+$ refer to combinations of the quadratures of each field where

$$\hat{X}_- = \frac{1}{\sqrt{2}}(\hat{X}_1 - \hat{X}_2),$$

$$\hat{X}_+ = \frac{1}{\sqrt{2}}(\hat{X}_1 + \hat{X}_2),$$

$$\hat{Y}_- = \frac{1}{\sqrt{2}}(\hat{Y}_1 - \hat{Y}_2),$$

$$\hat{Y}_+ = \frac{1}{\sqrt{2}}(\hat{Y}_1 + \hat{Y}_2).$$

These joint terms also share uncertainty relations,

$$[\hat{X}_\pm, \hat{Y}_\mp] = \frac{1}{2} [\hat{X}_1 \pm \hat{X}_2, \hat{Y}_1 \pm \hat{Y}_2] = \frac{1}{2} ([\hat{X}_1, \hat{X}_2] + [\hat{Y}_1, \hat{Y}_2]) = \frac{i}{2},$$

$$[\hat{X}_\pm, \hat{Y}_\pm] = 0.$$  

The result of equation 1.21b means the two joint uncertainties described by equation 1.21a can be squeezed simultaneously.

In the experimental setup used the source of any field correlations is photon pair production from 4WM in $^{85}$Rb. At the point of emission photons are simultaneously generated into two separate channels as a result of the nonlinear process. In the continuous wave regime with bright beams the resultant twin beams demonstrate entanglement as they share amplitude correlations such that even while the noise of each beam individually may be above the SNL, a balanced detection measurement (as will be described in section 1.4.1) will give a noise level below the shot noise expected for that given power/detector.

This can easily be seen in the joint quadrature picture. Due to the pair-wise nature of the photon production, an increase in the amplitude of $E_1$, i.e. the $X_1$ quadrature, will be correspondingly met with the same fluctuation in the $X_2$ quadrature, causing
a reduction in the variance of $\hat{X}_-$ and a corresponding increase to the variance of $\hat{Y}_-$. Similarly the process causes an amplification on the field modes, taking the noise on these modes above that of the shot noise\textsuperscript{2} and thus causing an increase in the uncertainty of $\hat{X}_+$. Similarly the phase sum $\hat{Y}_+$ is a squeezed quantity, with a shift in the phase of one field being balanced by an opposite phase shift in the other. This also corresponds to the increase seen in the variance of the amplitude sum $\hat{X}_+$. Such cases, where squeezing is present across two spatially separated fields, are known as two mode squeezed states (TMSS).

The form of these joint quadratures is depicted in figure\textsuperscript{1.5} showing a) the X and Y quadratures of the two emitted fields, featuring more noise than a coherent state (coherent state indicated by a dotted line) while b) shows the combinations of $\hat{X}_1$ with $\hat{X}_2$ as well as $\hat{Y}_1$ and $\hat{Y}_2$, showing the form of the correlations.

![Figure 1.5:](image)

Figure 1.5: Shows a) the quadrature fluctuations across $\hat{E}_1$ and $\hat{E}_2$, each of which feature greater noise than a coherent state (coherent state noise indicated by the dashed line.) Also in b) shows the uncertainty fluctuations of the combined quadratures, indicating a reduction in $\hat{X}_-$ and $\hat{Y}_+$ as well as an increase in the uncertainty of $\hat{X}_+$ and $\hat{Y}_-$.

\textsuperscript{2}The necessity of introducing noise when generating pair-states in this manner is described further in section\textsuperscript{2.3.1}.
Such entangled/‘two-mode squeezed’ states will form a foundation of the present thesis, and also occur in the vacuum regime as a result of nonlinear optical processes as will be discussed in chapter 2.

1.4 Quantum Noise Measurement

In order to demonstrate squeezing, the noise on the light beam, i.e. the extent of its fluctuations, must be measured. The method of detection depends on the type of squeezing to be detected. Here we describe the two methods considered later in this thesis. The first describes the method used for quantifying amplitude correlations across a pair of twin beams, the second a method for detecting quadrature-squeezed vacuum.

Information regarding the intensity of a light field can be extracted using a photodiode. These are semiconductor devices that release an electron from the valence band into the conduction band upon detection of a photon. This photocurrent, \( i \) is proportional to the incident power of the beam and the efficiency of the process \( \eta \).

\[
i(t) = \frac{\eta e P(t)}{\hbar \omega},
\]

(1.22)

where \( e \) is the charge of an electron, \( P(t) \) is the incoming power of the beam and \( \omega \) is the angular frequency of the field.

In both twin beam and vacuum state cases, in order to quantitatively analyse the noise on the electronic signal generated by the photodiodes, a spectrum analyser is used. This device analyses a signal (in this case the output from a balanced detector) in the frequency domain thus showing the noise characteristics of the signal. This can therefore be used to view the shot noise level given by an unsqueezed signal, but also any reduction in the noise below this level as a result of a squeezed light input.
1.4. MEASURING TWO-MODE SQUEEZING ON BRIGHT BEAMS

For detecting correlations across two bright beams, as seen in [71], a balanced detector is used. This consists of a pair of photodiodes and puts out a current proportional to the difference between the two generated photocurrents $i_1$ and $i_2$ such that

$$i_{\text{out}}(t) = i_1(t) - i_2(t),$$
$$= \frac{\eta_1 e P_1(t)}{\hbar \omega_1} - \frac{\eta_2 e P_2(t)}{\hbar \omega_2}.\quad (1.23)$$

If both inputs originate from the same source with equal power, and the photodiodes each have an equal level of efficiency, then the noise on the resulting current will be purely due to the quantum statistics of the beam, as any classical or technical noise on the beam will be present at both detectors and so cancelled out in the subtraction, a process known as common mode rejection.

A coherent laser beam has a Poissonian photon distribution

$$P(n) = \frac{\langle n \rangle^n e^{-\langle n \rangle}}{n!},\quad (1.25)$$

where $n$ is an integer, $P(n)$ is the probability of detecting $n$ photons at a given time and $\langle n \rangle$ is the expectation value of $n$, equal to the variance in $n$, $(\Delta n)^2 = \langle n \rangle$.

However, in this thesis the fields being measured for amplitude correlations will not be coherent states. Additional classical noise may be present on these fields as a result of experimental factors such as technical noise from the laser, and as such to see noise reduction below the SNL, this excess noise will have to be removed from the detection process. This can be performed by taking a beam of intensity $I_0$ and impinging it onto a 50/50 beam-splitter. The result is two beams each with average intensity $I_1 = I_2 = I_0/2$ and with correlated classical noise fluctuations. Sending these onto a pair of photodiodes, both with detection efficiency $\eta$, each
detected photon will produce an electrical signal, resulting in a pair of photo-currents, \( i_1 \) and \( i_2 \), that each also feature a classically correlated distribution of electrons. In this manner the noise difference current \( i_\text{=} = i_1 - i_2 \) has removed all classical noise features present on the original field due to common mode rejection and the remaining noise level is due to the shot noise of the field. This shot noise is due to the fact that in the detection system, each photon passing through the beam splitter can only arrive at one detection port or the other, with an equal likelihood of each. If the detectors are placed equally far from the beam splitter ports then the noise visible on the detection is purely due to the shot noise, giving a variance proportional to the intensity

\[
(\Delta I)^2 = \langle (I - \langle I \rangle)^2 \rangle. \tag{1.26}
\]

A spectrum analyser is used to show the noise on the output of the balanced detector at various frequencies.

If instead twin fields featuring amplitude correlations are incident on the two detectors, this leads to increased correlations in the twin photocurrents. Correspondingly the output noise should be visibly below the shot noise for equivalent combined power. The extent of squeezing \( S \) is related to how far the measured noise \( N_{sq}(i_1, i_2) \) drops below the equivalent shot noise \( N_{\text{shot}}(i_1, i_2) \)

\[
S = \frac{N_{sq}}{N_{\text{shot}}}, \tag{1.27}
\]

and is typically measured on a logarithmic scale in units of dB,

\[
S_{db} = 10 \log_{10} \frac{N_{sq}}{N_{\text{shot}}}. \tag{1.28}
\]
1.4.2 Measuring Quadrature-Squeezed vacuum

In order to characterise squeezed vacuum signals in which the squeezing is present across an arbitrary quadrature, a complete analysis of the field is required. The standard method of achieving this is to project the field onto a bright beam at the same frequency, designated the local oscillator (LO), on a beam-splitter. As will be shown, this process (known as homodyne detection\textsuperscript{72}), has the result that phase-dependent vacuum quadrature fluctuations are transferred to the detectable bright field and can then be seen on a balanced detector, as before.

The LO can be described as a classical beam with quantum fluctuations, allowed to vary in phase so that now we are no longer restricting ourselves to the case where the field lies along the X axis of the phasor diagram

\[
\hat{E}_{LO} = E_{LO}e^{i\phi} + \delta \hat{E}_{LO,X} + i\delta \hat{E}_{LO,Y},
\]

where the classical field \(E_{LO}e^{i\phi} = \langle LO|\hat{E}_{LO}|LO\rangle\). The correspondence to equation \textsuperscript{1.19} is that

\[
\begin{align*}
\hat{E}_{LO,X} &= 2\varepsilon_0 \delta \hat{X}_{LO} \quad (1.30a) \\
\hat{E}_{LO,Y} &= 2\varepsilon_0 \delta \hat{Y}_{LO} \quad (1.30b)
\end{align*}
\]

The signal, as a vacuum field, can be treated purely quantum mechanically and taken to be on-axis such that

\[
\hat{E}_S = \hat{E}_{S,X} + i\hat{E}_{S,Y}.
\]

When combining these on a beam-splitter, the resulting fields at the output ports \(\hat{E}_1\) and \(\hat{E}_2\) are formed from the two input fields according to the beam-splitter equations
that form outputs

\[
\hat{E}_1 = \frac{1}{\sqrt{2}}(\hat{E}_{LO} + \hat{E}_S) , \quad (1.32a)
\]
\[
\hat{E}_2 = \frac{1}{\sqrt{2}}(\hat{E}_{LO} - \hat{E}_S). \quad (1.32b)
\]

\(\hat{E}_1\) and \(\hat{E}_2\) can now be written in terms of their real and imaginary parts such that

\[
\hat{E}_1 = \frac{1}{\sqrt{2}}((E_{LO}\cos\phi_{LO} + \delta\hat{E}_{LO,X} + \hat{E}_{S,X}) + i(E_{LO}\sin\phi_{LO} + \delta\hat{E}_{LO,Y} + \hat{E}_{S,Y})), \quad (1.33a)
\]
\[
\hat{E}_2 = \frac{1}{\sqrt{2}}((E_{LO}\cos\phi_{LO} + \delta\hat{E}_{LO,X} - \hat{E}_{S,X}) + i(E_{LO}\sin\phi_{LO} + \delta\hat{E}_{LO,Y} - \hat{E}_{S,Y})). \quad (1.33b)
\]

Here the allowed variation of the \(\cos\phi_{LO}\) term acts to project the LO field onto a selectable phase angle of the vacuum signal. If these two fields are sent onto the ports of a balanced detector, each photocurrent, \(i\), will be proportional to \(|E|^2\). The expectation values for the LO fluctuations with respect to \(E_{LO}\) are evidently 0, while for the signal the terms containing only \(\hat{E}_{S,X}, \hat{E}_{S,Y}\) can be considered small under the condition that \(|E_{LO}|^2 \gg |E_{S}|^2\) which is satisfied when the LO is a bright beam and the signal field is a vacuum field. As such, when taken to first order and neglecting all terms declared as small in comparison to \(E_{LO}\) the resulting difference current can be written as

\[
i_- = i_1 - i_2 \propto \hat{E}_{S,X}(E_{LO}\cos\phi + \delta\hat{E}_{LO,X}) + \hat{E}_{S,Y}(E_{LO}\sin\phi + \delta\hat{E}_{LO,Y}), \quad (1.34)
\]
\[
= E_{LO}(\hat{E}_{S,X}\cos\phi + \hat{E}_{S,Y}\sin\phi) + \delta\hat{E}_{LO,X}\hat{E}_{S,X} + \delta\hat{E}_{LO,Y}\hat{E}_{S,Y}, \quad (1.35)
\]

where the terms featuring \(\delta\hat{E}_{LO}\) can be neglected, giving a final form for the output
current from the balanced detector

\[ i_- \propto E_{LO}(\cos \phi \hat{E}_{S,X} + \sin \phi \hat{E}_{S,Y}). \]  
(1.36)

This photocurrent is now proportional to the amplitude of the LO while totally removing the effect of any noise it may have had, meanwhile the signal field still has a large influence, however small its original amplitude. This is especially clear when we view the noise of the current output, which can be shown on a spectrum analyser to view the variance

\[ (\Delta i_-)^2 \propto E_{LO}^2 (\cos^2 \phi \langle (\Delta \hat{E}_{S,X})^2 \rangle + \sin^2 \phi \langle (\Delta \hat{E}_{S,Y})^2 \rangle), \]  
(1.37)

with the result that the noise shown on the spectrum analyser is the noise on a selected quadrature of the vacuum signal at the homodyne input. The specific quadrature angle being viewed is defined by \( \phi \), the relative phase of the signal field and the LO.

For example, a relative phase of \( \phi = 0, \pm n \pi \), where \( n \) is an integer, would show a result proportional to the variance of the X quadrature of the signal, \( \Delta E_{S,X} \). Conversely a phase difference of \( \phi = \pm \frac{(2n+1)\pi}{2} \) would effectively measure the noise on the Y quadrature, \( \Delta E_{S,Y} \). In this manner, by scanning the relative phase of the two fields by, for example, using a piezo-electric transducer (piezo) on a mirror to scan the phase of the LO, a complete picture of the quadrature noise of the signal field can be obtained, thus showing any squeezing features. For a squeezed state, the measured noise would drop below the SNL at certain values of \( \phi \). The SNL itself can be seen for comparison by blocking the signal field. This has the result that the split LO mixes only with an un-squeezed vacuum state and the spectrum analyser displays the shot noise relating to the incident power of the LO.

Another more qualitative way of looking at homodyne detection, and one that
will serve as an aid in future chapters, is to think of the process from the point of view of measuring the correlation of sidebands. This is displayed in figure 1.6. As the spectrum analyser operates in the frequency domain, it in fact reads out the noise values corresponding to sidebands on the electrical signal from the balanced detector over a selectable frequency range. As the main bright light source comes from the LO and is subtracted, this corresponds to looking at the beat signal present in the field between frequencies to either side of the LO, making any correlations on these sidebands visible.

Take a frequency axis as shown in figure 1.6 and display classically all present fields at each frequency as lines extending from the centre by a length proportional to their amplitude and each rotating around the axis at a rate proportional to their position along it. This rotation corresponds to the rotating phase of each field. The detector samples the bright central LO combined with the fluctuations to either side, causing an overall variation in the length of the vector sum of the measured fields. Taking the LO as centred and stationary, the sidebands can be depicted as a term rotating in the clockwise direction at a frequency \( f_{LO} + \omega_{sq} \) and a term rotating counter-clockwise at a frequency \( f_{LO} - \omega_{sq} \). Here \( \omega_{sq} \) is the frequency viewed on the spectrum analyser (typically in the MHz region) and is assumed to be very small with respect to \( f_{LO} \). The amplitude variation at \( \omega_{sq} = 0 \) (DC) cannot be viewed as it in effect requires an integral over an infinite amount of time.

Depending on the relative phase of the LO and the twin oscillating terms, the effect on the vector sum will be drastically altered. The two extreme cases are either that the sidebands are aligned when in line with the LO, (case a) in figure 1.6, or anti-aligned (case b)). In the first case, when the amplitude terms are summed, the correlations of the sidebands cause the total sum to vary greatly. Meanwhile the phase variations will be reduced due to the counter-rotation of the bands. Conversely, in case b), the correlated amplitude fluctuations will cancel out, leaving a lower level
1.4. QUANTUM NOISE MEASUREMENT

Figure 1.6: Shows a) a combination of signals in the sideband picture of homodyne detection that leads to large amplitude fluctuations and low phase fluctuations, b) the LO has been rotated by $\pi/2$ leading to the reverse situation in which phase fluctuations are greater while amplitude fluctuations are reduced.

of variation in the amplitude of the vector sum, and a lower reading on the spectrum analyser. Also in case b), the phase variance will be increased in a manner analogous to the amplitude variation in the previous picture.

This approach also reveals that in essence all squeezed states can be described in terms of a TMSS, with the case of squeezing on a single field still referring to correlations between two modes, here the paired sidebands at some distance from the central field.

1.4.3 Relationship between Direct and homodyne Detection

Noise measurement of a light field detected directly via a photodiode can be seen as analogous to a special kind of homodyne detection in which the LO and the signal are carried by the same field. If the field is again decomposed into a bright signal
with quantum fluctuations as in equation \[1.29\] then the intensity is given by

\[
|E|^2 = E^*E = \langle (E + \delta E_X + i\delta E_Y)(E^* + \delta E_X - i\delta E_Y) \rangle, 
\]

\[
\simeq |E|^2 + 2|E|\delta E_X, 
\]

when assuming \(E \gg \delta E_X, \delta E_Y\). This gives the result that the intensity is proportional to the square of the amplitude and only includes the effect of the \(E_X\) quadrature. In this manner a photodiode is effectively a homodyne detector only capable of detecting a single ellipse angle/quadrature, due to the inability to change the relative phase between the bright part and the fluctuations as they form a single field.

### 1.5 Multi-Spatial-Mode Squeezing

So far throughout this document the propagating EM field has only been considered in terms of its varying amplitude along the axis of propagation, taken as the \(z\) axis. It is now necessary to introduce the transverse profile of the beam, corresponding to the \(x\) and \(y\) axes.

Looking at the field intensity across 3 dimensions

\[
E = U(x, y, z)e^{-ikz}, 
\]

then assuming the varying intensity, \(U\), changes much less along the propagation axis than the transverse axis, the paraxial wave equation can be obtained \[73\] that states

\[
(\partial_x^2 + \partial_y^2)U - 2ik\partial_zU = 0. 
\]

This equation has an infinite number of solutions, giving an infinite potential number of forms for the transverse profile of the beam. The most fundamental of these is
that of the Gaussian beam with an intensity profile given by

\[ U(x, z) = \sqrt{\frac{2}{\pi w(z)}} \exp(i\psi(z)) \exp \left( \frac{-ikx^2}{2R_c(z)} - \frac{x^2}{w^2(z)} \right). \]  

(1.42)

This gives a circular profile with an intensity varying in the radial direction in accordance with

\[ I(r) = \frac{2P}{\pi w^2(z)} e^{-2r^2/w^2(z)}, \]  

(1.43)

where \( P \) is the total input power of the beam and \( w \) is the spot size, given by the radius of the beam at which the intensity has dropped to \( 1/e^2 \) its maximum value of \( I(0) \). This intensity profile corresponds to a Gaussian distribution, hence the denotation of the beam as ‘Gaussian’.

In the above equations \( w(z) \) is the spot size at position \( z \),

\[ w(z) = w_0 \sqrt{1 + \frac{z - z_0}{z_R}}, \]  

(1.44)

with \( w_0 \) equalling the value of the beam waist, the minimum size of the spot. Also above, \( \psi(z) \) is the Gouy phase, which corresponds to a longitudinal phase lag when compared to plane waves, seen more prevalently on higher order spatial modes,

\[ \psi(z) = \arctan \frac{z}{z_R}, \]  

(1.45)

and \( R_c \) is the radius of curvature of the spherical wavefront,

\[ R_C(z) = z - z_0 + \frac{z_R}{z - z_0}. \]  

(1.46)

The variance along the \( y \) axis follows the same form as equation 1.42 with \( x \to y \).

The value \( z_R \) corresponds to the Rayleigh range, a factor that can be used to
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characterise the value of $z$ into the so-called ‘near-field’ ($z < z_R$) and ‘far-field’ ($z > z_R$) regimes. $z_R$ is defined as

$$z_R = \frac{\pi w_0^2}{\lambda},$$

and $\lambda$ is the wavelength of the field. The near-field can be used to gain information about the spatial distribution of the field around the waist, while the same distribution in the far-field contains information about the momentum and wave-vectors of the field at the waist, governing its divergence.

There are an infinite number of higher order solutions to equation 1.41 classified by a pair of indices corresponding to the order of the $x$ and $y$ profile

$$U_{nm}(x, y, z) = U_n(x, z)U_m(y, z),$$

so the Gaussian beam would be designated TEM$_{00}$ where TEM is an acronym for Transverse Electromagnetic Mode. The two most familiar complete sets of orthonormal solutions are the Hermite-Gauss (HG) modes and the Laguerre-Gauss (LG) modes.

HG modes are obtained by multiplying the Gaussian form by the Hermite polynomials and are described algebraically by

$$U_n(x, z) = \left(\frac{2}{\pi}\right)^{1/4} \left(\frac{\exp(i(2n + 1)\psi(z))}{2^n n! w(z)}\right)^{1/2} H_n \left(\frac{\sqrt{2}x}{w(z)}\right) \exp\left(-\frac{ikx^2}{2R_c(z)} - \frac{x^2}{w^2(z)}\right).$$

Linear combinations of these higher order modes can be used to generate arbitrary transverse beam profiles. Again, the $y$ profiles can be formed similarly with $n \rightarrow m, x \rightarrow y$. These HG modes describe intensity profiles pictured in figure 1.7 showing the effect of the first few orders of HG$_{nm}$ in the $x, y$ plane. These correspond to a
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Figure 1.7: Shows a selection of HG modes of increasing order in both indices, up to HG_{33}.

breakdown of the beam profile into different regions separated by lines drawn along cartesian axes.

Conversely the LG modes are obtained by combining the Gaussian form with the Laguerre polynomials, and break down the field along cylindrical axes.

The effect of these higher order modes can be seen in regular single-spatial-mode squeezing experiments. For example, when a beam is created with reduced intensity fluctuations in a cavity coupled to the TEM\(_{00}\) mode the effect is to produce a reduction in the peak intensity variance. However, vacuum fluctuations in the higher order modes still cause fluctuations in the intensity profile. Figure 1.8 demonstrates how the TEM\(_{01}\) vacuum mode causes oscillations in the position of the central intensity peak as the maximum amplitude shifts around the centre, while the effect of the TEM\(_{02}\) mode causes a breathing motion, shifting the intensity from the centre to the outskirts.

In the phase picture these fluctuations also have an effect. On the TEM\(_{01}\) mode if the local position uncertainty is reduced, the transverse momentum uncertainty is
increased, corresponding to an uncertainty in the direction of the beam and the far-field position. In the TEM$_{02}$ mode the uncertainty reduction corresponds to a more precise focal size and beam waist in the near field, with the conjugate uncertainty being in the overall divergence of the field, the variance of which increases. In reality all of these and a near infinite number of higher order vacuum modes all act on the squeezed beam causing variations in the transverse intensity profile at the quantum level. It is these fluctuations that we seek to reduce in the presented setup for quantum imaging.

**Figure 1.8:** Shows the effect of vacuum fluctuations on the intensity profile of a Gaussian beam. Upper line shows an intensity distribution cross section across the profile, second line shows the intensity profile of the extremes of the vacuum fluctuations on higher order modes. The TEM$_{00}$ mode is occupied by the bright field and features fluctuations across the entire intensity profile. Fluctuations on the TEM$_{01}$ mode act to shift the distribution of the amplitude from left to right, causing noise on the central position of the Gaussian maximum. The TEM$_{02}$ fluctuations act to shift intensity between the centre and the edge, causing a breathing effect on the profile. In practise all these and higher orders act simultaneously causing an overall roughing effect on the Gaussian intensity profile.

Methods usually used in the generation of squeezed light include 4WM in vapours or fibres, or photon pair production in crystals which all generally require the use of a cavity in order to produce high enough field strengths to generate the nonlinear response\(^3\) For these to be at their most effective, the laser must be locked into the

\(^3\)more on nonlinear responses in section 2.1
cavity. while this may serve to introduce squeezing, the squeezing is only detected when analysing the mode of the field that corresponds to that locked to the cavity. Selecting some arbitrary mode (or equivalently any subsection of the transverse profile of the field) will result in a swift reduction in the measured squeezing. The effect is similar to that of introducing a lossy medium into the beam, a process discussed further in section 5.3.2. In the case of multi-spatial mode (MSM) squeezed light the effects of loss are the same, while the negative impact of a modal mismatch are greatly reduced. The method described here generates gain of around 2 – 5 after a single pass, meaning that no cavity is needed to see appreciable quantum effects. As such there is no preferred transverse mode for the squeezing to operate and in fact squeezing is generated across around a few hundred spatial modes simultaneously.

\[4\] Further discussion on the number of modes affected can be found in section 5.2.
Chapter 2

Four-Wave Mixing as a Source of Two-Mode Squeezed Light

In this thesis the entangled fields are generated via a nonlinear optical process stimulated in a heated cell of $^{85}$Rb. This chapter will detail the process that generates the fields, along with a discussion on the impact of certain experimental parameters on the effectiveness of the process.

2.1 A Brief Introduction to Nonlinear Optics

The polarisation of a material refers to the collective dipole moment per unit volume and how it varies in the presence of an oscillating electromagnetic (EM) field. Typically this response is purely linear and takes the form \[60\]

\[ P(t) = \epsilon_0 \chi^{(1)} E(t), \quad (2.1) \]
where $\epsilon_0$ is the relative permittivity of free space, $\chi^{(1)}$ is the linear susceptibility of the medium and $E$ is the field strength of the applied EM field

$$E(t) = \mathcal{E} \sin(\omega t).$$

(2.2)

The polarisation serves as a driving source term in the wave equation governing the behaviour of electromagnetic fields

$$\nabla^2 E - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} E = \frac{1}{\epsilon_0 c^2} \frac{\partial^2}{\partial t^2} P.$$ 

(2.3)

However in certain materials, in the presence of powerful enough fields, the higher orders of the response of the polarisation to the applied field become relevant. When broken into a power series the polarisation behaviour of such a non-linear medium can be described as [74]

$$P(t) = P^{(1)} + P^{(2)} + P^{(3)} + \ldots = \epsilon_0 [\chi^{(1)} E(t) + \chi^{(2)} E^2(t) + \chi^{(3)} E^3(t) + \ldots],$$

(2.4)

where $P^{(n)}$ refers to the $n$-th order of the polarisation and $\chi^{(n)}$ is the $n$-th order nonlinear optical susceptibility of the medium. If these higher order terms become large enough, the result is the generation of additional frequency components of the field, equating to the presence of supplementary monochromatic fields in addition to the one applied.

For example, in the case of a medium with strong $\chi^{(2)}$ nonlinearity driven by a single strong field $E$ the second order polarisation component $P^{(2)}$ becomes

$$P^{(2)} = \epsilon_0 \chi^{(2)} E^2(t),$$

$$= \epsilon_0 \chi^{(2)} \mathcal{E}^2 \sin^2(\omega t),$$

$$= \frac{\epsilon_0 \chi^{(2)} \mathcal{E}^2}{2} (1 - \cos(2\omega t)).$$

(2.5)
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This clearly acts to generate a field oscillating at frequency $2\omega$ in addition to the applied field of $\omega$, which still acts to drive the first order of the polarisation response. The study of this process and many more, all based around combining different applied frequencies via nonlinear media, is known as nonlinear optics.

![Diagram](image)

**Figure 2.1:** Shows a) the process of frequency doubling, in which two photons at frequency $\omega$ are absorbed and a single photon at frequency $2\omega$ is emitted, and b) second harmonic generation, a form of parametric down conversion (PDC), which is essentially the reverse of this process. N.B. in PDC the pair of emitted photons need not be of the same frequency, it is only required they sum to $2\omega$.

By combining multiple input frequencies, an increasing range of combinations and couplings become available depending on the nature of the nonlinear medium. Processes are categorised according to the respective order of the nonlinearity they include, for example frequency doubling\cite{75} or parametric down conversion\cite{76} are two cases of ‘second order’ or ‘$\chi^{(2)}$’ processes. These involve the mixing of two fields to produce a third at some sum/difference frequency, as shown in figure 2.1. Specifically, frequency doubling involves the absorption of two photons at frequency $\omega$ and the emission of a single photon at frequency $2\omega$ and is used to generate light beams at frequencies that would otherwise be difficult to engineer. Parametric down conversion is instead the absorption of a photon with frequency $\omega$ and the emission of a pair of photons at frequencies $\omega_a, \omega_b$ such that $\omega_a + \omega_b = 2\omega$ and has long been a primary source of photon pair-production. In each case clearly three fields are
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involved. $\chi^{(3)}$ processes involve the mixing of four light fields and generally come under the umbrella term of four-wave mixing (4WM) for that reason. One 4WM process in particular forms the focus of this chapter.

2.2 Four-Wave Mixing in $^{85}$Rb

$^{85}$Rb vapour is a $\chi^{(3)}$ medium, meaning the lowest order of nonlinear effects achievable involve the third order susceptibility. This is due to the inversion symmetry of the medium negating any possible $\chi^{(2)}$ effects as, in a system with inversion symmetry

$$-P(t) = \epsilon_0 \chi^{(2)} [-E(t)]^2,$$

$$= \epsilon_0 \chi^{(2)} [E(t)]^2,$$

$$= P(t),$$

which is only possible for $\chi^{(2)} = 0$. Similarly all other even order susceptibility terms also vanish for similar materials.

The D1 line in $^{85}$Rb is shown in figure 2.2, modelled as a four-level system with a two hyperfine ground state levels and two hyperfine excited levels. In general the hyperfine structure of the excited state is not considered here, and it is treated as a single level.

 Whilst squeezing has been obtained from both $^{85}$Rb and $^{87}$Rb\cite{77}, we will only consider the case of $^{85}$Rb. As shown in fig. 2.3 the process involves a closed parametric double-lambda transition. Here the term parametric indicates that the final state is identical to the starting state, and the term double-lambda comes from the shape it traces out.

The transition is between the pair of labelled hyperfine ground states. A pump photon, frequency $\omega_0$, is absorbed and causes a transition from the $^5S_{1/2}$ $F = 3$ state to the $^5S_{1/2}$ $F = 2$ state via the $^5P_{1/2}$ state. The $F = 3$ state is taken as the starting
Figure 2.2: Shows the D1 line on $^{85}\text{Rb}$, including energy spacings between both pairs of hyperfine levels and of the optical transition between the ground and excited state.
point of the transition as the transition coupling F= 2 to the excited state is closer to
the resonance, resulting in optical pumping of the medium into the F= 3 state. The
emitted photon, designated the conjugate, with frequency ω_c, is detuned from the
pump by around 3 GHz, with the precise detuning related to the two-photon detuning
δ. The second lambda transition is the reverse, resulting from another absorption
of a photon at the pump frequency and the emission of a photon, designated the
probe, at frequency ω_p such that 2ω_0 = ω_p + ω_c. The detuning from the P level
for the more resonant pump transition is designated the single-photon detuning Δ_1
and is dependent on the precise frequency of the pump. The detuning of the second
pump photon, Δ_2 is defined as Δ_2 = Δ_1 + ω_{HF} where ω_{HF} is the hyperfine splitting
between the two F= 2, F= 3 ground states, ω_{HF} = 3036 MHz [78].

![Diagram](image)

Figure 2.3: Shows the closed double Λ transition that forms the basis of the 4WM.
Two pump photons (frequency ω_0) are absorbed while a probe photon (ω_p) and
a conjugate photon (ω_c) are emitted. Δ_1 is the single photon detuning of the
pump from the $^5S_{1/2} F = 2 \rightarrow ^3P_{1/2}$ transition, Δ_2 is the two photon detuning of
the probe from the $^5P_{1/2} \rightarrow ^5S_{1/2}$ F = 3 transition. The system is closed such that
$ω_{HF} + δ = ω_0 - ω_p = ω_c - ω_0$.

The result of this is that when the vapour is injected with a bright pump beam
at ω_0, pairs of photons are emitted at frequencies ω_p and ω_c in the forward direction
with an angle relative to the pump of θ = 0 − 1° to either side, as shown in figure
These emissions form the two-mode squeezed vacuum.

\[ \Delta k = 2k_0 - k_p - k_c = 0, \]  

(2.7)

where \( k_0, k_p \) and \( k_c \) are the wave vectors of the pump, probe and conjugate fields respectively within the medium, the input probe experiences amplification and a secondary conjugate beam at frequency \( \omega_c \) is also generated. This is shown in part b) of figure 2.4. As a result of the pairwise photon generation of these beams, they are entangled in the manner described in section 1.3 and feature highly correlated amplitude fluctuations.

This process of 4WM in Rb vapour was first observed experimentally in [51] to show, when seeded, a high level of squeezing (−3.5 dB, −8.1 dB when corrected for
losses) observable in the amplitude correlations on the bright emitted beams. The high level of nonlinear coupling between the fields means the achievable gain on a single pass is relatively high (around 3-5 in a typical squeezing arrangement). As such desirable levels of squeezing are obtainable\footnote{See section 2.3.1 for the link between gain seen and possible squeezing.} in the absence of a cavity.

This setup has been shown to generate correlated vacuum TMSS that demonstrate MSM entanglement\footnote{See section 2.3.1 for the link between gain seen and possible squeezing.}. The remainder of this chapter will detail some specific aspects of the generated twin states and the practice of maximising the effective squeezing measurable on the output fields.

### 2.3 A More Detailed Derivation

While the above serves as a simple introduction, a more rigorous analysis of the interactions involved will serve to provide more context for future chapters in which some of the finer details will become more relevant.

For a 4WM process described by the system in section 2.2 in which two photons of frequency $\omega_0$ are absorbed and two emitted at $\omega_p, \omega_c = 2\omega_0 - \omega_p$, the third order polarisation is equal to

$$ P^{(3)}(t) = \sum_n P(\omega_n) e^{i\omega_n t}, \quad (2.8) $$

$$ (2.9) $$

where $n = 0, p, c$ corresponding to the pump, probe and conjugate fields respectively, giving

$$ P(\omega_c = \omega_0 + \omega_0 - \omega_p) = 6\chi^{(3)}(\omega_n = \omega_0 + \omega_0 - \omega_p)E_0E_0E_p^*, \quad (2.10) $$

and other permutations.
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To now describe how this polarisation affects the behaviour of the fields in the medium, it is necessary to solve the wave equation [2.3] for the total field

\[ E(t) = \sum_n E(\omega_n) e^{i\omega_n t}. \quad (2.11) \]

The form of solution used in this thesis differs from that obtained from the standard method presented in textbooks such as [74], however both will be discussed for comparison and completeness.

Typically the solution is found by first taking the polarisation and splitting it into a linear and nonlinear part

\[ P(t) = P^{(1)} + P^{(NL)}, \quad (2.12) \]

then using the fact that the wave equation [2.3] can be reformed to depend only on the nonlinear part. To do this, the relative permittivity \( \epsilon^{(1)} = (1 + \chi^{(1)}) = n^2 \) (where \( n \) is the refractive index of the medium) is brought onto the left hand side (using equation [2.4])

\[ \nabla^2 E - \frac{\epsilon^{(1)}}{c^2} \frac{\partial^2}{\partial t^2} E = \frac{1}{\epsilon_0 c^2} \frac{\partial^2 P^{(NL)}}{\partial t^2}. \quad (2.13) \]

The solution to equation [2.13] under the slowly varying envelope approximation (that assumes higher orders of the differentials to be negligible with respect to first order terms), takes the form for a slowly varying field amplitude \( A_n \) \( (E_n = A_n e^{i(\omega_n t - k_n z)}) \) and a frequency \( \omega_n \)

\[ \frac{d}{dz} A_n = \frac{i\omega_n}{2\epsilon_0 n c} P(\omega_n) e^{-ik_n z}, \quad (2.14) \]

where it should be mentioned explicitly that \( k_n \) refers to the k vector of the field in
the medium. However, as mentioned, this formalism is not appropriate here.

Instead, in this scenario, the two absorbed photons originate from a single strong pump field which is taken to be considerably stronger than either $E_p, E_c$. As a result, in this treatment we neglect all terms of the form described in equation 2.10 that do not include the pump field twice. In addition, we include the pump at all orders of the susceptibility. Because of this its linear portion can no longer be treated separately and in fact the pump should be included at all orders of the polarisability.

For this reason we can no longer extricate the linear part from the wave equation and rely on a single static term for the refractive index. Instead the full polarisation for a double-lambda system as described in figure 2.3 is

$$P(\omega_p) = \epsilon_0 \chi_p^{(D)}(\omega_p) E_p e^{i k_p r} + \epsilon_0 \chi_p^{(C)}(\omega_p) E_c^* e^{i(2k_0 - k_p) r}, \quad (2.15a)$$

$$P(\omega_c) = \epsilon_0 \chi_c^{(D)}(\omega_c) E_c e^{i k_c r} + \epsilon_0 \chi_c^{(C)}(\omega_c) E_p^* e^{i(2k_0 - k_c) r}. \quad (2.15b)$$

where $\chi_p, \chi_c, E_p, \omega_p, \omega_c, k_p, k_c$ are the overall susceptibility, the field amplitude, frequency and wave vector in vacuum for the probe and conjugate frequencies respectively. A more complete derivation of the form of the polarisation in terms of the relevant susceptibilities is in appendix and the form of the $\chi$s is given in equations 4.2a through 4.2d.

The term $\chi^{(D)}$ here refers to a ‘direct’ term that is the effective linear susceptibility for the respective frequency, and $\chi^{(C)}$ is a ‘cross’ term in that it is the susceptibility governing the cross-coupling 4WM process. In characterising the terms $\chi^{(D)}$ and $\chi^{(C)}$ in terms of their linearity, they are in fact both nonlinear in terms of their dependence on the pump field (now taken to all orders) yet linear when the presence of the pump is treated as a constant. This is valid under the assumption that the strength of the pump is such that depletion due to the process is negligible across the medium, as is the case in this setup.
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The propagation of the slowly varying envelopes of the fields inside the medium can be expressed in terms of the polarisation as

\[
\frac{\partial \mathcal{E}_p}{\partial z} = \frac{ik_p}{2\epsilon_0} P(\omega_p)e^{-ik_{p\cdot r}}, 
\]

\[
\frac{\partial \mathcal{E}_c}{\partial z} = \frac{ik_c}{2\epsilon_0} P(\omega_c)e^{-ik_{c\cdot r}}. 
\]

By combining equations 2.15a and 2.15b with 2.16a and 2.16b the description of the propagation can be adjusted to

\[
\frac{\partial \mathcal{E}_p}{\partial z} = \frac{ik_p}{2} (\chi^{(D)}(\omega_p)\mathcal{E}_p + \chi^{(C)}(\omega_p)\mathcal{E}_c^* e^{i\Delta k_z z}), 
\]

\[
\frac{\partial \mathcal{E}_c}{\partial z} = \frac{ik_c}{2} (\chi^{(D)}(\omega_c)\mathcal{E}_c + \chi^{(C)}(\omega_c)\mathcal{E}_p^* e^{i\Delta k_z z}). 
\]

Here now \( \Delta k_z = (2k_0 - k_p - k_c)\hat{z} \) is the z-axis projection of the geometric phase mismatch, \( \Delta k \). The form of these \( \chi \)s will be discussed further in chapter 4.

2.3.1 Amplification and Squeezing

Now these descriptions have been formed for the propagation of the fields, it remains to be shown firstly that this form of propagation will result in gain and secondly that that in turn will generate TMSS correlations on the output fields. In order to see how these equations result in a gain on the probe and conjugate fields, we will first consider the situation of ideal 4WM, where there is no absorption in the material and only the gain process occurs. Next the effect of this gain will be linked to the generation of a TMSS at the output modes of the medium and finally the effects of loss will also be introduced.
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Ideal Four Wave Mixing

In describing ideal 4WM, we set up the case in which the direct susceptibility terms \( \chi_p^{(D)}, \chi_c^{(D)} \) = 0, meaning zero absorption of the generated light fields occurs. Also we consider an undepleted pump field with no \( z \) dependence in the medium. Finally if the phase matching term is absorbed into the fields such that \( \mathcal{E}' = \mathcal{E} e^{i\Delta k_z z} \), then the propagation equations can be rewritten

\[
\frac{\partial \mathcal{E}'_p}{\partial z} = i\eta_p \mathcal{E}'_{ps},
\]

\[
\frac{\partial \mathcal{E}'_c}{\partial z} = i\eta_c \mathcal{E}'_{cs},
\]

where

\[
\eta_p = \frac{k_p}{2} \chi_{pc}(\omega_p),
\]

\[
\eta_c = \frac{k_c}{2} \chi_{cp}.
\]

The solutions for these give the results

\[
\mathcal{E}'_p(z) = \cosh(|\eta_p| z) \mathcal{E}'_{ps}(0) + i \frac{\eta_p}{|\eta_p|} \sinh(|\eta_p| z) \mathcal{E}'_{cs}(0),
\]

\[
\mathcal{E}'_c(z) = -i \frac{\eta_c}{|\eta_p|} \sinh(|\eta_p| z) \mathcal{E}'_{ps}(0) + \cosh(|\eta_p| z) \mathcal{E}'_{cs}(0),
\]

Next we insert the experimental starting conditions. Specifically the case that we inject a seed field \( \mathcal{E}'_s \) at the probe frequency while the input conjugate mode is vacuum. As such \( \mathcal{E}'_p(0) = \mathcal{E}'_s \) and \( \mathcal{E}'_c(0) = 0 \). After travelling a distance \( L \) in the
medium the fields at the output can be described as

\[ E'_p(L) = \mathcal{E}^*_s \cosh(|\eta_p|L), \]  
\[ E'_c(L) = -i\mathcal{E}^*_s \frac{\eta_c}{|\eta_p|} \sinh(|\eta_p|L). \]

(2.22a)  
(2.22b)

As \( \chi_{pc} = \chi_{cp}^* \) and therefore \( \eta_p/k_p = \eta_c^*/k_c \), this gives the result for the output intensity \( E_{p/c} = |\mathcal{E}_{p/c}|^2 \) of the two fields as

\[ E_p(L) = E_s \cosh^2(|\eta_p|L), \]  
\[ E_c(L) = E_s \sinh^2(|\eta_p|L). \]

(2.23a)  
(2.23b)

In terms of an overall gain factor

\[ G = \cosh^2(|\eta_p|L), \]

(2.24)

both of these can now be written as

\[ E_p(L) = GE_s, \]  
\[ E_c(L) = (G - 1)E_s. \]

(2.25a)  
(2.25b)

Next we show the effect of this amplification on the quantum state of the field modes that leads to the generation of a TMSS.

**The Effect of Gain on Quantum States**

Any linear amplification of an electromagnetic field can be shown in the quantised picture to be equivalent to introducing an extra noise term as noiseless quantum amplification is known to be impossible \[81\]. This can be seen by considering the counter-example of a noiseless amplifier that takes an input state \( \hat{a} \) and modifies it to
an amplified state $\hat{a}_{\text{out}} = \sqrt{G}\hat{a}_{\text{in}}$. When looking at the commutator of these states,

$$[\hat{a}_{\text{out}}, \hat{a}^\dagger_{\text{out}}] = G[\hat{a}_{\text{in}}, \hat{a}^\dagger_{\text{in}}] = G \neq 1,$$

which gives the incorrect result for the commutator of $\hat{a}$ with $\hat{a}^\dagger$ for the output state.

Instead the correct formulation is

$$\hat{a}_{\text{out}} = \sqrt{G}\hat{a}_{\text{in}} + \sqrt{(G-1)}\hat{b}^\dagger,$$

where $\hat{b}$ is the annihilation operator for a second field mode from which energy is transferred into the amplified field. In the case of amplification of the $\hat{a}$ field mode in the absence of any other fields, the mode $\hat{b}$ is the vacuum field. The variance on the output can now be defined as

$$\langle (\Delta \hat{a}_{\text{out}})^2 \rangle = G \langle (\Delta \hat{a}_{\text{in}})^2 \rangle + (G - 1) \langle (\Delta \hat{b})^2 \rangle,$$

where $\langle (\Delta \hat{b}) \rangle = 1$ at the QNL and in cases where $G \gg 1$ the signal to noise ratio (SNR) is increased by a factor of 2.

This process is referred to as phase-insensitive amplification as the resultant noise increase is added indiscriminately to all quadratures of the field, generating a larger ‘fuzzball’ on the output state.

Amplification that does not act to add equal noise onto all quadratures is also achievable without causing an unphysical commutator in the result. When the field on the input is described again as in equation 1.6 then the output can be written as

$$\hat{a}_{\text{out}} = \frac{1}{2}(\sqrt{\kappa}\hat{X} + \frac{i}{\sqrt{\kappa}}\hat{Y}),$$

where in the above case the amplitude quadrature is amplified while the phase
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In this way it is clear that the process of phase-sensitive amplification acts to generate a squeezed state. The 4WM under consideration here however is a phase insensitive process that indeed adds noise to each field present in a uniform manner. It is only when looking at the number differences caused by the pairwise nature of the photon production that the two-mode squeezing becomes apparent.

If only the cross terms of the susceptibility, \( \chi^{(C)} \) from equations 2.15a and 2.15b are considered, as would be the case for ideal phase insensitive amplification, the two fields can be quantised in the following form with

\[
E_p \rightarrow \hat{a}, \tag{2.30a}
\]
\[
E_c \rightarrow \hat{b}, \tag{2.30b}
\]

and the effect of passing through the gain medium described by relating the input and output fields in accordance with equations 2.21 a and b, and the gain factor given in equation 2.24

\[
\hat{a}_{out} = \sqrt{G} \hat{a}_{in} + \sqrt{G - 1} \hat{b}_m^\dagger, \tag{2.31a}
\]
\[
\hat{b}_m^\dagger_{out} = \sqrt{G} \hat{b}_m^\dagger_{in} + \sqrt{G - 1} \hat{a}_{in}. \tag{2.31b}
\]

Given a coherent state \( |\alpha\rangle \) for the seed input of the probe, \( \hat{a} \), and vacuum state input \( |0\rangle \) on the conjugate mode \( \hat{b} \) then the resulting expectations for the photon number operator \( \hat{n} \), as defined in equation 1.9 at the output gives the desired result

\[
\langle \hat{n}_{p, out} \rangle = G|\alpha|^2, \tag{2.32a}
\]
\[
\langle \hat{n}_{c, out} \rangle = (G - 1)|\alpha|^2. \tag{2.32b}
\]

This result is congruent with the description in the previous section and corresponds
to a factor of $G$ increase on the amplitude of the probe and a factor of $(G - 1)$ on that of the conjugate, to take into account the initial seed power on the probe that is absent from the conjugate channel.

It can be shown [82] that when looking at intensity difference squeezing, the resultant squeezing across two emitted bright fields in the ideal case is written as

$$S(\hat{n}_-) = \frac{1}{2G - 1},$$  \hspace{1cm} (2.33)

where the result has been normalised to the QNL, such that clearly in these terms a gain value $G = 1$ (corresponding to no apparent interaction with the medium) produces $\langle(\Delta \hat{n}_-)\rangle = 1$, the QNL. This shows that the greater the level of gain on the fields while passing through the medium, the greater the level of squeezing on the TMSS at the output. However, for a more complete treatment, the effects of losses and absorption must also be taken into account.

**Introducing Losses**

The direct susceptibility terms in the propagation equations, $\chi_{pp}$ and $\chi_{cc}$, give a measure for the losses of the respective fields in the medium. As the probe field is closer to resonance than the conjugate field, $\chi_{pp}$ has a far greater effect than $\chi_{cc}$. A more detailed analysis of this is included in chapter 4 while here an overview in the above terms will suffice.

The effect of losses in the medium can be effectively treated in the same manner as the introduction of a beam splitter with transmission $t < 1$. In order to model the simultaneous processes of gain and loss, the picture to hold in mind is that of an alternating sequence of gain regions and loss elements, with gain regions acting as described and lossy elements treated as introducing vacuum into the state while reducing the intensity. The probe field is treated as passing through this sequence
while the conjugate field can be seen as passing purely through the gain medium relatively unaffected by loss as it is far from resonance. The conjugate gain will still be reduced from the ideal case due to the losses incurred on $E_p$.

While a full analytical treatment of this process has been performed by [83], in chapter 4 we instead calculate the overall effect by utilising the forms of the susceptibilities directly and calculating the expected gains as a function of the relevant detunings. The result is essentially similar to that described in the ideal case, but with a more subtle derivation of the gain factor G.

### 2.3.2 Polarisation of the Light Field

In the experimental setup, the pump and twin fields are all emitted in the same general forwards direction, as shown in figure 2.4. In order to remove the pump cleanly, we desire it to have an orthogonal polarisation to that of the probe/conjugate. As the same method is used in the injecting of the probe, the orthogonality of probe and pump is assured\(^2\). It only remains to demonstrate why the generated conjugate must also be orthogonally polarised to the pump. This can be shown from the following logic.

For a given $F$ state there exists a set of $2F + 1$ Zeeman sublevels corresponding to $m_F = -F, -F + 1, ..., 0, ..., F - 1, F$. These are neglected in the level diagram displayed in figure 2.3 which instead shows a simplified form. The coupling between any pair of these gives rise to an individual dipole moment and coupling strength while the parametric nature of the process requires that the final state of the system is identical to that of the original state. Figure 2.5 shows an example where the system starts in a state $m_f$. From here a pump photon (red) is absorbed with a circular polarisation (either $\sigma_+$ or $\sigma_-$) and a conjugate photon (blue) is emitted with

\(^2\)Note that some minor polarisation adjustment may occur due to Zeeman rotation as a result of any present B field, however this factor is assumed to be negligible.
linear polarisation \( \pi_\perp = \frac{1}{\sqrt{2}}(\sigma_+ + \sigma_-) \), thus driving the system in to a superposition state of \( m_f = \pm 1 \). From here, the coherence defines that only the inverse process will serve to return the system to the original state. Thus the second absorbed/emitted pair must also be orthogonal, with the emitted probe photon (green) featuring the same polarisation as the conjugate.

**Figure 2.5:** Shows an example of how for any given absorbed/emitted pair with orthogonal polarisation, the second process in the transition requires correlated polarisations in order to be parametric, as \( \pi_\perp = \frac{1}{\sqrt{2}}(\sigma_+ + \sigma_-) \). Here red lines indicate pump photons, blue and green indicate probe and conjugate frequencies respectively, however these are effectively interchangeable.

As such, any given path for which the first absorbed and emitted photon are orthogonal enforces that the second pair also be orthogonal. In the experiment the pump photons come from the same S-polarised field, necessitating the emission of cross-polarised probe/conjugate pairs.
2.4 Parameter Optimisation

The gain from the 4WM process, $G$, is measured experimentally as

$$G = \frac{P_{p'}}{P_p},$$

(2.34)

where $P_{p'}$ is the power on the output probe and $P_p$ is the power of an input seed. The maximum level of intensity difference squeezing observable assuming zero losses is given in terms of the amount of gain experienced on a seed input by equation 2.33.

As the gain can be observed purely through a power measurement of the output probe beam it is a reasonable first approach to optimise the level of squeezing present by first optimising this gain\footnote{Further optimisation may be required to maximise amplitude correlations or detection of squeezed vacuum, but maximising gain is always the first step.}

The output gain is dependent on a number of parameters, including the temperature of the cell, the intensity of the pump, the detunings $\Delta_1$ and $\delta$ (as defined in figure 2.3), and the input angle of the seed. Each of these parameters have essentially the same two effects. They all affect both the 4WM cross-coupling between the fields and the absorption of the probe, the specificities of which will now each be detailed individually.

2.4.1 Temperature

The temperature of the cell affects the atomic density as well as the Doppler broadening of the $^{85}$Rb line widths due to the velocity spread of the atoms. The optimum temperature for our setup is $115 \pm 5^\circ$C. Below this, the gain reduces along with the squeezing (as measured using the method discussed in section 5.2.6) while above this the increased Doppler broadening of the energy levels results in an increase in absorption on the probe channel with respect to the conjugate as the
probe transition is closer to resonance. This in turn drastically reduces the amplitude correlations. A check on the level of probe absorption due to temperature is to measure the power of the conjugate beam. For maximal correlations

\[ P_c = P_{p'} - P_p, \tag{2.35} \]

where \( P_c, P_{p'} \) and \( P_p \) are the powers of the conjugate, the emitted probe and the injected probe respectively. This is because every photon emitted into the conjugate field should have an analogue emitted into the probe field. If \( P_{p'} - P_p < P_c \), this implies excess probe absorption\(^4\) and the requirement of a reduction in temperature.

If \( P_{p'} - P_p > P_c \), then the 4WM coupling is not particularly efficient and a higher temperature may be desired.

Figure 2.6 shows how the output power of the probe and conjugate fields varies with the temperature of the cell. Note that the reading is taken from a thermistor and so a decrease in resistance corresponds to an increase in temperature. I.e. the left hand side of the figure corresponds to the higher temperature region. It clearly shows that as \( T \) is increased, the difference between probe and conjugate powers decreases while the gain on both continues to rise. After a certain point, the absorption increases to such an extent that the output fields are considerably weakened. In practice the value typically read on the temperature sensor is around 0.525 Ω, which is below the point at which the relative intensity begins to decrease.

\(^4\)Absorption of the probe is always stronger and thus more detrimental to the efficiency of the process than absorption of the conjugate as the probe is significantly closer to resonance.
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Figure 2.6: Shows how the output power of the probe and conjugate fields varies with the temperature of the Rb cell. Readings are taken from a thermistor positioned as shown in figure 3.4 meaning higher resistance values correspond to lower temperatures. For these readings $\delta$ was set to 0 MHz and the pump power was around 0.75 W. Errors correspond to 5% of value and are from uncertainties in reading out from digital power meter.
2.4.2 Pump Power

A change in pump intensity changes the Rabi frequency ($\Omega$) of the transitions coupled by $\omega_0$ according to

$$\Omega_{i,j} = \frac{d_{i,j}E}{\hbar},$$

(2.36)

where $d_{i,j}$ is the dipole moment between the states i, j, and $E$ is the electric field coupling the transition. A plot of the probe and conjugate output powers with respect to a range of pump powers is shown in figure 2.7.

Up to a point, an increase in power tends to result in a gain increase but the maximum pump intensity achievable is limited due to available power coming from the source laser and the desire to have a large transverse spatial pump region in order to maximise the probe/pump overlap and increase the number of spatial modes across which the squeezing is produced\(^5\). For a $1/e^2$ pump waist of $\sim 1$ mm and power of $\sim 0.8$ W the resultant pump intensity of $\sim 260$ mW mm\(^{-2}\) is comparable with that used in previous experiments\(^52\) but with a notably larger waist size. Diminishing returns are seen from continued power increase due to saturation effects and so it is not required to raise it above the value used.

2.4.3 Pump Detuning

The single-photon detuning $\Delta_1$ is controlled by fixing the frequency of the pump\(^6\). When adjusting it in any situation where 4WM is being observed, the response of the gain has a clear maximum when the wavelength of the applied pump is set to around 794.974 nm. This can be seen as a peak in the observed probe/conjugate power on the output from the cell. After reaching this maximum and then locking

\(^5\)See section 5.2 for further information on how the spatial squeezing bandwidth is related to the pump profile.

\(^6\)Descriptions of how various parameters are adjusted in the experiment are given in chapter 3.
Figure 2.7: Shows how the output power of the probe and conjugate fields varies with the power of the applied pump field. The dashed lines indicate the levelling off of resulting output power as pump power is increased. For these readings $\delta$ was set to 0 MHz and the reading from the thermister was around 0.520 \( \Omega \). Errors correspond to 5% of value and are from uncertainties in reading out from digital power meter.
the laser this factor becomes a fixed parameter with a value $\Delta_1 \cong 140 \gamma$ where $\gamma$ is the decay rate of the excited state, $\gamma = 2\pi \times 6$ MHz.

### 2.4.4 Probe Detuning

The optimal operational value of $\delta$ that maximises squeezing effects is 0 MHz.

**Figure 2.8:** Shows how the output power of the probe and conjugate fields varies with the two-photon detuning $\delta$. The recorded values correspond to the total frequency shift between the probe and pump fields caused by passing an element of the pump field through an AOM in a double-pass arrangement, as discussed further in chapter 3. For these readings the reading from the thermister was around 0.520 $\Omega$ and the pump power was around 0.75 W. $\delta = 0$ corresponds to a position on the chart equal to the separation between the two ground-state levels in $^{85}$Rb, i.e. 3036 MHz. Errors correspond to 5 % of value and are from uncertainties in reading out from digital power meter.

Figure 2.8 shows the output powers of the probe and conjugate fields with respect to a range of values of $\delta$. 
Chapter 3

Experimental Generation of
Four-Wave Mixing

This chapter will describe in detail the 4WM setup used to perform the experiments described in the following chapters, 4 and 5. Further considerations specific to each experiment will be detailed in the respective chapters, while the fundamentals described here underlie both.

Figure 3.1 shows the optical arrangement of the experiment, describing the formation of both a pump and probe field and directing these into a 12.5 mm glass cell of $^{85}$Rb where 4WM takes place.

3.1 Generating the Four-Wave Mixing Beams

The pump beam used to drive the 4WM transition comes from a Titanium-Sapphire (Ti:Saph) laser from ‘M Squared’ capable of emitting approximately 3 W over a tunable wavelength between 720 – 900nm. The frequency is selected via a laptop program while the laser itself is pumped by a 532 nm Coherent V12 laser operating at 11 W. This beam is tuned to around 794.974 nm by a three-level tuning mechanism.
Figure 3.1: The experimental setup for achieving the 4WM is shown in detail. The laser emits a field (power $\sum 2.5$ W, wavelength $\lambda \sim 795$ nm) which takes the role of the pump field in the 4WM process. From this, a fraction ($\sim 40$ mW) is diverted through an AOM operating at around 1.5 GHz. A double-pass through this devices causes an overall frequency shift of around 3 GHz. The output from this double pass then passes through a fiber coupler that acts as a spatial mode cleaner, before also being directed into the $^{85}$Rb cell. The shifted beam acts as the probe in the seeded 4WM process.
3.1. *Generating the Four-Wave Mixing Beams*

in which the internal birefringence filter (BRF) provides accuracy to around 0.25 nm, an etalon lock tunes to the nearest 0.002 nm and a two-stage cavity lock can be used for fine tuning beyond that level to pm precision. The Ti:Saph is in the form of an entirely self-contained and compact system as shown in figure 3.2 while the frequency is monitored on a wave meter.

![Image](image_url)

**Figure 3.2:** Shows the self-contained Titanium-Sapphire laser (on the left) mounted on a solid base plate and containing a BRF tuner, etalon lock and two-stage cavity lock all controlled via laptop. The laser is pumped by a Coherent V12 Verdi (on the right) operating at 532 nm.

A fraction of this pump beam (40 mW) is diverted and frequency shifted by ~3 GHz. This diverted fraction will form the probe beam used to seed the 4WM process. This frequency shift is achieved by sending the probe through an acousto-optical modulator (AOM) operating at around 1.5 GHz in a double-pass arrangement as shown in the bottom right of figure 3.1. This AOM consists of a piezo-electric device coupled to a crystal, in turn coupled to an absorber. The piezo applies a resonant acoustic signal to the crystal, generating a travelling phonon wave that scatters a portion of the applied light field in accordance with Bragg diffraction. The result is that the scattered portion emerges at an angle relative to the rest of the beam and with a frequency shift determined by the frequency of the acoustic signal,
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\[ f_{\text{ac}}. \]

\[ f_{\text{out}} = f_{\text{in}} \pm nf_{\text{ac}}. \quad (3.1) \]

The sign of the shift and the order of diffraction, \( n = 0, 1, 2, \ldots \), are governed by the angle of input with the optimum angle varying with frequency. Here we down-shift the frequency to the first order to form the probe used to seed the 4WM process.

The AOM is mounted onto a 3-axis prism mount to increase the ease of coupling. This allows for adjustment of the angle of the crystal relative to the incoming beam around three axes. The efficiency of the AOM is related not only to the coupling of the field into the device but also the operating frequency. For optimum performance, if the applied signal frequency to the AOM is shifted, then the input mirrors for both the single and double pass, as well as the angle of the AOM itself should all be adjusted.

During the double-pass through the AOM any noise on the amplitude of the acoustic signal will also be transferred to the emitted light field. As the twin beams emerging from the cell will be used to measure the extent of the squeezing produced, it is important that the noise on the input seed be as close to the SNL as possible. Noise measurements on the probe fraction of the Ti:Saph laser output showed it to be operating at the SNL for a typical power value of 40 mW, making it important to reduce the amplitude fluctuations on the RF signal to the AOM as much as possible.

The noise from the signal generator driving the AOM was found to be minimised when operated at its maximum output level of 20dBm. To decrease this further the output was then passed through three stages. Firstly a limiter with a maximum output of 12dBm, then an amplifier limited at 13dBm. The signal is then reduced by 15dBm before finally being passed to a table amplifier hooked up to the AOM. At each of these stages the input signal is greater than the output level of the device,
meaning the device is saturated. This saturation causes a waveform with a ‘flat top’ profile and minimal amplitude noise. A side-effect of this flat top signal is the generation of additional harmonics on the signal, but they are separated from the main frequency by a large enough amount as to no longer be resonant with the device. In addition any generated harmonics applied to the beam would result in an output field spatially separated from the one desired and easily removable. The noise measured on a beam after the frequency shift was seen to still be at approximately the shot noise level (for output powers of $300\mu W$).

To achieve the desired shift in beam frequency of around $3 \text{ GHz}$, it is necessary to send the beam through the AOM twice. This is done with a retro-reflection technique whereby the beam is passed through a $\lambda/4$ wave-plate then reflected back onto itself by a mirror, back through the wave-plate and back through the AOM. This setup is shown in the lower-right portion of figure 3.1. The emerging beam after the double-pass then has a total frequency shift of $2f_{ac}$ in addition to a polarisation rotation of $\pi/2$ allowing for separation from the incoming beam via a polarising beam splitter.

Due to the unusually high operating frequency of the AOM\footnote{Standard expectations of an AOM are to shift the frequency of a beam by the order of up to a few hundred MHz, and are often used more for the speed with which the shifted beam can be turned on/off. In fact the ability to obtain an AOM capable of reaching this kind of frequency was key in being able to exploit this particular 4WM system without necessitating the use of a second laser.}, its diffraction efficiency is fairly low ($\sim 10 - 12\%$). Typically after the double-pass the remaining power is of the order of a few hundred $\mu W$. This is then directed through a fibre in order to rectify the spatial profile of the beam which would otherwise become distorted as a result of the AOM double-pass. The fibre itself operates with an efficiency of 40% (relatively low, a result of the spatial deformation of the field at this point), and directs the output towards the centre of the experiment, giving a typical operational probe beam power of $100\mu W$. 
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After the emission point of the fibre, an imaging system is used to re-size and collimate the probe field, while positioning the beam waist inside the cell. The size of the probe waist as measured inside the cell is approximately $0.5 \text{ mm}$. The imaging system is described in more detail in section 5.2.2.

The size and position of the pump beam waist is also controlled. A pair of lenses collimate it to around $w_0 = 1 \text{ mm}$ before the field is then directed to the $^{85}\text{Rb}$ cell. A $120 \mu\text{m}$ circular aperture is positioned at the confocal point of this telescope to spatially filter the profile of the pump beam. It acts to remove higher order spatial modes, as in the focal plane these are located towards the edges of the field profile.

Placed just in front of the entrance to the vacuum chamber is a polarising beam splitter. The bright pump beam and weak probe beam have orthogonal linear polarisations$^2$ such that the p-polarised probe is transmitted through the splitter while the s-polarised pump is reflected. Here the two beams are overlapped and sent into the cell as in figure 2.4. Prior to the splitter the bright pump passes through a Glan polariser also aligned to transmit s-polarised light in an attempt to reduce the amount of cross polarised pump light entering the cell region. The use of the polariser and beam-splitter in combination is both as a two-stage polarisation filter on the pump and also for ease of access experimentally as on the beam splitter, the fields can enter from orthogonal directions. At the exit of the cell is a second Glan polariser that directs the pump light away from the probe/conjugate beams. In practice around $40 - 60 \mu\text{W}$ of pump light is liable to be transmitted even through these numerous polarisers, but this is typically blocked at a later point and not recorded by the various detectors, as can be tested by removing all other light sources.

The characteristics of the fields inside the cell are summarised in table 3.1.

$^2$See section 2.3.2.
3.2 HOUSING THE $^{85}$Rb CELL

<table>
<thead>
<tr>
<th>Pump</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Power</td>
<td>750 mW</td>
</tr>
<tr>
<td>Waist</td>
<td>1.8 mm</td>
</tr>
<tr>
<td>Frequency</td>
<td>794.974 nm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Probe</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Power</td>
<td>100 µW</td>
</tr>
<tr>
<td>Waist</td>
<td>0.8 mm</td>
</tr>
<tr>
<td>Detuning</td>
<td>3036 MHz</td>
</tr>
</tbody>
</table>

Table 3.1: Table displaying the power, beam waist and frequency of the applied pump/probe fields within the cell. Frequency for the probe is given in terms of the detuning applied by the AOM double-pass.

3.2 Housing the $^{85}$Rb Cell

The centrepiece of the experiment is a 12.5 mm length glass cell of isotopically pure $^{85}$Rb (Triad Technologies, purity guaranteed > 98%). The arrangement inside the chamber is shown in figure 3.3. The cell features anti-reflection coatings on the outside of the face windows to reduce stray losses from the emitted twin beams at the interfaces. The cell is encased in a lens tube which is in turn wrapped in a coil of nichrome wire. This wire features a high resistivity (of order $1.1 \, \Omega \, m$) and when current is passed through it, a large amount of heat is emitted, increasing the temperature of the cell. Operationally the signal passed through the wire is at Also present are a thermo-electric cooler (TEC) and a thermistor, both connected to an external control unit. This control unit monitors and adjusts the current to the TEC, regulating the heat transfer to and from the cell in order to maintain a stable temperature, as recorded by the thermistor. When settled the resistance measured varies by less than $1 \, m\Omega$ the smallest increment readable on the stabilisation unit. All of this is located inside a KF vacuum setup, shown in figure 3.4 pumped down by a roughing pump to around 1 mbar. The pressure inside the vacuum setup is not required to be as low as in a ultra-high vacuum (UHV) system as its purpose is
CHAPTER 3. EXPERIMENTAL GENERATION OF FOUR-WAVE MIXING

Figure 3.3: Within the chamber a lens tube is raised by a pair of Teflon rings so as to be coaxial with the vacuum system. Heat is transferred to the body of the chamber via copper wire. This passes through a TEC used to maintain the temperature which is in turn monitored by a thermistor also located in the wire. Around the lens tube is wrapped nichrome wire (not shown), through which current is passed in order to heat the system.

merely to remove convection currents at the ends of the heated lens tube containing the cell. These air flow currents would otherwise cause fluctuations in the position of the laser beams at the output, making it impossible to accurately mode-match the beams on the output, an important requirement for the experiment covered in chapter 5. In practice the cell is pumped down with a roughing pump once every 3-4 months then maintained at this reduced pressure with a basic butterfly valve. Two large windows (open diameter 49 mm), also with an anti-reflection coating (specified to give $R < 0.2\%$ at 795 nm) are placed at the points of beam entry/exit in order to minimise losses through the chamber.

With this combination of aligned pump/probe and housed $^{85}\text{Rb}$ cell, bright twin beams or TMSS of vacuum can now be generated. The arrangement allows for a large degree of control over beam sizes, input angles, powers and frequency tunings as well
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Figure 3.4: An exploded view of the vacuum chamber, showing the windows (open diameter 60mm), valve and electronic feed-through.

as over the cell temperature and internal pressure. The analysis and manipulation of these twin beams will form the crux of the experiments described in the coming chapters.
Chapter 4

Analysis of the Four-Wave Mixing Feature

This chapter will focus on the form of the susceptibilities described in section 2.3 that serve to characterise the $^{85}\text{Rb}$ in the presence of the coupling fields. Particular attention is given to the phase-matching condition (as defined in equation 2.7) and how the setup presented allows for the generation of strongly correlated signals and bright twin beams despite the proximity to an atomic resonance.

It will be shown that maximising the 4WM coupling strength via the phase-matching condition does not produce the squeezing effect desired due to the deleterious increase in probe absorption. Finally the optimum alternative setup for maximising the extent of measurable squeezing will be justified.

4.1 Motivation for the Analysis

In the case of 4WM in $^{85}\text{Rb}$, the nonlinear effect is the result of a strong coupling between probe and conjugate transitions (as seen in figure 2.3) when in the presence of an applied pump field. The strength of the cross-coupling can be viewed in the
form of the gain experienced by an injected probe field that undergoes amplification in the 4WM system. In order to maximise the extent of this amplification, and therefore the gain, the probe field should be inserted in a manner that satisfies the phase matching condition which equates to a case where $\Delta k = 0$.

When looking to generate strongly squeezed light, a high level of cross-coupling is desired as this is the source of the photon pairs that result in the amplitude correlations. At the same time the level of absorption on the probe field must be kept to a minimum as the absorption of photons at the probe frequency will clearly result in a reduction of correlated pairs being emitted and as such a reduction in the squeezing detected. The balance of these two factors, the level of cross-coupling and degree of absorption, is ultimately responsible for the level of squeezing produced by the system, and both are closely related to the susceptibility of the medium.

Theoretically, as assumed by Lukin [84], the optimum way to satisfy the phase-matching condition would be to generate an electromagnetically induced transparency (EIT) condition. EIT describes a state of an atomic system in a quantum superposition of two coupled states that allows for absorption-free transmission of light through an otherwise optically opaque medium. This permits the strong coupling strength associated with fields close to atomic resonances to behave as though unimpeded by absorption. The concept was first described theoretically in 1989 [85] then seen experimentally in 1990 [86].

The generation of EIT here would involve the situation in which both the probe and conjugate fields see the atomic medium as transparent. The requirement for EIT is a strong level of coherence between the two coupled transitions and this is achieved when $\delta$, the detuning of the probe field from the two-photon resonance, (as described in section 2.2) is set to 0 and both probe and conjugate fields couple to the ground states perfectly. The successful formation of an EIT state would implicitly result in minimal absorption, while simultaneously providing strong coupling as the
fields would be almost resonant.

Experimentally, the generation of strong squeezing in a hot vapour experiment via EIT has proved difficult to obtain due to the degree of decoherence caused by the vapour. Decoherence, mediated by non-radiative processes that result in the transition of atoms between the two coupled states, causes a dephasing of the system. Over time it inevitably evolves from the idealised EIT ‘Dark State’ into a bright state, where the strong resonance of the coupling fields results in increasing levels of absorption as the coherence decreases. The rate of this ground state decoherence is categorised as $\gamma_c$, where a low $\gamma_c$ means long lasting strong coherence while a high $\gamma_c$ means swift decoherence. As will be shown, the effects of absorption are strong enough that anything less than almost perfect EIT fails to produce the desired effect. A breakdown of the atomic decoherence effects within $^{87}$Rb and how they affect the generation of EIT can be found in [87].

The reason for the poor degree of EIT obtainable in atomic vapours is that a number of dephasing effects such as Doppler broadening of line widths, collision broadening, finite transit time across the beams and hyperfine splitting of the transition lines all take place. These combine to produce a large $\gamma_c$, with the result that ideal EIT is unobtainable and despite high gain levels, the absorption totally removes any chance of seeing squeezing below the shot noise.

However, the experimental arrangement used in this thesis still shows high levels of squeezing despite the absence of an EIT transparency window. In order to explain how this is achieved, the process must be analysed more closely. That analysis is the focus of this chapter.
4.2 Description of the Susceptibilities

Key to a full description of the atomic response is a formulation of the susceptibility that governs both the absorption and the cross-coupling strength. This susceptibility is related to the field detunings $\Delta_1, \Delta_2$ and $\delta$, and the relative coupling strengths between the levels involved. These are all defined in figure 4.1 along with the numerical level designations.

To demonstrate the relationship it is convenient to first expand the susceptibility of the medium in the presence of the strong pump field into four parts, as established in section 2.3. These break down into two direct terms, referring to the behaviour of the probe field (in $\chi_{pp}$) and the conjugate field ($\chi_{cc}$) and two cross terms describing the cross-coupling effect between the probe and conjugate fields, $\chi_{pc}$ and $\chi_{cp} = \chi_{pc}^*$. The direct terms are effectively the linear susceptibilities corresponding to the complex refractive index and describe both the refractive index of the medium as experienced by the fields (in the real parts) and the level of absorption (in the imaginary parts) while the cross terms correspond to the strength of the cross-coupling responsible for the 4WM process.

These $\chi$s take the place of $\chi_p^{(D)}, \chi_p^{(C)}, \chi_c^{(D)}$ and $\chi_c^{(C)}$ in equations 2.15a and 2.15b, giving a description of the polarisation response of the medium to the present fields as

\begin{align*}
P(\omega_p) &= \epsilon_0 \chi_{pp}(\omega_p) \mathcal{E}_pe^{i\mathbf{k}_p\cdot \mathbf{r}} + \epsilon_0 \chi_{pc}(\omega_p) \mathcal{E}_c^* e^{i(2\mathbf{k}_0 - \mathbf{k}_c)\cdot \mathbf{r}}, \\
P(\omega_c) &= \epsilon_0 \chi_{cc}(\omega_c) \mathcal{E}_c e^{i\mathbf{k}_c\cdot \mathbf{r}} + \epsilon_0 \chi_{cp}(\omega_c) \mathcal{E}_p^* e^{i(2\mathbf{k}_0 - \mathbf{k}_p)\cdot \mathbf{r}}.
\end{align*}

The derivation of the susceptibilities that are found in these polarisation equations
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\[ \chi_{pp} = \frac{iN|d_{23}|^2\xi_{41}}{\epsilon_0\hbar D^*} \left[ \frac{\xi_{21}^*}{\xi_{31}} \sigma_{22,44} + \frac{\xi_{43}^*}{\xi_{31}} \sigma_{11,33} - \left( \frac{\xi_{21}^* + \xi_{43}^*}{\xi_{41}^*} + \xi_{21}^* \xi_{43}^* / |\Omega|^2 / 4 \right) \sigma_{22,33} \right], \]  
\[ \chi_{cc} = \frac{iN|d_{14}|^2\xi_{32}^*}{\epsilon_0\hbar D} \left[ \frac{\xi_{43}}{\xi_{32}} \sigma_{22,44} + \frac{\xi_{21}}{\xi_{32}} \sigma_{11,33} - \left( \frac{\xi_{21} + \xi_{43}}{\xi_{32}^*} + \xi_{21} \xi_{43} / |\Omega|^2 / 4 \right) \sigma_{11,44} \right], \]  
\[ \chi_{pc} = \frac{iNd_{14}d_{23}\xi_{41}^*\Omega^2}{\epsilon_0\hbar D^* |\Omega|^2} \left[ \frac{\xi_{21}^*}{\xi_{31}} \sigma_{11,33} + \frac{\xi_{43}}{\xi_{42}} \sigma_{22,44} + \left( \frac{\xi_{21}^* + \xi_{43}^*}{\xi_{41}^*} \right) \sigma_{11,44} \right], \]  
\[ \chi_{cp} = \chi_{pc}^* = \frac{iNd_{14}d_{23}\xi_{41}^*\Omega^2}{\epsilon_0\hbar D|\Omega|^2} \left[ \frac{\xi_{43}^*}{\xi_{31}} \sigma_{11,33} + \frac{\xi_{21}}{\xi_{42}} \sigma_{22,44} + \left( \frac{\xi_{21} + \xi_{43}}{\xi_{32}^*} \right) \sigma_{22,44} \right], \]

where \( N \) is the atomic number density of the medium, \( d_{ij} \) corresponds to the atomic dipole moment of the transition from \( j \) to \( i \),

\[ D = (\xi_{43} + \xi_{21})(\xi_{32}^* + \xi_{41}) + \frac{\xi_{32}^* \xi_{41} \xi_{43} \xi_{21}}{|\Omega|^2 / 4}, \]

and \( \sigma_{ii,jj} \) are the population differences, governed by the complex decay rates, \( \xi_{ij} \).
and Rabi frequency of the pump field $\Omega$

\[
\begin{align*}
\sigma_{11,33} &= \sigma_{11} - \sigma_{33} = \frac{|\xi_{31}|^2}{|\Omega|^2 + |\xi_{31}|^2 + |\xi_{42}|^2}, \\
\sigma_{11,44} &= \sigma_{11} - \sigma_{44} = \frac{|\xi_{31}|^2}{|\Omega|^2 + |\xi_{31}|^2 + |\xi_{42}|^2}, \\
\sigma_{22,33} &= \sigma_{22} - \sigma_{33} = \frac{|\xi_{42}|^2}{|\Omega|^2 + |\xi_{31}|^2 + |\xi_{42}|^2}, \\
\sigma_{22,44} &= \sigma_{22} - \sigma_{44} = \frac{|\xi_{42}|^2}{|\Omega|^2 + |\xi_{31}|^2 + |\xi_{42}|^2}.
\end{align*}
\]

The complex decay rates are related to the field detunings, the ground state decoherence $\gamma_c$, and the natural decay rate from the excited states $|3\rangle, |4\rangle$, $\gamma = 2\pi \times 6 \text{ MHz}$, 

\[
\begin{align*}
\xi_{43} &= i(\Delta_2 - \Delta_1) - \gamma, \\
\xi_{42} &= i(\Delta_2 - \delta) - \frac{\gamma}{2}, \\
\xi_{41} &= i\Delta_2 - \frac{\gamma}{2}, \\
\xi_{32} &= i(\Delta_1 - \delta) - \frac{\gamma}{2}, \\
\xi_{31} &= i\Delta_1 - \frac{\gamma}{2}, \\
\xi_{21} &= i\delta - \gamma_c.
\end{align*}
\]

These susceptibilities now describe in total the response of the medium for both probe and conjugate fields. Experimentally the susceptibility of the medium can be adjusted by setting the frequencies of the incident pump/probe fields or adjusting the cell temperature.
4.3 Mapping the Feature Theoretically

In this section, the form of the four component susceptibilities as well as the resultant gain predicted at the cell output will be displayed over a range of two-photon detuning $\delta$. In order to produce these plots, first an experiment was performed (described in section 4.4). Using the results of this experiment and the equations given in both this section and section 4.2, optimum values were found for parameters not controlled directly in the experiment. With this we hope to optimise the value of $\delta$ both for the efficiency of 4WM and for the generation of squeezed output fields.

From the performed experimental fit displayed later in the chapter, values were optimised in the calculation of the susceptibilities for the following parameters. The value of the atomic number density $N$ was set to $2.8 \times 10^{18} \text{m}^{-3}$; the ground-state decoherence $\gamma_c$ to $0.2\gamma$, and the twin pump Rabi frequencies to the same value $\Omega = 2\pi \times 306 \text{MHz}$. In these calculations the various dipole transitions $d_{ij}$ are also set as equal. Despite their different degeneracy, all $d_{ij}$ are taken as $d = 1.4651 \times 10^{-29} \text{C.m}$, given in [78] as the effective dipole moment for the case of strong detuning and linearly polarised light. As a result it should be stated explicitly that this is not a thorough depiction of the medium, taking into account all Zeeman sub-levels and hyperfine couplings, but a reduced treatment of the four-level system that still serves to depict a lot of the physics at play.

4.3.1 Plotting the Susceptibilities

Figure 4.2 shows the four $\chi$ components plotted for $\delta = -10\gamma$ to $\delta_1 = 5\gamma$.

In these plots, the primary feature sitting at around $\delta = -5\gamma$ corresponds to the two-photon resonance. The resonance lies not at $\delta = 0$ due to the presence of a light shift induced by the strong pump field[88]. This shift corresponds to a change in

\footnote{As a single pump field is used to drive both transitions, $\Delta_2$ is always equal to $\Delta_1 + \omega_{HF}$ as seen in figure 2.3.}
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Figure 4.2: Shows the variation of the four component elements of the susceptibility (measured in arbitrary units) over a range of $\delta$. The main feature shown to the left of $\delta = 0$ is the two-photon resonance. $\Re$ parts are shown in blue, $\Im$ parts in red.

the energy of the excited state equal to $E_{\text{shift}} = \Omega^2/4\Delta_1$. Given values of $\Omega = 60\gamma$ and $\Delta = 140\gamma$, the expected shift would be $6.4\gamma$, similar to the value seen in figure 4.2 of $5\gamma$. The plot demonstrates a large increase in absorption of the probe (seen in the peak in $\Im(\chi_{pp})$) at the same detuning value as the maximum value of the 4WM cross-coupling between the two fields (the peak in $\Im(\chi_{pc})$). The absorption on the probe decays faster than the gain peak on the cross couplings, leaving a region on either side of the resonance where competition between the two processes can result in a net gain for the probe. These regions set the parameter space for further investigation of the feature, as this net gain is required for the observation of squeezing. The larger single-photon resonance does not appear in the figure but can be seen if the range of the calculation is extended to $\delta = \Delta_1 \approx 140\gamma$, as seen in figure 4.3.
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Figure 4.3: Shows the variation of $\chi_{pp}$ (measured in arbitrary units) over a wider range of $\delta$, so as to include the single-photon resonance located at $\delta \approx 140\gamma$. Re parts are shown in blue, Im parts in red.

The highly off-resonant nature of the conjugate is displayed in the relatively low amplitude of the $\chi_{cc}$ plot. It also displays a small negative absorption feature, causing an amplification effect, although this can be taken as negligible with respect to the 4WM coupling.

The Effective Phase-Matching Condition

Recall from section 2.3 the propagation equations for the probe/conjugate fields

$$\frac{\partial E_p}{\partial z} = \frac{ik_p}{2}(\chi_{pp}(\omega_p)E_p + \chi_{pc}(\omega_p)E_{c*}e^{i\Delta k_z z}),$$  \hspace{1cm} (4.6a)

$$\frac{\partial E_c}{\partial z} = \frac{ik_c}{2}(\chi_{cc}(\omega_c)E_c + \chi_{cp}(\omega_c)E_{p*}e^{i\Delta k_z z}),$$  \hspace{1cm} (4.6b)

where the dependence is shown not only on the $\chi$ terms but also the effective phase mismatch $\Delta k_z$.

To investigate the effect of this phase mismatch $\Delta k_z$, a direct connection can be
formed between the magnitude of $\Delta k_z$ and the relative input angles of the pump and probe fields.

In the calculations of $\chi$, the refractive index $n$ induced by the 4WM process is implicit. E.g. $n_p$, the induced index on the probe field caused by the cross-Kerr effect between the pump and probe fields is included in the polarisation equations and is governed by the form of $\chi_{pp}$. Here, we extract it by making a modification to equation 2.7 in order to show the effect of adjusting the angle of input of the seed. The refractive index for each field should be considered individually, resulting in $n_p$, $n_0$ and $n_c$. However $n_c$, $n_0$ can be considered as negligible compared to $n_p$, $n_c$ because it is further from resonance (see $\mathcal{R}(\chi_{cc})$ in figure 4.2) and $n_0$ as comparatively the probe is orders of magnitude weaker than the pump. Re-introducing only $n_p$ generates an ‘effective phase matching condition’, satisfied when

$$\Delta k = 2k_0 - n_p k_p - k_c = 0,$$

(4.7)

where $n_p = \sqrt{1 + \mathcal{R}(\chi_{pp})}$.

The first part of figure 4.4 shows that in free space the condition that $\Delta k_z = 0$ is identical to the condition $\Delta k = 0$ and is satisfied by a co-linear arrangement. At values of $\delta$ located around $\delta = 0$, $\mathcal{R}(\chi_{pp}) \approx 0$, $n \approx 1$ and this free space picture is appropriate.

However, if $\delta$ is brought closer to the resonance, $\mathcal{R}(\chi_{pp})$ increases. The second diagram in figure 4.4 shows that when $n \neq 1$, the co-linear picture no longer satisfies that $\Delta k = 0$. In order to correct for this, and generate strong 4WM it is necessary to introduce an angle $\theta$ between the pump and the probe/conjugate, as shown in the final diagram of the same figure, with the equivalent result that $\Delta k_z$ is no longer 0.
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Figure 4.4: Shows the effect of the geometric phase matching condition. In the first case the wave vectors of the probe (green) and conjugate (blue) sum to equal the length of two wave vectors for the pump (red). This is the phase matching condition in free space. In the second and third case, the refractive index of the medium, \( n \), changes the effective length of the probe vector resulting in a phase mismatch. The introduction of the angle \( \theta \) corrects for this. In the third case we see that while \( \Delta \mathbf{k} = 0 \), \( \Delta k_z \neq 0 \)

The correspondence between \( \theta \) and \( \Delta k_z \) is

\[
\Delta k_z = 2k_0 - n_p k_p \cos(\theta) - k_c \cos(-\theta),
\]

(4.8)

where the value of \( \theta \) is taken to be the same in both cases as the photon pairs are emitted in equal and opposite directions with respect to the pump.

By equating this \( \Delta k_z \) adjustment to a change in the input angle of the seed, this can now also be tested experimentally to see the effect of adjusting either \( \Delta k_z/\theta \) or \( \delta \) on the gain generated. For an adjustment made to \( \delta \) towards the negative side of the susceptibility plots shown in figure 4.2, taking it below 0 and closer to the two-photon resonance, the correcting angle adjustment is made by an increase in \( \theta \).

Finally, the situation of \( \Re(\chi_{pp}) < 1 \), caused by a tuning of \( \delta \) beyond the two-photon resonance, can never be manipulated so as to satisfy the phase-matching condition. That is to say a reduction in the length of the vector \( k_p \) from its length in

\footnote{Strictly speaking, as \( \omega_p \neq \omega_c, \theta_p \neq \theta_c \) but in practice this discrepancy is negligible.}
free space cannot be corrected for by any angle. As such only the region of the plot \( \delta > -5\gamma \) is investigated.

By operating at a wider angle and bringing \( \delta \) closer to the resonance both the 4WM coupling between the probe and conjugate fields, i.e. \(|\mathcal{S}(\chi_{pc})|\), and also the absorption on the probe field, \( \mathcal{I}(\chi_{pp}) \) increase. The result is that these competing effects both affect the overall gain experienced by the probe.

Clearly, the condition that \( 2k_0 - k_p - k_c = 0 \) is always enforced by the law of conservation of momentum.

**Calculated Gain Plots**

In order to investigate the region around the two-photon absorption more closely, where the competing effects occur most strongly, the process was emulated to display the results of adjusting various parameters. Firstly the solution for the propagation equations (2.16a) can be found \([84]\) for the case where an input seed beam \( E_s \) is injected and there is no input conjugate field. The value for the field amplitudes of the probe/conjugate, \( E_p/E_c \), after travelling a distance \( L \) in the 4WM medium are taken to be

\[
E_p(L) = E_s e^{a_p L} \left[ \cosh(\xi L) \frac{a_+}{\xi} \sinh(\xi L) \right],
\]

\[
E^*_c(L) = E_s e^{a_p L} \frac{a_{cp}}{\xi} \sinh(\xi L).
\]
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All terms are condensed arrangements of the susceptibilities (described in equations 4.2a - 4.2d) and the wave vectors of the fields where

\[ \xi = \sqrt{a_+^2 - a_+ a_-}, \quad (4.10) \]
\[ a_+ = \frac{a_{pp} + a_{cc} - i\Delta k_z}{2}, \quad (4.11) \]
\[ a_- = \frac{a_{pp} - a_{cc} + i\Delta k_z}{2}, \quad (4.12) \]

and

\[ a_{pi} = \frac{ik_p\chi_{pi}}{2}, \quad (4.13) \]
\[ a_{ci} = \frac{ik_c\chi_{ci}^*}{2}. \quad (4.14) \]

Using these propagation equations, and the argument presented in the previous subsection for equating the phase mismatch to a non-0 input angle of the probe, the gain can be calculated for a range of \( \theta \) (equating directly to a change in \( \Delta k_z \)) and \( \delta \).

The gain is displayed for both the probe and conjugate fields in terms of the ratio between output field power and input seed power, with the probe gain equal to

\[ G_p = \frac{|E_p(L)|^2}{E_s^2} \quad (4.15) \]

and conjugate gain

\[ G_c = \frac{|E_c(L)|^2}{E_s^2}. \quad (4.16) \]

The result of this is shown in figure 4.5.

In figure 4.5 the two-photon detuning is plotted against the input angle \( \theta \) and the corresponding gain is shown for both the probe and conjugate fields. These show that as \( \theta \) increases, along with \( \Delta k_z \), the corresponding detuning required to maximise
Figure 4.5: Shows the full theoretical gain feature over a range of $\delta$ and $\theta$ for both a) the probe and b) the conjugate. The colour bar indicates the expected gain at that location in the parameter space. c) and d) show the same image but re-scaled so the conjugate is shown over the same range of gain values as the probe.
the gain output moves towards the two-photon resonance. The gain feature curves asymptotically as it approaches the two-photon detuning at $\delta \approx -5\gamma$. The drop-off seen as the resonance is approached is the result of the high level of probe absorption, $\mathcal{J}(\chi_{pp})$. At very low angles, essentially approximating the co-linear picture, very little gain is seen, if any, regardless of the detuning. This correlates with the fast drop-off seen in the cross terms of the susceptibility, where the 4WM interaction is relatively weak due to the distance from the resonance and drop in coherence.

The plot also shows a discrepancy between the behaviour of the probe and conjugate. The maximum gain on the conjugate is achieved at a value of $\delta$ closer to the resonance and correspondingly a higher input angle. Also the largest gain value for the conjugate is an order of magnitude greater than that of the probe. As such this can make the tail end of the conjugate spectrum harder to visualise. In the lower half of figure 4.5 the colour bar scales are set to the same level and so the lower end of the conjugate spectrum is more easily visible. In this formalisation, the cross-kerr effect on the probe field caused by the presence of the pump has been ignored, as has the pump’s intensity profile. The effect of these assumptions is discussed further in section 4.4.3.

This difference between probe and conjugate gain values would appear to indicate that no squeezing should be visible as a result of this process. For amplitude correlations the power of each detected beam should be similar, such that the common mode rejection can be maximised and the quantum correlations seen. In a case where the conjugate is a factor of 10 brighter than the probe, nothing would be seen. To corroborate this picture, an experiment was performed across the accessible region of the parameter space, as described further in section 4.4.

To be precise, the act of adjusting $\delta$ has two effects. Firstly it changes the $k$-vector of the probe directly, by altering its frequency. Secondly it changes the effective refractive index of the medium as seen by the probe. The first effect can be
calculated simply from the relationship between $k$ vector and frequency

$$k = \frac{2\pi}{\lambda} = \frac{\omega}{c}, \quad (4.17)$$

which even over a range of $10 \gamma$ results only in a fractional change in $k$ of order $10^{-7}$. In contrast, the second effect arises from the modification to $k_0$ to $n_0 k_0$ as a result of the refractive index of the medium. The highest value taken for $\Re(\chi_{pp})$ is around $10^{-3}$ giving a change to refractive index of $\epsilon$ where

$$n = \sqrt{1 + 10^{-3}} \approx 1 + \epsilon$$

$$\approx 1 + \frac{1}{2} \times 10^{-3} = 1 + 5 \times 10^{-4}, \quad (4.19)$$

giving

$$\epsilon = 5 \times 10^{-4} \quad (4.20)$$

As the change to $k$ caused by the adjustment to refractive index is three orders of magnitude greater than that introduced directly, it is safe to neglect the other effect.

### 4.3.2 Fitted Parameters

The remainder of this section discusses the effects of the values of the fitted variables on the calculation results and reinforces the validity of their estimations.

#### Ground State Decoherence Rate

The ground state decoherence rate $\gamma_c$ describes the dephasing between the ground states. Decreasing this value results in far higher levels of gain across the parameter space. Figure 4.6 shows $\Im(\chi_{pp})$, the absorption of the probe, plotted against $\delta$ for $\gamma_c = 0.2 \gamma$ (blue, and the fitted real value), $\gamma_c = 0.02 \gamma$ (red), and $\gamma_c = 0.002 \gamma$ (green).
For a low enough decoherence rate a dip to the right of $\delta = 0$ is formed, displaying where the absorption visibly falls. This is the EIT window that starts to form in cases with low enough decoherence. As mentioned, this behaviour is not typically visible under experimental conditions, which are more accurately described by the blue line.

**Figure 4.6:** Shows the modelled absorption of the probe beam ($I(\chi_{pp})$) as $\delta$ changes for $\gamma_c$ equal to 0.2$\gamma$ (blue), 0.02$\gamma$ (red) and 0.002$\gamma$ (green). The increasing dip to the right of $\delta = 0$ is the transparency window relating to the EIT condition.

**Rabi Frequency**

The Rabi frequency for the pump $\Omega$ affects the overall gain levels achieved as well as the location of the 2-photon resonance. A higher value for $\Omega_0$ increases the extent of the light shift, as described in section 4.3.1, placing the resonance further to the blue side of $\delta = 0$ and increases the gain seen in the procedure. This can be seen in figure 4.7 which shows the location of the resonance for $\Omega = 40, 60, 80\gamma$. 
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a) $\Omega = 40\gamma$

![Probe Gain](image1)

![Conjugate Gain](image2)

b) $\Omega = 60\gamma$

![Probe Gain](image3)

![Conjugate Gain](image4)

c) $\Omega = 80\gamma$

![Probe Gain](image5)

![Conjugate Gain](image6)

*Figure 4.7:* Shows the modelled gain of both the probe and conjugate over a range of values of $\delta$ and $\theta$ for three values of $\Omega$. a) Shows the result for $\Omega = 40\gamma$, b) shows the results for $\Omega = 60\gamma$ and c) shows the results for $\Omega = 80\gamma$. In the final calculation, the value of $\Omega = 60$ was selected.
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Refractive Index for the Pump

Another factor unconsidered by the theory is the refractive index shift of the pump. This causes an adjustment to the $k$ vector and as such to the extent of the phase mismatch, adjusting it to the form

$$\Delta k_z = 2n_0k_0 - k_p - k_c. \quad (4.21)$$

This factor might not seem especially important due to the fact that in the presence of the strong pump, the majority of atoms reside in the $f = 3$ state (estimated at 95% after a time of $10 \times 10^{-5}$ s [82]), due to the coupling of the $f = 2 \rightarrow f = 3$ transition being closer to resonance. Meanwhile the effect of the refractive index is greater on those in the $f = 2$ state for the same reason. That is to say that the refractive index of the medium as seen by the pump is in proportion to the percentage of the atomic population in the state that responds to it most strongly, but as a result of that strong response, the corresponding percentage is relatively low, giving a low overall effect.

Figure 4.8: Shows the experimental setup for attempting to measure the refractive index, in which the cell is rotated with respect to the incoming beam by an amount ranging from $0 - 22^\circ$. An off-resonant pump beam, designated a), experiences a shift in position from a resonant pump, designated b) that is detectable and can be related to the change in index. $\delta x$ is the extent of the shift.

An attempt to measure the extent of $n_0$ was performed by angling the cell with respect to the pump. In this arrangement, any change in refractive index from an interaction with the medium due to the 4WM process can be seen by looking for a
change in position of the emitted beam when brought into resonance from the off resonant case. This is shown schematically in figure 4.8. Note the shift in trajectory away from the normal is as the expected value for $n_0$ should be $< 1$.

Using the equipment available, the maximum relative angle achievable between cell and the pump field was around $22^\circ$ and maximum $\delta x$ detectable on the beam profiler approximately $5 \mu m$. This corresponds to a minimum measurable index, $n = 1 - \epsilon$ with an $\epsilon$ value of $5 \times 10^{-4}$. No visible shift in position was seen, lending credence to the belief that the shift is less than this value. Fitting the experimental data to the prediction gave an estimated value for $\epsilon$ of $6.5 \times 10^{-6}$ and a calculation based on the population differences suggested a value $\epsilon = 1.6 \times 10^{-5}$, both of which fall safely below the experimentally derived upper limit.

### 4.4 Mapping the Feature Experimentally

This section describes the experiment performed in order to validate the results shown in figure 4.5. The results of the experiment also served to provide best-fit values for the simulation with respect to the experimental parameters achievable.

#### 4.4.1 Experimental Setup

In order to verify the predicted behaviour of this system, an experiment was performed as demonstrated in figure 4.9 in which a bright 750 mW pump beam, with a waist of 1 mm at 794.974 nm drives the 4WM process in a cell of heated $^{85}$Rb, while a weak seed beam (waist = 0.5 mm, power = 120 $\mu W$) is shifted in frequency by a factor of $\delta$ ($\delta \sim 3$ GHz) using an AOM. This seed is then injected into the same $^{85}$Rb cell at a small angle $\theta$ in order to generate the bright twin probe/conjugate beams.

The gains on the probe/conjugate ($G_p/G_c$) are measured by splitting the seed in

---

3The general arrangement to generate the 4WM is as described in chapter 3.
Figure 4.9: Shows the experimental setup for mapping the gain on the probe/conjugate beams as a function of the input angle $\theta$ and two-photon detuning $\delta$. The angle is adjusted via a pair of mirrors on the input, one for lateral adjustment, one for angular, and the gains are measured as a function of the powers measured on the output probe and conjugate fields with respect to the input seed power.

half on a 50/50 beam splitter and measuring the power of the emitted pair ($P_r'/P_c$ for the probe/conjugate) compared to the power being injected ($P_r$) such that

$$G_p = \frac{P_p}{P_p'}, \quad (4.22a)$$

$$G_c = \frac{P_p}{P_c}. \quad (4.22b)$$

The single-photon detuning $\Delta_1$ is measured by referencing the frequency of the pump that produces the maximum gain to a separate Rb spectroscopy cell with the result that $\Delta_1 = 140\gamma$, and this is then held stable via a third cell used as a dichroic atomic vapour laser lock (DAVLL) as described in [89,90]. By adjusting the frequency of the AOM driver, $\delta$ is changed in units of 2 MHz while the angle between seed and pump is changed by adjusting a pair of input mirrors in the seed system. The powers are derived from individual calibrations of each diode converting
between input power and output voltage. Values for $\theta$ are found by measuring the distance between the centres of the probe/conjugate beams in the far field, $d$, and the distance from the centre of the cell to the point of measurement, $D$. From these values $2\theta = \tan^{-1} \frac{d}{D}$.

**4.4.2 Field Overlap**

When adjusting the input angle of the probe it is important to ensure that the overlap between the pump and the probe inside the cell is maintained across each run. Ideally the probe should rotate around a fixed point in the centre of the cell, with a 100 % overlap with the pump. Initially it was assumed that this could be achieved by finalising the adjustment with respect to maximising the output gain.

The change in angle was produced by two mirrors, and under the assumption that with an arbitrary lateral position selected by the first, the position of the second mirror that served to maximise the output gain would be that which optimised the internal overlap. However, this proved to be incorrect. When tested in this manner, it was found that results taken after initialising the setup at a higher value of $\delta$ were inconsistent with those achieved when $\delta$ took a lower value during the setup process.

The source of the error can be understood by considering that the plotted form of the $\chi$s always assumed a constant and well-defined pump power, thus a constant Rabi frequency and a constant light shift. In reality the pump has a Gaussian intensity distribution and in the weaker regions the light shift is reduced, bringing the position of the two-photon resonance closer towards $\delta = 0$. The behaviour should therefore emulate the calculation most accurately when the probe and pump intersect in the region of maximum pump intensity.

The shift in the location of the resonance when the probe intersects a weaker region of the pump has the effect that if the value of $\delta$ is greater, an interaction with a weaker pump field will actually generate a greater gain on the output. As such
maximising gain on the output while the $\delta \approx 0$ is likely to result in an off-centre overlap of the fields within the cell.

This effect could be seen experimentally when imaging the centre of the cell onto a beam profiler, where indeed when the maximum gain was seen for higher $\delta$ values, the field intersection was off-centre. As such, maintaining a centred probe beam position and consistent operational parameters was not achievable purely by monitoring the gain on the output. Instead the approach used was first to maximise the gain for some arbitrary angle of input at a relatively low $\delta$, where the phase matching is met by a centred intersection in the medium. Between each run the vacuum chamber/cell was physically replaced with a marker that could reliably be placed in the same position corresponding to the centre of the cell. This marker would be placed in the path of the probe and allow for reliable realignment. In this manner the probe crossing could be kept at a central point in the pump, despite in some situations being capable of generating higher gain by operating in a weaker pump region.

4.4.3 Results and Analysis

These gains, when mapped, produced the results shown in 4.10. Both the calculation and the experiment demonstrate a notable change in the position of the gain peak with increasing angle, with the corresponding $\delta$ getting closer to the absorption feature and the peak intensity increasing. However in the experiment the value of $\theta$ at which the maximum achievable gain is reached is considerably lower, $0.6^\circ$ instead of $1.5^\circ$.

This can be explained by noting again that the calculation neglects an additional consequence of the cross-Kerr effect. It assumes a constant Rabi frequency and intensity across the entire region of the interaction, and thus a constant refractive index. In reality, the Gaussian distribution of the pump power causes the extent of
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Figure 4.10: Shows the experimental results for the gain mapping. Each vertex is a data point, interpolation performed by Mat Lab. a) shows the conjugate, b) shows the probe. Data ranges and colour bar limits have both been significantly altered from calculated plots in previous section.

the cross-Kerr effect to vary across the medium. This is caused not only by the shift in pump intensity but simultaneously a change induced in the light shift and another changing contribution to $\Re(\chi_{pp})$. The change in pump intensity results in a change in both the maximum value and centroid position of $\Im(\chi_{pp})$ depending on where the probe is along the spatial profile of the pump field.

The probe therefore starts to encompass a range of $k$ values along the cell resulting in a spatial spread that causes a visible blooming effect at the output. This becomes more intense as the angle is increased resulting in considerably less emission due to a large reduction in correct phase matching. The conjugate suffers less from this effect directly, but clearly suffers to some extent due to generally reduced conjugate gain. At large enough angles the extent of the blooming caused by this varying refractive index effect causes a spread in emission angle larger than the original angle of input.

A second reason for the discrepancy is the introduction of a residual Doppler effect. For two co-propagating beams any Doppler effect will approximately cancel
4.4. MAPPING THE FEATURE EXPERIMENTALLY

out however as the probe and pump beams have an angle between them, the atomic resonance will broaden in accordance with the velocity spread of the vapour. Assuming a temperature $T = 120^\circ\text{C}$, and given an atomic mass for $^{85}\text{Rb}$ $m = 1.44 \times 10^{-25}\text{kg}$ the average atomic speed can be calculated from

$$\langle \frac{1}{2}m v_x^2 \rangle = \frac{1}{2}k_B T,$$

$$\sqrt{\langle v_x^2 \rangle} = \sqrt{\frac{k_B T}{m}},$$

$$\sqrt{\langle v_x^2 \rangle} = 274\text{ m s}^{-1},$$

where $k_B$ is Boltzmann’s constant, $k_B = 1.4 \times 10^{-24}\text{ m}^2\text{kg s}^{-2}\text{K}^{-1}$. The standard Doppler frequency shift is defined as

$$\omega' = \omega \left(1 + \frac{v}{c}\right),$$

while the residual Doppler shift is the discrepancy between the broadening on the two frequencies. For an input angle of $1^\circ$ (the maximum used in the experiment) the broadening is already around 12 MHz, which is greater than the expected width of the feature and goes some way towards explaining the large decrease in gain with respect to the prediction.

Both the lensing caused by the pump and the residual Doppler broadening are factors that cause a greater effect as $\theta$ increases, explaining why at larger angles the experimental data compares less favourably to the calculated plots. Figure 4.11 shows both the prediction and data up to $\theta = 0.6$ with a limitation on the calculated gain set just in excess of that achieved experimentally. At these low angles, where the experimental factors are largely unperturbed by factors not included in the simulation, it can be seen that the level of congruence is significantly greater.

It is here, in this low angle region, that the fitting was performed to generate
Figure 4.11: Shows both the calculated and experimental results for the gain mapping for $\theta$ ranging from 0 to 0.6 degrees. a) and b) show the calculated results for the probe and conjugate respectively while c) and d) are the experimental results for the same.
the parameter values of $N = 2.8 \times 10^{18} \text{ m}^{-3}$, $\gamma_c = 0.2\gamma$ and $\Omega = 2\pi \times 306 \text{ MHz}$ used previously throughout this chapter.

4.5 Conclusion

The modelled form of the gain predicts an exceptionally high conjugate gain region for an input seed slightly detuned from the two-photon resonance, when adjusted geometrically to satisfy the phase-matching condition. However, this situation is clearly entirely unsuitable for obtaining good squeezing measurements, as evidenced by the enormous discrepancy between probe and conjugate output gain. In fact this setup of ‘ideal’ 4WM that maximises the efficiency of the process would clearly never satisfy the desired requirements for balanced output fields.

The experimental tests show limitations on the process as a result of unconsidered aspects such as the residual Doppler broadening of the lines and self-induced changes in refractive index. In reality, experiments performed utilising this nonlinear feature in the vapour have to operate within a narrow window of the gain parameter space with an input angle of $\sim 0.2 - 0.3^\circ$ and $\delta \approx 0$ in order to measure high levels of 4WM and gain on both channels.

In this arrangement the value of $\Delta k_z$ is approximately 0 once more and the motivation for retaining an angle of injection is the small but important index of refraction of the pump. This causes conical propagation of the photon pairs and as such necessitates an angle when introducing a seed field. Operating in this scenario also presents additional advantages for the experimentalist. Requiring an input angle makes for simple separation of the beams at the output and operational gains of $4 - 5$, here at the very tail end of the feature, are well within operational parameters of standard equipment. Some low level of absorption on the probe can also be beneficial as a way to more equally balance the output powers of the beams that
would otherwise have a power difference equal to the power of the input seed.

Tests performed in this $\delta = 0$ region, with a setup almost identical to that described here, have shown that the feature can generate levels of amplitude correlation squeezing up to $-8$ dB and at frequencies as low as 2.5 kHz on a single pass through a 12.5 mm cell [91].

Now that the usage of this heated $^{85}$Rb vapour as a valid squeezing source has been suitably explained, the next chapter will utilise the source to provide the multi-spatial mode squeezed light desired for the improvement of the imaging technique.
Chapter 5

Multi-Spatial-Mode Squeezing on a Single Beam

The majority of the work undertaken for this thesis was towards the generation of a source of MSM squeezed light as described in section 1.5 using the 4WM process described in section 2.2, with the goal being to produce a single beam of light with reduced amplitude fluctuations across many transverse spatial modes. This would be done by combining a bright beam with a source of MSM squeezed vacuum, using a 99/1 beam splitter, such that 1% of the power of the bright beam is combined with 99% of the squeezed vacuum.

This chapter will detail completely the methods and arrangements used to achieve this outcome, as well as describe the extent to which these goals have been attained. The gist of the process is that two-mode squeezed vacuum\(^1\) is generated, the twin fields are combined, generating a single-mode squeezed state (SMSS) and the noise reduction is measured via homodyne detection. The multi-mode nature is investigated by using LOs with a range of transverse spatial modes.

Results are then given both for the amplitude correlations detected across gener-

---

\(^1\)See section 1.3 for the definition of ‘two-mode’ squeezed, as used here.
ated twin beams from the 4WM cell and the homodyne detection of the SMSS as measured using LOs with a variety of spatial profiles.

5.1 Generating Multi-Spatial-Mode Squeezed Light

This section is concerned with the preparation of the single-mode MSM squeezed vacuum field to be interrogated in the homodyne detector. It details how the required states are prepared experimentally, and some of the finer details involved in successfully engineering the state.

5.1.1 Generating Vacuum Fields

The bulk of the apparatus is as described in chapter 3 and as previously used in chapter 4. The main difference this time is that when producing the vacuum fields, no seed beam is applied to the cell. Upon each iteration of the 4WM transition across the cell, a pair of probe and conjugate photons are emitted into the cone of emission centred on the pump. These emissions form the TMSS vacuum fields.

5.1.2 Combining Vacuum Fields

The goal however is not two-mode squeezed vacuum, where the correlations are spatially separated, but single-mode, with the single field showing reduced fluctuations. The transformation from one form to the other can be performed with a beam splitter, as follows.

If twin vacuum fields are combined on a 50/50 beam splitter (with $t = r = \frac{1}{\sqrt{2}}$) then the fields at the output ports $\hat{a}_3$ and $\hat{a}_4$ in terms of the input fields $\hat{a}_1$ and $\hat{a}_2$
are equal to

\[
\hat{a}_3 = \frac{1}{\sqrt{2}}(\hat{a}_2 + \hat{a}_1), \\
\hat{a}_4 = \frac{1}{\sqrt{2}}(\hat{a}_2 - \hat{a}_1).
\]  

(5.1a) (5.1b)

Note the similarity between the emitted fields and the joint quadratures of the two-mode system described in equation 1.20. The result, as depicted in figure 5.1, is that the two output fields are each single-mode quadrature-squeezed vacuum fields with the squeezed quadrature of \(\hat{a}_3\) being the conjugate of the quadrature squeezed in \(\hat{a}_4\).

\[\hat{a}_3 = \frac{1}{\sqrt{2}}(\hat{a}_1 + \hat{a}_2)\]

\[\hat{a}_4 = \frac{1}{\sqrt{2}}(\hat{a}_1 - \hat{a}_2)\]

**Figure 5.1:** Shows the effect of combining twin vacuum fields on a beam splitter, resulting in emitted beams that are single-mode squeezed.

The phase of the pump and the length of the cell define precisely which quadratures are squeezed in terms of \(\hat{X}\) and \(\hat{Y}\), but the result is largely unimportant as all quadrature uncertainties of the selected field will be viewed during the detection. From here, one of the output fields can be ignored while the other, described using
the outputs from the beam splitter as

$$\hat{E}_S = \hat{a}_1 e^{-i(\omega_1 t + \phi_{S,1})} + \hat{a}_2 e^{-i(\omega_2 t + \phi_{S,2})},$$ (5.2)

is taken as the SMSS field to be measured.

### 5.1.3 Bichromatic Homodyne Detection

In order to detect the level of squeezing present in the vacuum signal, homodyne detection is used, as covered in more detail in section 1.4.2. The key difference is that in this case the signal to be measured is contains two frequencies with the amplitude correlations occurring across the probe and conjugate frequency elements. The analogy can again be made to the frequency picture. Emerging from the cell are two fields, \(\hat{a}_1\) and \(\hat{a}_2\), each composed of a mixture of probe and conjugate photons such that every probe photon in \(\hat{a}_1\) has a corresponding conjugate photon in \(\hat{a}_2\) and vice versa. This results in a TMSS in which correlations are present between frequency components distanced from the central pump frequency by around 3 GHz. This situation is pictured in part a) of figure 5.2. The frequency correlations are enforced by the parametric nature of the transition and occur across a bandwidth of around 30 MHz, as seen in chapter 4. Combining \(\hat{a}_1\) and \(\hat{a}_2\) onto a beam splitter results in a pair of emitted fields \(\hat{a}_3\) and \(\hat{a}_4\). These feature self-contained correlations between their two frequency components, as shown in part b) of figure 5.2. \(\hat{a}_3\) and \(\hat{a}_4\) are each SMSS identical to the one demonstrated in figure 1.6 but with correlations spanning 6 GHz as opposed to just a few MHz as was the case previously.

The case of detecting correlations across two distinct frequencies is typically achieved by applying a bright LO with a frequency centred between the two components. This situation is again identical to that in fig. 1.6 and is shown here in fig. 5.2 part c). Using a centred LO with a frequency of \(\omega_{LO} = (\omega_+ + \omega_-)/2\) the variance on
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Figure 5.2: Shows the form of the frequency correlations. Frequency runs along the base axis, the coloured bins indicate the frequency ranges occupied by the emitted 4WM photons at the probe (green) and conjugate (blue) frequencies and the purple lines indicate correlations between different frequency elements. 

- **a)** The correlations are present across the two output vacuum fields between the probe elements of field $\hat{a}_1$ and the conjugate photons in field $\hat{a}_2$ and vice versa.
- **b)** The frequency correlations in the emitted field $\hat{a}_3$, produced by combining fields $\hat{a}_1$ and $\hat{a}_2$ on a beam-splitter. Here the correlations are contained within a single field, however they still occur across the two frequency elements. The other beam splitter output would appear identical and is not pictured here.
- **c)** The system when measured with a centred LO features correlations detectable at a frequency of 3 GHz. The taller lines in c) and d) indicate bright LO fields.
- **d)** The same system measured with a bichromatic LO with each element centred on its respective frequency range and able to detect the correlations at a frequency of the order of MHz.
the intensity when measured with a balanced detector as before is equal to

$$\langle (\Delta i^-)^2 \rangle \propto 4E_{LO}^2 (\cos^2 \phi \Delta E_{S,X}^2 + \sin^2 \phi \Delta E_{S,Y}^2). \quad (5.3)$$

The result, as expected, gives an output proportional to the noise on the squeezed field for a given quadrature angle $\phi$ and amplified by the strength of the LO. In practice however, detection with this setup would not achieve the desired results. The reason for this is that the squeezing information is centred at the beat frequency $\omega_{sq} = (\omega_+ - \omega_-)/2$. In this case $\omega_+$ and $\omega_-$ are the probe and conjugate, and hence separated by 6 GHz, meaning $\omega_{sq} = 3$ GHz. This is outside the effective measurement range of the spectrum analyser, due to the response time of the photo-diodes. At frequencies above the order of 10 MHz the dominant noise term in our detectors is the electronic noise floor as described in section 5.2.5 which rises above the photonic SNL and makes the detection of any squeezing at this range impossible.

Methods for measuring squeezing correlated across separate frequencies more effectively have been theoretically proposed\cite{92} and performed\cite{93} before, but not without the use of cavities to separate the squeezed sidebands which here would not serve to maintain the MSM nature of the squeezing. The solution demonstrated here is the use of a two-colour (bichromatic) LO, which should serve to detect arbitrarily separated correlations without the need for spectral filtering, as predicted by Marino in 2007\cite{94}.

Here the LO field is comprised of two frequencies and takes the form

$$E_{LO} = \mathcal{E}_1 \cos(\omega_1 + \phi_{LO,1}) + \mathcal{E}_2 \cos(\omega_2 + \phi_{LO,2}), \quad (5.4)$$

where $\omega_1$ and $\omega_2$ correspond to the two frequencies that are correlated in the squeezed vacuum signal. This is shown in the final image of fig 5.2 where the two frequencies of the bichromatic LO are selected to be centred within their respective component
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of the vacuum field. In practice the source of the bichromatic LO is the same as the source of the signal. A second pump beam is injected into the $^{85}\text{Rb}$ cell, which in this case is seeded to produce a pair of beams at the desired probe/conjugate frequencies. These bright output fields are then also mixed on a beam splitter to generate a bright bichromatic field to be used as the LO in the bichromatic homodyne detection.

The optical setup for the experiment past the cell is shown in figure 5.3. After the cell, solid lines represent the path of both bright fields to form the LO and vacuum signal fields. Where they separate, the signal field is represented by a dashed line.

![Diagram of optical setup](image)

**Figure 5.3:** Shows the optical setup in place after the cell for recombining the various fields. a) shows the paths taken by the two components of the LO while b) shows the paths taken for the two elements of the signal field. Note that in reality the signal fields are both bichromatic from their point of origin, the different colours indicates pre/post combination. Both arrangements exist simultaneously on two vertical levels. The signal fields pass above the LO fields, which are picked off by the D-Mirrors.

To form the homodyne detector the bichromatic LO and squeezed vacuum field are combined on a second 50/50 beam splitter. The two output fields can then be sent onto the balanced detector, as before, and the noise on the difference current
measured on the spectrum analyser.

The variance on the balanced photocurrent can be described as

\[ \langle (i^-)^2 \rangle \propto 4E_{LO} \left( \cos^2 \frac{\phi_{LO,1} - \phi_{s,1} + \phi_{LO,2} - \phi_{s,2}}{2} + \sin^2 \frac{\phi_{LO,1} - \phi_{s,1} + \phi_{LO,2} - \phi_{s,2}}{2} \right) \]

\( (5.5) \)

An assumed picture of this form of LO might suppose that in order to measure the maximum extent of the squeezing ellipse, it would be required that both the composite phases, \( \phi_{LO,1} \) and \( \phi_{LO,2} \) would simultaneously have to be manipulated to measure correctly the minimum uncertainty angle of their respective component of the squeezed vacuum signal. However here we see quite the opposite. In fact the adjustment of \( \phi_{LO,1}, \phi_{LO,2}, \phi_{s,1} \) or \( \phi_{s,2} \) still produces a full picture of the squeezing ellipse. As such in the experimental setup, where the scanning is being done by a piezo-electric transducer modulating the position of a mirror, the selection of mirror is almost arbitrary. Applying the modulation to the LO pump field will serve to scan the phase of the emitted LO conjugate component, giving the full picture. Modulation of the signal pump will scan the phase of both vacuum signal components. In fact the sole field phase adjustment that does not scan the entirety of the feature is that of the applied LO seed field. This is because though it acts to rotate the phase angle of both the LO field outputs, they each rotate in reverse directions\(^2\) carrying no net effect on the ellipse angle under interrogation. In practice the scanning is performed on the mirror directing the mixed signal into the homodyne detection beam splitter.

\(^2\)As the vacuum fields contain components at each frequency at all points, the adjustment of phase \( \phi_{s,1} \) or \( \phi_{s,2} \) individually is an impossibility.

\(^3\)For an intuitive explanation of this recall from section 1.3 that the phase sum is also a squeezed quantity in a two-mode squeezed state.
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5.1.4 Mode-matching Vacuum Fields

As each vacuum field contains two frequency components, when they reach the beam splitter there will be a relative phase between the two probe fields and another between the two conjugates. The difference between these two phases has an important effect on the degree to which the state is successfully transformed from a TMSS to a SMSS.

To show the effect of this phase, we take the ideal case of an emitted TMSS with perfect squeezing $\langle \Delta \hat{X}_- \rangle = \langle \Delta \hat{Y}_+ \rangle = 0$. Described completely in terms of quadratures, fluctuations on the twin vacuum signal fields emitted from the cell can be written as

$$\hat{E}^a = (\hat{X}^a_p + i\hat{Y}^a_p) + e^{i\phi_1}(\hat{X}^a_c + i\hat{Y}^a_c),$$

(5.6a)

$$\hat{E}^b = (\hat{X}^b_p + i\hat{Y}^b_p) + e^{i\phi'_1}(\hat{X}^b_c + i\hat{Y}^b_c).$$

(5.6b)

Of interest is the quantity $\Delta \phi_1 = \phi_1 - \phi'_1$, the difference between the relative phase of the conjugate/probe components of $E^a$ with that of $E^b$. This can be propagated in a simpler manner by setting $\phi_1 \to 0$ and $\phi'_1 \to \phi_1$.

In the case of ideal squeezing the quadrature fluctuations on $E^a$ and $E^b$ are perfectly correlated such that

$$\Delta(\hat{X}^a_p - \hat{X}^b_c) = 0,$$

(5.7)

$$\Delta(\hat{Y}^a_p + \hat{Y}^b_c) = 0,$$

(5.8)
allowing for the conversions to be made

\[ \hat{X}_p^a = \hat{X}_c^b, \] (5.9a)
\[ \hat{X}_p^b = \hat{X}_c^a, \] (5.9b)
\[ \hat{Y}_p^a = -\hat{Y}_c^b, \] (5.9c)
\[ \hat{Y}_p^b = -\hat{Y}_c^a, \] (5.9d)

giving

\[ \hat{E}^a = (\hat{X}_p^a + i\hat{Y}_p^a) + (\hat{X}_p^b - i\hat{Y}_p^b), \] (5.10a)
\[ \hat{E}^b = (\hat{X}_p^b + i\hat{Y}_p^b) + e^{i\phi_1}(\hat{X}_p^a - i\hat{Y}_p^a). \] (5.10b)

When \( \hat{E}^a \) and \( \hat{E}^b \) are combined on a beam splitter two output fields are produced, as in figure 5.1, one of which, \( E^d \) can be ignored and the other \( E^c = E^a + e^{i\phi_2}E^b \), written in full as

\[ \hat{E}^c = (\hat{X}_p^a + i\hat{Y}_p^a) + (\hat{X}_p^b - \hat{Y}_p^b) \]
\[ + e^{i\phi_2}((\hat{X}_p^b + i\hat{Y}_p^b) + e^{i\phi_1}(\hat{X}_p^a - i\hat{Y}_p^a)). \] (5.11)

We also consider the idealised case where a centred LO at a single frequency successfully measures the maximum squeezing \( \Re(E^{LO}e^{i\phi_3}E^c) = 0 \). Mixing \( E^c \) with \( E^{LO} \) and including their relative phase \( \phi_3 \) gives

\[ E^{LO}e^{i\phi_3} \hat{E}^c = E^{LO}[e^{i\phi_3}(\hat{X}_p^a + i\hat{Y}_p^a + \hat{X}_p^b - \hat{Y}_p^b) \]
\[ + e^{i(\phi_2+\phi_3)}(\hat{X}_p^b + i\hat{Y}_p^b) + e^{i(\phi_1+\phi_2+\phi_3)}(\hat{X}_p^a - i\hat{Y}_p^a)]. \] (5.12)
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The phases can be relabelled such that

\[ \phi_\alpha = \phi_3, \quad \phi_\gamma = \phi_2 + \phi_3, \quad \phi_\Omega = \phi_1 + \phi_2 + \phi_3, \]  

(5.13)

and the form can be rewritten in terms of real and imaginary parts

\[
\begin{align*}
E^{LO} & \left( \hat{X}_p^a (\cos \phi_\alpha + \cos \phi_\Omega + i(\sin \phi_\alpha + \sin \phi_\Omega)) \right) \\
& + \hat{X}_p^b (\cos \phi_\alpha + \cos \phi_\gamma + i(\sin \phi_\alpha + \sin \phi_\gamma)) \\
& + \hat{Y}_p^a (\sin \phi_\Omega - \sin \phi_\alpha + i(\cos \phi_\alpha - \cos \phi_\Omega)) \\
& + \hat{Y}_p^b (\sin \phi_\alpha - \sin \phi_\gamma + i(\cos \phi_\gamma - \cos \phi_\alpha)).
\end{align*}
\]  

(5.14)

The origin and combination of these phase terms is illustrated in figure 5.4.

![Diagram](image)

**Figure 5.4:** Shows the origin of the various phase terms included in the calculations presented in section 5.1.4. \( \phi_1 \) covers the difference in phase between probe and conjugate elements within one output field with respect to the other. \( \phi_2 \) is the phase introduced between \( E^a \) and \( E^b \) when mixed on the first beam splitter. \( \phi_3 \) is the relative phase between \( E^{LO} \) and \( E^c \) when mixed on the second beam splitter.

The minimum amount of noise on the homodyne detection output is achieved when \( \Delta(\hat{E}^{LO} \hat{E}^c = 0) \). The homodyne detector views only the real elements, so in
order for the real part of the above to be equal to zero, the following conditions must all be met

\begin{align*}
\cos \phi_\alpha &= - \cos \phi_\Omega, & \cos \phi_\alpha &= - \cos \phi_\gamma, \\
\sin \phi_\alpha &= \sin \phi_\Omega, & \sin \phi_\alpha &= \sin \phi_\gamma. & (5.15)
\end{align*}

This is only true when

\[ \phi_\alpha = \pi - \phi_\Omega = \pi - \phi_\gamma. \]  \hspace{1cm} (5.16)

Returning the phases to the original form,

\[ \phi_3 = \pi - (\phi_1 + \phi_2 + \phi_3) = \pi - (\phi_2 + \phi_3), \]  \hspace{1cm} (5.17)

thus for ideal squeezing transmission it is required that \( \phi_1 = 0 \), i.e. \( \Delta \phi_1 = 0 \), that is to say that the probe/conjugate elements of each vacuum field should have an identical relative phase at the point where they are combined. This appears to also define a strict phase requirement that \( 2\phi_3 + \phi_2 = \pi \) in order to view squeezing, however this is actually only the phase condition required to show the maximum squeezing. In reality squeezing will be seen at this and surrounding phases with the condition only satisfied completely at the point where the noise signal is at a minima.

To ensure that \( \phi_1 = 0 \) experimentally, we turn to interferometry. In an interferometer with a single frequency, the fields interfere at a beam splitter and the extent of mode-matching can be optimised by measuring the maximum and minimum output powers from one port when the relative phase is cycled from \( 0 - 2\pi \). This contrast can be calculated as

\[ C = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}}. \]  \hspace{1cm} (5.18)
\[ \Delta \phi_1 = 0 \] is satisfied when the contrast from the mixing of the bichromatic fields is a maximum. If two frequencies are present in the fields, the output splitting of each colour is independent as there is no cross-interference. To maximise the total contrast it is necessary to find a path length setup which corresponds to the two frequencies arriving at the interferometer with the same relative phase, i.e. when \( \Delta \phi_1 = 0 \).

The length scale for \( \phi_1 \) is related to the length of the beat between the two elements of the signal. The difference in frequency between the two field components is 6 GHz, giving a time scale for the beat of \( 1.67 \times 10^{-10} \) s which corresponds to a spacing of 5 cm. The phase \( \phi_1 \) cycles over this distance and so this is the scale on which the path lengths must be equalised.

In order to measure the contrast experimentally, bright bichromatic fields must be introduced that stand in for the vacuum field. The optical setup to achieve this is shown in figure 5.5.

**Figure 5.5:** Shows the optical setup in place before and after the cell for generating a white light interferometer. The form of the interferometer is equivalent to a Mach-Zehnder arrangement between points (a) and (b), except that two frequencies are present at (b). By maximising the contrast via adjusting the position of the labelled mirror and the input direction of the newly introduced probe, correct mode matching of both frequencies at the beam splitter can be ensured as well as a minimisation of \( \Delta \phi_1 \).
Two seed beams are injected into the $^{85}$Rb. The position of the first is selected so as to maximise the amplitude correlations on the output probe/conjugate pair, $p_1$ and $c_1$. The second is then manipulated such that by eye the emitted probe $p_2$ overlaps the original conjugate $c_1$ and vice versa. Then the pump is removed and mirrors at the output are adjusted to mode-match the two un-amplified, single-frequency fields $p_1$ and $p_2$ onto the beam splitter. Finally the pump is reintroduced, generating the conjugate fields and the overall contrast can be detected. To optimise, either the position of the labelled mirror or the input angle of $p_2$ can be adjusted before repeating the process of mode-matching the probes in isolation then introducing the conjugates and detecting the contrast.

In practice, by adjusting these two factors in tandem a point could be reached showing contrast of 98% or more for both frequencies simultaneously. Now when the two input probes were removed, the vacuum fields could be known to be mode-matched effectively on the beam splitter whilst simultaneously fulfilling the requirement that $\Delta \phi_1 = 0$.

### 5.1.5 Seed-Pump Overlap

A final requirement for optimising the measurement of squeezing on the output signal is a repetition of a consideration from section 4.4.2. There it was described how the maximum overlap in the centre of the cell was not necessarily achieved when the gain on the seed field during a pass through the cell was maximised. Subtleties inherent in the phase matching condition mean that at $\delta = 0$, the optimum input position in terms of gain can sometimes be achieved when the probe/pump intersection point is not centred on the pump axis but rather slightly off-axis, where the pump intensity is weaker.

In the case of trying to measure for MSM squeezing the same process occurs. Due to the optimal parameters to perform these experiments including being at a
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A detuning of $\delta = 0$, when imaging from the centre of the cell in a gain-optimised arrangement it could occasionally be seen that the spatial overlap was poor. This poor overlap gives the response that the conjugate essentially travels further through the gain medium than the probe, or vice versa, giving them different profiles both in the near and far-field regimes. By monitoring the central overlap prior to any analysis it could be ensured that a good overlap was present, thus negating this problem.

5.2 Characterising the Multi-Spatial-Mode Squeezed Light

In order to prove the MSM nature of the squeezed signal, tests have been performed with a shaped LO beam. As the LO selects the mode of vacuum to be measured, then performing the measurement using a number of LOs interrogating a variety of spatial modes is a true test of the multi-mode nature of the squeezing in the signal field.

The spatial bandwidth of the squeezing is a measure of the number of separate modes that the squeezing operates on, given by the equation

$$b_s = \frac{w_0^2}{L_{coh}^2},$$

(5.19)

where $w_0$ is the beam waist of the pump (1 mm) and $L_{coh}$ is a transverse coherence length for a squeezed mode. This can be seen as describing essentially how many individual modes with an area equal to some coherence length $L_{coh}^2$ can fit into the beam waist of the pump field, similar to fitting straws of radius $L_{coh}$ into a tube of radius $w_0$.

The coherence length itself is equal to the beam waist corresponding to a Rayleigh
range (defined in equation 1.47 as $\frac{\pi w_0^2}{\lambda/n_p}$) equal to the length of the gain region $L_c$, such that

$$L_{coh} = \sqrt{\frac{\lambda L_c}{\pi n_p}}. \quad (5.20)$$

Here $\lambda$ is the wavelength of the pump (794.974 nm), $L_c$ is the length of the interaction medium (12.5 mm) and $n_p$ is the refractive index of the medium as experienced by the pump ($\sim 1$, as seen in chapter 4). For our parameters $b_s = 316$.

In order to investigate this value experimentally, a method is used similar to [53] in which the LO of the homodyne detector is shaped using an opaque mask. As it is the LO that selects the mode of squeezed vacuum that is being measured, then shaping this LO means changing the mode that it interrogates.

The correlations between the $\hat{a}_1$ and $\hat{a}_2$ can be categorised and detected in two regimes, corresponding to the near-field and the far-field descriptions defined in section 1.5. The source photons are emitted in pairs, each pair from a specific location across the transverse beam profile and with opposite k vectors with respect to the pump field, as shown in part a) of figure 5.6. Analysis of near-field correlations equates to viewing the equal source position of each pair while far-field analysis correlates the momenta.

In the following discussion, it will be assumed that the near-field profile of the fields is in the shape of an R, while the far-field profile we will give the form of an L as shown in figure 5.6 part b).

---

4As we are dealing with spatial manipulation of the transverse profile of the field we select these two forms as neither features an axis of symmetry, not to suggest that in reality one is the propagated far-field form of the other.
5.2. CHARACTERISING THE MULTI-SPATIAL-MODESQUEEZED LIGHT

5.2.1 Near/Far-Field Correlation Detection

The near-field refers to the transverse profile of the signal field in the cell at the point the photon pairs are produced. The homodyne setup described in figure 5.3 operates in the near-field regime and serves to analyse a selection of the transverse signal profile defined by the form of the LO.

Conversely the correlations in momenta cause the far-field form of $\hat{a}_2$ to take an inverted form of the $\hat{a}_1$, as depicted in figure 5.6. In order to maintain that the far-field correlations are still co-propagating after combining the fields on the beam splitter it is necessary to invert the profile of one field both horizontally and vertically. Provided the paths taken by the two output fields to the beam splitter are essentially symmetrical then the horizontal profile matching will be dealt with automatically, i.e. the symmetry of the system ensures R/L maps to $\mathcal{H}/\mathcal{J}$. The consequence then is that in analysing the far-field form of the signal, to maintain the desired correlations one signal field output must be vertically inverted prior to BS1 in figure 5.3. If this is performed then the LO now serves to effectively detect the momentum correlations.

**Figure 5.6:** Shows a) The near-field position correlations of the emitted photon pairs along with the anti-correlated momenta. In b), shows the form of the transverse image profile in both the near and far-field pictures. The choice of image shape as a letter is arbitrary.
within the cell. Again, shaping the LO allows for momentum correlations across arbitrary regions of the signal to be analysed.

### 5.2.2 Forming an Appropriate Local Oscillator

The shaping of the LO is performed by masking the input probe field such that a region of the field is blocked while the rest is transmitted. In order to simplify the masking process the field is enlarged before being masked so larger, less intricate masks can be used. The first and most primitive form of such a process is simply to position a razor in the path of the beam, giving the profile a hard straight edge. Shaped masks were also created, at first from paper and later utilising a 3D printer to create arbitrary masks out of plastic.

When using LOs featuring different transverse spatial profiles it is important to be able to view these profiles clearly. At the point of masking, the beam profile has a clearly defined form making the mode easy to view. However, as it propagates the effects of diffraction will deform this image, giving the field a different profile in the far-field to that in the near-field. Another issue is that the twin fields that form the LO are produced inside the $^{85}$Rb cell, which due to the susceptibility has a lensing effect on the probe field. This has the result that unless the probe beam has a waist and a clearly defined profile inside the cell, the far-field propagation of the probe/conjugate frequencies will not be the same.

The solution to these issues is to recreate the field profile at the masking point inside the cell. If the clearly defined form of the LO imprinted by the mask is replicated at the point of conjugate generation then the near-field description of both fields will be identical while the far-field will be simple to characterise. To perform this, an imaging setup was introduced, designed in order to meet the following requirements:
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- The transverse profile of the LO inside the cell is an image of its profile at the point where the mask is applied.

- The LO beam is collimated, with the beam waist located inside the cell.

- The size of the LO beam waist is around half that of the pump, in order to effect a comparably large gain region and generate strong amplification/conjugate generation.

- At the point of masking, the beam waist is large, thus simplifying the masking of the field.

The final imaging system is shown in figure 5.7. The first pair of lenses act on the beam emitted from a fibre\(^5\) enlarging it and simplifying the masking process. This enlarged field (beam diameter \(\sim 5\) mm) then runs through a system of three lenses that, combined, reduce the beam waist by a factor of 5, collimate the field and place the location of the waist along with the image of the mask at a point inside the \(^{85}\text{Rb}\) cell, some 60 cm away from the final lens.

The effectiveness of this system can be seen in figure 5.8 in which pictures of a masked beam are shown that display an image shortly after the masking position, and the resized image in the centre of the cell. It is this system that was utilised in the results given in section 5.3.

5.2.3 Imaging the Form of the Local Oscillator

Now the shaped LO has been created, we also wish to view the profile of the LO in the form that analyses the signal field, i.e. after the two frequencies have been combined. The choice of whether to view the near or far-field correlations in the signal will effect the manner in which the LO should be imaged.

\(^5\)The fibre is used in order to clean the mode of the beam after the double-pass through the AOM, as described in chapter 3.
Near-Field Imaging

In the near-field picture, we define the LO mode in terms of its transverse profile inside the cell. To view this we need only image this point onto a beam profiler later in the experiment. Experimentally this is performed using a 4\( f \) system whereby a lens of focal length \( f \) is placed at a distance of 2\( f \) from the cell, then the output is viewed at a distance of 2\( f \) from the lens. The lens should be placed past the point where the two composite bichromatic elements of the LO are recombined, as shown in the near-field imaging portion of figure 5.9.

This is the method used when taking the profiles shown in section 5.3.

Far-field Imaging

Viewing the far-field form of the LO is performed by placing the beam profiler at the focal point of a lens positioned after the two composite LO fields are mixed. The lens translates light incident at different angles into light at different positions in the focal plane, thus forming the far-field image of the LO.

However, in the far-field, as described, in order to capture the correlated portions
Figure 5.8: Shows the path taken for the probe beam from the fibre into the cell, including the imaging system. On the left is an image taken immediately after the location of the mask. On the right is an image taken in the location of the cell, showing the replication of the masked field at a reduced size. There is a slight alteration in the intensity distribution which may have been caused by minor movement of the mask in between measurements, however the spatial profile remains the same.

of the signal field, one part of the LO will also have to be inverted both horizontally and vertically. Note that again the horizontal mode-matching is automatic for a symmetric optical system.

Figure 5.10 shows the case where the signal and LO both have one of their output paths flipped vertically before being combined, resulting in an optimum final overlap and correct detection of correlations.

Experimentally, a vertical reversal can be achieved using three mirrors, however in this case the reversal is to be effected on two fields while maintaining their relative position to each other. I.e. after the reversal the flipped signal field should remain above the flipped LO field. To perform this operation a five-mirror apparatus was
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Near-Field viewing arrangement

Figure 5.9: Shows the setup for imaging the near-field form of the LO. The profile seen on the detection apparatus is the same as that formed in the cell. This form views the correlations in terms of the position of the photons at the source.

Far field measuring arrangement

Figure 5.10: Shows the case where one LO output and the corresponding signal field are flipped, giving appropriate measurement and a well defined far-field LO.
created, where the conjugate side of both the LO and signal each pass through a three-mirror vertical system but with the entry/exit mirrors acting on the LO having a different angle to those flipping the signal. In this manner each beam is vertically inverted whilst maintaining their spatial relation to each other. This setup is shown in figure 5.11. Alignment of this proved to be exceedingly difficult and to compensate additional mirrors were positioned on the far side to realign each beam after the vertical reversal.

Figure 5.11: Apparatus used to reverse the vertical orientation of one pair of LO/signal beams for alignment with the other pair in the far-field. Use of colour only indicates two beam paths, while in practice one will be a bright beam and the other path will carry squeezed vacuum signal.
Results including this apparatus generally demonstrated squeezing, but not to the extent desired\footnote{Whilst initial scans showed low levels of squeezing of around $-1\text{dB}$, the target set for really showing the potential of the process was $-3\text{dB}$.}. This is likely due to the fact that measurements utilising this setup were performed prior to the considerations of the zeroing of $\Delta \phi_1$ and the central overlap of the probe and pump fields. Due to time constraints, this apparatus was never re-introduced into the setup and as such, the near field analysis method was utilised for the majority of the results.

**Summary**

Both the near and far-field arrangements were used successfully to view squeezing on Gaussian signal field modes, to differing extents. So long as both the signal and the LO have the same operations performed on each, the final combination will demonstrate the squeezing effect. The sole requirement is that any spatial manipulation performed on the LO (be it the probe or conjugate part) should be matched by also performing the same operations on the corresponding part of the signal.

The conclusion here supports the case that the squeezing is genuinely multi-mode even before the inclusion of a complex imaging analysis as essentially the choice of whether to measure in the near or far-field is not detrimental to the presence of the effect, so long as the the way the measurement is implemented is carefully considered.

**5.2.4 Experimental Procedure Chart**

The complete procedure for obtaining a squeezing measurement through all of the above considerations is complex. For aiding understanding, it is presented in the form of a flow chart in figure 5.12.
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Figure 5.12: Flow chart describing the order of experimental procedure to measure the multi-mode squeezed signal. Notation corresponds to labelling of components in figure 5.3.
5.2.5 Photodetectors

Both methods of squeezed light detection described in chapter 1, the direct detection of amplitude correlations across two fields and the homodyne detection of quadrature squeezing, require the use of a balanced detector. While the essential design of such a detector is relatively standard, the specifics of the design play a large part in characteristics of the resulting device, such as the noise floor, the level of gain or the saturation intensity. This means a detector that performs well at measuring amplitude correlations on bright twin beams might not be best suited for homodyne detection.

![Balanced Detector Diagram]

**Figure 5.13:** Shows the basic circuit that forms a balanced detector. The detector used was built according to a custom design by another member of the group.

The general diagram for a balanced detector is shown in figure 5.13. The basic principle is that the output signal $i_-$ is the difference between the two input signals $i_1$ and $i_2$, which are each proportional to the intensity of light on the respective photodiode. This output signal is amplified before being sent on to the measurement apparatus. Selection of this amplifier affects both the minimum detectable difference signal and also the saturation level of the detector, governed by that of the amplifier,
and reached when the difference signal becomes too large.

In the absence of any light incident on either diode, some output noise will still be present. This is the technical noise and sets a limit on the minimal noise level readable by the detector. In this thesis, no special effort is made to minimise this, as because it is uncorrelated to the input photonic noise, it can be subtracted from the output results.

5.2.6 Amplitude Correlation Measurement

In order to be able to generate high levels of squeezing in the vacuum signal, it is required that at the output from the cell the twin fields share strong amplitude correlations. The extent of these correlations is relatively simple to measure, in accordance with the method described in section 1.4.1 and sets an upper limit of the level of squeezing expected from the later homodyne detection. The homodyned level will be reduced from this upper limit as a result of losses from the system, categorised further on in section 5.3.2.

Described in this subsection is the apparatus, method and results found from this ancillary experiment, performed regularly to ensure the level of correlations was maintained on a daily basis in the lab.

The setup for measuring the amplitude correlations is shown in figure 5.14. The cell is seeded and the emitted beams are sent onto the two photodiodes of a balanced detector. The output of the balanced detector is read out using both a spectrum analyser that measures the noise on the output current and an oscilloscope that can be used to see the voltage. This voltage can then be equated to the incident power on the diodes. The frequency at which the squeezing is detected on the spectrum analyser is 2.25 MHz, with the analyser in zero-span mode, meaning the noise is only shown at this frequency as it varies with time. 2.25 MHz is selected so as to be distant from a noise peak generated by the source laser at 1 MHz. Taking measurements
Figure 5.14: Shows the set-up used to measure the amplitude correlations between the probe and conjugate. The delay on the emitted conjugate line is to compensate for the slower propagation of the probe light within the cell.

across a wider span it can be shown that the squeezing remains at the same level up to this frequency and beyond. The precise bandwidth of the squeezing is controlled by the relative path lengths of the probe and the conjugate. Inside the cell the probe experiences a slow light effect due to the change in refractive index caused by the applied pump, as discussed in chapter [4]. This causes a delay in the transit time for the probe field that the conjugate does not experience as it is further detuned from the resonance and so is affected less by the pump field. To counter for this, the path from the cell to the detector on the conjugate path is extended with respect to that of the probe by around 1.5 m, corresponding to a delay of around 5 ns. During the experiment, results were taken at $\approx 1 - 2.5 \text{MHz}$ and once squeezing was optimised at that location no further tuning of the delay line was made.

The noise on the signal must then be compared to the equivalent shot noise, i.e. the noise that would be detected if a beam with power

$$ P = P_p + P_c $$

were split evenly onto the same balanced detector. Here $P_p, P_c$ are the power of the
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probe and conjugate beam. The shot noise measured on a beam with a certain power will differ depending on the specifics of the detector used, as described in section 5.2.5. For this reason the detector used was first calibrated to allow the deduction of shot noise for any given applied power. Figure 5.15 shows a basic arrangement by which a field’s intensity can be split evenly into two paths which are then sent onto the ports of the balanced detector, generating an output with fluctuations at the SNL. The balance is found by rotating the wave plate until the signal is as close to zero as the scope is capable of measuring. By adjusting the input power of the field (maintaining an even split at the beam splitter) and measuring the output noise, the result is a linear fit that can then be used as a calibration for the detector in finding the expected shot noise for any given input power. An example fit is shown in figure 5.16.

![Diagram of balanced detector setup](image)

**Figure 5.15:** Shows the setup used to calibrate the balanced detector. By changing the input power and ensuring an even balance across the photodiodes using the $\lambda/2$ plate the shot noise can be found for a range of powers. These results can then be used to generate a calibration equation.

In a measurement of the amplitude squeezing, first the noise level on the spectrum analyser is recorded when both the probe and conjugate are incident on the detector.
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Figure 5.16: Shows the resulting linear fit used to then calculate the shot noise level for arbitrary input power levels that can then be compared to the correlations found from the twin beams to give a final squeezing measurement. Errors correspond to 5% of value and are from uncertainties in reading out from digital power meter.

This is the reduced signal to be compared to the SNL. Next the total input power is found from the scope by first blocking the probe input and reading the conjugate power and then vice versa. From this total input power and the calibration performed previously, the SNL is found and the squeezing calculated based on these two noise levels. All data recording and calculations are performed by a program written in Octave.

Amplitude correlation squeezing of the order of 5–6dB is regularly viewable in this arrangement with the present setup. On each run of the experiment, measurements of the amplitude correlations are taken and optimised by adjusting the probe input angle, making sure to maintain a good probe-pump overlap inside the cell. When strong correlations are seen, the further alignment can begin, as described in section 5.1.4.
5.3 Homodyne Detection Results

This section will describe the main results obtained from this experiment, those found through homodyne detection utilising first an LO with a Gaussian profile and then one with an adjusted form.

In all homodyne detection scans the spectrum analyser was configured as follows:

- Resolution Bandwidth = 30 kHz
- Video Bandwidth = 30 Hz
- span = zero span
- Sweep time = 2 s
- Frequency = 1 MHz

The scale of the noise detection is typically 2 dB per division for the Gaussian results in section 5.3.1 and 1 dB per division in sections 5.3.3 and 5.3.4.

5.3.1 Squeezing on a Gaussian Mode

The first experimental results for the homodyne detection of quadrature squeezing were obtained for an unblocked Gaussian LO. The plot is shown in figure 5.17.

The data has been renormalised so the grey line positioned at 0 dB is the shot noise of the LO, $N_{\text{shot}}$. This can be obtained by blocking the signal input to the beam splitter and taking the reading. The oscillating signal in blue is the noise on the quadrature ellipse of the squeezed state, $N_{\text{squeezed}}$, with the measured angle of the ellipse changing when the relative phase of the LO and the signal is modulated. This relative phase was adjusted by modulating a piezoelectric transducer on a mirror mount used to direct the LO into the homodyne detector. Problems with the performance of this piezo caused by the placement of the unit and amplitude of
CHAPTER 5. MSM SQUEEZING ON A SINGLE BEAM

Figure 5.17: Shows the squeezing result when measuring the signal field with a bright Gaussian LO. The three traces correspond to the shot-noise level (in grey), the level detected by the homodyne method (blue) and the electronic noise floor (green). The relative phase of the LO and signal fields was modulated by a piezo. While the scan is clearly not linear, it still displays the minimum noise value seen by the trace, indicating a phase scan of greater than $\pi$.

The driving signal resulted in the erratic features of the trace, which at its lowest measures approximately $-2.6$ dB and at its peak $8.8$ dB. The frequency of the driving signal was $1.7$ Hertz.

The third line at $-6.3$ dB is the electronic noise floor, $N_{\text{tech}}$, the technical noise described in section 5.2.5. As mentioned however, this noise is uncorrelated to the photonic noise terms and can simply be subtracted. The level of squeezing is the ratio $N_{\text{shot}}/N_{\text{squeeze}}$. Taking the technical noise into account, the result is then

$$Sq = \frac{N_{\text{shot}} - N_{\text{tech}}}{N_{\text{squeeze}} - N_{\text{tech}}}.$$  \hspace{1cm} (5.22)

When converted to dB and after removing the technical noise, the final level of
squeezing shown in figure 5.17 is $-4.2 \text{dB}$ below the shot noise. The anti-squeezing seen is around $8.6 \text{dB}$, considerably more than the squeezing displayed. In theory these values should be identical as they both come from the same squeeze factor, however this is only true at the source. During the propagation of the fields extra noise terms are introduced such as losses and mismatches on beam splitters that serve to reduce the measurable squeezing while leaving the anti-squeezing unaffected. As such in all the results presented the degree of squeezing is reduced from that of the anti-squeezing.

Experimental results were also achieved for an applied Gaussian LO, this time using an alternative detector with a higher gain amplifier. This increased gain reduces the visual effect of the technical noise as, while $N_{\text{tech}}$ for this detector is higher than previously, $N_{\text{shot}}$ and $N_{\text{squeeze}}$ are both increased still further, with $N_{\text{shot}} - N_{\text{tech}} \approx 12 \text{ dB}$. This reduced visual effect makes the optimisation more effective as it allows for smaller differences to be seen more clearly. The smoothness of the scan was also improved by increasing the effectiveness of the transducer being used to scan the phase. This was achieved by doubling the amplitude of the applied drive signal and inserting a second transducer, combining to increase the extent of the scan to over $3\pi$ (as seen in figure 5.18 and others) and reduce the adverse environmental drift effects seen on the data in figure 5.17. The results of these scans are shown in figure 5.18 and clearly demonstrate a smoother scan of the relevant signal that is no longer effectively reduced by the proximity to the technical noise floor.

The extent of the squeezing seen in 5.18 is reduced from that seen in 5.17 however it still serves to demonstrate the effectiveness of the later setup combined with the alternate detector.
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Figure 5.18: Shows a second squeezing spectrum, this time produced using a different detector designed such that the electronic noise floor is significantly below the expected shot noise level. This means less compression is present on the results. Also here a smoother squeezing profile is generated due to the usage of an improved method of scanning the phase. The separation between consecutive minima corresponds to a phase difference of $\pi$.

5.3.2 The Effect of Losses

From the point where the photon pairs are emitted through to the point of detection it is vital that losses be minimised. This is because as described in section 2.3 the effect of losses is akin to that of mixing with an un-squeezed vacuum field on a beam splitter. In the case of the TMSS this will cause a reduction in correlations and in the SMSS will increase the quadrature noise on the field. The losses from a single reflection on the mirrors used are given from the product catalogue as 0.1%. Passing out through the vacuum chamber window also causes a loss of 0.5%.

At the point where the signal fields are mixed on the first beam splitter the degree of misalignment is also damaging to the output squeezing level. As described in
section 5.1.4, the optimal contrast is achieved when the two fields are perfectly mode-matched. In the case of co-aligning two bright beams, the effect of a mismatch is to inject some amount of vacuum into the final state. Here the two signal inputs equate to noisy vacuum fields and the extent of misalignment equates to injecting some of this noise in an uncorrelated manner. When the two-mode state is correctly aligned the correlations transfer to the output fields, while if misaligned, the output is mixed with uncorrelated photons from a field carrying more noise across all quadratures than a coherent state.\footnote{Recall from sections 1.3 and 2.3.1 how the twin beams that form a two-mode squeezed state are individually noisy.} Figure 5.19 shows how the contrast affects the contents of the field measured by the LO. Phase mis-match, either from non-optimised alignment or a non-zero value of $\phi_1$ will cause the introduction of the surrounding vacuum field.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure519.png}
\caption{Shows two fields combining on a beam splitter. Only one output is shown and the degree of mismatch is not accurate to the percentages given. The result is 98\% correlated signal while the other 2\% introduces a highly damaging level of noise due to the anti-squeezing on the other quadrature. The adjustment on the overlap is made via mirrors prior to the splitter, which has a defined position that splits an input field 50/50.}
\end{figure}

On the homodyne detection plots 5.17 and 5.18 the anti-squeezing level is visible as well as the squeezing level. In the case of ideal squeezing and no losses, the level of anti-squeezing and level of squeezing should be the same, however clearly this is not the case in the results shown. This is primarily due to the effects of loss after the fields are emitted from the cell. At the point the TMSS signal fields combine on
the beam splitter, any misalignment will inject not a minimum uncertainty vacuum state, but the anti-squeezed vacuum field. As such the alignment at this stage is crucial in maximising the squeezing measured by the LO.

Figure 5.20 shows the effect of this mismatch. Taking the anti-squeezing measured by the LO (and thus the squeezing at the source) to be 10 dB, the figure shows how the level of squeezing on the output from this beam splitter varies with the achieved level of contrast. Here we see that even for 98% contrast on the beam splitter, the squeezing on the result has fallen to nearly half its original value. When the contrast is reduced to 90%, the output field actually demonstrates noise above the shot noise despite originating as a TMSS. If the squeezing at the source is given by $S_i = 10\text{dB}$, then the correctly overlapped percentage $\alpha$ features fluctuations at 10% of the shot noise, while this is combined with the remainder $\beta = 1 - \alpha$ that carries 10 times the shot noise. Adding these noise terms the output features a level of squeezing

$$S_o = \alpha S_i + \beta b S_i,$$

which is displayed in figure 5.20 in with the squeezing once more represented in dB. Here we see that even for 98% contrast on the beam splitter, the squeezing on the result has fallen to nearly half its original value. When the contrast is reduced to 90%, the output field actually demonstrates noise above the shot noise despite originating as a TMSS.

In reality these figures are unrealistically optimistic as they do not include unavoidable losses due to absorption in the vapour and the presence of windows and mirrors in aligning the fields. They represent an ideal scenario and demonstrate an upper bound to the measurements achievable. This effect could be mitigated with correct alignment of the LO however. If there is a 98% mismatch between the two signal components then if the probe element of the bichromatic LO is perfectly
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Figure 5.20: Assuming a source with 10 dB of squeezing/anti-squeezing at the source and no other losses, shows the squeezing after mixing the fields in relation to the contrast achieved. The swiftness of the decline when contrast ≠ 100% highlights the importance of correct mode-matching.

aligned with the probe frequency elements of the signal then the conjugate element of the LO is only interrogating 98% of the correlated conjugate signal photons. Conversely if the conjugate frequency component of the LO is perfectly aligned then the opposite is the case. Optimal would be the situation where each LO interrogates 99% of its respective signal element, which can reduce the mismatch by a half.

A second interesting result from this calculation is shown in figure 5.21 that takes a contrast level of 97% and plots the output squeezing level as a function of the (anti)squeezing produced in the cell. Here we see that up to around 7dB they each rise, though the output is always reduced from the original as expected. However, above a source squeezing level around 7.5 dB the extent of the effect of the anti-squeezing mixed in by the 97% contrast level is actively detrimental to the measurable squeezing on the result.

At a Source Squeezing level of 9.5 dB as shown in the results above it the squeezing
Figure 5.21: For an assumed contrast of 97%, shows the relationship between squeezing in the TMSS and squeezing in the SMSS. The turning point indicates that with contrast $\neq 100\%$ it is in some cases preferable to reduce the degree of 4WM in the cell.

measured would be improved by reducing the efficiency of the 4WM process e.g. by increasing the detuning $\delta$ or reducing the temperature of the cell. Similar calculations show a minimum contrast of $\sim 93.3\%$ is required to ever witness squeezing of $>3$dB.

5.3.3 Multi-Spatial-Mode Analysis

The first attempt towards characterising the multi-mode nature of the squeezing effect was to position a razor across the path of the LO in the mask position as defined in section 5.2.3.

To check how the squeezing changes in the presence of higher order modes, an iris is placed prior to the cell near a focal point of the LO seed. By adjusting the transmission through the iris at the focal point the higher order spatial modes can be arbitrarily excluded in a process called spatial filtering. For a mostly closed iris, the LO is approximately Gaussian in form despite the presence of the razor, whilst when
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fully opened the maximal sharpness is achieved. This contrast is shown in figure 5.22, in which the X profile of the beam as recorded by the beam profiler is displayed, along with explicitly showing the $1/e^2$ values for the blocked side in comparison to the unblocked side. The imaging was performed in the manner described in 5.2.3 in the near-field description.

These profiles attempt to recreate the sharp form of the LO in the cell. The reason for the decrease in sharpness even in the situation of a fully opened spatial filter is due to unavoidable losses of some higher order frequencies as the LO passes through the optical setup. These can be caused by the positioning of either mirrors or imaging lenses not being ideal for forming the 4f setup desired. By adjusting the spatially filtering iris and measuring the corresponding level of squeezing achieved, the hope should be that the inclusion of higher order modes has a lesser effect on the final results than blocking half the field would be expected to produce. The iris also causes some level of diffraction when closed further, resulting in the slightly broader beam shown.

Three sets of results were taken, with the iris in different stages of closing. Firstly, for an open iris, featuring the first profile shown in figure 5.22. With the iris fully open, the presence of the sharp feature caused by the razor is clearly visible. For this plot the $1/e^2$ value on the unblocked (left-hand) side is 38 µm, while for the blocked (right-hand) side the $1/e^2$ distance value is 79 µm. The homodyne results are shown in figure 5.23.

The second row of figure 5.22 shows the case where the spatial filter is partially closed. The $1/e^2$ values for the blocked and unblocked sides are 47 and 81µm respectively. This adjustment demonstrates both the effect of beginning to remove higher order frequencies from the profile and also the broadening in the overall profile caused by diffraction through the iris. The homodyne results are also shown in figure 5.23.
Figure 5.22: Shows the X-profiles of the LO beam used to interrogate the signal when the beam is half-blocked by a razor. An iris placed at the point shown in figure 5.7 serves as a spatial filter to optionally remove higher order spatial modes. The top row corresponds to this iris being fully opened, the middle to a partly closed iris and the final to the case when the spatial filter is closed and the vast majority of higher order frequencies have been removed. The $1/e^2$ values for both the blocked and unblocked sides are given explicitly.
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Figure 5.23: Shows the Homodyne results when the spatial filter is closed, partly closed or opened. In each case the gray line is the shot noise (measured by blocking the LO and normalised to 0dB) the green line is the electronic noise floor of the detector and the blue curves are the squeezing signal measured when modulating the relative phase of the LO and signal fields.
Finally the case of a closed iris is shown in the bottom row of figure 5.22. The $1/e^2$ values are 84 and 104$\mu$m, and at this stage almost all visible effects of the higher order of frequencies have been removed.

In all cases the intensity in figure 5.22 is described in arbitrary units. This actual intensity is not relevant as the squeezing is always measured with respect to the shot noise, which is also measured separately in each case. Also the removal of technical noise is always performed, so any effect it may have in the homodyne plots can be taken into account. The maximum anti-squeezing level in these cases is unfortunately not visible as the scale was adjusted to 1dB per division to aid in the fine-tuning of the alignment in order to maximise the squeezing measured.

The precise value of squeezing on display in each case is difficult to pinpoint as the minimum noise level is only displayed intermittently. What is clear is that in all cases the noise falls below the QNL by a minimum of 1.5dB. Taking the visible squeezing level to be at this 1.5dB minimum in each case and then subtracting the technical noise the resulting values are:

- Iris open = 2.16 dB
- Iris part closed = 2.07 dB
- Iris closed = 2.49dB

The presence of > 2 dB squeezing in each case is a strong indication of the MSM nature of the correlations in the signal. While there is no perfect trend between the degree of higher order modes present in the LO and the squeezing result, this serves as a preliminary test of the desired features.

5.3.4 Squeezing on Arbitrary Shapes

To further test the squeezing, a more complex mask was formed quickly, again as proof of principle that obscure combinations of spatial modes would also demonstrate
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squeezing from the same emitted signal fields. The mask used in this case was etched from paper and again two cases were tested, with and without a spatial filter. The mask used is shown in figure 5.24.

![Mask Image]

**Figure 5.24:** Shows the form of the mask used to select an essentially arbitrary spatial mode, not selected to conform to any particular symmetries or base modes.

Figure 5.25 shows the LO profile both with the spatial filter wide open (LHS) and again with the iris closed (RHS) the scale on the image is around 1500 Px (1 Px = 6.75 \( \mu \)m) on the beam profiler in both cases.

Figures 5.26 and 5.27 show the homodyne detection results for the open and closed iris arrangement respectively. As in section 5.3.3 the readings are taken at 1dB per division, meaning the full extent of the anti-squeezing can not be seen. The main visible difference is some of the light is blocked by the iris when mostly closed in this scenario, bringing the noise viewed closer to the technical noise of the detector.

Here, assuming the squeezing visible on the traces to be at 1 dB in both cases and subtracting the technical noise the results in terms of squeezing for each case are:

- Iris open = 1.67 dB
- Iris closed = 2.31 dB
Figure 5.25: Shows the profile of the LO when masked with an arbitrary shape. The left hand side features no spatial filtering, while on the right hand side the higher frequencies have been removed. The line passing over the LHS image is the curser of the beam profiler. The presence of the pump here causes lensing and amplification effects that result in a reduction in sharpness between the images taken here and those seen in figure 5.8.

While demonstrating less squeezing than in the previous case, again the existence of sub-QNL noise is a good indication that the correlations are being carried on relatively arbitrary selectable transverse profiles of the signal.

5.4 Directions for Further Analysis

The plan for a more comprehensive analysis of the MSM nature of the squeezing involved the use of 3D printed masks featuring slots of varying widths in order to characterise at what point the correlations are no longer detectable, however this has not yet been achieved. Instead other options for defining the nature of this form of squeezing as well as hopefully implementing some applications are described in this section.
5.4. DIRECTIONS FOR FURTHER ANALYSIS

Figure 5.26: Shows the homodyne reading for the shaped LO with the iris opened.

5.4.1 Spatial Squeezing

Having demonstrated the MSM nature of the squeezed vacuum signal in a preliminary fashion via homodyne detection with a shaped LO, the next stage is to transfer the reduced noise levels of the vacuum onto a bright beam that can then be used for a range of purposes from imaging to the carriage of quantum information.

For detecting sub-shot noise fluctuations it is important that the bright field the signal field is combined with should itself feature low amplitude fluctuations, and should ideally represent a coherent state. In the case of the homodyne detection scheme, classical noise on the LO does not present a problem to the squeezing detection as any classical noise on the field is cancelled out on the two photodiodes due to common mode rejection. In this case however, we intend to detect the fluctuations on only a single field and so no such rejection occurs. In fact the method used to generate the LO fields will amplify any noise present at the seed input,
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Figure 5.27: Shows the homodyne reading for the shaped LO with the iris closed.

leading to a beam on which the noise is potentially significantly above the shot noise.

The solution to this is that classical noise scales with the square of the power of the beam while quantum noise scales linearly. This means reducing the amplitude of the beam brings the noise level down towards the shot noise limit.

In the experiment planned, the intention is to replace the 50/50 beam splitter used in the homodyne detector for a 99/1 beam splitter. Such a splitter has a 99% transmittance factor and as such will combine 99% of the squeezed vacuum signal with 1% of the bichromatic beam that formed the LO. By reducing the amplitude of the bright beam to 1% of its original power, the noise on the remaining beam should be at approximately the shot noise level.

As described previously, the noise remaining on the output from the 99/1 beam splitter is fundamentally connected to the relative phase of the two input fields. As
such to ensure the low amplitude noise of the output field this phase will have to be precisely locked.

As a first step, we intend to look at spatial squeezing. After combining 99% of the bichromatic signal field with 1% of the LO, the correlations should be such that the spatial variation in amplitude should be below the QNL.

In order to view these local amplitudes accurately across the profile of the beam we intend to use a camera with a particularly high quantum efficiency. The specifications for the camera are as follows:

- QE: 98% at 800 nm
- Pixel size: 13µm x 13µm
- Sensor size: 1024 x 1024 pixels
- Readout noise (at 2 MHz): 9 e- (where e- = electrons)
- Vertical shift speed: < 3.2 µs per row up to 18 µs per row (programmable)
- Dark noise (at 70°C): 0.02e-/pixel/sec
- Full well capacity: 100 ke- (where 1 ke- = 1000 electrons)

and the device itself is shown in figure 5.28

By convolving the camera’s pixel readouts with well-defined functions, subtractions can be made following standard TEM mode patterns to demonstrate the extent of these spatially distributed fluctuations with the aim of showing them to be below the QNL.

### 5.4.2 Phase-squeezing

In all of the results presented, the squeezing measured is that on the amplitude of the field. In every case, when the greatest anti-squeezing is seen, the opposite quadrature
i.e. the phase of the field, should be squeezed below the shot noise. Measurement of the phase noise would enable finer analysis of the form of the quadrature ellipse as well as the phase relation between the LO and the signal field.

5.4.3 Camera Noise Measurement

The current detection program for the camera takes eight images in quick succession during one shutter cycle. The sensor region is divided into eight strips and the data from each image shifted down one strip after every image taken. The first one or two images as well as the final image collected are usually less clear due to the opening/closing of the shutter so typically only five of the images taken are used in the calculation.

These five collected images can then be analysed in any form such that intensity across half of the region is subtracted from the remaining intensity. This result is
then averaged over the collected image and over time will hopefully demonstrate that the transverse amplitude fluctuations taken per shot are below the minimum expected.

This will display more quantitatively the multi-mode nature of the reduced amplitude fluctuations.
Conclusion

In this thesis a description has been given of the phenomenon of squeezed light, electromagnetic radiation with reduced uncertainty below the QNL. We also described how 4WM in atomic $^{85}$Rb vapour can generate two-mode squeezed states. The notable feature of this method is that, unlike many others, the squeezing produced is present across a large number of spatial modes simultaneously.

Heated atomic vapours had previously been used as a source of squeezed light for many years, although the degree of noise reduction was always limited by factors such as high absorption, Doppler broadening of atomic linewidths and lensing of the field within the medium. In order to explain the success of this arrangement a more detailed breakdown of the susceptibility responsible for the behaviour of the EM radiation in the medium was given. This analysis showed that for the correct arrangement of fields, despite the high levels of absorption, the high coupling strength of the system still allows for a large amount of gain to be produced on an incident probe field. The nature of the process also serves to produce a conjugate field featuring amplitude fluctuations correlated with those of the probe field.

An experiment was performed that showed good agreement with the calculated predictions for the gain response in the regime where this gain level and the absorption level were both relatively weak. At higher values the congruence is reduced due to a number of additional factors given and justified. Interestingly, we see the result that the situation that optimises the strength of the 4WM process and satisfies the
phase-matching condition sits too closely to the atomic resonance feature to produce strongly correlated output fields due to the high level of absorption. Instead, if the frequency of the applied field is increased and injected in a geometry that satisfies the effective phase matching condition then a balance can be reached between the coupling strength and the absorption that allows for the generation of fields with amplitude correlations detected to be around 6-8 dB below the SNL.

Taking these correlated output fields further, the multi-mode nature of the correlations emitted from the vapour have been utilised to generate a field of MSM quadrature squeezed vacuum. The nature of the squeezing in this field has been analysed and shown to produce noise levels of up to 3-4 dB below the QNL. This has been shown to be the case when the signal field is interrogated with an LO featuring a selection of transverse spatial profiles.

Special consideration has been given to the nature of the mode selection of the fields such that the correlations are both transmitted optimally from the TMSS to the SMSS and also that the correctly correlated regions are interrogated by the LO.

The LO itself has a bichromatic form, produced by combining a pair of bright fields also emitted via the 4WM process. This two-colour LO has been shown to be capable of detecting correlations separated by a frequency of 6 GHz. The maximum value of squeezing detected on the signal field was 4.2 dB below the QNL.

When different modes of the field were analysed, noise reduction was still shown, albeit to a lower extent. This acts as the proof of principle that these MSM squeezed signals can hopefully be utilised to reduce the amplitude fluctuations of a bright field across a number of spatial modes simultaneously. Such an achievement would hopefully have a number of interesting potential applications in the fields of quantum information or imaging technology and would certainly serve as a fascinating new tool for the field of quantum imaging or perhaps quantum optics in general.
Appendix A

Derivation of the Susceptibilities

In order to arrive at the susceptibilities $\chi_{pp}, \chi_{cc}, \chi_{pc}, \chi_{cp}$ described in chapter 4, it is first necessary to describe the density matrix formalism from which the stationary solutions generate the complex decay rates and atomic population levels of the system. The form taken for this derivation follows that used in ref. [79].

The density operator $\hat{\rho}$ describes completely the probability for a system to be in any state or superposition of states. In terms of the possible eigenstates and probabilities it takes the form

$$\hat{\rho}_{nm} = \sum_m p_m |\psi_n\rangle \langle \psi_m|$$

where $|\psi_m\rangle$ is the $m$th eigenstate and $p_m$ is the probability of being in that state.

Taken as a complete matrix over all available states $m$ across an ensemble of atoms the diagonal terms $\hat{\rho}_{mm}$ refer to the populations of each state and the of-diagonal terms $\hat{\rho}_{nm}$ refer to the extent of the coherence between the two states. That is to say a non-zero value for $\hat{\rho}_{nm}$ indicates that the system is in a coherent superposition of the states $n$ and $m$.

The evolution of the elements of the density matrix with time can be obtained
via the expression

\[ i\hbar \frac{d\hat{\rho}_{nm}}{dt} = \left[ \hat{\rho}, \hat{H} \right] \]  

(A.2)

where \( \hat{H} \) is the Hamiltonian for the system, which can typically be separated into

\[ \hat{H} = \hat{H}_a + \hat{H}_{int}. \]  

(A.3)

with \( \hat{H}_a \) corresponding to the atomic Hamiltonian and \( \hat{H}_{int} \) the interaction part. This interaction part is given by the dipole approximation as \( \hat{H}_{int} = -\hat{d}.E(t) \) where \( \hat{d} \) is the dipole moment operator and \( E(t) \) is the applied electric field.

To further simplify the situation the rotating wave approximation can be introduced in which elements of the density matrix are transformed to those in a rotating frame to be

\[ \hat{\rho}_{nm} = \sigma e^{-i\omega_{nm}t} \]  

(A.4)

where now \( \omega_{nm} \) is the angular frequency of the field coupling the states \( n \) and \( m \).

In this new form the equations of motion for the matrix elements are

\[ \dot{\sigma}_{nm} = i(\Delta_{nm} - \gamma_{nm})\sigma_{nm} + \frac{i}{\hbar} \sum_{\nu} [\hat{d}_{\nu n} \cdot \textbf{E}(\textbf{r}, t)\sigma_{\nu m} e^{-i(\omega_{\nu m} - \omega_{nm})t} - \hat{d}_{\nu m} \cdot \textbf{E}(\textbf{r}, t)e^{-i(\omega_{\nu m} - \omega_{nm})t}] \]  

(A.5)

\[ \dot{\sigma}_{nn} = \frac{i}{\hbar} \sum_{\nu} [\hat{d}_{\nu n} \cdot \textbf{E}(\textbf{r}, t)\sigma_{\nu n} e^{-i\omega_{\nu n}t} - \hat{d}_{\nu n} \cdot \textbf{E}(\textbf{r}, t)e^{-i\omega_{\nu n}t}] \]  

(A.6)

where in this notation \( \Delta_{mn} \) is the detuning of the \( \omega_{mn} \) field from the transition from level \( n \) to \( m \), \( \Gamma_{nm} \) is the specific decay rate from \( n \) to \( m \), \( \gamma_{nm} \) is the dipole dephasing...
between the two states \( n, m \) and is related to the population decay rates \( \Gamma_n \) by

\[
\gamma_{nm} = (\Gamma_n - \Gamma_m)/2 + \gamma_{nm}^{col},
\]

(A.7)

where \( \gamma_{nm}^{col} \) contains the dephasing rate from atomic collisions.

To now obtain the full atomic response of the system the polarisation must also be introduced. For a dilute atomic vapour, thus assuming no interactions, the polarisation is equal to

\[
P = N\langle \hat{d} \rangle
\]

(A.8)

where \( N \) is the atomic number density and \( \langle \hat{d} \rangle \) is the averaged atomic dipole moment. This can be expanded across all relevant transitions

\[
P = N\sum_{n,m} d_{nm}\sigma_{nm} e^{-i\omega_{nm}t}
\]

(A.9)

giving the polarisation response to a specific field

\[
E_f = \mathcal{E}_f e^{i(k_f r - \omega_f t)}
\]

(A.10)

coupling the \( n, m \) transition is described as

\[
P(\omega_{f, nm}) = N d_{nm}\sigma_{nm} e^{i(k_f r - \omega_f t)} = \epsilon_0 \chi(\omega_{f, nm}) \mathcal{E}_f e^{i(k_f r - \omega_f t)}
\]

(A.11)

From here the susceptibility can now be obtained in the form

\[
\chi(\omega_{f, nm}) = \frac{N d_{nm}\sigma_{nm}}{\epsilon_0 \mathcal{E}_f}
\]

(A.12)

meaning the frequency-dependent susceptibility of the medium can be explicitly
obtained from the stationary RWA elements of the density matrix of the system.

Now the present situation can be introduced, where a single strong pump field $E_0$ couples the transitions $|1\rangle \rightarrow |3\rangle$, $|2\rangle \rightarrow |4\rangle$. The electric field in the medium can be expressed as

$$\mathbf{E}(r, t) = \mathbf{E}_0 e^{i(k_0 r - \omega_0 t)}\hat{e}_0 + \mathbf{E}_p e^{i(k_p r - \omega_p t)}\hat{e}_p + \mathbf{E}_c e^{i(k_c r - \omega_c t)}\hat{e}_c + c.c. \quad (A.13)$$

Here the subscripts $0, p, c$ refer to elements of the total field corresponding to the pump, probe and conjugate frequency respectively, with $\mathbf{E}$ representing the field amplitude, $k$ the wave vector, $\omega$ the frequency and $\hat{e}$ a unit vector corresponding to the polarisation of each field.

Using these forms, the equations of motion for the density matrix elements in the RWA are as follows

$$\dot{\sigma}_{11} = \frac{i}{2}(\Omega_1 e^{-i k_0 r} \sigma_{31} + \Omega_p e^{-i k_p r} \sigma_{41} - \Omega_1 e^{i k_0 r} \sigma_{13} - \Omega_p e^{i k_p r} \sigma_{14}) + \Gamma_{13} \sigma_{33} + \gamma_{14} \sigma_{44} \quad (A.14)$$

$$\dot{\sigma}_{22} = \frac{i}{2}(\Omega_1 e^{-i k_0 r} \sigma_{32} + \Omega_p e^{-i k_p r} \sigma_{42} - \Omega_1 e^{i k_0 r} \sigma_{23} - \Omega_p e^{i k_p r} \sigma_{24}) + \Gamma_{23} \sigma_{33} + \gamma_{24} \sigma_{44} \quad (A.15)$$

$$\dot{\sigma}_{33} = \frac{i}{2}(\Omega_1 e^{-i k_0 r} \sigma_{13} + \Omega_p e^{-i k_p r} \sigma_{23} - \Omega_1 e^{i k_0 r} \sigma_{31} - \Omega_p e^{i k_p r} \sigma_{32}) - \Gamma_1 \sigma_{33} \quad (A.16)$$

$$\dot{\sigma}_{44} = \frac{i}{2}(\Omega_1 e^{-i k_0 r} \sigma_{14} + \Omega_p e^{-i k_p r} \sigma_{24} - \Omega_1 e^{i k_0 r} \sigma_{41} - \Omega_p e^{i k_p r} \sigma_{42}) - \Gamma_4 \sigma_{44} \quad (A.17)$$

$$\dot{\sigma}_{43} = \frac{i}{2}(\Omega_1 e^{-i k_0 r} \sigma_{23} + \Omega_p e^{-i k_p r} \sigma_{31} - \Omega_1 e^{i k_0 r} \sigma_{41} - \Omega_p e^{i k_p r} \sigma_{42}) + (i \Delta_2 - i \Delta_1 - \gamma_{43}) \sigma_{43} \quad (A.18)$$

$$\dot{\sigma}_{42} = \frac{i}{2}(\Omega_1 e^{i k_0 r} \sigma_{22} + \Omega_p e^{i k_p r} \sigma_{32} - \Omega_1 e^{i k_0 r} \sigma_{43} - \Omega_p e^{i k_p r} \sigma_{44}) + (i \Delta_2 - i \Delta_1 - \gamma_{42}) \sigma_{42} \quad (A.19)$$

$$\dot{\sigma}_{41} = \frac{i}{2}(\Omega_1 e^{i k_0 r} \sigma_{21} + \Omega_p e^{i k_p r} \sigma_{31} - \Omega_1 e^{i k_0 r} \sigma_{43} - \Omega_p e^{i k_p r} \sigma_{44}) + (i \Delta_2 - \gamma_{43}) \sigma_{41} \quad (A.20)$$

$$\dot{\sigma}_{32} = \frac{i}{2}(\Omega_1 e^{i k_0 r} \sigma_{22} + \Omega_p e^{i k_p r} \sigma_{32} - \Omega_1 e^{i k_0 r} \sigma_{33} - \Omega_p e^{i k_p r} \sigma_{34}) + (i \Delta_1 - i \delta - \gamma_{32}) \sigma_{32} \quad (A.21)$$

$$\dot{\sigma}_{31} = \frac{i}{2}(\Omega_1 e^{i k_0 r} \sigma_{21} + \Omega_p e^{i k_p r} \sigma_{31} - \Omega_1 e^{i k_0 r} \sigma_{33} - \Omega_p e^{i k_p r} \sigma_{34}) + (i \Delta_1 - \gamma_{31}) \sigma_{31} \quad (A.22)$$

$$\dot{\sigma}_{21} = \frac{i}{2}(\Omega_1 e^{-i k_0 r} \sigma_{31} + \Omega_p e^{-i k_0 r} \sigma_{41} - \Omega_1 e^{i k_0 r} \sigma_{23} - \Omega_p e^{i k_0 r} \sigma_{24}) + (i \delta - \gamma_{21}) \sigma_{21} \quad (A.23)$$

It is this set of equations that need to be solved under the conditions appropriate for considering the 4WM in order to provide the susceptibilities in the forms they take in equations $4.2a$ through $4.2d$ in section 4. These appropriate conditions include the
assumption that the transitions $|1\rangle \to |2\rangle$, $|3\rangle \to |4\rangle$ are dipole forbidden, that each field couples only one transition and that the two Rabi couplings from the pump are at the same frequency $\Omega_1 = \Omega_2 = \Omega_0$. 
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