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ABSTRACT

How do different animals cope with the vast environmental complexity they face from birth or hatching? If animals’ genes have not provided the necessary information, then exploration is essential for gathering information and learning about the surrounding world. Much of cognition research to date has focussed on what the different abilities of different animal species are, rather than how they actually process information. This thesis has taken a distinctive interdisciplinary approach to tackle this problem from different angles: asking how the senses, environment and different behavioural strategies influence exploratory learning – specifically in the naturally exploratory parrot and human child. It investigated parrots’ visual fields and their tactile ‘bill tip organ’ to describe the limits of their sensorimotor exploration, both in approach to and during manipulation of an object. A series of increasingly complex behavioural tasks were also conducted with parrots and children, involving different novel objects and causal problems. This project has given us insight into how we and other animals structure information in different situations. It has the potential to expand the understanding of a wide range of fields, such as in aiding how human developmental disorders may be treated, or by informing robotics design.
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CHAPTER 1

Introduction

How do different species cope with the vast environmental complexity they face from birth or hatching? For species living in simple environments, their genes contain all the information they need to survive, so they are merely acted on by the environment. For species in more complex environments, they have evolved flexible cognitive and learning mechanisms, so they can gather information for themselves by acting on and altering the environment in some way. Since the time of Aristotle, biologists, psychologists and philosophers alike have deliberated over how individuals learn about the world around them. Exploration may play a key role.

Exploratory behaviour is itself a puzzling phenomenon: it is a seemingly random activity, which is energetically costly, and yet has no apparent function (Bekoff and Byers, 1998). However, exploration is frequently observed.

---

1As exploratory learning covers many different fields, a glossary is provided (from page 344), with included terms denoted by a * symbol.
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across the animal kingdom (Berlyne, 1960; Glickman and Sroges, 1966). The field is hampered by the lack of any useful or accepted definition (Power, 2000). Nonetheless, few now refute that exploration is fundamental for gathering information and for learning about the physical and causal properties of the world around us (Archer and Birke, 1983). For the sake of simplicity, exploration (or ‘exploratory learning’*) is defined in this thesis as:

...any perceptual or motor interaction with objects, with no immediate benefit/function, except to gather environmental information, sometimes in parallel with another activity, including problem solving by goal-directed action.

By observing different species exploring different environments, we can gain a valuable insight into the underlying learning mechanisms and problem-solving strategies. Such an understanding has far-reaching implications, from treating human developmental disorders (both learning and motoric; e.g. Switzky et al., 1979), to designing intelligent robots (e.g. Hawes et al., 2010). Four broad theories about exploration have arisen from various disciplines.

Firstly, from the discipline of behavioural ecology, the information primacy model (e.g. Miller and Dollard, 1941; Harlow et al., 1950; Toates, 1983; Inglis, 1983; Greenberg and Mettke-Hofmann, 2001) proposes that information is a primary, intrinsic motivation (like hunger or thirst) for dealing effectively with the environment. Inglis and Langton (2006) described a model of exploring animals responding to environmental variability and concluded the key driver is uncertainty-reduction, trading-off with other ‘need states’. The authors distinguished exploration from ‘goal-directed behaviours’* like
foraging, which they argue guides exploratory behaviours. Others recently viewed exploration in an evolutionary context, acting in parallel with other motivations; neophilia* and neophobia*. Risky environments increase ‘information value’, but exploration only occurs when the benefits outweigh the costs (e.g. Gould, 1974; Greenberg and Mettke-Hofmann, 2001). However, these models do not focus on the cognitive processes interacting with these motivations, except in considering internal spatial maps (e.g. rats learning different routes through mazes; Toates, 1983; Rheingold, 1985; Loewenstein, 1994; Wemelsfelder and Birke, 1997), or how neural networks may reward an exploring animal (e.g. Redgrave and Gurney, 2006; Bunzeck et al., 2010). Taking an ecological standpoint, these researchers do not focus on the individual’s perspective.

Secondly, from the field of animal cognition, the dichotomous learning model (e.g. Rescorla, 1968; Haselgrove, 2010) invokes learning mechanisms to explain various animal behaviours, which are termed either ‘simple’ or ‘complex’. The simple mechanisms involve ‘associative learning’*: the internal pairing of events in close temporal or spatial contiguity for detecting cause and effect (e.g. Seligman, 1970; Dickinson, 2012). Conversely, complex mechanisms (i.e. ‘causal reasoning’*) require a flexible, abstract understanding of physics to solve causal problems (e.g. Visalberghi and Tomasello, 1998; Taylor et al., 2009a). Various species have been shown to have impressive cognitive capacities, previously thought to be unique to humans (e.g. Seed and Call, 2008; Byrne and Bates, 2011; Chittka and Jensen, 2011). However, rich detail is often missed by taking this dichotomous approach, and few have considered how animals gather and process information.
Thirdly, there is the hypothesis-testing model (e.g. Karmiloff-Smith and Inhelder, 1975; Tenenbaum, 1999; Rochat, 2001; Gopnik and Schulz, 2004; Legare, 2012) from developmental psychology, the source of most research about exploration. It is widely accepted that children ‘learn by doing’ (e.g. Piaget, 1974; Karmiloff-Smith, 1995; Spelke, 2000). Their exploration is goal-directed and sensitive to a range of object characteristics (e.g. Ruff et al., 1992; Oakes et al., 2012). Children seem to interact systematically with their surroundings, seeking explanations ‘like a scientist’, testing and refuting various hypotheses (Gopnik, 2000; Legare, 2012). An especially influential view is that children learn by using probabilistic models* like Bayesian networks*, where causal structure is represented through a series of interconnected, random ‘nodes’ (the causal events), where each connection (‘edges’; the causal relations) has an associated value (Glymour, 2003; Gopnik and Schulz, 2004; Tenenbaum et al., 2006). However, these abilities are believed to be unique to humans (Povinelli and Dunphy-Lelii, 2001; Buchsbaum et al., 2012).

Lastly, the interdisciplinary structural-mechanistic model (e.g. Tolman and Krechevsky, 1933; Gibson, 1988; Renner, 1990; Bajcsy, 1989; Chemero and Heyser, 2005; Lopes and Oudeyer, 2010), considers sensory information and how the environment provides and constrains it. The model considers what action possibilities the environment and its objects provide for the animal (‘affordances’*), bearing in mind the individual’s abilities and specific sensorimotor apparatus (Gibson, 1962; Chemero, 2003; Turvey and Carello, 2011). Many projects in artificial intelligence have taken this approach: to design cognitively flexible robots, explicit, formalised models are needed to overcome the constraints imposed on the robot. These allow it to maximise the information gained and take active control of its environment (Sussman, 1973;
Bajcsy, 1989; Hawes et al., 2010; Lopes and Oudeyer, 2010). The robots should be programmed to detect their errors and deal with them appropriately. The majority of cognitive robots utilise probabilistic learning mechanisms, but few can yet cope with realistic environments beyond specific tasks. This ‘designer-based approach’ emphasises the importance of investigating the structure of animal exploration (Krechevsky, 1932; Chappell and Sloman, 2007). In particular, the rat (*Rattus norvegicus*) and the octopus (*Octopus vulgaris*) are two exploratory animals, living in very different environments and possessing different sensorimotor anatomies, which have been studied using structural-mechanistic models (e.g. Renner and Seltzer, 1994; Grasso and Basil, 2009).

This thesis takes elements from all four of the above models, and combines them into a coherent, singular approach to examining exploration. Not only will the underlying cognitive-behavioural strategies be considered, but also the sensorimotor foundations of those behaviours and the effect of the environment upon them. Note this is only in reference to the exploration of the individual. Therefore, this thesis does not consider any social factors involved in learning, although they also play an important role (for a review and some examples see Huber et al., 2001; Heyes, 2011).

The focal animal is the parrot (order Psittaciformes, with cockatoos, collectively known as psittacines; Birdslife International, 2011): this is an ideal organism for investigating exploration, being naturally exploratory throughout their lives, as well as possessing impressive cognitive capacities, and an anatomy adapted for dexterity (Luescher, 2006). A comparative study with human children was also conducted, as we humans face many of the same
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general problems as parrots by living in an ever-changing environment. Like parrots, we have adapted by developing flexible cognitive capacities, manipulative dexterity and a highly exploratory nature (Buchsbaum et al., 2012).

Part I focusses on the sensorimotor adaptations for exploration; beginning with the the cross-modal interaction between psittacine visual fields and the tactile bill tip organ in chapter 2, before progressing onto the core motor aspects of exploration. This is divided into two broad phases: the approach to an object (chapter 3) and the manipulation of an object (chapter 4).

Conversely, Part II takes a top-down approach to exploration, considering its long-term environmental influences. Parrots were housed in enriched and unenriched environments and their behavioural diversity measured within their home cages and under behavioural test conditions (chapter 5).

Lastly, Part III considers the various cognitive mechanisms and behavioural strategies that may underlie exploration. In chapter 6 and chapter 7, a series of comparative experiments were conducted on parrots and human children respectively.

The sensorimotor and cognitive adaptations found are discussed in chapter 8 within a computational, information-processing context. Implications for other animals’ exploratory learning are contemplated, highlighting the fact that there are still many fruitful research directions to pursue.
Part I

Sensorimotor Foundations of Exploration
CHAPTER 2

The interaction of vision and touch during exploration

Material from this chapter has formed part of a publication (Demery et al., 2011).

Parrots are exceptional among birds for their high levels of exploratory behaviour and manipulatory abilities. It has been argued that foraging method is the prime determinant of a bird’s visual field configuration. However, here we argue that the topography of visual fields in parrots is related to their playful dexterity, unique anatomy and particularly the haptic information that is gained through their bill tip organ during object manipulation. We measured the visual fields of Senegal parrots using the ophthalmoscopic reflex technique and also report some preliminary observations on the bill tip organ in this species. We found that the visual fields of Senegal parrots are unlike those described hitherto in any other bird species, with both a relatively broad frontal binocular field and a near comprehensive field of view around the head. The behavioural implications are discussed and we consider how extractive foraging and object exploration, mediated in part by haptic cues from the bill, has led to the absence of visual coverage of the region below the bill in favour of more comprehensive visual coverage above the head.
2. THE INTERACTION OF VISION AND TOUCH DURING EXPLORATION

2.1 Introduction

For many animals, vision is the main sense used for gaining information about the position and physical properties of objects in the surrounding environment (Hughes, 1977). In conjunction with head and body movements, the visual field* of an animal governs what can influence an animal’s behaviour from moment to moment (Ficken, 1977; Fagen, 1985; Power, 2000). Among birds, parrots and cockatoos are exceptional for their high levels of exploratory behaviour and manipulatory abilities (Collar, 1997; Rowley, 1997). These are made possible by distinctive morphological adaptations of the bill, feet and tongue (Whittow and Sturkie, 1999), and highly developed cognitive abilities (Gibson, 1988; Jarvis et al., 2005; Huber and Gajdon, 2006). We ask whether these are complemented by sensory adaptations, principally vision and haptic* (i.e. tactile) cues perceived by the bill tip organ* (Goujon, 1869). Additionally, we ask whether parrot visual fields differ from those of other birds.

It has been proposed that avian visual field configuration is primarily determined by foraging technique (Martin, 2007, 2009). Birds that peck or lunge for their food (e.g. starlings, Sturnidae; or herons, Ardeidae; Martin, 1986a; Martin and Katzir, 1994), or take prey in their feet (e.g. eagles, Accipitridae; Martin and Katzir, 1999) require accurate visual control of the bill or foot position. This has evolutionarily favoured relatively narrow (20° – 30°) but vertically long (120° – 180°) binocular fields* centred about the bill. However, this results in large blind areas to the rear, requiring increased vigilance behaviour against predators (Guillemain et al., 2002). This is overcome in birds that do not need accurate visual guidance of bill position, such as tactile probers* (e.g. woodcocks, Scolopax rusticola; Martin, 1994) and filter feeders*
(e.g. mallards, *Anas platyrhyncho*; Martin, 1986b). Here, the bill falls at the periphery of the frontal binocular field, which is very narrow (approximately 10°) and stretches above the head, providing comprehensive coverage of the celestial hemisphere.

Little is known, however, about the visual fields of extractive foraging birds. Psittacines display dextrous manipulatory abilities not only in extracting embedded food items, but also in exploring non-food items. Such manipulation is achieved by coordination of zygodactyl feet (allowing a secure grasp of objects), and a highly curved maxilla and a muscular tongue (Homberger, 1980, 2003; Zweers and Berkhoudt, 1994; Collar, 1997; Rowley, 1997). Furthermore, the maxilla is joined to the skull by a synovial joint (in all other birds the maxilla is fused to the skull), enabling independent movement of both upper and lower jaws (Whittow and Sturkie, 1999; King and McLelland, 1979; Tokita et al., 2007; Tokita, 2004). Object manipulation in psittacines is supported by a comparatively large mesopallium and a highly investigative nature (Gibson, 1988; Jarvis et al., 2005; Huber and Gajdon, 2006; Lefebvre et al., 2004; Iwaniuk et al., 2005). While in most birds neophilia is restricted to juvenescence*, in psittacines it continues throughout life, even in situations not directly motivated by food (Luescher, 2006). This suggests that exploration and object play are important for continually updating information within a dynamic environment (summarised in Power, 2000). Therefore, we investigated whether parrot visual fields have an additional function to the traditional drivers of avian visual field configuration: foraging and predator detection (Martin, 2007, 2009).

Psittacine eyes are positioned laterally and high in the skull, suggest
ing their visual fields are unlikely to resemble those of visually guided foragers. Availability of somatosensory information from the bill tip organ (Goujon, 1869; Necker, 1972; Gottschaldt and Lausmann, 1974; Berkhoudt, 1979; Gentle and Breward, 1986; Cunningham et al., 2007, 2010) during object manipulation may have allowed the visual field to extend above the head, providing extensive coverage of the celestial hemisphere. The somatosensory area of the brains of parrots predominantly represents the bill and tongue, followed by the feet (Stingelin, 1965; Wild, 1981; Wild et al., 1997; Sultan, 2005; Gutierrez-Ibanez et al., 2009). The psittacine bill tip organ probably consists of groups of mechanoreceptors embedded in pits at the tip and along the inner ventral edges of the hard keratin (rhamphotheca) of the bill, as well as in the tongue (Goujon, 1869). By contrast, the bill tip organs of tactile guided foragers (e.g. ducks and geese, Anatidae; or shorebirds, Scolopacidae) are embedded in the bone of the maxilla and mandible beneath the keratin (Gottschaldt and Lausmann, 1974; Berkhoudt, 1979; Piersma et al., 1998). Psittacine bill tip organs, it seems, have not been studied since the initial descriptions by Goujon (1869), so here we provide further description and consider how haptic information may complement visual information during object manipulation and extractive foraging.

Our chosen study species was the Senegal parrot (*Poicephalus senegalus*), which we believe is a typical representative species of the Psittaciformes. Senegal parrots are resident across West Africa, inhabiting woodland and savannah. Their diet, like the majority of other psittacines, consists of seeds, nuts, blossoms and fruit (Alderton, 2005; Athan and Deter, 2009). Senegal parrots also show the characteristic psittacine exploratory tendency, which lasts throughout their long life (approximately 30 years; Collar, 1997). Their
hook-like maxilla is used both for climbing and object manipulation (Z. P. Demery, J. Chappell and G. R. Martin 2011, personal observations). They use the same method of extracting seeds as found in nearly all Psittaciformes (Collar, 1997). This is where, aided by the foot and tongue, a seed is held delicately between the mandibles and the lower mandible crushes the husk. Then the seed is rotated in the bill and the remaining husk is removed.

In summary, we measured the visual fields of Senegal parrots and asked whether the features of these visual fields can be related to extractive foraging and/or the acquisition of information associated with exploration. Additionally, since parrots could also gain haptic information about objects from their bill, we report some preliminary observations of the Senegal parrot bill tip organ.

2.2 Methods

2.2.1 Subjects and housing

Our subjects were two adult captive Senegal parrots (siblings; 5 years old male and female; 15 cm and 12 cm tall respectively). This close relatedness and small sample size is not a problem for visual field measures, because skull morphology (and hence visual field orientation) does not change significantly between individuals, whether related or not (Martin, 2011). This is especially not an issue considering the general measures we are interested in (subsection 2.2.2).

The parrots were housed indoors in a temperature-controlled environment (23 ± 5°C) on a 12:12 light cycle (dark from 8 pm to 8 am daily). Their
cage size was 2.46 x 2.00 x 2.51 m. They were cleaned out weekly and fed daily at 11 am on a diet of fresh fruit and vegetables and parrot seed mix (Parrot Mix Royale, Copdock Mill, Ipswich, UK). Wood chips (Lillico Biotechnology, Surrey, UK) covered the floor and a range of toys and ropes, as well as water baths were provided for general environmental enrichment.

2.2.2 Visual fields protocol

Visual field parameters (monocular*, binocular and cyclopean* fields) and eye movement amplitudes were measured in the two subjects using the ophthalmoscopic reflex technique. This is non-invasive and well established as the standard procedure for measuring avian visual fields (Martin, 2007; Martin and Shaw, 2010). The procedure involved the restraint of the birds for 20–30 minutes. After the measurements, the parrots were returned to their aviary and monitored for any abnormal behaviour, none of which was exhibited. Following a recent review of the procedure by a UK Home Office Inspector, it was not considered to fall within the regulations that govern licensed procedures with animals. The ethical guidelines of the UK Animals (Scientific Procedures) Act 1986 were followed.

Each subject was securely fastened into a foam cradle with Velcro straps. The head was held at the centre of a visual perimeter (basically the outer rim of a bicycle wheel) by a custom-made holder moulded from hardened Fimo (Eberhard Faber GmbH), mounted on an adjustable steel brace to allow for the unique shape and manoeuvrability of the parrot bill. The back of the head was supported by a Fimo brace. The eye-to-bill tip angle projected at 50° below the horizontal, which was the approximate head position adopted by the birds when held in the hand or in a resting perched position.
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The perimeter’s co-ordinate system follows conventional latitude and longitude with the equator aligned vertically in the median-sagittal plane of the head. The eyes of the alert bird were examined using an ophthalmoscope* (Keller, Specialist), which was fitted with a 35 W tungsten halogen lamp and a zero dioptre lens. The ophthalmoscope was mounted on a perimeter arm and its latitudinal position read to ± 0.5°. Alignment of the bird’s head in the perimeter was such that the ophthalmoscope viewing aperture was essentially moved over the surface of a sphere (radius 320 mm) centred on the mid-point of the line joining the centres of the pupils; the cyclopean projection centre*.

In each eye, the limits of the retinal visual field* were determined as a function of elevation in the median-sagittal plane at 10° ± 1.0° intervals. Specifically, at each angle of elevation α, the ophthalmoscope was moved along the arm and the angle β at which the retinal reflection disappeared from the ophthalmoscope view of the temporal margin of each eye was recorded. Five measurements were made in quick succession at each point where either the retinal reflection disappeared from view, or the ora serrata was judged to be at the centre of the pupil. Each group of judgements was found to be highly consistent with never more than 2° difference in the recorded values at each elevation.

Spontaneous, non-conjugate eye movements were readily observed. The eyes were induced to take up forward (eyes converged towards the front), or backward (eyes diverged) positions by lightly moving a bunch of keys directly in front and behind the bird’s head respectively. The procedure was repeated until there appeared to be no change in the extreme positions at which
the ora serrata could be seen over several trials. The difference between the extreme positions at each elevation defined the amplitude of eye movements at each elevation.

The projections of the edges of the pecten were also recorded. These provide significant landmarks within the visual fields. The pecten is a highly pigmented structure within the anterior chamber of each eye, which provides nutrition to the retina and is situated above the exit of the optic nerve. It is highly vascularised and does not contain any photoreceptors, producing a blind area in each eye. For these measurements, eye movements were not induced and it was assumed that the eyes adopted a mean resting position. At each elevation, the co-ordinates at which the edges of the pecten appeared were recorded three times and the mean determined.

The direction of the optic axis of each eye was determined by recording the positions at which the first and second Purkinje images (reflections from the cornea and the lens anterior surface) of the lamp’s filament viewed through the ophthalmoscope. Where these images were judged to be superimposed, the perimeter co-ordinates were recorded. Since the perimeter arm had to be varied simultaneously in co-ordinates’ directions in order to achieve coincidence of these images, ten separate determinations of the optic axis were observed in each eye. However, perimeter values were found to vary by no more than 2° in either latitude or longitude.

A topographical map of the visual field and its principal features was constructed based on the retinal margin projections as a function of elevation, but two corrections were first applied to the raw data (Martin, 1984). Firstly,
between the trials of the same bird, the results were corrected so that the head angle was the same. Secondly, from the optic axis and the distance between the eyes (as calculated from photographs taken directly above the bird) the data was corrected for viewing from a hypothetical point of view placed at infinity. The correction factor, $\chi^o$, was determined by the equation:

\[
\tan(x) = \frac{a \sin \beta}{b - \cos \beta}
\]  

(2.2.1)

...where $a$ is half the separation of the nodal points (estimated to equal 22 mm) and $b$ is the perimeter radius. The axes of rotation of the ophthalmroscope are the projection co-ordinates $(a, \beta)$ of the visual fields. It should be noted that the correction factor $\chi^o$, must be added to or subtracted from the $\beta$ co-ordinate values, depending upon which quadrant of the hypothetical sphere of measurement value of $\beta$ lies. The values of $a$ and $\beta$ could be read to an accuracy of $\pm 0.25^o$.

### 2.2.3 Bill tip organ protocol

If a bill tip organ is present, tactile pits (in which mechanoreceptors are likely to be embedded in bone or in keratin) can be observed with the naked eye (Goujon, 1869; Necker, 1972; Gottschaldt and Lausmann, 1974; Berkhoudt, 1979; Gentle and Breward, 1986; Cunningham et al., 2007, 2010). Four skulls of Senegal parrots held in the collections of the Natural History Museum (Tring, UK) were inspected with the naked eye and photographed, two with and two without intact keratin. The bill tip organs of the two live Senegal parrots were also photographed.
Figure 2.3.1 – Visual fields of Senegal parrots (*Poicephalus senegalus*). (a) Perspective view of an orthographic projection of the frontal retinal field (grid at 20° intervals). It shows the region of binocular overlap (blue) between the monocular portion of the left eye (yellow) and right eye (orange) visual fields, as well as the projection of the pectens (brown). The blind area is in dark grey and shows as just a small segment below the bill. The projections of the optic axes are indicated by the diamond points. The bird’s head may be imagined to be at the centre of the sphere with its bill tip projecting towards the triangular point in the same posture as depicted in (b). This is the typical resting posture, in which measurements were also taken. Lines (c) and (d) through the eye refer to the respective diagrams of (c) and (d). (c) The section through the visual field in the plane (50° below the horizontal) that passes through the eye and the bill tip (bill tip direction is indicated by a red triangle). In this plane, the binocular field (blue) has a width of only 5°. (d) The section through the visual field in the horizontal plane. This is the region where the binocular field has its maximum width (27°). In this plane, there is a blind area behind the head (grey) of 16°. The yellow and orange sectors show the monocular portions of the visual fields of each eye and the full widths of the monocular fields of each eye in these two planes are indicated.
2.3 Results

2.3.1 Visual fields

Four complete sets of visual field measurements (within 2° of each other at each elevation) were made in the male Senegal parrot. Three sets of measurements were made in the female, but, due to practical considerations, we were not able to complete a comprehensive series of measurements at all elevations for this bird. However, in both birds, we recorded unobstructed measurements at elevations from directly behind the head through an arc to below the bill tip. When the birds were mounted in the apparatus, the bill holder prevented observation of the visual field boundaries below the bill tip. Nonetheless, when the birds were held in the hand we were able to verify from casual observations that binocularity ended at or just below the bill tip.

Therefore, we combined data from the two birds to describe a mean visual field; a common technique found in several other avian visual fields studies (Martin, 2011). Figure 2.3.1 shows a map of the mean frontal visual field, as well as horizontal sections through the visual field in the horizontal plane, and in the plane of the eye–bill tip projection (50° below the horizontal). The width of the binocular field as a function of elevation in the median–sagittal plane in the male bird is shown in Figure 2.3.2.

Binocular field

The region where binocularity occurs is vertically long (190°) and narrow, and extends from just below the bill tip to behind the head about 40° from the vertical plane (Figure 2.3.2). The maximum width is 27° and occurs at the
Figure 2.3.2 – Binocular field width in Senegal parrots (*P. senegalus*) as a function of elevation in the median-sagittal plane. The orientation of the bird’s head is shown diagrammatically. The last point at 150° elevation has been extrapolated. Note that where the binocular field (shaded in blue) ends, the blind areas below and behind the head begin.

Horizontal plane. The binocular area covers approximately 8% of the total horizontal width of the visual field, or 6% of the total visual field sphere. It is of a similar width (approximately 20°) throughout most of its vertical extent. Where the bill tip projects, the binocular width is only 5° and there is a blind area directly below the bill.
Monocular fields

Each eye has a monocular retinal field of 186° in the horizontal plane (Figure 2.3.1d) and approximately 88% of the total visual field in the horizontal plane has monocular visual coverage. This is true nearly throughout the vertical extent of the visual fields, as illustrated in Figure 2.3.1c in the plane of the bill tip projection, where each monocular field is 183°.

Cyclopean fields and blind areas

The cyclopean field covers approximately 98% of the celestial hemisphere; 344° in horizontal plane (Figure 2.3.1). A blind sector begins approximately 50° beyond the vertical plane to the back of the head, and widens to 16° at the horizontal. The pecten in each eye projects from 40° above the horizontal to 10° beyond the vertical plane. The parrot is technically blind in these areas, which cover approximately 10% of the celestial hemisphere, but they can be abolished effectively by the large amplitude of eye movement.

Eye movements

Maximum eye movement amplitude is 24° and eye movements of about this amplitude were found through a range of 60° of elevation in the region of the binocular frontal field. Owing to the small degree of maximum binocular overlap, these eye movements mean parrots can abolish binocularity. Eye movements are non-conjugate and can, therefore, produce asymmetrical visual fields.

Optic axes

The eyes project laterally, with the optic axes oriented slightly above the horizontal plane (13°), and 28° forward. The optic axis of an eye is likely to be
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Figure 2.3.3 – Location of the bill tip organ in a Senegal parrot (P. senegalus). The scale bars are each equal to 10 mm. (a) A ventral view and (b) lateral view of a Senegal parrot skull superimposed on a photograph of a live bird to illustrate how the keratin, in which the bill tip organ is embedded, extends the bill into a hook-like structure beyond the maxilla bone. The blue line in both diagrams indicates approximately where the bone ends.

the direction of highest optical quality within a visual field and is therefore also likely to coincide with the direction of highest visual acuity* in each eye.

2.3.2 Bill tip organ

Figure 2.3.3 shows photographs of the Senegal parrot maxilla. Seven pairs of pits within the rhamphotheca can be seen along the edges, with a single
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pit at the bill tip. These pits probably contain clusters of mechanoreceptors (Goujon, 1869; Necker, 1972; Gottschaldt and Lausmann, 1974; Berkhoudt, 1979; Gentle and Breward, 1986; Cunningham et al., 2007, 2010). No trace of structures associated with the bill tip organ was found in the bones (maxilla and mandible) of any specimens that we inspected. We observed irregular grooves leading down towards the bill tip, which may reveal the course of the blood vessels and/or nerve fibres that supply mechanoreceptors embedded in the keratin sheath.

Figure 2.3.3 indicates the hard keratin sheath grows to extend beyond the bone. Also clearly visible are periodic grooves within the keratin, lying distal to the smooth mouth palate, which Collar (1997) suggests aids grip. The junction between these grooved and smoothed sections of keratin lies approximately where the mandible meets the maxilla when the bill is closed. A similar arrangement of tactile pits in the maxilla is found in the mandible but in smaller numbers. This is contrary to Goujon’s (1869) descriptions, who found the mandible has a significantly larger number of tactile pits than the maxilla.

2.4 Discussion

We have shown that Senegal parrots have a visual field topography unlike those described hitherto in any other birds. Here, we discuss these differences and whether there are features of the visual fields that can be related to extractive foraging and/or the acquisition of information associated with exploration.
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2.4.1 General topography of the psittacine visual field

In birds, two main arrangements of visual fields have been described: those associated with visually guided foraging for food taken directly in the bill or feet and those associated with tactile probing or filter feeding (Martin, 2007). In both types, the binocular field is relatively longer (up to approximately 180º) than it is broad, but its location with respect to bill position differs. Visually guided foragers have a broad frontal binocular field (20º – 30º), within which the bill is centrally placed and there is a blind area above and behind the head. By contrast, in tactile and filter feeders, the bill is at the periphery of the binocular field and there is comprehensive coverage of the celestial hemisphere. Additionally, the binocular field width in filter feeders and tactile probers is narrower (approximately 10º) than in visually guided foragers.

In Senegal parrots a different arrangement is found, which can be viewed as a compromise between the two main visual field types (Figure 2.4.1). The binocular field is relatively broad (approximately 27º), but there is nearly comprehensive coverage of the celestial hemisphere. As in tactile probers and filter feeders, the bill tip projects at the periphery of the visual field (so parrots can just see below their bill tip), but because it projects at a steep angle from the horizontal, absolute coverage of the celestial hemisphere is not achieved. However, by pitching the head back only 40º–50º, parrots could achieve comprehensive visual coverage, enabling them to see predators around the entire horizon.

As another consequence of where the bill tip projects, if Senegal parrots wish to inspect visually objects that lie below the bill, they must either pitch
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Figure 2.4.1 – The vertical extent of the plane encompassing the ends of the 180° long binocular field (semi-circles shaded in green) in: (a) a filter feeding duck (pink-eared duck, Malacorhynchus membranaceus); (b) a stealth foraging heron (cattle egret, Bubulcus ibis); and (c) a Senegal parrot (P. senegalus). Heads are sketched in profile in their typical resting postures. The psittacine visual field appears to be intermediate between the two archetypal visual field types previously investigated, which have in the past been linked to two distinct foraging techniques (visually-guided foraging versus tactile and filter feeding; Martin, 2007). The dotted blue line is the midline through the eye.

their head forwards to view them binocularly, or turn their head to use the lateral, monocular portion of their visual field. This probably prohibits the rapid and accurate control of the bill towards objects, which is achieved by birds that peck or lunge for their food (Martin, 2009). However, like visually guided foragers, Senegal parrots do have a relatively broad frontal binocular field, which could aid inspection of objects held up in the foot. Parrots are often seen bringing their food items or novel objects up into their field of view with their feet (Whittow and Sturkie, 1999; Luescher, 2006). Psittacines exhibit lateralisation* of visual function (e.g. one eye is often used preferentially for certain tasks) and motor function (e.g. ‘footedness’ in grasping objects; Friedmann and Davis, 1938; Harris, 1989; Snyder and Harris, 1997; Casey, 2005; Rogers, 1989; Magat and Brown, 2009; Brown and Magat, 2011a). Highest acuity in all avian taxa is thought to occur in the lateral (i.e. monocular) field (Martin, 2009).
Figure 2.4.2 – Diagrammatic representation of how the psittacine binocular field is orientated during exploration in: (a) an approach to an object; and (b) manipulation of an object. In both, the binocular field width is plotted as a function of elevation in the median-sagittal plane. Note that where the binocular field (shaded in blue) ends, the blind areas below and behind the head begin. This illustrates that (a) a parrot is likely to approach a target object with its head pitched downwards, so that the object is near the point of maximum binocular width (at 90°), which is thought to be near the point of highest visual acuity. However, once the object is actually grasped (b), haptic exploration*, using the bill tip organ and zygodactyl feet, is likely to dominate visual exploration, as the parrot can only see just below its bill tip. Also the unique shape of the bill obstructs seeing the detail of anything held within the bill.
2.4.2 Extractive foraging and exploration

The tactile pits of the Senegal parrot bill tip organ are arranged along the inside of the curve of the bill tip. This means that unlike other taxa, such as kiwi (Apterygidae; Cunningham et al., 2007; Martin et al., 2007), ibises (Threskiornithidae; Cunningham et al., 2010) and probing shorebirds (Scolopacidae; Piersma et al., 1998), the parrot bill tip organ can only provide information about objects within the bill. Moreover, the unique bill shape obstructs a clear view of an object held within it (Figure 2.4.2b). This suggests items to be explored are typically detected visually first, and the bill tip organ provides haptic information only once an object is grasped.

Thus, parrots can manipulate objects efficiently without further need for visual information. This may have allowed natural selection to favour eyes placed high and laterally within the skull, resulting in extensive visual coverage above and behind the head, presumably for detecting predators and conspecifics. Some birds species that are known to manipulate and position objects carefully between their mandibles, such as hornbills (Bucerotidae; Martin and Coetzee, 2004) and cormorants (Phalacrocoracidae; Martin et al., 2008), have more forward-facing eyes, allowing them to inspect visually items held in the bill. By contrast, parrots seem to have achieved control over objects held in the bill without the need for visual cues.

Both object exploration and extractive foraging are likely to have been important factors in the evolution of psittacine visual fields, as both activities set parrots apart from other birds. However, the visual fields could be seen as facilitating the ‘exploratory approach’ towards an object, rather than visual exploration of the object once it has been grasped (during ‘ex-
The interaction of vision and touch during exploration

Another important factor that may be associated with parrot visual field configuration is the mode of locomotion used during climbing, in which the hooked bill tip is used as a third appendage. When a Senegal parrot climbs, the maximum binocular field width lies forward and above, allowing it to determine the position of the next point it can grasp with its bill. Similarly, it would prove most efficient when walking towards a target object for the parrot to approach with its head pitched downwards and then swung up towards the object just before grasping it with the bill.

What tentative behavioural predictions can be drawn from our description of the Senegal parrot visual field? During exploration, we hypothesise that a parrot would first attend to a novel object or food item using its monocular (left/right) visual field, then on approach pass visual control to the binocular field by orientating its head frontally. The parrot might then continue to tilt its head downwards in the approach towards the object, keeping it within the binocular field, close to the horizontal (as defined in Figure 2.3.1 and Figure 2.3.2). Then the individual may either pick up the object in a foot and bring it to a monocular field (left/right preference; Friedmann and Davis, 1938; Harris, 1989; Snyder and Harris, 1997; Casey, 2005; Rogers, 1989; Magat and Brown, 2009; Brown and Magat, 2011a), or grasp it directly in the bill where haptic exploration* could proceed using the bill tip organ, allowing further understanding of the object’s affordances* (Ficken, 1977; Gibson, 1988; Demery et al., 2010; Chappell et al., 2012).

2.4.3 Summary

The Senegal parrot visual field is unlike those described previously in any other bird species. It has both a relatively broad frontal binocular field in the
horizontal plane and a near comprehensive field of view around the head. Although this could be considered a compromise between features described previously in visually guided foragers and the features seen in tactile guided probers and filter feeders, we argue that parrot visual fields are actually associated with their unique anatomy, extractive foraging, exploratory learning and their climbing mode of locomotion. The key to all of these behaviours probably lies in the somatosensory information provided by the bill tip organ, which seems to integrate tightly with information from the Senegal parrots’ visual fields. This allows parrots to have foregone visual coverage of the region below the bill in favour of more comprehensive visual coverage above the head, presumably for greater predator and conspecific detection. The ability to manipulate objects with the foot and present them in the monocular visual field for inspection may also have facilitated the evolution of eye position to be high and lateral in the skull.

Thus we have established the possible sensory foundations of exploration in a parrot species, by looking at how the visual field in a Senegal parrot is oriented in relation to its tactile bill tip organ. We will now consider in more detail how the cross-modal interaction* of vision and touch might influence the motor aspects of behaviour (i.e. locomotory/mechanical/grip). We have done this over the next two chapters by broadly dividing the process of exploration into two major phases: the approach to a target object (chapter 3); and the manipulation of a target object (chapter 4).
Visual exploration in approach

Few have considered how animals visually perceive the world while locomoting around it, such as in the exploratory approach towards a novel object. Additionally, virtually no one has looked at bird locomotion beyond flight. Parrots have a distinctive visual field and climbing mode of locomotion, utilising the bill effectively as a third appendage. We varied slope gradient and object height on Senegal parrots’ approach towards an object of interest. Then we conducted a video frame-by-frame analysis of this approach, working back from the first bill touch to the object. We discovered that visual perception of a distant object was not hampered by the parrots’ climbing when the bill is utilised in climbing. When it was not, parrots kept the object in their visual field near the point of maximum acuity and maximum binocular width. Some preliminary data concerning how parrots employ their monocular versus binocular fields of view as they move closer to an object is also discussed. Whether this unusual mode of climbing or the tactile perception afforded by the psittacine bill tip organ is a greater selection pressure for their visual fields to have evolved above and behind the head remains to be seen.

3.1 Introduction

Animals live in a cluttered environment, yet they can locomote through it, around novel obstacles, and navigate towards a point of interest, seemingly without difficulty (e.g. Fehr, 1951; Winefield et al., 2002). The
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key function of locomotion is to move between two points in space, but as animals move, they can (and need to) gather visual information about the environment around them (Gibson, 1958). This information-gathering (or ‘visual exploration’*) may improve locomotor efficiency itself (e.g. selecting grasp points in climbing or planning routes), but it may also facilitate the collection of information about remote objects of interest (e.g. food items) before they can be grasped (Warren Jr, 1998). Imagine, for instance, a parrot climbing around a forest canopy searching for fruit. A fruit’s colour (i.e. ripeness), size and accessibility might all determine whether the parrot chooses that piece of fruit, or if it heads in the direction of another. How the parrot views these different fruit properties is partially governed by its head and body movements, but also by its visual field orientation (Hughes, 1977; Martin, 2007).

We previously measured the visual fields of Senegal parrots (*Poicephalus senegalus*) and found that it is fundamentally different from all other avian visual fields measured to date (Demery et al., 2011, chapter 2). The visual field is shifted above the parrot’s hooked bill tip, allowing a comprehensive view of the celestial hemisphere* above the bird’s head, but there is also a relatively broad frontal binocular field. It extends 190° from just below the bill tip to behind the head, 40° from the vertical plane. This means the point of maximum binocular width, as well as the point of maximum visual acuity*, is at the horizontal plane (along the eye-to-naris* plane).

There are two possible explanations for this shift in the psittacine visual field and its broad binocular field. First, it may be due to the haptic perception below the horizontal plane, provided by touch receptors embedded in
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the parrot’s bill tip (Goujon, 1869; Demery et al., 2011). Alternatively, it may be due to the distinctive locomotory mode of climbing frequently employed by parrots, whereby they use their hooked bill effectively as a third appendage (Collar, 1997). As a parrot hooks its bill onto a supporting surface, its visual field oriented above the horizontal allows it to still see what is directly ahead, rather than being blocked by the supporting surface (Demery et al., 2011). Unlike primates, who can independently orientate their eyes and their hands during climbing, parrots’ eyes are rigidly coupled to one of the appendages they use for climbing (i.e. the bill). This raises questions about whether there is a possible evolutionary trade-off between efficient exploration and efficient locomotion – i.e. between collecting information about distant objects and needing to look where to grasp next.

Parrots are exceptional among birds for their manipulatory abilities and their strong exploratory tendencies, present throughout their lives (Luescher, 2006). They are also thought to be strongly lateralised birds, exhibiting ‘footedness’ while manipulating objects (Friedmann and Davis, 1938; Harris, 1989; Snyder and Harris, 1997; Casey, 2005; Rogers, 1989; Magat and Brown, 2009; Brown and Magat, 2011a). This dexterity is further reflected in their locomotion. Utilising their highly curved maxilla, parrots can climb treetops, precarious fruit-bearing branches, vertical surfaces and traverse along the underside of branches (Sparks and Soper, 1990). This mode of locomotion has been described anecdotally by naturalists studying particular species, such as the endangered Puerto Rican amazon (Amazona vittata; Warhol and Benirschke, 1986), the thick-billed parrot (Rhynchopsitta pachyrhyncha; Bergtold, 1906) and the flightless kakapo (Strigops habroptila; Westerskov, 1981). Even species that inhabit open country purportedly spend a significant amount
3. VISUAL EXPLORATION IN APPROACH

of time locomoting by this climbing mode (Forsaw, 1977; Hawkins et al., 2001). However, this unusual form of locomotion has attracted little quantitative, systematic work, beyond a brief mention in Zeffer and Norberg (2003). For instance, it is not clear whether parrots predominantly climb by traversing along long branches, or more by climbing between branches, changing direction frequently (an issue highlighted in Bonser, 1999).

Unlike many terrestrial animals, most birds can move through the world by three modes of locomotion: walking, climbing and flight. However, ornithologists have focussed almost exclusively on the biomechanics and anatomy of flight (Norberg, 1979; Heppner and Anderson, 1985; Bonser and Rayner, 1996; Zeffer and Norberg, 2003; Tobalske, 2004; Williams and Bunkley-Williams, 2012). The role of visual fields in walking and climbing, is a previously understudied area for animals, although these locomotory modes have been extensively studied in primates (e.g. Cartmill, 1985; Bonser, 1999; Preuschoft, 2002; Isler, 2003; Thorpe et al., 2007b; Manduell et al., 2011). We nonetheless begin by considering how birds may orientate their heads in relation to their visual fields during flight. This has not yet been studied in psittacines, but has to some extent with pigeons (Columba livia; Erichsen et al., 1989; Hodos and Erichsen, 1990; Nalbach et al., 1990; Green et al., 1992). Relatively recently, for instance, Warrick et al. (2002) found that regardless of what environmental conditions they faced, pigeons orientated their heads in isolation from their bodies, in such a way as to allow a clear view of what was in front of them.

We conducted an anecdotal review of 20 photos from ARKive of various parrots in flight (2010; e.g. Figure 3.1.1a–b) and ran a series of preliminary
live observations of two captive Senegal parrots (Z. P. Demery, J. Chappell and G. R. Martin 2011, personal observations). Apart from during take-off and landing, a parrot generally seem to keep its head level in line with its body. This head posture may enable greater aerodynamic efficiency (Witmer et al., 2003; Tobalske, 2007). Alternatively, it may maximise binocularity and visual acuity on the horizontal plane in the intended direction of travel (Hengstenberg, 1988; Green et al., 1992) and to fixate on the remote target object (Goodale, 1983; Erichsen et al., 1989). It is difficult to separate these two explanations.

However, if the latter explanation of maximising binocularity were true, taking into account with what we now know about parrot visual fields, this should hold true for other forms of locomotion, such as walking and climbing. This does indeed seem to be the case from a second ARKive review of 20 photos of parrots traversing branches (e.g. Figure 3.1.1c–e): the area of maximum binocular width and visual acuity generally is oriented in the direction of travel and/or fixated on the remote object of interest. This is, however, very preliminary data and it is difficult to judge angles precisely from others’ photographs and videos, as one cannot be sure about the angle of the camera to the subject.

One of the few ornithological studies that has considered avian visual fields in conjunction with a locomotory gait other than flight is that by Cronin et al. (2005). They found that whooping cranes bob their heads as they walk, enabling them to keep a steady visual field for detecting and identifying objects. However, this study was conducted on a level surface, so it did not consider how a slope may affect head orientation during locomotion. This
Figure 3.1.1 – ARKive (2010) selection of photographs of various parrot species in flight (a-b) and while climbing (c-e). Note how in each the head is orientated in the direction of travel: in level flight the head is approximately in line with the body, so that the point of maximum binocular width is orientated in the direction of travel; while climbing, this is partially determined by where the bill is on the supporting surface when it is used as a third appendage. The species are as follows: (a) Hyacinth macaw (*Anodorhynchus hyacinthinus*); (b) African grey parrot (*Psittacus erithacus*); (c) Sun parakeet (*Aratinga solstitialis*); (d) Blue-and-yellow macaw (*Ara ararauna*; with entire binocular field from Demery et al., 2011); (e) St Vincent Amazon (*Amazona guildingii*). The dark blue dotted lines indicates the limits of the binocular field, while the light blue lines indicate the maximum binocular width, and the green line indicates the mid-line through the two eyes.
may be a relevant factor for parrots, when they may transfer from a walking gait into a climbing gait, as the supporting surface becomes steeper.

Green (1998), on the other hand, did consider gradient, but using domestic chicks (*Gallus gallus domesticus*). When they walked up or down a slope, the head angle increased or decreased respectively with the gradient of the slope. He concluded that in many birds head posture control evolved initially as part of general mechanisms using both visual and haptic information to guide vestibular body posture and the locomotory step cycle. The ensuing retinal image of the environment subsequently constrained the evolution of retinal structure, visual field topography and optical gradients.

However, Green (1998) did not record body posture data in addition to the head posture data to confirm his conclusions. He moreover rejected explanations relating to the optical and physiological properties of the eye (i.e. visual field orientation) largely by drawing comparisons to visual research on pigeons – a very different bird species. Green did not have information about the visual field orientation of the chicks, so he was not able to fully assess how features such as binocularity (e.g. Martin and Young, 1983; Martin, 2009) and/or retinal areas of greater visual acuity (e.g. Ehrlich, 1981; Nalbach et al., 1990; Hodos and Erichsen, 1990), may impact on chick locomotion. Visual fields can vary greatly between bird species, especially considering ecological and locomotory differences (Martin, 2011) – a particularly salient issue when considering the distinctive psittacine climbing gait. Therefore, greater experimental evidence is required. For instance, it is not clear which portion (i.e. binocular or monocular) of the psittacine visual field the object is in on the parrot’s approach to it.
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Thus, the aim of our study was to examine Senegal parrots’ visual field orientation during climbing and walking through two experiments, one for each gait. Following the model set by Green (1998) and Cronin et al. (2005), for simplicity we focussed on birds travelling in a single direction towards a target object, with no obstacles in-between (like a bird traversing along one branch towards a fruit). We considered how the eyes, bill and body were orientated in relation to the object, and to each point of contact on the supporting surface leading to the object. Note that we could not know for certain where in the surrounding environment the parrot was focussing on at any given moment, without more invasive or advanced eye-tracking techniques (e.g. Kjaersgaard et al., 2008; Voss and Bischof, 2009). In the first experiment on climbing, we varied the slope gradient, while in second experiment on walking, we varied the height of the target object from the flat ground. For both experiments, we predict that head orientation will be dependent upon maintaining visual control, while body orientation will be dependent upon maintaining vestibular control. This meant for the first experiment on climbing, we hypothesise:

- head orientation will be determined primarily by the parrot attempting to keep either the target object of interest, or the next point of contact for the bill on the climbing support centred in its visual field (near the point of maximum binocular width and visual acuity);
  - the exception to this will be when the need to utilise the bill becomes greater when climbing steeper inclines, which will in turn affect head orientation;
- therefore, the head orientation will not be dependent on the body orientation (and vice versa);
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- instead, body orientation will be dependent on the climbing support gradient to maintain balance.

This independence between head and body orientation should be reflected in the second experiment on walking. However, here the bill is not required for locomotion, so the head is free to orientate solely based on where the object is. Thus, here we hypothesise:

- the head orientation will be determined by the height of the target object, so that the object is again near the point of maximum binocular width;
  - for instance, when the object is at ground level, it will be approached with the head pitched slightly downwards;
- the body orientation will be constant throughout, as the supporting surface gradient does not change.

As parrots have exceptionally large frontal binocular fields for birds, in this walking experiment we also wanted to investigate which portion (i.e. binocular or monocular) of the visual field the object was in on the parrot’s approach to it. It is thought that, depending on the type of information required for collection, the monocular fields provide greater resolution than the binocular field, particularly at close range to the target of interest (Martin, 2007). The binocular field is likely more suited for detecting movement, or for processing the optic flow-field* information produced while locomoting (Martin, 2009). Thus lastly we predict:

- the proportion of time the object is in a monocular or the binocular field
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will vary with distance from the object, such that;

- the object is first identified in one of the monocular fields;
- then for the main part of the approach, the object is maintained in the binocular field;
- once the parrot is within grasping distance of the object, it is largely maintained in one of the monocular fields again.

3.2 Methods

3.2.1 Subjects and housing

Our subjects were two adult captive Senegal parrots (*Poicephalus senegalus*; siblings; 5 years old male and female; 15 cm and 12 cm tall respectively). They were housed indoors in a temperature-controlled environment (23 ± 5°C) on a 12:12 light cycle (dark from 8 pm to 8 am daily). Their cage size was 2.46 x 2.00 x 2.51 m. They were cleaned out weekly and fed daily at 11 am on a diet of fresh fruit and vegetables and parrot seed mix (Parrot Mix Royale, Copdock Mill, Ipswich, UK). Wood chips (Lillico Biotechnology, Surrey, UK) covered the floor and a range of toys and ropes, as well as water baths were provided for general environmental enrichment.

Senegal parrots are resident across West Africa, inhabiting woodland and savannah. Their diet, like the majority of other psittacines, consists of seeds, nuts, blossoms and fruit (Alderton, 2005; Athan and Deter, 2009). Senegal parrots also show the characteristic psittacine exploratory tendency, which lasts throughout their long life (approximately 30 years; Collar, 1997). Their hook-like maxilla is used both for climbing and object manipulation (Z. P. Demery, J. Chappell and G. R. Martin 2011, personal observations). They
use the same method of extracting seeds as found in nearly all Psittaciformes (Collar, 1997).

3.2.2 General protocol

We ran two concurrent experiments investigating the climbing and walking approach of Senegal parrots. At a random time during the day, the subjects were presented with both experiments’ sets of apparatus in their home cage to minimise neophobia over five consecutive days for an hour. Mealworms were placed near the entrances of both apparatus sets daily. Additionally, the birds were trained to climb for mealworms around the mesh of their cage in different directions daily for 10 minutes.

The experiments were administered consecutively. Each subject experienced three repeats of each condition in each experiment. Each condition was presented in a random order to each bird, but each repeat of the same condition occurred consecutively. The subject was placed on the bottom rung of the ladder (outside of the tube) in Experiment 1 (subsection 3.2.3), or the start of the tunnel in Experiment 2 (subsection 3.2.4). Then they were left for 1 minute or until they reached the reward at the end. Between trials they were placed on a perch behind a blind, while the apparatus was reset for the next trial. All of the trials were conducted in the presence of both subjects, as they could not be separated. The order of subjects for each trial was randomised.

3.2.3 Experiment 1: climbing approach

Materials

This experiment was recorded by a high resolution video camera placed 1 m away, perpendicular to the apparatus (Sanyo Xacti VPC-CG100; in H264-
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**Figure 3.2.1** – A diagram of the apparatus in (a) Experiment 1 for measuring the climbing approach of two Senegal parrots (*P. senegalus*), where the parrots climbed up a ladder suspended in a transparent perspex tube; and (b) Experiment 2 for measuring their walking approach, where the parrots walked along a transparent perspex ‘tunnel’. In both experiments, the target object at the end of the approach was a mealworm: in Experiment 1 it was on the top rung; and in Experiment 2 it was on a G-clamp, whose height could be adjusted.

MPEG-4 avc1 codec; 1920x1080 resolution, 60 fps). The supporting surface was a rigid wooden ladder (44 cm long, 8 cm wide) with six different coloured rungs, each about 7 cm apart (Figure 3.2.1a). The middle part of it was fixed in the middle of a transparent perspex tube (20 cm in diameter, 60 cm long), so a Senegal parrot could stand upright on any ladder rung with plenty of space around them, but could only travel in one direction (up/down ladder). A food reward (a mealworm) was fixed to the top rung, 10 cm down from the end of the tube. The reward was clearly visible from the bottom, but it could not be accessed from above. The tube was fixed to the cage mesh. There were four conditions, where the gradient of the supporting surface was either 0° (horizontal), 30°, 60°, or 90° (vertical).

**Analytical method**

We modelled our analysis method on that of Cronin et al. (2005) and Green (1998). The video files were converted into an image sequence (unscaled JPEG, with interlaced scaling and no compression) using MPEG Streamclip
Figure 3.2.2 – A diagram of the analysed points (red dots) on a locomoting parrot from video recordings by: (a) a side camera in both Experiments 1 and 2 on the climbing and walking approach; and (b) a top camera just in Experiment 2 on the walking approach. The target object at the end of the approach was a mealworm (pink oval in (a) and brown oval in (b)). In (a), the green line is the ladder and the dotted lines show the relevant angles. In (b), the details of the calculations (from the $x, y$ co-ordinates of each point), for which part of the visual field the object is in, are shown in Appendix B. The circle represents a section through the bird’s visual field in the plane that passes through the eye and the bill tip (50º below the horizontal). The yellow and oranges areas are the left and right monocular fields respectively. The blue area is the binocular field (as in (a)). The dark grey area is the blind area.
version 1.2 (Cinque, Squared 5srl 2006-08), so a 30-second 60 fps video file would result in approximately 1800 image frames. ImageJ (v. 1.43u 64-bit; Wayne Rasband, National Institute of Health, USA) was used for frame-by-frame analysis every 10 frames per second, working backwards from the first point of bill contact with the target object. This meant if each locomotory bout lasted 10 seconds, then in total approximately 3240 frames were analysed. In each frame, the position of the following points were noted: centre of the eye; naris (nostril); maxilla (bill tip); each intertarsal joint (ankle); mantle (shoulder); and upper tail coverts (tail base; Figure 3.2.2a). From these points, the angle of the body (tail-tip-to-mantle) and angle of head (eye-to-naris) were calculated relative to:

- each other;
- the horizontal;
- the supporting surface;
- the target object (middle of mealworm);
- and the next point of contact.

These points also allowed us to calculate the number of bill touches to the ladder within each condition. Moreover, this data was related to the psittacine visual field using data from Demery et al. (2011). We analysed where the visual field was centred in relation to the experimental apparatus at each point along the bird’s gait. The area where the visual field was centred was defined as the point of maximum binocular width (along the eye-to-naris angle, or the ‘horizontal plane at 0º elevation’ as shown in Demery et al., 2011) ± 20º in the vertical extent of the binocular field. From this,

1Note in this chapter 0º is the horizontal and 90º is the vertical, but in chapter 2 90º was the horizontal and 0º is the vertical. The latter was appropriate for visual field elevations, but
we could calculate the percentage of time in each trial the visual field was either centred on the object, next bill contact point or some other area of the apparatus.

### 3.2.4 Experiment 2: walking approach

#### Materials

The details of the video recording were the same as in Experiment 1 (subsection 3.2.3), but this experiment was also recorded by a plan-view camera 50 cm above. The apparatus was placed on a small table (1 m by 2 m) in the middle of the home cage (Figure 3.2.1b). A mealworm was held in a G-clamp, whose height could easily be adjusted, at the end of a perspex ‘tunnel’ (50 cm high, 90 cm long), so it could not be accessed from above. There were 5 conditions, where the target object (mealworm) was either at 0, 5, 10, 15 or 20 cm above the flat surface.

#### Analytical method

The details of the video analysis were the same as in Experiment 1 (subsection 3.2.3), but the second camera above the apparatus in Experiment 2 allowed estimation of whether the object was in the left monocular, right monocular, or the binocular field at each step. This was then related to distance from the target object. Analysis of distance ended when the object was within grasping distance of the bird (i.e. bird and object 5 cm apart). The following points in the image frames from this video footage were marked (Figure 3.2.2b):

- a consistent point on the back of the head (e.g. white spot in feathering);
- the mid-point between the eyes;

---

not for slope gradients.
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- and the middle of the mealworm.

These points were chosen so that the general position of the object in the visual field at any given moment could be calculated by trigonometry (Appendix B). These trigonometry calculations thus made the following assumptions:

- Take a top-down, two-dimensional view of the bird in relation to the object along the \(x, y\)-axes (Figure 3.2.2b), so discount any head movements along the \(z\)-axis for instance;
- Assume the bird always orientates its head to focus on the item of interest in the plane/elevation of maximum binocularity (as shown in Demery et al., 2011);
- Assume that the eye is looking in the ‘average direction’, but there will be an error of \(\pm 20^\circ\) due to non-conjugate eye movement.

3.2.5 Statistical methods

The effects were analysed using repeated measures General Linear Models. The assumptions of parametric methods (normality of error, homogeneity of variance and linearity) were confirmed from plots of coefficients versus fitted values. All analyses were performed using Minitab\textsuperscript{\textregistered} Statistical Software version 15.1.30. The probability level accepted for significance was \(p < .05\).

For both experiments, we focussed on analysing three key angles: body-head; body-slope; head-slope. We tested whether slope gradient or object height had an effect on each of these angles. These were analysed for each bird within each trial, taking a mean from the entire trial time (i.e. the entire gait). All of the angles data was offset by 90, then Box-Cox transformed,
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where $\lambda = 2$ in Experiment 1 and $\lambda = 4$ in Experiment 2. For each model, the other angles were built in as covariates. Where proportional data measures were used to test the effect of gradient on the location the visual field centred on, the data was arcsine-squareroot transformed. In Experiment 2, we analysed whether the distance between the target object and the bird had an effect on the proportion of time the object was viewed using the monocular field (versus the binocular) using a repeated-measures one-way ANOVA.

3.3 Results

3.3.1 Experiment 1: climbing approach

Head angle and body angle

While climbing, the supporting surface gradient did not have a significant effect on the Senegal parrots’ body angle (mantle-tail angle) relative to the head angle (eye-naris angle; GLM: $F_{3,14} = 1.36; p > .05$; Table 3.1). However, the gradient condition did have a significant effect on the body angle relative to the supporting surface (or relative to the horizontal; GLM: $F_{3,14} = 44.16; p < .01$). In other words, as the angle of the slope became steeper, so did the angle of the body (Figure 3.3.1a). Within a trial, the body angle remained relatively constant throughout the climb.

The supporting surface gradient did not have a significant effect on the mean head angle within each condition relative to the supporting surface (or the horizontal; GLM: $F_{3,14} = 0.21; p > .05$). Within the horizontal gradient condition, the head angle relative to the target object was fixed at $0^\circ \pm 21^\circ$ throughout the gait, so that the target object was in the centre of the visual field (section 3.3.1). However, as the gradient of the supporting surface in-
Figure 3.3.1 – Line graphs illustrating what the body angle and the head angle were dependent on while climbing, against the gradient of the supporting surface (varied from 0° to 90° in Experiment 1). (a) The body angle in relation to the supporting surface. (b) The mean number (out of three repeats) of bill touches to the supporting surface. The red lines are the male Senegal parrot (*P. senegalis*) and the blue lines are the female Senegal parrot. The error bars represent standard-error-of-the-mean, where the mean was each bird’s mean across three trials in each condition.
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Table 3.1 – A summary table outlining the three repeated measures GLM model for the effect of supporting surface gradient on head-slope angle, body-slope angle and body-head angle respectively in Experiment 1. Gradient was a fixed variable (0, 30, 60 and 90 degrees). For each model, the other angles and the number of bill touches to the supporting surface were included as covariates. All of the angles data was offset by 90, then Box-Cox transformed, where \( \lambda = 2 \).

<table>
<thead>
<tr>
<th>Factor</th>
<th>d.f.</th>
<th>( F )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head-slope</td>
<td>Gradient 3</td>
<td>0.21</td>
<td>0.886</td>
</tr>
<tr>
<td></td>
<td>Bill touches 1</td>
<td>0.52</td>
<td>0.482</td>
</tr>
<tr>
<td></td>
<td>Body-slope 1</td>
<td>0.01</td>
<td>0.938</td>
</tr>
<tr>
<td><strong>Body-head</strong></td>
<td>1</td>
<td><strong>6.81</strong></td>
<td><strong>0.021</strong></td>
</tr>
<tr>
<td>Body-slope</td>
<td>Gradient 3</td>
<td><strong>44.16</strong></td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td></td>
<td>Bill touches 1</td>
<td>0.28</td>
<td>0.608</td>
</tr>
<tr>
<td></td>
<td>Head-slope 0.01</td>
<td>0.01</td>
<td>0.938</td>
</tr>
<tr>
<td></td>
<td>Body-head 1</td>
<td>1.26</td>
<td>0.281</td>
</tr>
<tr>
<td>Body-head</td>
<td>Gradient 3</td>
<td>1.36</td>
<td>0.297</td>
</tr>
<tr>
<td></td>
<td>Bill touches 1</td>
<td>1.66</td>
<td>0.219</td>
</tr>
<tr>
<td><strong>Head-slope</strong></td>
<td>1</td>
<td><strong>6.81</strong></td>
<td><strong>0.021</strong></td>
</tr>
<tr>
<td></td>
<td>Body-slope 1</td>
<td>1.26</td>
<td>0.281</td>
</tr>
</tbody>
</table>

Significant variables are indicated in bold; \( n = 24 \) for all measurements.

creased, the number of bill touches to the supporting surface increased (Figure 3.3.1b). In other words, as the bill was employed more as part of the climbing gait as the slope gradient increased, the head angle (relative to the target object and relative to the supporting surface) was no longer constant throughout the gait within a trial.

Position of target object in visual field

For each bird in each condition in Experiment 1, at every point along the ladder, the target object was within the visual field, even when the bill was in contact with the supporting surface. However, with steeper gradients, the birds increasingly employed their bill in climbing (Figure 3.3.1b), so, the
Table 3.2 – A summary table outlining the GLM model for the effect of supporting surface gradient on the proportion of time (dependent variable) the visual field was centred upon each location in Experiment 1. Gradient (0, 30, 60 and 90 degrees) and location (next bill contact point, target object or another point) were fixed variables. The proportional data was arcsine-squareroot transformed.

<table>
<thead>
<tr>
<th>Factor</th>
<th>d.f.</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gradient</td>
<td>3</td>
<td>2.08</td>
<td>0.161</td>
</tr>
<tr>
<td>Location</td>
<td>2</td>
<td>214.61</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Gradient × Location</td>
<td>6</td>
<td>116.79</td>
<td>&lt; .001</td>
</tr>
</tbody>
</table>

Significant variables are indicated in bold; \( n = 24 \) for all measurements. Post-hoc Tukey on interaction: all \( p < .05 \).

Figure 3.3.2 – A bar chart showing, at each gradient condition in Experiment 1 on climbing, the mean percentage of time within a trial the visual field either centred on: the target object (dark grey); the next point of contact for the bill on the supporting surface (light grey); or somewhere in between (white). The area the visual field was centred on was defined as the point of maximum binocular width ± 20º in the vertical extent of the binocular field (see Figure 3.2.2a). Note that the target object and the next point of contact were still always found to be within the visual field limits, even if it was not always centred upon each. The error bars represent the standard-error-of-the-mean, where the mean was across two birds, experiencing three repeats of each condition.
3.3. Results

target object was decreasingly near the centre of the visual field (i.e. the point of maximum binocular width ± 20º), but instead more towards the visual field’s periphery. At the most extreme head-object angle, when the bill was hooked onto a ladder rung, the object was at 10º past the vertical (350º), but this was still 30º from the edge of the visual field.

Thus, depending on the bird’s location along the ladder, the centre of the visual field was on either the next point of contact for the bill, or the target object. Figure 3.3.2 illustrates the significant interaction between the supporting surface gradient and proportion of time the visual field is centred on upon each location (GLM: gradient*focussed area; $F_{6,11} = 1116.79; p < .001$; Table 3.2). As the gradient became steeper, the parrots spent less time focussing on the target object, while the proportion of time the visual field is centred on a surface contact point increased (Tukey: all $p < .05$).

3.3.2 Experiment 2: walking approach

Head angle and body angle

While walking, the height of the target object did not have a significant effect on the Senegal parrots’ body angle relative to the supporting surface (GLM: $F_{4,21} = 0.30; p > .05$; Table 3.3). Throughout Experiment 2’s conditions, the body angle relative to the horizontal supporting surface stayed at a constant angle of approximately 51º (± 12º). The bill was not employed for locomoting throughout this experiment and so did not touch the supporting surface.

The object height condition did have a significant effect on the head angle relative to the supporting surface (GLM: $F_{4,21} = 212.33; p < .01$; Figure 3.3.3). When the object was on the ground, both parrots throughout their walking
Table 3.3 – A summary table outlining the two GLM models for the effect of target object height from ground on the body-slope angle and the head-slope angle in Experiment 2. Object height (0, 5, 10, 15 and 20 cm) was a fixed variable. For each model, the other angle was included as a covariate. All of the angles data was offset by 90, then Box-Cox transformed, where $\lambda = 4$.

<table>
<thead>
<tr>
<th>Factor</th>
<th>d.f.</th>
<th>$F$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body-slope</td>
<td>Object height</td>
<td>4</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>Head-slope</td>
<td>1</td>
<td>0.00</td>
</tr>
<tr>
<td>Head-slope</td>
<td>Object height</td>
<td>4</td>
<td>212.33</td>
</tr>
<tr>
<td></td>
<td>Body-slope</td>
<td>1</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Significant variables are indicated in bold; $n = 30$ for all measurements.

Figure 3.3.3 – A line graph illustrating how the head angle (relative to the supporting surface) changes as the height the target object is at from the ground was varied in five conditions in Experiment 2 on walking approach. The red lines are the male Senegal parrot ($P$. senegalus; height 15 cm) and the blue lines are the female Senegal parrot (height 12 cm). The error bars represent standard-error-of-the-mean, where the mean was each bird’s mean across three trials in each condition.
approach held their head at a constant angle relative to the supporting surface, at 25° ± 9° below the horizontal (i.e. -25° in Figure 3.3.3). Here the target object was in the visual field near the point of maximum binocular width (as in first condition of Experiment 1; subsection 3.3.1). However, as the height of the target object from the ground increased, the angle of the head relative to the supporting surface significantly increased (Tukey: all \( p < .01 \)).

**Position of target object in visual field**

A mean calculated across all trials and both birds showed that the binocular field was used to view the target object for an approximately equal proportion of the trial time as the monocular field. When the monocular field was utilised, both birds used the right monocular field for approximately 78% (± 3%) of the trial time, rather than the left monocular field.

There was a significant effect of distance of the parrot from the target object on the proportion of time the object was in the monocular field (repeated one-way ANOVA: \( F_{7,8} = 4.18; p < .05 \); Table 3.4 and Figure 3.3.4). When the bird was 75–84 cm away from the target object at the start of its approach, the object was in the bird’s monocular field for a significantly longer proportion of the trial time than the binocular field (Tukey: \( p < .01 \)). Then along the bird’s approach from 74 to 24 cm, the object was in the bird’s binocular field for a significantly longer proportion of the trial time than the monocular field (Tukey: all \( p < .05 \)). Finally, from 24 to 5 cm, until it was within grasping distance, the target object was again in the monocular field for a significantly longer proportion of the trial time than the binocular field (Tukey: 15–24 cm, \( p < .05 \); 5–14 cm, \( p < .01 \)).
Table 3.4 – A repeated measures one-way ANOVA table for the effect of distance (in cm) of the parrot from the target object on the proportion of time the object was in the monocular field (versus binocular field) in Experiment 2. Distance was a categorical variable (5-14, 15-24, 25-34, 35-44, 45-54, 55-64, 65-74 and 75-84 cm). The proportional data was arcsine-squareroot transformed.

<table>
<thead>
<tr>
<th>Source</th>
<th>d.f.</th>
<th>SS</th>
<th>MS</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance</td>
<td>7</td>
<td>1116.1</td>
<td>159.4</td>
<td>4.18</td>
<td>0.031</td>
</tr>
<tr>
<td>Error</td>
<td>2</td>
<td>305.0</td>
<td>38.1</td>
<td>214.61</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Total</td>
<td>15</td>
<td>1421.1</td>
<td>116.79</td>
<td>&lt; .001</td>
<td></td>
</tr>
</tbody>
</table>

Significant variable is indicated in bold; \( n = 16 \) for all measurements. Post-hoc Tukey: all \( p < .05 \).

Figure 3.3.4 – A line graph illustrating how on a Senegal parrot’s walking approach (Experiment 2), the visual field portion the object is in changes as the parrot gets closer to the object. The visual field portion was divided into the binocular field (red line) and the monocular field (blue line; either left or right). The distance the bird is from the object was categorised into 10 cm blocks. The approach finished once the bird was within grasping distance of the object (at 5 cm). The error bars represent the standard-error-of-the-mean, where the mean was across all the test conditions (object height varied), where two birds experienced three repeats of each condition.
3.4 Discussion

We have examined the orientation of the visual field during climbing and walking in parrots. Previous work in birds has focussed almost exclusively on head orientation during flight (Warrick et al., 2002; Tobalske, 2007), or just the locomotory mode of flight (Norberg, 1979; Heppner and Anderson, 1985; Bonser and Rayner, 1996; Zeffer and Norberg, 2003; Tobalske, 2004). The role of visual fields in climbing and walking is a previously understudied area for animals, although the locomotory aspects have been studied, largely in primates (e.g. Cartmill, 1985; Bonser, 1999; Preuschoft, 2002; Isler, 2003; Thorpe et al., 2007b; Manduell et al., 2011).

We found that whether a Senegal parrot is climbing or walking, as they approach a target object, they generally keep the object in their visual field near the point of maximum binocular width (forward and above the bird’s head). This point also happens to be on the same plane as the point of maximum visual acuity (Demery et al., 2011). Even when they need to re-orient their head during climbing to use their bill as a third locomoting appendage, the target object is still in the parrot’s visual field, but no longer near the point of maximum binocular width. In approach, they also predominantly orient their heads so that the object is in the frontal binocular portion of their visual field, rather than in one of the lateral monocular portions. As predicted, head orientation seemed to be dependent upon maintaining visual control, while body orientation seemed to be dependent upon maintaining vestibular control. Note that our target object was a food item, a mealworm, not a novel item, so extensions to exploratory behaviour can only be taken so far.
3. Visual exploration in approach

3.4.1 Climbing approach

The first experiment investigated the distinctive psittacine climbing mode of locomotion. For shallow inclines, the birds predominantly used their feet to climb, with the bill being used occasionally. As the gradient increased, the bill was used more frequently, until the bird was alternating use of foot and bill, rung by rung. While walking, only the feet were needed for locomotion, as there is no useful or necessary point for the bill to grasp.

When the bill was used to grasp supports in climbing, parrots oriented their heads downwards, so that the target object was near the periphery of the visual field, and the visual field was instead centred on the current (or next) point of contact for the bill, near the point of maximum binocular width. Nonetheless, because of the large binocular extent of 190° (Demery et al., 2011), the target object was still in the visual field (Figure 3.3.2). This seems to form part of a behavioural cycle in which the bird switches between fixating on these two points, depending on where they are along the supporting surface. As hypothesised, we found that the head angle was independent of the body angle, which was naturally dependent on the gradient of the supporting surface.

Contrary to our head angle findings, Green (1998) found that, while walking, chicks’ head angle was dependent on the supporting surface gradient, i.e. to maintain vestibular control. Unlike in this study, however, he did not measure body angle, or consider whether the chicks were instead striving to maintain visual control of the distant target object of interest (caged conspecific). This could not be confirmed without knowing the visual field orientation of the species, which has not yet been measured. It is likely to be
very different to the psittacine visual field, as parrots inhabit very different environments to chickens (Martin, 2011). Moreover, when faced with a steep supporting surface, chickens do not climb as parrots do with their bill.

Nonetheless, Green’s findings do to some extent support our body angle findings, where as the slope increased, the body angle also increased. Unlike our head angle results, this is likely due to the birds striving to maintain balance in the face of steeper inclines. However, an advantage of Green (1998) was that the head angles of chicks’ descending as well as ascending different slopes were measured, increasing ecological validity. It is unfortunate there is not more known about how parrots move around in the wild. For example, whether they always climb by traversing along long branches, or whether parrots move between branches and change direction frequently. We chose to focus on travel in a single direction without any obstacles between the bird and the target object. This was in the interest of maximising control over knowing where the object was in a bird’s visual field at any given moment in the approach, rather than solely investigating how parrots locomote.

One study that has investigated some of the details of parrot climbing is that by Zeffer and Norberg (2003). How the parrots legs have evolved to enable this form of locomotion efficiently is unclear, but Zeffer and Norberg (2003) found that the tarsus (lower leg) is significantly shorter compared to several other bird species. They suggested this allows for faster movement through the canopy, and the stability required for perching with one leg during extractive foraging. Williams and Bunkley-Williams (2012) studied the Puerto Rican spindalis (Spindalis portoricensis) moving through the canopy. These birds employ a very different means of climbing locomotion to par-
rots, whereby they swing from vine to vine by grasping them in their bill, rather than using their wings or feet.

One other possible concern with our method is that the target object was in the centre of the ladder rung, in line with the travel direction of the bird (like in Martin and Shaw, 2010). Therefore, we cannot be sure that the subjects were focussing on the object, rather than an some other distant point in their direction of travel, such as for identifying the next point of contact. If we were to repeat this study, it would be useful to, re-position the target object, for instance, to one of the extreme sides of the rung, away from the direct line of sight in the direction of travel. However, then we would need to work in more than one plane, so we would need to be careful when determining the relevant angles.

3.4.2 Walking approach

The second experiment focussed on the walking approach to a target object along a flat surface, where the height of the object was varied. In line with our predictions, the parrots’ body angle remained constant throughout the approach, at approximately 50º relative to the supporting surface. As the target object rose higher from the ground, the head angle relative to the supporting surface increased, probably because the parrot tracked the object as it moved towards it. Without the need to employ the bill in this mode of locomotion, the parrots oriented their heads throughout nearly all of their approach, so that the target object was near the point of maximum binocular width in the visual field.

These findings support Warrick and colleagues’ (2002) work on how pi-
geons in flight maintain a clear view of what is in front of them by orienting their head independently of their body. In their experiments, the pigeon’s body orientation and flapping frequency varied, but the head remained level in the direction of the destination throughout. When Warrick et al. disrupted the pigeon’s visual and vestibular systems, it could no longer maintain controlled flight. Moreover, Cronin et al. (2005) looked at whooping cranes’ locomotion during foraging. The cranes bob their heads as they walk, enabling them to keep a steady visual field for detecting and identifying objects. Furthermore, they maintained a speed that ensured their head was stable for at least 50% of the gait.

On the walking approach, the target object was predominantly in the Senegal parrots’ frontal binocular field. The monocular fields of the parrots seemed to be important as well, but only at the beginning and the end of the approach. We suggest this is because the parrots first identify the target object laterally in the larger monocular field, which likely has a greater resolution than the binocular field (Martin, 2009).

Then visual control seems to be passed frontally to the binocular field on approach. This is an interesting consideration, as the psittacine binocular field only has a maximum width of 27° at the horizontal, relative to the 186° in one of the monocular fields (Demery et al., 2011). Nonetheless, while many other birds have even narrower binocular fields, in flight they have been shown to orient their head such that the frontal binocular field is in the direction of travel (Martin and Katzir, 1999; Martin and Shaw, 2010). It has been suggested that the avian binocular field is more suited to processing optical flow information than the monocular field (Martin, 2009).
3. **Visual exploration in approach**

Lastly, once the object is within grasping distance of the parrot, visual control appears to be transferred back to the higher resolution monocular field, and the next phase of exploration, exploratory manipulation, can take place. We look for evidence of this being the case in the next chapter.

We end this discussion with the observation that as we orientated the camera downwards, we could only measure where the object was in the visual field at the horizontal plane (as in Demery et al., 2011). We approximated that the extent of the visual field was simply that at the vertical midpoint. This is a reasonable approximation, as the field does not change greatly with height in this region. For example, the binocular width is $25^\circ \pm 2^\circ$ over a $160^\circ$ of the total $190^\circ$ of the binocular extent. However, extreme vertical head motion would not be accounted for. Without further advancement in eye-tracking technology though, this method is sufficiently accurate for measuring where different objects are in the bird’s visual field at any given moment.

**3.4.3 Summary**

In this study we have discovered an interesting relationship between vision and the locomotory approach towards an object of interest, which has important implications for our understanding of how information may be gathered by exploration during different modes of locomotion. Parrots are distinctive for their locomotory modes and their visual field: both are closely intertwined, yet do not seem to hamper each other in the approach towards an object.

The psittacine bill is clearly a very versatile tool – for locomotion, tactile perception and manipulation. Unlike primates, climbing parrots have eyes
that are rigidly coupled to a key climbing appendage. There must be an evolutionary trade-off between collecting information about distant objects and needing to look where to grasp next. It is still unclear whether psittacine visual fields are orientated – with extensive visual coverage above and behind the head – largely due to selection pressures pertaining to their characteristic climbing gait. While the findings in this chapter do support this view, we argue that as the object is in the visual field regardless of what gait is utilised, this orientation has evolved primarily due to the haptic perception afforded by the bill tip organ. For a social animal like the parrot, selection pressures are often particularly strong from threats posed by conspecifics and predators (Bertram, 1978). The bill tip organ allows parrots to forgo visual coverage of the region below the bill, such as for object manipulation, in favour of comprehensive visual coverage of above and behind the head, undoubtedly for greater detection of predators and conspecifics approaching from above or behind (Demery et al., 2011).

When the target object was in one of the monocular fields during the walking approach, we found both Senegal parrots displayed a preference for using their right monocular field of view more than than their left monocular. This issue of visual lateralisation has gained renewed interest in the literature of late, particularly in psittacines (Friedmann and Davis, 1938; Harris, 1989; Snyder and Harris, 1997; Casey, 2005; Rogers, 1989; Magat and Brown, 2009; Brown and Magat, 2011a). While the sample size of two birds in this study is sufficient for investigating the role of visual fields in locomotion following our current line of questioning, it is not adequate for investigating the possibility of individual versus population level visual lateralisation. Therefore, in the next chapter, we will re-examine the roles of the monocular and
3. Visual exploration in approach

binocular visual fields during exploration in another parrot species using a greater sample size, and we will relate the degree of visual lateralisation to the potential of ipsilateral motor lateralisation (i.e. footedness). This will allow us to take a more haptic, rather than visual, stand-point in considering the next phase of exploration: exploratory manipulation.
CHAPTER 4

Haptic exploration in manipulation

How does an exploratory animal’s senses and appendages interact to gather information from the world around it? While much work on animal exploration has focussed on the cognitive mechanisms underlying learning, comparatively little research has addressed the way in which the sensorimotor system may be designed to facilitate information acquisition. In addition, any information gathered by vision and touch during exploration may be constrained by cerebral lateralisation. Visual and motor lateralisation has been studied extensively in birds, but largely in foraging contexts, or with familiar (rather than novel) objects. Parrots are neophilic and exploratory throughout their lives and have the anatomy adapted for dextrous manipulation. Here we combined our knowledge of the psittacine visual field (Demery et al., 2011) with a novel technique to measure how kakariki utilise their eyes, bill and feet in the approach towards and in the manipulation of a range of novel objects. We found that on approach to an object, the binocular field was important, but once within grasping distance, the monocular fields dominated. Moreover, during this manipulation phase, the bill was used intensively for exploration. Unlike other psittacines measured to date, kakariki displayed not population-level, but strong individual-level visual and motor lateralisation. These different sensorimotor strategies are influenced by object novelty, the point at which the individual is in during the exploratory bout, and the types of exploratory behaviours being performed. Thus, it seems that the sensorimotor system of kakariki may be structured in such a way as to maximise the information gathered.
4. HAPTIC EXPLORATION IN MANIPULATION

4.1 Introduction

To survive within an ever-changing world, many animals need to explore. Exploration enables animals to learn about and understand the world around them (Archer and Birke, 1983; Renner, 1990). However, while most work has focussed on the cognitive mechanisms underpinning learning (e.g. Rescorla, 1968; Seed and Call, 2008; Bunzeck et al., 2010), learning relies on information gathered through the senses as raw material, and requires action through the motor system (Floreano and Mattiussi, 2008). Therefore, in order to understand learning fully, the focus needs to shift to the lower-level sensorimotor adaptations. How do different animals interact with their environments to gather information for exploration?

Studying exploration is complicated by the fact that the sensorimotor requirements and adaptations of a mole rat (Spalax ehrenbergi) exploring its underground environment, for instance, are very different to those of a octopus (Octopus vulgaris) exploring its underwater environment (Kuba et al., 2006a; Avni et al., 2008). We need to understand the extent of a species’ perceptual and physical interaction with its environment before we can gain an insight into what types of information are being gathered by exploration. Moreover, it is not enough for the animal to just passively see or hear the world around it; to understand how it works, the animal needs to perform active and tactile interaction with the world (Piaget, 1929, 1952). An actively sensing animal is actively seeking and gathering information; it is being purposeful, exerting control over the orientation and direction of the sensory apparatus depend-

---

1It should be noted that, strictly, information gathered through the senses and that processed through the motor system are separate entities. As it is generally difficult to separate these two facets, particularly in behavioural experiments, henceforth we shall refer to both as sensorimotor.
ing on the task at hand to maximise the information gained (e.g. Mitchinson et al., 2007). In contrast, passive sensing involves simply receiving information from a source extrinsic to the individual – the difference between reaching out to touch something, in contrast to being touched by something (i.e. sensor versus object movement, Gibson, 1962). Passive sensing is particularly difficult to measure because rarely involves overt behavioural changes in the animal, which makes it difficult for us to detect it and disentangle it from active sensing. Both forms of sensing often occur concurrently, sometimes through different modalities (Nelson and MacIver, 2006).

Active sensing is perhaps most evident in the modality of touch, where purposeful exploratory behaviour can be more clearly observed when the animal directs its haptic senses by movement and motoric action on the environment (Prescott et al., 2011). However, we cannot explicitly test whether an animal is actively using a particular sensory modality at a specific moment simply by observing exploratory behaviour. Nevertheless, we can deduce where a target object falls within a particular sensory modality at a specific moment. From there, it can be shown whether it is possible that the animal is using that particular modality to perceive that object at that moment (Chappell et al., 2012; Arriola-Rios et al., 2013). If we consider the animal’s distinct senses (e.g. vision, touch) separately, we can then begin to distinguish between the respective passive and active forms, leading to insight into how the different types of information may be integrated by the brain into a single representation of the world (e.g. Mesulam, 1998; O’Regan and Noe, 2001).

Studying visual and haptic exploration has been addressed in greater depth in the human and robotic cognition literature. Indeed, proper motor
development and haptic exploration is seen as integral to a human’s effective understanding of the world around them (e.g. Gibson and Walker, 1984; Bushnell and Boudreau, 1993; Lederman and Klatzky, 1993; von Hofsten and Rosander, 2007; Turvey and Carello, 2011). Here we define haptic exploration as any information gathered passively or actively through inputs from receptors embedded in the skin (i.e. ‘touch’), and/or in the muscles, tendons and joints (i.e. ‘proprioception’ such as through grasping, e.g. see Lederman and Klatzky, 1993; Smith et al., 2009; Schneider et al., 2011). Moreover, human neuropsychology studies have revealed how object representations from one sensory modality are often finely interwoven with other sensory modalities (e.g. Alaerts et al., 2009; Schneider et al., 2011). Historically, developmental psychology has inspired many artificial intelligence researchers. This has led to some elegant, working models for exploratory ‘baby’ robots, which can effectively learn affordances through object manipulation (e.g. Haruno et al., 2001; Natale et al., 2007; Kraft et al., 2010; Detry et al., 2010; Santana et al., 2010). The further advantage of investigating exploration in robots is that we know exactly what type of sensorimotor information the robot’s ‘brain’ is receiving (Demery et al., 2010; Arriola-Rios et al., 2013).

Chappell et al. (2012) raised the question of how visual and haptic senses interact in non-human animals to gather information in different environments. The few studies that have paid attention to sensorimotor explanations of exploratory learning have done so in an evolutionary context of comparing different great apes species’ cognitive development to that of humans (e.g. Parker and Gibson, 1977; Bard, 1995; Leca et al., 2011). Poti and Spinozzi (1994) investigated locomotion and prehension development in different great ape species by utilising techniques from human developmental
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psychology. This study found that the more precocious the locomotion development within a species, the more primary their mode of environmental interaction. This in turn meant the greater the hindrance for them to fully understand the physics of the world. For instance, unlike chimpanzees (*Pan troglodytes*), babies cannot start to locomote quadrupedally towards objects until 8–9 months, when they have already started to understand spatial and causal relations between multiple objects, through varying fine exploratory actions on objects, thus producing various environmental effects (e.g. sound or movement from banging or pushing an object).

Beyond the great apes, other studies have described the specific sensorimotor and related neural anatomy of various species. For example, echo-location in brown bats (*Eptesicus fuscus*, Ulanovsky and Moss, 2007), magnetic perception in zebra finches (*Taeniopygia guttata*, Keary and Bischof, 2012), and chemosensing in planktonic shrimp (*Acetes sibogae australis*, Hamner and Hamner, 1977). However, few have described these impressive sensorimotor adaptations in a behavioural context, such as in observing how different appendages interact during exploration, presumably to gather environmental information (e.g. cephalopod molluscs in Grasso and Basil, 2009). The little research there is suggests many species do display active information-gathering, where the form of different animals’ sensorimotor behaviour is formed in such a way as to allows greater information quality and quantity. For instance, in utilising both behavioural and robotic techniques, it has been shown rats (*Rattus norvegicus*) alter their whisking behaviour* pattern and speed to increase information about object shape and texture gained through their vibrissae* (Grant et al., 2009; Prescott et al., 2009). Blind cave fish (*Anoptichthys jordani*) detect environmental features by combining their own swim-
ming movements with their mechanosensory lateral line system (Weissert and Campenhausen, 1981). In novel environments, they vary their swimming velocity according to what they detect, thus increasing the efficiency of perceiving the mechanosensory cues (Teyke, 1988; Hassan, 1989).

Interactions between the motor and sensory systems may constrain the ways in which animals can gain information from their environment. Cerebral lateralisation has been extensively studied in birds. This is where the division of the two brain hemispheres often manifests itself as side biases in motor behaviour (e.g. ‘handedness/footedness’), or in a preference for stimulus perception on the left or right side (Rogers, 2002). Although not specifically considered in this context to date, studying lateralisation may prove useful in considering how it may be constraining, or, perhaps, informing an animal’s senses and appendages interacting to gather information about the world. For instance, if a bird is right-side lateralised, then it would hold a novel object in its right foot, and may only view the object with its right eye. From this, we can begin to reason what types of information may be available to the bird, once lateralisation has taken place.

Until relatively recently cerebral lateralisation was thought to be unique to humans because of its links to language and other ‘complex’ cognitive processes (e.g. Crow et al., 1998). However, the chicken (Gallus gallus) has proved a particularly useful experimental model for showing otherwise (Rogers, 1995). Avian lateralisation is triggered during incubation, leading to behavioural asymmetries (Rogers and Sink, 1988). For instance the left eye is used more in spatial learning (e.g. Regolin et al., 2004), while the right eye dominates in times of neophobia or flight responses (e.g. Vallortigara and
New Caledonian crows (*Corvus moneduloides*) also exhibit lateralisation (both visually and motorically) in their use and manufacture of tools. This is at the individual rather than population level – that is to say individual birds display a preference for one side or the other, but there is an even split between birds as to which side is preferred (Hunt et al., 2001; Weir et al., 2004). However, to our knowledge, no one has yet looked for evidence of lateralisation during exploration.

Often the avian hemispheres process and store information quite independently of each other, and many species show a large amplitude of independent eye movement (Rogers, 2000, 2002; Voss and Bischof, 2009). This has interesting cognitive and behavioural implications (e.g. in food-caching birds, Clayton and Krebs, 1994). It is thought that, depending on the type of information required for collection, the monocular fields provide greater resolution than the binocular field, particularly close to the target of interest (Martin, 2007). The binocular field is probably better suited for detecting movement, or for processing the optic flow-field information produced while locomoting (Martin, 2009). However, the evolutionary function of the monocular versus binocular visual fields is still an area of much debate (e.g. Fernandez-Juricic et al., 2010; Troscianko et al., 2012) and only with behavioural research can we draw any further conclusions. Thus, study of the exploratory approach to and manipulation of an object could be particularly revealing.

Parrots present a particularly compelling case for investigating how their sensorimotor system is structured to maximise the information gathered from the environment by exploratory learning. They are often generalist extractive
foragers and live in dynamic habitats, where environmental information frequently changes and novel problems often present themselves (Collar, 1997; Rowley, 1997). These selection pressures favour higher exploratory activity, flexible learning mechanisms and sensorimotor adaptations for gathering information about a wide variety of novel objects. Indeed, parrots have a great exploratory dexterity at manipulating objects and they often display neophilic, innovative behaviour for investigating novel items (Smith, 1971, 1975; Whittow and Sturkie, 1999; Luescher, 2006). For example, wild kea (*Nestor notabilis*) innovate novel techniques to attain food in artificial situations, such as opening complex restaurant bin lids (Gajdon et al., 2006; Huber and Gajdon, 2006).

Parrots accomplish these feats with a very distinctive motor apparatus, utilising zygodactyl* feet, a muscular tongue and a hook-like bill joined to the skull by a synovial joint* (Homberger, 1980; Zweers and Berkhoudt, 1994; Tokita, 2004). Sigerson (1888) called the parrot bill the ‘third prehensile organ’, with independently moving upper and lower jaws. Moreover, where other birds peck at food, parrots have been described to chew food like ruminants with their thumb-like shaped tongue, aided by the support of a foot (Smith, 1971). Unlike other zygodactyl birds that climb vertical trunks (e.g. woodpeckers, Piciformes), parrots’ feet may instead be adapted for secure grasping of branches (Bock and Miller, 1959). This evolutionary adaptation may have improved object manipulation with feet, which may have improved extractive foraging. We suggest that in tandem with parrots’ highly investigative nature, it may have also allowed for better object exploration.

Furthermore, the psittacine sensory apparatus is very intriguing. With
4.1. Introduction

independently moving eyes placed high and laterally in the skull, psittacines have both a relatively broad frontal binocular field and an extensive field of view above and behind their head (Demery et al., 2011, chapter 2). It is thought this allows them to travel efficiently in the direction of an object of interest and observe it at close range, while remaining vigilant for predators (chapter 3). This visual orientation has further been attributed to the haptic perception afforded by their bill tip organ, which is unlike that described in any other bird species to date (Goujon, 1869; Demery et al., 2011). Touch does seem to be a very important sensory modality for exploring psittacines, as the somatosensory* area in their brain is highly developed (Stingelin, 1965; Wild, 1981; Wild et al., 1997; Sultan, 2005; Gutierrez-Ibanez et al., 2009). However, to date, few behavioural experiments have investigated how these different senses and motor adaptations may interact to enable efficient exploration in the parrot’s environment.

Parrots’ motor dexterity has led to them becoming a focus for the lateralisation literature, particularly as a unique animal model for human handedness. Snyder and Bonner (2001) found that like human infants (e.g. Kampmer et al., 1985), African Grey parrot chicks (Psittacus erithacus) undergo a delayed development of motor lateralisation, prior to adequately developed autonomous motor and thermoregulatory controls – an evolutionarily adaptive strategy for altricial animals. Other studies have described strong foot preferences in parrots, but have largely only presented parrots with opportunities to manipulate food items, rather than novel objects (Friedmann and Davis, 1938; Harris, 1989; Snyder and Harris, 1997). Psittacine eye preferences have been described in conjunction with this apparent motor lateralisation by Brown and Magat (2009; 2011a), but the methods used relied on
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a judgement of which eye was the dominant one in fixating on a food item. This judgement was decided during live observation, rather than from video analysis, based upon the side to which the bird cocked its head towards the food item (C. Brown, personal communications). Our study of parrot visual fields has shown (Demery et al., 2011) that it is difficult to make live judgements about which eye is fixating on an object. This is particularly pertinent given parrot visual fields have:

1. an encompassing monocular field;
2. a relatively large degree of overlap between the monocular fields;
3. and an even larger degree of non-conjugate eye movement.

In chapter 3, we utilised a different, more accurate method for measuring eye preference, or at least approximately where the ‘target object’ was in a Senegal parrot’s (Poicephalus senegalus) visual field at any given moment. Note that we cannot know for certain where in the surrounding environment the parrot is focussing without more invasive techniques. This experiment only used two subjects and did not measure how parrots orientate their heads once they are within grasping distance of the object, when exploratory manipulation can commence, nor how this apparent visual lateralisation may relate to any motor lateralisation. To date, no study has considered psittacine visual and motor lateralisation in the context of manipulating and exploring novel objects. Moreover, while these previous lateralisation studies have investigated how the feet are involved in manipulation, none have considered how the parrot’s bill may contribute to this manipulation, particularly for gathering haptic information about the environment.
The structure of the parrot’s visual field (orientated above the head) and somatosensory importance of the bill and feet suggests the exploration process should be divided into two phases: exploratory approach and exploratory manipulation. Parrots can only use (passive) vision while out of reach of the object, but we propose that they will use active sensing using the bill and feet to explore the object once it is within their reach. This chapter outlines how we integrated our knowledge of the psittacine visual field (Demery et al., 2011) with a novel video analysis technique (chapter 3) to measure how kakariki (Cyanoramphus novaezelandiae) utilise their eyes, bill and feet in the exploratory approach towards and in the exploratory manipulation of a series of familiar and novel objects. Specifically, we aimed to follow three lines of investigation:

1. how visual control of an object is passed between the monocular and binocular fields on a kakariki’s approach towards it;
2. how the bill and feet interact at different stages of exploratory manipulation of an object;
3. how visual and motor lateralisation exhibited through eye and foot preferences play a role in constraining the exploratory manipulation of an object.

Kakariki, or New Zealand red-fronted parakeets, are especially social, neophilic and active compared to other psittacines (Pepperberg and Funk, 2005), which makes them an ideal species for studying exploration. They show high levels of dexterity in manipulating objects, and they use the same method of extracting seeds as found in nearly all Psittaciformes (Collar, 1997). Kakariki can be found at all strata of temperate rainforests, but they are also resident
to scrub and grassland habitats. They have a highly generalist diet, largely consisting of seeds, fruit, leaves, buds, flowers, shoots, and nectar, but also insects, animal remains, tiny stones, as well as seaweed and mussels in coastal areas (Greene, 1988, 1998; Funk and Matteson, 2004; Kearvell et al., 2002). They mature at approximately 9 months and live for 5–10 years.

Following our first aim, we measured which portion of the visual field the target object is in, on a kakariki’s exploratory approach to it. Senegal parrots were shown to orientate their heads so that the target object was in a monocular visual field at the beginning and the end of a walking approach towards it (chapter 3). However, in between these two points, the object was largely in the binocular field of view. In this previous study, the target object was a familiar food item, so in the current study we also asked whether object novelty would influence which part of the visual field its in. Perhaps when a novel object is present, information is needed more quickly, so the greater resolution afforded by the monocular field would supersede the need for an efficient approach afforded by the binocular field with optic flow. Thus, on exploratory approach we predict that:

- the proportion of time the object is in a monocular or the binocular field will vary with distance from the object, such that;
  - the object is first identified in one of the monocular fields;
  - then for the main part of the approach, the object is maintained in the binocular field;
  - once the parrot is within grasping distance of the object, it is largely maintained in one of the monocular fields again.

- whether the object is novel or familiar will have a significant effect on
the proportion of time the object is held in a monocular or the binocular field.

Two key sets of appendages that allow the kakariki interact with its environment are the feet and the bill (including the tongue). During the exploratory manipulation phase, both sets may play both a sensory role, utilising touch, proprioception and taste, and a motor role, as dextrous manipulators. We can only directly observe the motor role and, from that, infer about the sensory role. The relative exploration time with the bill versus one of the feet may provide an insight into which appendage is more important/adapted for gathering information and exploratory learning, and which provides more of a supporting role. However, respective appendage usage may vary over the exploratory bout and with object novelty. For instance, it may prove adaptive to keep a novel object as far away from body (and particularly the head) as possible until the affordances and potential risks are better understood. There is anecdotal evidence that juvenile kea (*Nestor notabilis*), another New Zealand psittacine, first reach out with one of their feet when presented with a novel object, before full manipulatory object play commences (Diamond and Bond, 1999).

Frequently, it is challenging to discriminate between information-gathering exploratory behaviour and executive action. When picking up an object, an animal may either singularly, or in parallel, be wanting to transport it, or/and gain information about its weight (e.g. Elner and Hughes, 1978). So in conjunction with measuring sensorimotor adaptations, we should record the type of exploratory behaviour being performed on an object. This will clearly have an impact on the type of appendage usage, as illustrated in the
description of object play in macaques (*Macaca mulatta*; Power, 2000). This leads us to our second set of hypotheses, regarding relative appendage usage during the exploratory manipulation phase:

- overall, the bill will be used for a greater proportion of manipulatory time compared to either of the feet;
- early in an exploration bout, the feet will be utilised for a longer ;
- for novel objects, the feet will be employed as the manipulatory appendage more frequently;
- the choice of appendage usage will be affected by the type of exploratory behaviour performed on the object and whether the target object is familiar or novel.

Following our last line of investigation into how lateralisation may constrain or inform kakariki exploratory manipulation, we again turn to the Senegal parrot experiments for both hypotheses and methods (chapter 3). There, the preliminary results indicate we will find a population level of visual lateralisation in kakariki, where the object will be in the right monocular more than the left monocular field. For the majority of other parrot species, the right foot appears to be the dominant foot for manipulation (Harris, 1989; Snyder and Harris, 1997; Snyder and Bonner, 2001; Brown and Magat, 2011b), occurring on the ipsilateral* side to the preferred eye (Magat and Brown, 2009; Brown and Magat, 2011a).

As with appendage usage, it is important to investigate how the form of exploratory behaviour being performed and object novelty may influence the degree of visual and motor lateralisation. Chickens prefer different sides ac-
According to what type of behaviour they are performing (e.g. feeding versus flight), revealing underlying hemispheric specialisation (e.g. Vallortigara and Andrew, 1994; Regolin et al., 2004). A fish, the blue gourami (*Trichogaster trichopterus*) has been shown to visually and motorically prefer the left while exploring (Bisazza et al., 2001), but detail beyond these general behavioural categories is not known. In a related, but separate, finding on object novelty, the small-eared bush baby (*Otolemur garnettii*) switches eye preferences depending on whether it is viewing a familiar or a novel object (Rogers et al., 1994). The authors argue this reflects an adaptive response to a potentially threatening stimulus, increasing the arousal level, which is commonly associated with right-brain function. Consequently, our last set of hypotheses on exploratory manipulation are that:

- the object will appear for a greater proportion of time in the kakariki’s right eye monocular field of view than the left monocular field;
- the kakariki will manipulate the object for a greater proportion of time with the right foot rather than the left;
- both of the previous predictions will depend upon the type of the exploratory behaviour employed and whether the object is novel or familiar.

### 4.2 Methods

#### 4.2.1 Subjects and housing

The subjects were 20 kakariki (*Cyanoramphus novaezelandiae*; 10 females; 10 males). They were parent-raised and were sourced from four different breeders in the United Kingdom, so they were probably hybrids with the yellow-
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fronted parakeet (C. auriceps; Boon et al., 2001). Six of the birds were raised within our captive laboratory environment (all hatched in April – May 2010). Once the chicks were 6 months of age, they were transferred to other cages. The other 14 birds were delivered from the breeders when they were 3 months of age, then quarantined for 28 days (all hatched April – May 2008).

The kakariki were housed indoors according to guidelines set out in Hawkins et al. (2001) and Kalmar et al. (2007; 2010). They were kept in a temperature-controlled environment (23 ± 5°C) on a 12:12 light cycle (dark from 8 pm to 8 am daily; UV daylight light bulbs with a high flicker frequency). The kakariki were housed in pairs in adjoining aluminium cages, each sized 1.83 x 1.22 x 1.22 m. They were cleaned out weekly and fed daily at 11 am on a diet of fresh fruit and vegetables with a parrot seed mix (Parrot Mix Royale, Copdock Mill, Ipswich, UK). Wood chips (Lillico Biotechnology, Surrey, UK), water baths and a range of toys and ropes were provided for general environmental enrichment. However, due to another study, half of the kakariki were housed in a more enriched room, while the other 10 were housed in a less enriched room (chapter 5).

4.2.2 Video sampling

The data for this chapter was sampled from video recordings of a range of exploratory behaviour tests conducted between March 2009 and April 2012. The familiarity of the target object in each video was recorded, where ‘familiar’ was defined as the subject having experienced the target object at least once in a previous trial and ‘novel’ as when they had not.

Three videos were analysed for each individual, one from each year. Note
that for the seven kakariki hatched in Spring 2010, the third video was selected pseudo-randomly, from either their first or their second year. Each individual never entered into more than one trial each day. The date selected for each video for each individual was pseudo-randomised, with the constraint that across individuals there were an equal number of trials occurring in the morning and afternoon. This method of date selection determined that the type of behavioural test being performed and whether the target object/apparatus was familiar or novel at that sampled date was pseudo-randomised. Despite this, there was an approximately equal number of trials (from all individuals) across the different behavioural tests and an equal number of trials with a novel object and a familiar object, so there was no overall bias in the dataset.

During a trial, when an individual was performing a non-exploratory behaviour (e.g. maintenance behaviour; see ethogram in Appendix C) for more than 30 seconds, or the bird was out-of-sight of the camera (i.e. climbed cage side/ceiling), the video was fast-forwarded until that non-exploratory bout ended or the bird came back into view. The image frames from this non-exploratory bout were then excluded from the analysis. If this resulted in an individual with significantly fewer total analysed frames compared to the other individuals (chi-square goodness-of-fit test), then another video was randomly selected and analysed.

In each frame, the data about the location of the object in the subject’s visual field obtained from the video was combined with the data recorded live about object novelty, appendage usage and exploration behaviour category (subsection 4.2.3).
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4.2.3 General behavioural tests protocol

The behavioural tests investigated how different object properties influence the pattern of exploration for a separate study (chapter 6). While the general protocol was consistent across tests, the test object varied between tests (Figure 4.2.1). None of the work conducted for this project required a Home Office Licence and all the techniques used were non-invasive, following the guidelines set out by the UK Animals (Scientific Procedures) Act, 1986.

The test object was set up on a table within a custom-made test cage (67 x 58 x 60 cm) before the subject entered the test room. The experimenter sat on the other side of a solid screen in front of the apparatus to avoid visual cueing. The subjects’ behaviour was monitored remotely and recorded via two video cameras (Sanyo Xacti VPC-CG10, recorded using MPEG-1/2 codec, 720x576 resolution, 30 fps) positioned perpendicular to the test cage, above and to the side of it. Both cameras covered the entire table area within the test cage, but not all of the sides and ceiling of the cage. There was a habituation period of five minutes, then the trial lasted 25 minutes.

Immediately before each behavioural experiments’ test trials, the kakariki first experienced three habituation trials with a familiar piece of rope over consecutive days (similar to that in their home cage). The general protocol for the habituation trials was the same as the test trials. The time of day that each individual was moved to the test room was pseudo-randomised between 0900 and 1700 between days. The kakariki were trained to individually enter and exit a portable transport cage (81 x 42 x 61 cm), by means of a food reward (strawberry). To ensure that the birds’ attention was drawn to the link between entering/exiting the cage and the reward a clicking sound
(produced by a standard dog training device) was employed to seize their attention. When, infrequently, a net was required to catch the bird, an extra five minutes of habituation was allowed in the test room.

All of the ensuing behaviours were recorded live via remote monitoring, according to the ethogram described in Appendix C, using JWatcher Video version 1.0 (Blumstein et al., 2007). The five main exploratory behaviour categories were:

- visual inspection (e.g. follow, search);
- grasping (transitory e.g. tap; or prolonged e.g. carry);
- actions (e.g. push, pull);
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- modifying objects (e.g. bend, pry);
- relating objects (e.g. insert, hook).

A subject’s exploration of a target object was divided into two phases based on its distance from the object: the ‘exploratory approach phase’* from 70 cm to within grasping distance (bird and object 5 cm apart); and the ‘exploratory manipulation phase’** when the target was within grasping distance. These two phases formed the basis for three key analyses as outlined in the following three subsections:

1. binocular and monocular visual field usage during exploratory approach;
2. different appendages usage during exploratory manipulation;
3. visual and motor lateralisation during exploratory manipulation.

4.2.4 Exploratory approach: binocular and monocular visual field analysis

Firstly, we investigated whether object novelty and distance to the object affected binocular versus monocular field usage. The key measure for this analysis was the mean proportion of exploratory approach time the object was in either the monocular or binocular visual field. This mean was calculated for each of the 20 kakariki across three test trials.

Using the well-established ophthalmoscopic reflex technique (Martin, 2007), but with the bird held in hand, we verified that the following key features of the kakariki visual field were the same as those found in Senegal parrots (Demery et al., 2011):
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1. the frontal binocular field extended vertically to include the projection of the eye-bill tip direction in its lower periphery;

2. the binocular field extended vertically through approximately 180° so that there was no blind area directly above the head and near comprehensive visual coverage of the frontal hemisphere;

3. and maximum binocular width was approximately 20° and this width extended throughout a large sector of the field above and below the horizontal plane.

We concluded that the visual fields of kakariki and Senegal parrots are substantially similar and that the characteristics of the visual field of Senegal parrots could be used to investigate the use of vision in exploratory behaviour in both species. Thus, virtually the same method of frame-by-frame analysis employed in chapter 3 for Senegal parrots was used with kakariki from the videos sampled (subsection 4.2.2). This analysis determined whether, at any one moment on a walking exploratory approach to a target object, the object (i.e. test apparatus) was in binocular field, or one of the monocular fields.

We modelled our analysis method on that of Cronin et al. (2005). The video files were converted into an image sequence (unscaled JPEG, with interlaced scaling and no compression) using MPEG Streamclip version 1.2 (Cinque, Squared 5srl 2006-08), so a 25-minute 30 fps video file would result in approximately 45,000 image frames. ImageJ (v. 1.43u 64-bit; Wayne Rasband, National Institute of Health, USA) was used for frame-by-frame analysis every 30 frames per second, working backwards from the first point of bill contact with the target object. This meant that in total a maximum of 90,000 frames were processed. This level of sampling was selected by a pilot
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study, which tested different sampling intervals to check which was sufficient to extract the information required. The following points in the image frames from this video footage were marked (Figure 4.2.2a):

- a consistent point on the back of the head (e.g. white spot in feathering);
- the mid-point between the eyes;
- and the middle of the mealworm.

These points were chosen so that the general position of the object in the visual field at any given moment could be calculated by trigonometry (Appendix B). These trigonometry calculations thus made the following assumptions:

- take a top-down, two-dimensional view of the bird in relation to the object along the $x, y$-axes (Figure 4.2.2b), so discount any head movements along the $z$-axis for instance;
- assume the bird always orientates its head to focus on the item of interest in the plane/elevation of maximum binocularity (as shown in Demery et al., 2011);
- and assume that the eye is looking in the ‘average direction’, but there will an error of ± 20° due to non-conjugate eye movement.

Within a trial, an exploratory approach was only included in the analysis if the first walking approach a bird makes towards an object (whether novel or familiar) was from over 15 cm away. If the trigonometry calculations (Appendix B) showed the object was not in the visual field in particular frames (e.g. if too far behind the bird’s head), then these frames were excluded from the overall statistical analysis. If this process resulted in an individual with
Xacti CG-10 camera positioned at the top of the cage facing down at an angle of 90°. Resolution of
Figure.6 Location of click points for frame analysis. Videos of cognitive test trials were transformed to
image frame sequences and analysed in ImageJ which automated an XY axis onto each image. To calculate
which visual field the target object fell into in each image frame an XY coordinate from the neck, between
the eyes and the middle of the target object was taken. For the neck and eye points, individually recognisable
markers were used that were in a consistent place across subjects, in order for accurate and reliable
calculation.

The camera was 720x576 pixels at 25 frames/s through codec MPEG-1/2 Video (mpgv). These 30
minute videos were converted into an image frame sequence via a computer software program
Mpeg streamclip version 1.2 for windows XP/Vista (Cinque, Squared 5srl 2006-08) (see Appendix
I Figure.1 for settings). These images were then analysed using the Java image processing program
‘ImageJ’ (Wayne Rasband 1997). Image frames were viewed at an increment of 10, therefore 2.5
image frames were analysed per second as opposed to 25.

Figure 4.2.2 – The key points (red crosses and dots) for analysing a kakariki’s exploratory approach towards a test object, recorded by a video camera positioned above and perpendicular to the test object. These points were chosen so that the position of the object in the kakariki visual field at any given moment could be calculated by trigonometry. Firstly, (a) shows the three specific points in an example image frame from the video: (A) was the mid-point between the eyes; (B) was a consistent point on the back of the head; and (C) was the centre of the target object or test apparatus. Note point (B) was consistent within individuals, but may vary slightly between individuals. These points could then be related to the behaviour the bird was performing at that time and the distance they were from the target object. Secondly, (b) illustrates how the kakariki visual field was effectively superimposed over each of these frames to determine whether the object was in left monocular (yellow), right monocular (orange), or binocular field (blue). The circle represents a section through the bird’s visual field in the plane that passes through the eye and the bill tip (50° below the horizontal, as in Demery et al., 2011). The dark grey area is the blind area. The details of the trigonometry calculations (from the x, y co-ordinates of each point) are shown in Appendix B.
significantly fewer total analysed frames compared to the other individuals, then another video was randomly selected and analysed. In considering the binocular field versus monocular field within this analysis, we did not distinguish between the left and right monocular fields.

The effect of distance from the object on the visual field orientation on approach was also analysed. Distance was grouped into six categories of 10 cm. Distance analysis ended when the object was within 5 cm of the bird (grasping distance).

4.2.5 Exploratory manipulation: type of appendage usage analysis

Secondly, we investigated which appendages were key during exploratory manipulation (i.e. haptic exploration). The key measure for this was analysis was the mean proportion of haptic exploration time within one trial, when the object was either being manipulated by the bill, one of the feet or another body part. This mean was calculated for each of the 20 kakariki across three test trials. We further analysed whether object novelty and when this exploration occurred during the trial affected this measure. Moreover, we investigated whether the type of exploratory behaviour affected appendage usage, but by utilising a slightly different measure – the mean proportion of each exploratory behaviour category’s frequency within a trial spent using each appendage type.

Thus, the frame-by-frame analysis from subsection 4.2.4 continued into the next exploration phase. During this exploratory manipulation phase, each frame was linked with what exploratory behaviour was being performed at the moment from the live data recorded in JWatcher (subsection 4.2.3).
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This live recording included data on which appendages were being used (bill/left foot/right foot/other body part/combination) with each exploratory behaviour.

A pilot study revealed that the bill was rarely used in isolation (Z. P. Demery and J. Chappell 2010, personal observations). However, the bill was often used together with one of the feet, where while a foot held an object up to the bill, the bill performed more complex exploratory manipulations on the object (e.g. mouthing, see Appendix C). For analysis in these cases, the bill was defined as the primary appendage and the foot as the secondary appendage. Note that both appendages may still be providing both sensory information (whether active or passive) and motor support. One of the feet was defined as the primary appendage when it was used in isolation from the bill. Appendage usage was analysed over the trial time, where the trial time was divided into five 5-minute blocks.

4.2.6 Exploratory manipulation: visual and motor lateralisation analysis

Thirdly, we investigated whether the kakariki had individual level or population level visual and motor lateralisation. Then if so, whether these eye and foot preferences were found on ipsilateral or contralateral sides; and whether object novelty had an effect on these preferences. The key measure for this was the mean proportion of time when the object was in each monocular field and in each foot during the exploratory manipulation phase within a trial. This mean was calculated for each of the 20 kakariki across three test trials.
Thus, from the data gathered in subsection 4.2.4 and subsection 4.2.5, for each subject during exploratory manipulation we could determine if:

1. the object was in the left monocular field or the right monocular field for a greater proportion of the exploratory manipulation time;
2. and the object was manipulated in the left or right foot for a greater proportion of the exploratory manipulation time.

If the object was in one of the monocular fields significantly longer than the other, then the kakariki would be said to be ‘visually lateralised’. Similarly, if the object was manipulated or acted on more with one foot than the other, then the kakariki would be said to be ‘motor lateralised’, or to display ‘footedness’. Whereas, if the object was in either monocular field or each foot for a nearly equal proportion time, then the kakariki would be said to be ‘ambidextrous’. This data formed the basis of our population-level analysis on visual and motor lateralisation. We looked at whether there was a significant difference between the number of individuals that were left lateralised and the number of individuals that were right lateralised.

Furthermore, we ran an individual-level analysis on visual and motor lateralisation. To analyse whether each kakariki was lateralised (rather than ambidextrous), a score independent of the direction of laterality was needed. In other words, the level of deviation from ‘ambidexterity’; an established method, as in Brown and Magat (2011b). This was calculated by subtracting 50% from the percentage of time the object was in the left side (i.e. the absolute value minus 50). The individual was defined as being lateralised – or ‘strongly lateralised’ to one side or the other – if the magnitude of the score
was over 10. An individual with a maximum score of 50 was completely lateralised (e.g. 100% time used right hand), but an individual with a score of 0 was completely ambidextrous (50% time left side, 50% time right side). Each individual’s mean score was calculated from three trials. We then compared the number of individuals that were lateralised (scoring 11–50) to those that were not (scoring 0–10).

Frames where the object was in the binocular field, or in the bill alone (thus effectively out-of-sight) were excluded from the visual and motor lateralisation analyses. The side used both visually and motorically for each type of exploratory behaviour could be determined from the data gathered in subsection 4.2.3. At the individual-level, we also analysed which side each bird used in the case of novel objects, familiar objects and overall. We classed each bird as either favouring left or right eye/foot for each category, and then tested which of these three cases (if any) were dependent on each other. Any ambidextrous birds were not included in this object novelty analysis.

4.2.7 Statistical methods

For the type of appendage analysis and the binocular and monocular visual field analysis, effects were analysed using a repeated measures General Linear Model. The assumptions of parametric methods (normality of error, homogeneity of variance and linearity) were confirmed from plots of coefficients versus fitted values. As all of the measures used proportional data, the data was arcsine-squareroot transformed. All analyses were performed using Minitab® Statistical Software version 15.1.30. The probability level accepted for significance was $p < .05$. 
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The assumption of normality was not met for the proportion of exploration time measure in the appendage usage analysis, so chi-square goodness-of-fit tests were run instead. Similarly, all of the visual and motor lateralisation analyses were performed using chi-square goodness-of-fit tests.

In all of the models, the following factors were also included to check whether they had an effect on the key measures: sex, age, origin (i.e. breeder or cage hatched in), cage number and the total number of frames analysed for each individual. As the general key measures were means for each of the 20 kakariki across three test trials (see last three subsections above), a series of unpaired *t*-tests were performed on each individual, to check whether the time, date or the test type of the sampled video had an effect on the proportion of time spent exploring.

4.3 Results

There were no significant effects found for sex, age, origin total number of frames analysed, home cage number, experiment type, time or date of test on any of the key measures.

4.3.1 Exploratory approach: binocular and monocular visual fields

Proportion of approach time with distance

During the exploratory approach phase, the distance the kakariki was from the target object had a significant effect on the proportion of the approach time the object was in the binocular field (as opposed to one of the monocular fields; GLM: $F_{5,105} = 51.82, p < .001$; Table 4.1). As Figure 4.3.1 shows, when the bird was 55–64 cm away from the target object at the start of its approach,
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Table 4.1 – A summary table outlining the two repeated measures GLM model for the effect of distance (of the kakariki from the target object) and the effect of object novelty on the proportion of time the object was in the binocular (versus monocular) field during the exploratory approach. For both models, the proportional time data was arcsine-squareroot transformed. Sex and cage number (1 – 7) were included in both models as fixed factors, while age and the total number of frames analysed were included as covariates. Distance (5-14, 15-24, 25-34, 35-44, 45-54 and 55-64 cm) and object novelty (familiar or novel) were fixed factors for their respective models.

<table>
<thead>
<tr>
<th>Factor</th>
<th>d.f.</th>
<th>( F )</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance†</td>
<td>5</td>
<td>51.82</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.58</td>
<td>0.449</td>
</tr>
<tr>
<td>Cage no.</td>
<td>6</td>
<td>0.70</td>
<td>0.650</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.00</td>
<td>0.980</td>
</tr>
<tr>
<td>Analysed frames</td>
<td>1</td>
<td>0.16</td>
<td>0.686</td>
</tr>
<tr>
<td>Object novelty♭</td>
<td>1</td>
<td>0.49</td>
<td>0.491</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>2.02</td>
<td>0.166</td>
</tr>
<tr>
<td>Cage no.</td>
<td>6</td>
<td>1.27</td>
<td>0.299</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.07</td>
<td>0.792</td>
</tr>
<tr>
<td>Analysed frames</td>
<td>1</td>
<td>0.67</td>
<td>0.421</td>
</tr>
</tbody>
</table>

Significant variables are indicated in bold.  
† \( n = 120 \); post-hoc Tukey on distance effect: all \( p < .05 \).  
♭ \( n = 40 \).  

the object was in the bird’s monocular field for a significantly longer proportion of the trial time than the binocular field (Tukey: \( p < .01 \)). Then along the bird’s approach from 54 to 25 cm, the object was in the bird’s binocular field for a significantly longer proportion of the trial time than the monocular field (Tukey: all \( p < .05 \)). Finally, from 24 to 5 cm, until it was within grasping distance, the target object was again in the monocular field for a significantly longer proportion of the trial time than the binocular field (Tukey: 15–24 cm, \( p < .05 \); 5–14 cm, \( p < .01 \)).
Figure 4.3.1 – A line graph illustrating how on a kakariki’s exploratory approach, the visual field portion the object is in changes as the kakariki gets closer to the object. The visual field portion was divided into the binocular field (red line) and the monocular field (blue line; either left or right). The distance the bird is from the object was categorised into 10 cm blocks. The exploratory approach within a trial was defined as having occurred if the first walking approach a bird makes towards an object (novel/familiar) was from over 15 cm away. The approach then was finished once the bird was within grasping distance of the object (at 5 cm). This data was based on each of the 20 kakariki’s mean across three test trials. Only two trials were discarded for not having approaches, but not all of the analysed approaches were across the entire distance available (maximum 64 cm). The error bars reflect the standard-error-of-the-mean.

Object novelty

Object novelty had no significant effect on the proportion of time the object was in the binocular field on exploratory approach (GLM: $F_{1,29} = 0.49; p > .05$; Table 4.1).
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4.3.2 Exploratory manipulation: type of appendage usage

Proportion of exploratory manipulation time

During the exploratory manipulation phase, there was a significant difference in the proportion of haptic exploration time within one trial when the object was being primarily manipulated by either the bill, one of the feet of another body part (chi-square goodness-of-fit test: $\chi^2 = 612.23$, d.f. = 1, $n = 1930.09$; $p < .001$; Table 4.2). As Figure 4.3.2 shows, overall the bill was used as the primary appendage in manipulation (or in isolation) more than the feet (left or right) or any other body part (e.g. wing). See subsection 4.3.3 below for whether there was an effect of left or right foot. As other body parts were used so rarely across trials for exploratory manipulation (mean $2.5 \pm 1.85\%$ of trial), so they were not considered for any other statistical analyses.

Object novelty and when exploration occurred during a trial

There was significant effect of trial time on when the bill (as opposed to either foot) was being utilised as the primary manipulatory appendage (GLM: $F_{4,172} = 788.75$; $p < .001$; Table 4.3). Additionally, whether the trial contained a novel object or not had a significant effect on appendage usage (GLM: $F_{1,172} = 34.94$; $p < .001$). A significant interaction was found between these two factors (GLM: $F_{4,172} = 4.15$; $p < .01$).

Post-hoc tests indicated one or both feet were used significantly more than the bill in the first 10 minutes of a trial (Tukey: $p < .01$), especially when the target object was novel as opposed to familiar (Tukey: $p < .01$). As shown in Figure 4.3.3 though, in the last 15 minutes of a trial, the bill was used increasingly more than the feet (Tukey: $p < .01$). Note there was no significant
Table 4.2 – A chi-square goodness-of-fit test was performed on the proportion of haptic exploration time within one trial to test whether the object was being primarily manipulated by either the bill, one of the feet, or another body part during the exploratory manipulation phase. This proportional time data was arcsine-square-root transformed.

<table>
<thead>
<tr>
<th>Category</th>
<th>Observed</th>
<th>Test Proportion</th>
<th>Expected</th>
<th>Contribution to $\chi^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foot</td>
<td>734.77</td>
<td>0.333</td>
<td>643.364</td>
<td>12.987</td>
</tr>
<tr>
<td>Bill</td>
<td>1034.33</td>
<td>0.333</td>
<td>643.364</td>
<td>237.581</td>
</tr>
<tr>
<td>Other</td>
<td>160.99</td>
<td>0.333</td>
<td>643.364</td>
<td>361.661</td>
</tr>
</tbody>
</table>

$\chi^2 = 612.23$, $d.f. = 1$, $n = 1930.09$, $p < .001$

Figure 4.3.2 – A bar chart illustrating the percentage of haptic exploration time within one trial when the object was being primarily manipulated by the bill, one of the feet, and another body part. There were 20 kakariki (*Cyanoramphus novaeseelandiae*) altogether and this data was based on each bird’s mean across three test trials. One trial lasted on approximately 25 minutes. The error bars reflect the standard-error-of-the-mean. The lines over the each pair of bars indicates a significant difference between that pair at $p < .001$ (***, chi-square goodness-of-fit).
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Table 4.3 – A summary table outlining the two GLM models for effects of object novelty and trial time (i.e. when exploration occurred during a trial) on the proportion of haptic exploration time using bill (versus feet) and the effect of exploratory behaviour category on the proportion of exploratory behaviour frequency, all during the exploratory manipulation phase. All of this proportional data was arcsine-square root transformed. Sex, cage number (1 – 7) and origin (10 levels, either breeder or cage ID) were included in both models as fixed factors, while age and the total number of frames analysed were included as covariates. Object novelty (familiar or novel) and trial time (0-5, 6-10, 11-15, 16-20 and 21-25 minutes) were fixed factors in the first model and behaviour category (transitory grasping, prolonged grasping, actions, modifying objects and relating objects) was a fixed factor in the second model.

<table>
<thead>
<tr>
<th>Factor</th>
<th>d.f.</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>% haptic exploration time using bill(\dagger)</td>
<td>Object novelty</td>
<td>1</td>
<td>34.94</td>
</tr>
<tr>
<td></td>
<td>Trial time</td>
<td>4</td>
<td>788.75</td>
</tr>
<tr>
<td></td>
<td>Sex</td>
<td>1</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>Cage no.</td>
<td>6</td>
<td>1.82</td>
</tr>
<tr>
<td></td>
<td>Origin</td>
<td>9</td>
<td>0.99</td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td>1</td>
<td>4.73</td>
</tr>
<tr>
<td></td>
<td>Analysed frames</td>
<td>1</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>Object novelty × Trial time</td>
<td>4</td>
<td>4.15</td>
</tr>
<tr>
<td>% exploratory behaviour frequency(\ddagger)</td>
<td>Behaviour category</td>
<td>4</td>
<td>72.38</td>
</tr>
<tr>
<td></td>
<td>Sex</td>
<td>1</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>Cage no.</td>
<td>6</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td>1</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>Analysed frames</td>
<td>1</td>
<td>0.35</td>
</tr>
</tbody>
</table>

Significant variables are indicated in bold. \(\dagger n = 199\) \(\ddagger n = 99\)

interaction of object novelty with appendage usage in the last 15 minutes of the trial (Tukey: \(p > .05\)).

Exploratory behaviour type

As illustrated in Figure 4.3.4, there was a significant effect of the behaviour category on the proportion of exploratory behaviours utilising the bill (rather than the feet) as the primary appendage (GLM: \(F_{4,86} = 72.38; p < .001\); Table 4.3). Post-hoc tests indicated the bill was used significantly more for transitory grasping behaviours (e.g. mouthing, tapping, probing), whereas the feet
Figure 4.3.3 – A line graph illustrating the interaction between object novelty and kakariki’s (*C. novaezelandiae*) primary appendage usage over trial time (maximum 25 minutes). There were 20 kakariki altogether and this data was based on each bird’s mean across three test trials. The error bars reflect the standard-error-of-the-mean. When two appendages were used together, the primary appendage was defined as the appendage (out of the bill, or left or right or foot) that performed the more complex object manipulations, while the secondary appendage played a supporting role. Specifically, primary appendage usage is displayed here as the percentage of haptic exploration within a trial spent using the bill. A ‘familiar’ (red line) object was defined as the bird having experienced the object at least once in a previous trial and ‘novel’ (blue line) was when they had not. The within-trial time was categorised into 5-minute groups. Object novelty only had a significant effect in the first 10 minutes of a trial (Tukey: $p < .01$).

were used more for prolonged grasping behaviours (e.g. holding, carrying, transferring etc.; Tukey: $p < .001$). Moreover, the bill was used more during behaviours involving object modifications (e.g. extract, hook, arrange etc.) and, to a lesser extent, object relations (e.g. bend, squeeze, pry etc.; Tukey: $p < .001$). However, the feet were used more for actions relying only on a single object (e.g. push, rotate, throw etc.; Tukey: $p < .001$).
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Figure 4.3.4 – A bar chart illustrating the relative appendage usage by kakariki in different exploratory behaviour categories. This was measured as the percentage of each behaviour category’s frequencies within a trial (25 minutes) spent using either the bill (grey) or one of the feet (white). For the ethogram detailing each category, see Appendix C. There were 20 kakariki altogether and this data was based on each bird’s mean across three test trials. The error bars reflect the standard-error-of-the-mean. The lines over each pair of bars indicates a significant difference between that pair at $p < .001$ (***; Tukey).

4.3.3 Exploratory manipulation: visual and motor lateralisation

Individual or population level effects

At the population level, there was no significant difference between the number of kakariki that had the object in the left monocular field for a greater proportion of exploratory manipulation time (within trial, as opposed to the right monocular field) than the number of kakariki that had the object in the right monocular field for a greater proportion of time (chi-square goodness-of-fit test: $\chi^2 = 0.80$, d.f. = 1, $n = 20$; $p > .05$; Figure 4.3.5a and Table 4.4). Simil-
Table 4.4 – A series of chi-square goodness-of-fit tests were performed to test for individual and population level effects and object novelty effects on visual and motor lateralisation. Numbers in brackets are their respective categories in observed values.

<table>
<thead>
<tr>
<th>Research Question</th>
<th>d</th>
<th>( \chi^2 )</th>
<th>Categories</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Same eye for viewing novel vs. familiar objects?</td>
<td>1.8</td>
<td>0.001</td>
<td>same (10) vs. different (11) (12) vs. contralateral (17) (13) vs. ipsilateral (19)</td>
<td>Preferred eye was used on contralateral or ipsilateral sides.</td>
</tr>
<tr>
<td>Ambidextrous (4) vs. lateralised (16)</td>
<td>7.2</td>
<td>0.007</td>
<td>same (10) vs. different (11) (12) vs. contralateral (17) (13) vs. ipsilateral (19)</td>
<td>Same levels of visual lateralisation.</td>
</tr>
<tr>
<td>Population level visual lateralisation?</td>
<td>0</td>
<td>1.000</td>
<td>same (10) vs. different (11) (12) vs. contralateral (17) (13) vs. ipsilateral (19)</td>
<td>Same levels of visual lateralisation.</td>
</tr>
</tbody>
</table>

Significant effects are indicated in bold; for all measures \( df = 1 \) and \( n = 20 \).
Figure 4.3.5 – Individual and population level analysis of visual (a–b) and motor lateralisation (c–d). The bar charts in (a) and (c) show how there was no significant difference at the population level between the 20 kakariki (*C. novaezelandiae*) in preferring either the left or right eye/foot. This data was based on an individual's mean percentage of exploratory manipulation time the target object was in each monocular field (excluded when in binocular field), or each foot, within a trial (25 minutes). The individual's mean was calculated from three trials. The error bars reflect the standard-error-of-the-mean. The lines over each pair of bars indicates there was no significant difference between that pair (hence 'NS'; Tukey, \( p > .05 \)). However, the scatter plots in (b) and (d) shows individual kakariki did have a preference for one eye and for one foot over the other. The allocated parrot identity numbers are along the \( x \)-axis and the percentage of time the object was in the left side is along the \( y \)-axis. The area within the dotted lines shows the region of non-lateralisation ('ambidexterity'). So the individuals above the dotted region were left lateralised and the individuals below the dotted region were right lateralised.
arly, no population level motor lateralisation to one direction or another was found (from the proportion of time each foot was manipulating the target object; \( \chi^2 = 1.80, \text{d.f.} = 1, n = 20; p > .05; \) Figure 4.3.5c).

At the individual level, there were a significantly greater number of kakariki \((n = 16)\) that were visually lateralised in one direction or another, than the number of ‘ambidextrous’ kakariki \((n = 4)\), where the object was in the left or right monocular field for a relatively equal proportion of time (chi-square goodness-of-fit test: \( \chi^2 = 7.20, \text{d.f.} = 1, n = 20; p < .01; \) Figure 4.3.5b). Similarly, an individual level of motor lateralisation was found \((\chi^2 = 7.20, \text{d.f.} = 1, n = 20; p < .01; \) Figure 4.3.5d).

There were significantly more kakariki \((n = 17)\) where their eye preference was on the contralateral (opposite) side to their foot preference, than the number of kakariki where their eye preference was on the ipsilateral (same) side \((n = 3)\) to their foot preference \((\chi^2 = 9.80, \text{d.f.} = 1, n = 20; p < .01)\). If for instance, the dominant eye of a kakariki was the left eye, then the dominant foot would be the right foot.

**Object novelty**

We then ran an individual-level analysis on which eye the kakariki used for novel and familiar objects. There was a significantly greater number of kakariki \((n = 19)\) where the object spent more time in different monocular fields for novel and familiar objects, rather than in the same monocular field (chi-square goodness-of-fit test: \( \chi^2 = 16.20, \text{d.f.} = 1, n = 20; p < .001; \) Figure 4.3.6 and Table 4.4).
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We then considered whether on an individual-level, the overall preferred monocular field was the same as the monocular field used for viewing novel versus familiar objects. No significant effect between these two factors was found, as approximately the same number of kakariki used the same or different monocular fields overall and with novel objects ($\chi^2 = 0.00$, d.f. = 1, $n = 20; p > .05$). The same was found between overall field choice and familiar object field choice ($\chi^2 = 0.20$, d.f. = 1, $n = 20; p > .05$).

Similar pair-wise chi-square goodness-of-fit tests found no significant effects for the preferred left or right foot with novel and familiar objects (all $\chi^2$
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= 0.01, d.f. = 1, n = 20; \( p > .05 \)). Note the same tests found no significant effects found of exploratory behaviour type on either eye choice and foot choice (all \( p > .05 \)).

4.4 Discussion

We have uncovered an interesting and relatively complex pattern in how the sensorimotor apparatus of parrots is adapted to support their exploration of their environment, both in their approach to and manipulation of the target object. On an exploratory approach, kakariki passed visual control of a target object between the monocular and binocular fields, but this varied with distance and object novelty as predicted. Subsequently, during the exploratory manipulation phase, the primary exploratory appendage of the kakariki appeared to be the bill. As hypothesised, this varied with the type of exploratory behaviour employed, whether the object was novel or not, and the stage of the exploration bout. For instance, the feet were used more frequently early on in a bout, especially when the target object was novel. We further revealed some interesting findings about kakariki lateralisation both visually and motorically, which to some extent contradicts previous work (particularly Magat and Brown, 2009; Brown and Magat, 2011a). As predicted, these were also influenced by object novelty to some degree. We would like to suggest that these sensorimotor adaptations are structured so that the kakariki can maximise the information gathered from the environment by exploratory learning.

4.4.1 Exploratory approach: binocular and monocular visual fields

There is a great debate about the evolutionary function of avian binocular and monocular fields, especially taking into account the distinctive neural
underpinnings (Rogers, 2000, 2002). Compared to other birds measured to date, parrots have a particularly large frontal binocular field and a large amplitude of independent eye movement (Demery et al., 2011). However, psittacine binocularity (maximum width 27º) does not approach the extent of primate binocularity (~145º; Martin, 2009), which allows for depth perception through stereopsis*. Moreover, the large amplitude of parrots’ independent eye movements could abolish binocularity within a single saccade.

One explanation for differential use of the visual fields is that the monocular field in birds has greater resolution than the binocular field, which is more suited to detecting movement, or for processing the optic flow-field* information produced while moving (Martin, 2007, 2009). This supports our finding that on the approach towards a target object kakariki, like Senegal parrots (chapter 3), seemed to first identify the target object in one of the monocular fields, then transferred visual control to their binocular field as they began moving towards it. Then once they were within grasping distance of the object, they viewed it predominantly with one of the monocular fields again, presumably taking advantage of the greater resolution afforded. At close range, this point is particularly salient, as the monocular fields are simply much larger than the binocular field (Demery et al., 2011). Parrots are extractive foragers and their bill tip organ, rather than their visual field, likely provides substantial haptic information to allow accurate control of items held within the bill. In other birds that do not need accurate control of their bill for foraging through vision, their binocular field is narrow (e.g. filter-feeding ducks; Martin, 1994).

One might predict that the monocular fields would continue to be used
more than the binocular during most of the exploratory manipulation phase. Parrots are often seen bringing food items or novel objects up into their field of view with their feet (Whittow and Sturkie, 1999; Luescher, 2006). However, we did not analyse this, due to the difficulties in determining whether an object is in the binocular field once grasped at close range, particularly if grasped by the bill. Alternative methods, such as the latest eye-tracking technologies, or more higher-resolution, synchronised cameras around the testing area may resolve these issues in the future (e.g. Kjaersgaard et al., 2008; Voss and Bischof, 2009).

Contrary to our hypotheses, we found no significant effect of object novelty on the object’s position within the binocular and monocular fields on the approach to it. We reasoned that when a novel object was present during an exploratory approach, more information would be needed quicker, and the greater resolution afforded by the monocular field would supersede the need for an efficient approach afforded by the binocular field with optic flow. However, perhaps during this exploration phase, whether the viewed object is novel or familiar is simply irrelevant for efficient visual perception by optic flow while the bird is moving. It would have been interesting to see if novelty of the target object had an effect on which monocular field was utilised at the beginning and end of the approach. While we did investigate this issue in the exploratory manipulation phase, there were not enough frames for a comparison between phases. A much greater number of exploratory approaches would be needed in a future study.

Another issue with our method was that the frame-by-frame analysis did not incorporate a cluster analysis for checking for intra-observer reliability
between frames/trials and between subjects. There may also have been some
in error in the feather movement between frames. However, as we were only
interested in where the object fell in the visual field according to very broad
categories (left or right monocular, binocular or blind area), any errors were
unlikely to have altered the outcome.

4.4.2 Exploratory manipulation: type of appendage usage

The two key sets of appendages that are adapted to allow kakariki to interact
with their environment are the zygodactyl feet and the hooked bill. Overall,
we found the object spent a significantly greater proportion of the exploratory
manipulation time in the bill, rather than in either of the feet. Both the
bill and the feet may be able to supply detailed sensory input. However,
from our behavioural data we can only infer what form of information each
appendage may be gathering and thus we can only make educated suggestions about what role they each may be playing. Nonetheless, as the bill
contains both the bill tip organ and the tongue, it is certainly able to provide
more modes of sensory input than the feet. This, combined with its motor flexibility (the hooked shape, synovial joint and muscular tongue), may
well explain why the feet in the exploratory manipulation phase appeared to
provide a supporting role in securely holding the object up to the bill.

When each appendage was used, we found a significant difference between
their relative proportion of frequencies performing different types of exploratory behaviours. The kakariki used the bill more for ‘transitory grasping’
behaviours (e.g. tapping or probing), while they used the feet more for ‘prolonged grasping’ behaviours (e.g. transferring or holding down). The argument for the bill being the prime exploratory appendage was further suppor-
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ted by our finding that the bill was employed more than either of the feet for fine exploratory manipulations, involving object modifications or multiple objects. This may be due to the mechanoreceptors embedded in the hard keratin of the parrot’s bill (Demery et al., 2011), combined with the similar receptors in the tongue, allowing perception of a wider range of stimuli, such as temperature, vibrations and different forms of pressure (Goujon, 1869; Necker, 1972; Gottschaldt and Lausmann, 1974; Berkhoudt, 1979; Gentle and Breward, 1986; Cunningham et al., 2007, 2010). Moreover, the relatively enlarged somatosensory area of the psittacine brain predominantly represents the bill and tongue over the feet (Stingelin, 1965; Wild, 1981; Wild et al., 1997; Sultan, 2005; Gutierrez-Ibanez et al., 2009).

In addition to its sensory role, the bill also plays a dextrous motor role; Sigerson (1888) called the parrot bill the ‘third prehensile organ’. Indeed, in answer to Corballis (1983), Peters (1988) argued that the bill would be the main manipulatory organ, with the feet positioning the object so that the bill can better act on it. He thought it was analogous to the human left hand supporting the right hand in manipulation. Where other birds peck at food, parrots have been described to chew food like ruminants with their muscular tongue, again aided by the support of a foot (Smith, 1971).

A similar interaction between the roles of the hands and mouth is found in human infants (Bushnell and Boudreau, 1993). Before differentiated finger movements can develop under efficient visual control, 3-month-old infants can perform much more intricate movements on objects with their mouths and tongues, rather than their hands. One example of an oral sensorimotor exploratory behaviour is cyclic active sucking, which allows an infant
to learn about the hardness and texture of different objects (Rochat, 1987). An infant’s hands appear to act simply as supports to these oral exploratory behaviours of the mouth/tongue (Gibson and Walker, 1984). There is unfortunately not much more evidence on the actual role of hands in these types of situations (Streri and Feron, 2005). Nonetheless, one cannot dispute that human hands become the dominant exploratory manipulatory appendages later on in life. While intriguing, we also need to be cautious about how far we can extrapolate from our knowledge about human sensorimotor adaptations to understand those of the kakariki.

We made the assumption that when the bird was using both the bill and feet to explore an object, that the feet were playing a mechanical/supportive role, in helping to position the object for manipulation by the bill, rather than a sensory role. This appears to be a reasonable assumption to make, as it is likely that the bill has richer sensory capabilities than feet (i.e. tongue, bill tip organ; e.g. Goujon, 1869; Wild et al., 1997; Sultan, 2005; Gutierrez-Ibanez et al., 2009). However, that is not to say that the feet are not also involved in gather information, particularly about the mass of the object and other mechanical properties (Wing and Lederman, 2009; Ferreira et al., 2010; Chappell et al., 2012). It difficult to disentangle the respective roles of the bill and feet when they are used together, without directly recording neural signals, but the bill is rarely used without the feet under natural conditions (Z. P. Demery and J. Chappell 2010, personal observations). It may be more prudent to consider appendage usage in exploratory manipulation as either a ‘single-sensory stream’, or ‘multi-sensory streams’ of information.

The kakariki used their feet more frequently than their bill while physic-
ally interacting with the target early on in their exploration bout, especially when the object was completely novel to them. Presumably this is because of the potential threat the object poses (e.g. toxic food item). However, as the individual gathers more information about it through tentative manipulation with the feet (which are less vulnerable body parts than the bill/tongue, and spatially separated from the eyes/head), familiarity increases. Hence later on in the exploration bout, the bill is employed more than the feet.

Similar results have been reported in another New Zealand parrot, the kea (Diamond and Bond, 1999). While this apparently supports our interpretation of the results, both species spend much of their lives foraging on the ground compared to other psittacines (Greene, 1998; Diamond and Bond, 1999). Hence these results may not be extendable to arboreal parrots, who may instead only use their feet later on in an exploratory bout, as foot manipulation brings the possibly threatening object close to the vulnerable body (C. Mettke-Hofmann, personal communications). In the future, it would be interesting to analyse appendage usage in more detail in relation to the types of exploratory behaviours typically exhibited throughout the exploration bout, particularly in other species.

4.4.3 Exploratory manipulation: visual and motor lateralisation

We know that, at least for kakariki, the object is mainly manipulated within the bill (Figure 4.3.2), where the visual field is limited (subsection 4.2.4). The visual field extends to only about 10° below the bill tip, and around the bill tip, the frontal binocular field is only approximately 10° wide, as opposed to approximately 27° at the horizontal (Demery et al., 2011). While out of reach of the object on approach, parrots can only use vision, but not touch. Once
within reach, although the bird can bring the object directly and closely up to either eye with one of its feet (and is often seen doing this; Z. P. Demery and J. Chappell 2010, personal observations), the lack of visual perception when the bill is manipulating the object again emphasises how vision is less important during the exploratory manipulation phase. Nonetheless, we found some intriguing visual lateralisation results, reflected to some extent in the motor lateralisation results. These findings are the first to our knowledge in the ornithological literature combining both modalities in an exploratory context, particularly in such detail.

We found evidence in kakariki of individual-level visual lateralisation during the exploratory manipulation phase. This did not extend to a population level. In other words, the kakariki were visually lateralised in preferring to view the object of interest with one particular monocular field rather than the other, but it varied from individual to individual whether this preferred monocular field was on the left or right side. A similar result has been found for New Caledonian crows when manufacturing or using tools; another cognitively flexible species inhabiting a dynamic environment (Hunt et al., 2001; Rutledge and Hunt, 2004; Weir et al., 2004). The individual, rather than population level laterality in both bird species may be due to perceptual biases, such as embryonic light exposure (Rogers and Sink, 1988), or retinal differences resulting in different neural outputs (Hart et al., 2000). Strong laterality at the individual level confers several selective advantages, including efficient foraging, complex motor tasks and increased cognitive performance (Rogers et al., 2004).

There was also an effect of object novelty at the individual level. When an
object was novel to the kakariki, they were more likely to use the opposite eye to that which they used to explore familiar objects. However, no significant effect was found for whether the overall preferred monocular field was the same as the monocular field used for viewing novel versus familiar objects. This is because approximately the same number of kakariki used the same or different monocular fields overall, as with novel objects. An increased sample size would likely give us more insight into this subtly complex relationship.

This effect of object novelty/familiarity on visual lateralisation has not been investigated in birds, but has to some extent in mammals. The small-eared bush baby (*Otolemur garnettii*) has been shown to switch eye preferences depending on whether it is viewing a familiar or a novel object (Rogers et al., 1994). The authors argue this reflects an adaptive response to a potentially threatening stimulus, increasing the arousal level, which is commonly associated with right-brain function. However, the sample size was relatively small and they were not presented with novel, neutral items (e.g. rope) as well as the novel, very fear-inducing objects (e.g. rubber snake). We moreover need to careful in applying any hemispheric specialisation explanation (e.g. Rogers, 2000, 2011) to kakariki, as different individuals had different side preferences for novel and familiar objects.

As hypothesised, the kakariki motor lateralisation findings reflected the visual lateralisation findings, but again only at the individual level. Also, counter both to our hypotheses and to the previous literature (e.g. Magat and Brown, 2009; Brown and Magat, 2011a), this motor lateralisation occurred on the contralateral side, rather than the ipsilateral side of the visual lateralisa-
tion. So, for instance, if a kakariki viewed the object more with the left eye, they manipulated it more with the right foot. Object novelty did not have an effect on the ‘footedness’ of a kakariki. This is as opposed to both the effect found in visual lateralisation and our hypotheses. Exploratory behaviour type did not have an effect in both the visual and motor lateralisation analyses. Thus, the population-level hemispheric specialisation explanation cannot necessarily be employed with kakariki.

Kakariki are high levels of lateralisation as individuals, but unlike many other parrot species studied to date (Harris, 1989; Snyder and Harris, 1997; Snyder and Bonner, 2001; Magat and Brown, 2009; Brown and Magat, 2011a,b), the direction of their lateralisation varies across their population. Brown and Magat (2011b) found that larger-bodied parrots displayed stronger laterality than smaller-bodied parrots. They argued that strong laterality was a fitness benefit for larger-bodied parrots, who frequently display complex bill-foot manipulations to extract well-embedded food items (e.g. nuts). Smaller-bodied parrots forage more by grazing or pecking (e.g. for blossoms or small seeds), and so do not require complex manipulatory abilities. As such, they suggested that there must be some unknown cost of laterality making it not worthwhile for small parrots.

Kakariki may be somewhere in between these two parrot groups, as they are both small-bodied and very lateralised at the individual level. This may reflect their very generalist diet, as kakariki eat both easy-to-pick blossoms and hard-to-extract nuts. So kakariki forage both by grazing/pecking and the more co-ordinated extractive foraging. Smith (1971) termed these two foraging techniques as ‘tether-footed’ and ‘prehensile-footed’ foraging. The
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former involves clamping the food item between the holding foot and the supporting surface, thus requiring more vigilance behaviour than ‘prehensile-footed’ techniques, where the food item is brought up to the bill by the foot.

Alternatively, perhaps this lack of a population-level lateralisation in kakariki simply reflects the behavioural context in which the lateralisation was measured. The majority of literature has focussed on foraging behaviours, while we have looked at exploratory behaviours. Hemispheric specialisations for particular behavioural functions are common in birds, especially as non-conjugate eye movement enables birds to simultaneously scan the horizon for predators and the ground for food (reviewed in Rogers, 2000). This is especially relevant to consider together with our previous finding that relative to other bird species, parrots’ eyes have an unusually large amplitude of independent movement, which is constantly changing (Demery et al., 2011). Further investigations are needed to distinguish between different potential lateralisations in parrots manipulating different types of objects in different contexts, including food items.

Lastly, it is interesting to consider the relationship between the visual field laterality and the foot motor laterality. They were found to be on contralateral rather than ipsilateral sides, as in Brown and Magat’s (2009; 2011a) studies on Australian parrots. Both argued that this was consistent with other studies on more evolutionarily ancient animal taxa, such as fish and reptiles (Bisazza et al., 1998, 2001). This poses one of three possible explanations:

1. Kakariki have diverged from their ancestors both behaviourally and neurally in their pattern of lateralisation, possibly because of adapta-
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1. Kakarikis display a unique form of eye preference
   that is specific to their particular ecological niche;

2. Our new method of measuring eye preferences is inaccurate;

3. The method used to measure eye preferences by Brown and Magat (2009; 2011a) was inaccurate.

If point 1 were true, we have found a very exciting result and the possibility should certainly be explored further, including what sort of selection pressures may have resulted in the kakariki evolving in this way and what the possible distinctive underlying neural mechanisms may be. However, as the kakariki is an Australasian parrot, experiencing a very similar ecological niche to the many other Australasian psittacines already measured, this divergence is theoretically unlikely. Moreover, as this is such an unusual, yet stimulating, result, we must still take care with the potential problems outlined in points 2 and 3.

Both Brown and Magat’s (2009; 2011a) method and our method are reasonable techniques for measuring eye preferences. However, Brown and Magat’s method makes the implicit supposition that if the object is held closer to one eye than the other, then the closer one is the fixating eye. Our previous research showed that there is a large binocular region in which both eyes can fixate (Demery et al., 2011). This means the bird can hold an object apparently in front of one eye while it is the other eye that is being used. The left foot does not need to bring the object to the right eye for it to be viewed by the right eye.

In order to come to a more definitive conclusion about points 2 and 3, we need to be able to draw a more direct comparison between the results of both
methods. Therefore, in a future study, we would ideally either: (a) apply our methods to the same species Brown and Magat measured; or (b) apply Brown and Magat’s method to our birds from our video footage. Without further experimentation, in a direct comparison between the two studies the work presented here benefits from: frame-by-frame video analysis rather than live data entry; the use of a range of tests; and the use of a range of target objects rather than just food items. With this in mind, we would tentatively suggest that point 3 is the most likely.

4.4.4 Summary

These experiments have uncovered a complex pattern of how each eye, each limb and bill contribute to the sensorimotor exploration of different objects by kakariki. We would like to suggest that these sensorimotor adaptations are structured so that the kakariki can maximise the information gathered from the environment by exploratory learning. However, while our behavioural results are compelling, we can only infer from them about how, or even whether, the kakariki gathered and used information in their environment. We do not have any direct data on what the sensory signals were, or whether the kakariki were even exploring – they may have intended to perform some other executive action for some other biological function, such as foraging. There are clearly many other factors involved that have yet to be investigated. Indeed, it is not clear whether the technique we designed is even the correct one for the task, so this area is ripe for further research.

Nonetheless, our results have significant implications not only for how sensorimotor exploration is structured in other birds, but also for other animal groups, particularly in the field of cerebral lateralisation. While the bill
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and the feet seem to be very important as sensorimotor apparatus for exploratory manipulation, vision still likely plays a significant role, especially during an exploratory approach. Further studies are needed to investigate more on how these senses interact and integrate to provide cross-modal information about objects.

Having investigated how vision and touch interact to support the exploratory approach and exploratory manipulation of an object in chapters 2, 3 and 4, we will continue to use the parrot model for studying exploration. However, from chapter 5 we will attempt to solve the problem of exploratory learning from a different angle, by investigating how the environment influences exploration.
Part II

Environmental Influences
on Exploration
The influence of environmental enrichment on exploration

Environmental enrichment is widely used as a means of improving captive animal welfare and it has been linked with improving cognitive problem-solving abilities (Newberry, 1995). We have exploited enrichment to investigate which kinds of information are important to kakariki when they explore dynamic environments. Parrots are found across the world in a variety of habitats. Among birds, they are distinctive for their intelligence, manipulatory abilities and strong exploratory tendencies. We measured exploratory behaviour in two captive groups of the social kakariki within their home cages and on an array of behavioural tests. Both groups received the same baseline level of environmental enrichment and the same feeding regime, but one group experienced a wider variety of materials in their cage (e.g. sawdust, perches in various diameters) and more problem-solving toys, provided on a rotation basis. We found that the more enriched group explored for significantly longer and displayed a greater diversity of behaviours than the less enriched group of kakariki. We also found that the enriched group were less neophobic and displayed greater exploratory complexity on the individual behavioural tests. This illustrates how, at least for kakariki, a few small changes to an animal’s captive environment can have a substantial impact on their behaviour and potentially their performance in cognitive tests. It is not clear, however, whether these results could be generalised to the behaviour of kakariki living in the wild. We consider the results primarily within an information-processing perspective, but also discuss their implications for captive animal welfare.
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5.1 Introduction

Exploration is important for gathering information from the environment, whether it is to learn about novel objects, food, mates, predators or shelter (Archer and Birke, 1983; Power, 2000). How much variation, or how much potential information, there is in an animal’s environment, influences the level of exploration required, as long as it impacts on the animal’s evolutionary fitness in some way. For instance, an animal inhabiting an environment with a temperature range of -5–15ºC needs to explore and find drinkable water during particular parts of the year, unlike another animal living in 15–20ºC. There can be spatial or temporal variation (or both together), such as changes in food availability (e.g. Houston et al., 1980; Kacelnik and Krebs, 1985), or niche construction (Sterelny, 2007). In either case, the animal can overcome these changes by gaining information about them through exploration.

In an environment with relatively little variation, there is little new, potential information that can be gained, so there is not much need for exploratory learning. This allows for a large amount of information to be encoded in the animal’s genes, but there is little selective pressure for flexible, adaptive behaviour (Gould, 1974; Kaelbling et al., 1998; Inglis et al., 2001). In more variable environments, factors are ever-changing, so an individual needs to be able to quickly adapt to a range of conditions; by gathering information through exploration (Roth et al., 2010; Rodewald et al., 2010; Sih, 2011; Chappell et al., 2012). The exploration level of a species is positively correlated with how variable its environment is (Bekoff, 1975; Seraglia et al., 2012; Greenberg and Mettke-Hofmann, 2001; Lefebvre et al., 2004; Pellis and Iwaniuk, 2004).
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When faced with a variable environment, it is important for the animal to experience and learn about many different kinds of environmental information, so it can quickly solve any novel problems posed by the environment. These types of animals (e.g. great apes, corvids and psittacines, elephants, or cetaceans) are described as being cognitively flexible (e.g. Grasso and Basil, 2009; Tebbich et al., 2010; Auersperg et al., 2011). Within a cognitively flexible species, genes initially provide all individuals with fundamentally the same exploration strategies and learning frameworks (Bekoff and Byers, 1998; Barsky, 2010). However, if there is no environmental information available for a particular individual to explore, their knowledge or understanding about the world cannot be extended (Povinelli and Dunphy-Lelii, 2001; Chappell and Sloman, 2007). So individuals with more experience of a wider range of environmental stimuli are likely to generalise information and learn flexibly about novel situations faster than inexperienced individuals (Chappell et al., 2012; Arriola-Rios et al., 2013). In other words, experienced individuals living in a more enriched environment are likely to be more innovative and better at problem-solving (Harlow et al., 1950; Mench, 1994; Greenberg, 2003; Mettke-Hofmann et al., 2006; Meehan and Mench, 2007; von Bayern et al., 2009; Roth et al., 2012).

How or even whether an animal will explore is determined not just by its experience, but also its intrinsic opposing motivations of neophilia* and neophobia* – the desires to either approach or avoid new items. Although neophilia clearly aids exploration, some animal groups, such as corvids, are noted as being both strongly neophobic and highly exploratory (e.g. Heinrich, 1995; Greenberg and Mettke-Hofmann, 2001). The zoological literature has reached a general consensus that efficient exploratory learning is further
influenced by another innate driver, uncertainty reduction, i.e. a lack of stored information about the surrounding world (Hughes, 1997; Inglis, 2000; Koehler and James, 2009). Many animals seem to follow this principle – from fish, to birds, to mammals (Augustsson et al., 2005; Eliassen et al., 2007; Warburton and Hughes, 2011; Marsh and MacDonald, 2012). Even humans do so: children explore more when faced with ambiguous information (Schulz and Bonawitz, 2007; Beck et al., 2008; Bonawitz et al., 2012a); adults base their everyday decisions on an optimal trade-off between exploration and exploitation (Daw et al., 2006; Cohen et al., 2007).

Exploration is not limited to the present. Individuals sometimes continually gather information without any immediate reward, simply for the possibility that it may be useful at some point in the future. This phenomenon, known as ‘latent learning’, has been extensively studied in rats (Rattus norvegicus) exploring mazes. They learn all the maze’s paths without any incentive of a food reward and their exploratory activity increases when objects are moved within the maze; i.e. when uncertainty increases (e.g. Wilz and Bolton, 1971; Albert and Mah, 1972). Thus, while uncertainty is a strong driver, information-gathering is both energy and time consuming, so animals should only gather as much information as is needed (Grønhaug, 2006; Yoo, 2009). Dall and colleagues (Dall et al., 1999; Dall and Johnstone, 2002; Schmidt et al., 2009; Dall et al., 2012) illustrated how gathering information to reduce uncertainty is a luxury, but insuring against uncertainty by storing energy reserves is a necessity, at least when the animal is faced with starvation. Consequently, more insight is needed into how these different underlying motivations and environmental factors interact to impact on an individual’s exploratory behaviour and the types of information experienced.
One way we could gain this insight is through environmental enrichment; i.e. chronically manipulating an animal’s surroundings. To date, much of the literature into this has been from the perspective of improving a captive animal’s welfare and cognitive well-being in zoos and in research laboratories. In this study, we will employ the following definition of environmental enrichment as:

“...an improvement in the [health or lifetime reproductive success] of captive animals resulting from modifications to their environment” (Newberry, 1995, p.230).

For instance, enhancing rodents’ cage complexity, by adding a wider range of substrates (e.g. shredded paper or wooden blocks), or toys (e.g. foraging puzzles), increases exploration and natural activity patterns in the short-term (Engellenner et al., 1982; Genaro and Schmidek, 2000; Gortz et al., 2008; Abou-Ismail et al., 2010), and increases cognitive performance and neophilia in the long-term (Gardner et al., 1975; Hennessy et al., 1977; Pisula and Stryjek, 2006; Huang et al., 2007; Brydges et al., 2011). Wood-Gush and colleagues (1990; 1991), through studies on pigs (Sus scrofa), highlighted the importance of providing ‘inquisitive exploration’ opportunities, where individuals act on and initiate changes in their environment, rather than just responding to a stimulus. Environmental enrichment has been shown to be important for humans’ cognitive well-being too (e.g. Sumowski et al., 2010), but also for learning about different objects’ affordances (e.g. Storli and Hagen, 2010). By extension, we would expect enrichment to be particularly important for other cognitively flexible species exploring variable natural environments, but this has rarely been considered, even within a controlled, captive
Applying an information-processing approach, in addition to the current animal welfare perspective, to environmental enrichment could be very fruitful. A few cognitive scientists have begun to systematically investigate the structure of exploration in different animals (e.g. rats, octopi and humans; Renner, 1988; Kuba et al., 2006a; Schulz et al., 2008). However, none of them have utilised environmental enrichment as a means of investigating what kinds of environmental information are important to different species. For instance, it is important for a honey-bee (*Apis mellifera*) to explore in order to learn which flowers are currently producing nectar where, but it is not clear what kind of environmental cues (e.g. olfactory or visual) they focus upon (Srinivasan and Gregory, 1992; Menzel and Giurfa, 2006; Avargues-Weber et al., 2011; Arenas and Farina, 2012). Environmental enrichment increases an animal’s exposure to new materials and more causal events, and consequently likely impacts on their cognitive performance and learning of important environmental information (Forster, 1995).

The environmental influence on exploration is therefore approachable through enrichment; an idea we applied to parrots in this study. After introducing different complex toys and various materials, we measured the resultant possible effects on parrots’ exploratory behaviour. We wanted to consider what parts of the environment may be important to psittacines when gathering information and how their exploratory behaviour may vary with the properties of the object they are investigating. It is important to note though that by observing exploratory behaviour, we cannot directly conclude what types of information an animal is gathering. Depending on what form of
enrichment we provide, we can only ever infer what information we are potentially providing the animal with.

Parrots have strong exploratory tendencies and neophilia that lasts into adulthood, even when it is not motivated by food (Pepperberg and Brezinsky, 1991; Luescher, 2006; Demery et al., 2011). They often display innovative, flexible behaviour for solving diverse environmental problems (e.g. Huber and Gajdon, 2006). This is aided by dextrous manipulatory abilities with zygodactyl* feet and a hooked bill (Smith, 1975). Moreover, they live long lives in a variety of (frequently variable) habitats and many psittacine species are food generalists (Collar, 1997; Rowley, 1997). Mettke-Hofmann and colleagues (1995; 2000; 2002; 2005) found that psittacine exploration is sensitive to a range of environmental factors, including: courtship and breeding periods; diet type (e.g. seasonal/cryptic food items); habitat complexity (e.g. forest edges); migratory behaviour (resident/nomad); and predation risk (e.g. on island/mainland).

Captive parrots, without appropriate enrichment, are particularly susceptible to developing abnormal* and stereotypical behaviour*, such as feather picking, or repetitive locomotory routes like ‘corner-flipping’ (van Hoek and ten Cate, 1998; Evans, 2001; Garner et al., 2003, 2006; Lumeij and Hommers, 2008). Enrichment through greater foraging opportunities (e.g. nuts in a hanging basket), or physical complexity (e.g. ropes to climb on), has been shown to modify neophobia and motivation for environmental interaction (Meehan and Mench, 2002; Meehan et al., 2002; Lumeij and Hommers, 2008; Webb et al., 2010). A few researchers have started to investigate which particular properties of objects (e.g. toys) parrots find stimulating. Orange-winged
parrots (*Amazona amazonica*), for instance, have a preference for small, soft, yellow cubes over a range of other variations, and exhibit sex-specific preferences for rope length, diameter and colour (Kim et al., 2009; Webb et al., 2010). This may reflect the appearance of food items found in the wild (Janson, 1983), or sex differences in allopreening (Spoon et al., 2004). However, none have yet investigated the effect of enrichment on psittacine exploration, particularly from an information-processing perspective.

Consequently, the aim of our study was to investigate how environmental enrichment may influence exploration in captive parrots under different environmental contexts. Our chosen study species was the New Zealand red-fronted parakeet or kakariki (*Cyanoramphus novaezelandiae*), as they are especially social, neophilic and active compared to other psittacines (Pepperberg and Funk, 2005), which makes them an ideal species for studying exploration. They show high dexterity in manipulating objects, and they use the same method of extracting seeds as found in nearly all Psittaciformes (Collar, 1997). Kakariki can be found at all strata of temperate rainforests, but they are also resident to scrub and grassland habitats. They mature at approximately 9 months and live for 5–10 years. They have a highly generalist diet, largely consisting of seeds, fruit, leaves, buds, flowers, shoots, and nectar, but also insects, animal remains, tiny stones, as well as seaweed and mussels in coastal areas (Greene, 1988, 1998; Kearvell et al., 2002; Funk and Matteson, 2004).

We housed two groups of kakariki in different enrichment conditions, then measured their exploration in two environmental contexts: within their home cage and across various behavioural tests. Both groups received the
same baseline level of environmental enrichment and the same feeding regime, but one group experienced a wider variety of materials in their cage and more problem-solving toys. The enriched enclosure would provide more potentially new information, so the enriched kakariki would likely be motivated to explore within both environmental contexts more than the unenriched kakariki, which would reach a ceiling amount of information (Wood-Gush et al., 1990; Renner, 1990). Therefore, we predict that relative to the unenriched group, the enriched group will spend a greater proportion of time exploring and perform a greater variety of exploratory behaviours. On the other hand, Meehan and Mench (2002) found unenriched orange-winged parrots explored more than their enriched counterparts, perhaps because enriched individuals have more experience, so they do not need to explore novel objects as much as unenriched individuals. Thus, the alternative prediction is that the enriched kakariki would explore less than the unenriched kakariki.

Specifically within the home cage context, we were interested in what aspect of the environment enriched and unenriched individuals focussed their exploration upon. One difference in enrichment that we manipulated between each group was the complexity of toys present. More complex items are likely to provide richer information than simpler items (Meehan et al., 2002; Mettke-Hofmann et al., 2006). Thus, here we hypothesise that the enriched group will spend a greater proportion of their exploratory time interacting with toys as opposed to other home cage features (e.g. mesh, perches, water bowl). Conversely, we suggest the unenriched group will display no significant preference for toys over the other cage features.
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Lastly, within the behavioural testing context, we were interested in the relative complexity of exploratory behaviours performed on the same novel test objects by the enriched and unenriched kakariki. The enriched kakariki would have more experience of a greater range of objects and affordances from their home cage, so they would also have greater experience of using a greater diversity of behaviours to gather information (Sol et al., 2005; von Bayern et al., 2009). Hence we hypothesise that the enriched group will spend a greater proportion of exploration time performing complex exploratory behaviours than the unenriched group. We further wanted to investigate how neophobia may affect unenriched birds’ exploratory approach towards a novel object under testing conditions (e.g. see Greenberg, 2003; Pisula and Stryjek, 2006). These birds were not as exposed to as great a range of novel objects as the enriched birds, so they were not as accustomed to objects posing little threat. Consequently, we postulate the enriched group will show a significantly shorter latency to the first exploration bout than the unenriched group, but this effect will be lessened when the object is familiar, rather than novel.

5.2 Methods

5.2.1 Subjects

The subjects were 14\(^1\) kakariki (Cyanoramphus novaenelandiae; 7 females; 7 males). They were parent-raised and were sourced from four different breeders in the United Kingdom, so they were probably hybrids with the yellow-fronted parakeet (C. auriceps; Boon et al., 2001). They were delivered from the

\(^1\)Note this number differs from the 20 subjects studied in chapter 4, as in this chapter we only studied the adult kakariki present before any breeding occurred (from April 2010 onwards), to avoid possible effects an increased number on birds in some cages.
breeders when they were 3 months of age, then quarantined for 28 days (all hatched April – May 2008).

5.2.2 Housing

All of the kakariki were housed indoors according to guidelines set out in Hawkins et al. (2001) and Kalmar et al. (2007; 2010). They were kept in a temperature-controlled environment (23 ± 5°C) on a 12:12 light cycle (dark from 8 pm to 8 am daily; UV daylight light bulbs with a high flicker frequency). The kakariki were housed in pairs in adjoining aluminium cages, each sized 1.83 x 1.22 x 1.22 m. They were cleaned out weekly and fed daily at 11 am on a diet of fresh fruit and vegetables with a parrot seed mix (Parrot Mix Royale, Copdock Mill, Ipswich, UK). Wood chips (Lillico Biotechnology, Surrey, UK), water baths and a range of toys and ropes were provided.

The kakariki were allocated to either the ‘unenriched’ housing condition or the ‘enriched’ housing condition (4 unenriched pairs and 3 enriched pairs). Each group was housed in separate rooms. We call the less enriched or control condition ‘unenriched’, although the birds housed in this condition were not actively deprived of any of the recommended requirements (Hawkins et al., 2001; Kalmar et al., 2007, 2010). The ‘unenriched’ birds were enriched to some degree, but they were not exposed to as many different objects and materials as the ‘enriched’ group.

The enriched group was exposed to a wider range of the perch types, materials and substrates (Table 5.1). The enriched group was also presented with ‘complex toys’, which enabled more complex cognitive behaviours. These toys were designed to stimulate problem-solving abilities (e.g. remove...
Table 5.1 – Details of the differences between the ‘enriched’ and ‘unenriched’ housing conditions. The key difference is the amount of exposure to different perches, materials and substrates, and in the complexity of the toys. See Figure 5.2.1 and Appendix D for more details on the different toys.

<table>
<thead>
<tr>
<th>Group</th>
<th>Home Cage Features</th>
</tr>
</thead>
</table>
| Unenriched| ◦ 3 natural wooden perches of similar lengths and diameters (approximately 60 cm long, 5 cm in diameter)  
            ◦ 3 hanging ropes (60 cm long, 5 cm in diameter)  
            ◦ 3 simple toys, where position in cage rotated weekly (e.g. affording basic climbing or manipulation opportunities) |
| Enriched  | ◦ 3 natural stick perches of varying lengths and diameters  
            ◦ 3 ropes of different thicknesses (e.g. string versus thick hemp) twisted in different ways (e.g. knots, loops etc.)  
            ◦ Wood chips containing different substances (e.g. more grit, sand, mud, seed etc.)  
            ◦ Novel materials, including rubber, sponge, ceramics  
            ◦ 3 complex toys rotated between cages weekly (e.g. stimulating problem-solving abilities or causal understanding) |

nut from puzzle box), or causal understanding* (e.g. connected cogs turning when lever pulled down), and exposed the birds to a wider range of materials (Figure 5.2.1 or for more details Appendix D). The complex toys were rotated between each enriched cage on a weekly basis. In contrast, the cages of the unenriched group were each provided with the same ‘simple toys’ that were not rotated between cages. These simple toys afforded simpler behaviours than the complex toys, such as basic climbing or manipulation opportunities (e.g. on a rope swing or chewing fibres on a mop-head). While these toys were not rotated in the unenriched cages, the position of the toys (the side of the cage and the height at which they were attached) was altered week-to-week.
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Figure 5.2.1 – Toys in the enriched and unenriched conditions (Northern Parrots, Ramsbottom, UK). The toys above the line were the simple toys in the unenriched condition, which particularly enabled behaviours like climbing or simple manipulations (e.g. chewing). These toys stayed in the same cages, but their position within the cage changed weekly. The toys below the line were the complex toys in the enriched condition, which were rotated on a weekly basis between cages. They were designed to encourage problem-solving and causal understanding abilities. See Appendix D for more details on the individual toys.

5.2.3 Home cages analysis

A motorised camera (Logitech Quickcam Sphere AF) was set up in each room to continuously record the kakariki in their home cages from March 2009 to April 2010 onto an external hard-drive (Western Digital 500 GB MyBook; or Buffalo Drivestation 1TB USB 2.0 External Hard Drive), using the software Debut Video Capture Pro (v. 1.64; NCH Software, Canberra) installed on a small laptop (ASUS Eee PC 904HD, Microsoft Windows XP; or Samsung N130 notebook, Microsoft Windows 7 Starter). Each video was recorded in 30-minute blocks in H264-MPEG-4 avc1 format (25 fps; 480x270 resolution).
The videos were analysed by performing 5-minute focal watches of each individual in each cage, for each fortnight of video recording (total 364 focal watches, or approximately 30 hours of analysed video). The time of day and the date for each 5-minute video sample (per bird per 14 days) was selected randomly, but Fridays (when the birds were cleaned out), as well as the first and last hour of each day, and 10.30 am – 12.00 pm (over the feeding period) were excluded. If the selected 5-minute sample contained periods when the bird was out-of-sight of the camera, or a human was present in the room, a different 5-minute sample was pseudo-randomly selected on that date.

During each focal watch, the focal bird’s behaviour was recorded using the ethogram outlined in Appendix C and JWatcher Video version 1.0 (Blumstein et al., 2007). We will refer to the object that the bird happens to be interacting with (i.e. the ‘target object’ as referred to in other chapters) as the ‘object of interest’. Briefly, the ethogram consisted of five exploratory behaviour categories and five non-exploratory behaviour categories (e.g. maintenance or social behaviours). The exploratory behaviour categories were divided into 31 sub-categories, while the non-exploratory behaviour categories were divided into 20 sub-categories. The five main exploratory behaviour categories were:

- visual inspection (e.g. follow, search);
- grasping (transitory e.g. tap; or prolonged e.g. carry);
- actions (e.g. push, pull);
- modifying objects (e.g. bend, pry);
- relating objects (e.g. insert, hook).

With each behaviour category, the following was also recorded: whether the
behaviour was targeted at a toy (e.g. rotating cog toy) or a non-toy cage feature (e.g. splashing in water bowl); whether the behaviour was targeted at the focal individual itself (e.g. preening wing), or at a conspecific (e.g. courtship with mate); and whether a conspecific was within grasping distance (within 5 cm) of the focal individual or the target object. This allowed analysis for any consistent patterns of behaviour, but also produced an overall measure for each trial as follows:

- proportion of time spent exploring;
- number of different exploratory behaviours ('behavioural diversity');
- and proportion of time spent with different cage features (i.e. toys versus non-toy features like water bowl, perch, mesh etc.).

It is important to note that, although the toys in the enriched enclosures were more complex and the enriched birds were exposed to a wider range of materials than the unenriched birds, a pilot study confirmed that theoretically all of the behaviours described in the ethogram could be performed by both groups of kakariki.

5.2.4 Behavioural tests analysis

Test trial sampling

In addition to the analysis of home cage exploratory behaviour, exploratory behaviour performed under behavioural test conditions was also analysed. None of the work conducted for this project required a Home Office Licence and all the techniques used were non-invasive, following the guidelines set out by the UK Animals (Scientific Procedures) Act, 1986. There were a series of behavioural tests conducted between March 2009 and April 2010. Primar-
ily conducted for a separate study (chapter 6), they investigated how different object properties influence the pattern of exploration for a separate study. However, they also proved ideal for this environmental enrichment analysis, so here we sampled a selection of their test trials. The analysed dataset was based on the live recordings from the selected trials. While the general protocol was consistent across tests, the test object, and whether it was familiar or novel, varied between tests (Figure 5.2.2). ‘Familiar’ was defined as the subject having experienced the target object at least once in a previous trial and ‘novel’ as when they had not.

Note that while the trials were selected pseudo-randomly for analysis, the analysed data for each trial accounted for the trial’s entire test trial time (25 minutes). Specifically, four trials were selected for each subject, one from each three-month period. The date selected for each video for each individual was pseudo-randomised, with the constraint that across individuals there were an equal number of trials occurring in the morning and afternoon.

This method of date selection determined that the type of behavioural test being performed and whether the target object was familiar or novel at that sampled date was pseudo-randomised. Despite this, there was an approximately equal number of trials (from all individuals) across the different behavioural tests and an equal number of trials with a novel object and a familiar object, so there was no overall bias in the dataset. Within each enrichment group, there were approximately an equal number of analysed trials with familiar objects and novel objects.
General test protocol

The test object was set up on a table within a custom-made test cage (67 x 58 x 60 cm) before the subject entered the test room. The experimenter sat on the other side of a solid screen in front of the apparatus to avoid visual cueing. The subjects’ behaviour was monitored remotely and recorded via two video cameras (Sanyo Xacti VPC-CG10, recorded using MPEG-1/2 codec, 720x576 resolution, 30 fps) positioned perpendicular to the test cage, above and to the side of it. There was a habituation period of five minutes, then the trial lasted 25 minutes. Each kakariki never entered into more than one trial each day.

The time of day that each individual was moved to the test room was
5. THE INFLUENCE OF ENVIRONMENTAL ENRICHMENT ON EXPLORATION

pseudo-randomised between 0900 and 1700 between days. The kakariki were trained to individually enter and exit a portable transport cage (81 x 42 x 61 cm), by means of a food reward (strawberry). To ensure that the birds’ attention was drawn to the link between entering/exiting the cage and the reward a clicking sound (produced by a standard dog training device) was employed to seize their attention. When, infrequently, a net was required to catch the bird, an extra five minutes of habituation was allowed in the test room.

All of the ensuing behaviours were recorded live via remote monitoring using JWatcher, according to the same ethogram as used in subsection 5.2.3. For this behavioural tests analysis, each exploratory behaviour category was assigned one of three levels of complexity, according to how cognitively and physically difficult it was for the bird to perform the behaviour. Complexity was greater when a behavioural category required multiple appendages, and/or became focussed on multiple objects or object parts. For instance, ‘simple’ behaviours included categories like tapping or holding. Whereas ‘intermediate’ behaviours included rotating or translating an object, and ‘complex’ behaviours largely consisted of behaviours that modified or related object parts together (e.g. scraping or extracting). Note that despite the difference in exposure to toy complexity and materials in the home cage environment, a pilot survey confirmed that both groups of kakariki could theoretically have performed all levels of behavioural complexity with the actions afforded by items within their home cages prior to testing.

For each behavioural test trial, the same exploratory variables were analysed as for the home cage exploration. Additionally, the proportion of exploration time spent performing behaviours of different levels of complex-
5.2. Methods

Ities (simple, intermediate, complex) and the latency to the first exploration bout (first touch made to object of interest) was included in this behavioural test analysis. Two consecutive bouts were defined as separate bouts when they were separated by 10 seconds or more.

5.2.5 Statistical methods

For both the home cages and the behavioural test data, the proportion of time spent exploring and the behavioural diversity was analysed using a repeated measures General Linear Model. These measures were calculated from means of each individual across test types and sampled videos. Note for the effects of explored cage features (in home cage analysis), exploratory behaviour complexity and object novelty (in behavioural test analysis), the proportions were adjusted for each group accordingly (see respective results section below for clarification). The assumptions of parametric methods (normality of error, homogeneity of variance and linearity) were confirmed from plots of coefficients versus fitted values. Where proportional data measures were used, the data was arcsine-square-root transformed. All analyses were performed using Minitab® Statistical Software version 15.1.30. The probability level accepted for significance was $p < .05$.

In all of the models, where significant effects were found, a series of post-hoc pair-wise Tukey tests were performed to find the source and direction of the significance. The exception to this was in the behavioural tests’ exploratory complexity analysis, where a series of post-hoc pair-wise paired and unpaired $t$-tests were performed (unpaired for between housing groups and paired for within groups).
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In all of the models, the following factors were also included to check whether they had an effect on the general exploration measures: sex, age, origin (i.e. breeder), and cage position. Within the home cage analysis, the proportion of the time sampled where a conspecific was within grasping distance of the focal individual or the object of interest was incorporated into the model. Within the behavioural test analysis, the number of trials where the bird was caught with a net was incorporated into the model. As the general key measures were means for each of the 14 kakariki across focal watches or sampled videos, a series of unpaired $t$-tests were performed on each individual, to check whether the time, date or the test type of the sampled video had an effect on the proportion of time spent exploring.

5.3 Results

The home cage or behavioural test exploration measures were not significantly affected by the time or date of the video. Similarly, in the GLMs, neither were they significantly affected by the kakariki’s sex, age, breeder or cage position. Within the home cage environment there was no significant effect of a conspecific being within grasping distance of the focal individual or the target object. Likewise for the behavioural tests measures, there was no significant effect of the bird having been caught with a net or not prior to testing.

5.3.1 Home cages

Exploration and behavioural diversity

In their home cage, the enriched group explored for a significantly greater proportion of the sampled time (GLM: $F_{1,7} = 45.95; p < .001$; Figure 5.3.1a) and displayed a significantly greater mean number of different exploratory
Table 5.2 – A summary table outlining the three GLM models for effects of housing enrichment on: the proportion of the sampled time kakariki spent exploring within the home cage environment; their behavioural diversity (number of different exploratory behaviour); and the proportion of the sampled time spent exploring different cage features. This proportional data was arcsine-squareroot transformed. Sex, cage position (close to door, middle, furthest from door) and breeder (6 breeder IDs) were included in both models as fixed factors, while age and the proportion of time sampled where a conspecific was within grasping distance of the focal individual or the object of interest were included as covariates. The latter was also arcsine-squareroot transformed. Enrichment (enriched or unenriched kakariki group) was a fixed factor in the models. In the last model, cage feature (toy or non-toy feature) was also a fixed factor.

<table>
<thead>
<tr>
<th>Factor</th>
<th>d.f.</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>% time sampled spent exploring</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enrichment</td>
<td>1</td>
<td>45.95</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>3.24</td>
<td>0.115</td>
</tr>
<tr>
<td>Cage position</td>
<td>2</td>
<td>6.81</td>
<td>0.023</td>
</tr>
<tr>
<td>Breeder</td>
<td>5</td>
<td>0.74</td>
<td>0.618</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.16</td>
<td>0.699</td>
</tr>
<tr>
<td>% time near conspecific</td>
<td>1</td>
<td>0.26</td>
<td>0.625</td>
</tr>
<tr>
<td>no. different exploratory behaviours</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enrichment</td>
<td>1</td>
<td>8.40</td>
<td>0.023</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.77</td>
<td>0.409</td>
</tr>
<tr>
<td>Cage position</td>
<td>2</td>
<td>0.40</td>
<td>0.682</td>
</tr>
<tr>
<td>Breeder</td>
<td>5</td>
<td>0.27</td>
<td>0.916</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.03</td>
<td>0.878</td>
</tr>
<tr>
<td>% time near conspecific</td>
<td>1</td>
<td>0.59</td>
<td>0.466</td>
</tr>
<tr>
<td>% time sampled spent exploring</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cage feature</td>
<td>1</td>
<td>46.13</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Enrichment × Cage feature</td>
<td>1</td>
<td>33.91</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.03</td>
<td>0.982</td>
</tr>
<tr>
<td>Cage position</td>
<td>2</td>
<td>0.07</td>
<td>0.779</td>
</tr>
<tr>
<td>Breeder</td>
<td>5</td>
<td>0.01</td>
<td>0.993</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.00</td>
<td>1.000</td>
</tr>
<tr>
<td>% time near conspecific</td>
<td>1</td>
<td>0.68</td>
<td>0.371</td>
</tr>
</tbody>
</table>

Significant variables are indicated in bold. *n = 14* *n = 28*
Figure 5.3.1 – A bar chart illustrating the exploration displayed by enriched and unenriched kakariki (*Cyanoramphus novaezelandiae*) in their home cages using two general measures: (a) percentage of 5-minute focal watch spent exploring; and (b) behavioural diversity (number of different exploratory behaviours). The key difference between the enrichment groups was in the amount of exposure in their home cage to different perches, materials, substrates and toys (Table 5.1 and Figure 5.2.1). There were 14 kakariki altogether and this data was based on each bird’s mean across 26 focal watches from March 2009 to April 2010. The error bars reflect the standard error of the mean. The lines over each pair of bars indicates a significant difference between that pair at either $p < .05$ (*), $p < .01$ (**), or $p < .01$ (***) Tukey Test.
behaviours within a focal period (GLM: $F_{1,7} = 8.40; p < .05$; Figure 5.3.1b; Table 5.2) than the unenriched group.

**Different home cage features**

For the the proportion of the total sampled exploration time, a significant effect of explored cage part (GLM: $F_{1,19} = 46.13; p < .001$) and a significant interaction of explored cage part and enrichment group was found (GLM: $F_{1,19} = 33.91; p < .001$; Figure 5.3.2; Table 5.2). A series of post-hoc pair-wise Tukey tests were then conducted. The enriched group spent a greater proportion of the total sampled exploration time exploring the toys in their home cage as opposed to the other cage features (Tukey: $p < .001$). In contrast, the unen-
Figure 5.3.3 – A bar chart illustrating the exploratory behaviour diversity displayed by enriched and unenriched kakariki (C. novaezelandiae) under test conditions. The key difference between the enrichment groups was in the amount of exposure in their home cage to different perches, materials, substrates and toys (Table 5.1 and Figure 5.2.1). There were 14 kakariki altogether and this data was based on each bird’s mean from four videos of various behavioural tests conducted between March 2009 and April 2010. The tests investigated different aspects of exploration and so each involved slightly different protocol and objects of interest (section 6.2 on page 171). The error bars reflect the standard-error-of-the-mean. The lines over the pair of bars indicates a significant difference between that pair at either $p < .05$ (*), $p < .01$ (**) or $p < .01$ (***) (Tukey Test).

The enriched group showed no significant difference between the proportion of the exploration time spent on the toys versus the other cage features (Tukey: $p > .05$).

5.3.2 Behavioural tests

Exploration and behavioural diversity

Across the behavioural tests, the enriched group displayed a significantly greater mean number of different exploratory behaviours within a trial than...
Table 5.3 – A summary table outlining the four GLM models for effects of housing enrichment on: the proportion of the trial time spent the kakariki spent exploring under behaviour test conditions; their behavioural diversity (number of different exploratory behaviour); the proportion of exploration time performing different complexity levels of exploratory behaviour; and the latency to the first exploration bout (in seconds) for the kakariki exploring novel and familiar objects. The proportional time data was arcsine-squareroot transformed. Sex, cage position (close to door, middle, furthest from door) and breeder (6 breeder IDs) were included in both models as fixed factors, while age and the number of trials where the kakariki was caught with a net were included as covariates. Enrichment (enriched or unenriched kakariki group) was a fixed factor in the models. In the third model, exploratory behaviour complexity (easy, intermediate and difficult), while in the last model, object novelty (novel or familiar) were also fixed factors.

<table>
<thead>
<tr>
<th>Factor</th>
<th>d.f.</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>% exploration time</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enrichment</td>
<td>1</td>
<td>0.05</td>
<td>0.853</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.39</td>
<td>0.551</td>
</tr>
<tr>
<td>Cage position</td>
<td>2</td>
<td>0.60</td>
<td>0.576</td>
</tr>
<tr>
<td>Breeder</td>
<td>5</td>
<td>0.63</td>
<td>0.683</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.68</td>
<td>0.437</td>
</tr>
<tr>
<td>No. trials net</td>
<td>1</td>
<td>1.04</td>
<td>0.342</td>
</tr>
<tr>
<td>no. different exploratory behaviours</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enrichment</td>
<td>1</td>
<td>5.69</td>
<td>0.049</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.01</td>
<td>0.917</td>
</tr>
<tr>
<td>Cage position</td>
<td>2</td>
<td>0.92</td>
<td>0.443</td>
</tr>
<tr>
<td>Breeder</td>
<td>5</td>
<td>2.04</td>
<td>0.189</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.45</td>
<td>0.526</td>
</tr>
<tr>
<td>No. trials net</td>
<td>1</td>
<td>0.41</td>
<td>0.544</td>
</tr>
<tr>
<td>% exploration time in different exploratory complexities</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enrichment</td>
<td>1</td>
<td>0.00</td>
<td>0.989</td>
</tr>
<tr>
<td>Complexity</td>
<td>2</td>
<td>0.09</td>
<td>0.912</td>
</tr>
<tr>
<td>Enrichment × Complexity</td>
<td>2</td>
<td>6.97</td>
<td>0.003</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.02</td>
<td>0.896</td>
</tr>
<tr>
<td>Cage position</td>
<td>2</td>
<td>0.01</td>
<td>0.989</td>
</tr>
<tr>
<td>Breeder</td>
<td>5</td>
<td>0.00</td>
<td>1.000</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.00</td>
<td>0.971</td>
</tr>
<tr>
<td>No. trials net</td>
<td>1</td>
<td>0.03</td>
<td>0.870</td>
</tr>
<tr>
<td>latency to first exploration bout</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Enrichment</td>
<td>1</td>
<td>58.83</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Object novelty</td>
<td>1</td>
<td>24.17</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Enrichment × Object novelty</td>
<td>1</td>
<td>35.70</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.01</td>
<td>0.922</td>
</tr>
<tr>
<td>Cage position</td>
<td>2</td>
<td>4.16</td>
<td>0.032</td>
</tr>
<tr>
<td>Breeder</td>
<td>5</td>
<td>0.00</td>
<td>1.000</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.12</td>
<td>0.731</td>
</tr>
<tr>
<td>No. trials net</td>
<td>1</td>
<td>0.51</td>
<td>0.482</td>
</tr>
</tbody>
</table>

Significant variables are indicated in bold. °n = 14 °°n = 42 °°°n = 28
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The influence of environmental enrichment on exploration

**Figure 5.3.4** – A bar chart illustrating the percentage of exploration time enriched (in grey) and unenriched (in white) kakariki spent performing three complexity levels of exploratory behaviours under test conditions. Each exploratory behaviour category was allocated one of three complexity levels according to how cognitively and physically difficult it was for the bird to perform the behaviour (Appendix C). This figure caption corresponds to Figure 5.3.3, except that the post-hoc tests were carried out using a series of paired and unpaired t-tests.

Across the behavioural tests, there was a significant difference between the enriched group and the unenriched group for the mean proportion of the trial exploration time spent performing different levels of behavioural complexity (GLM: $F_{2,31} = 6.97; p < .01$; Table 5.3). However, there was no significant difference in the mean proportion of the trial time spent exploring between the enriched group and the unenriched group (GLM: $F_{1,7} = 0.04; p > .05$).

**Complexity of exploratory behaviours**

Across the behavioural tests, there was a significant difference between the enriched group and the unenriched group for the mean proportion of the trial exploration time spent performing different levels of behavioural complexity (GLM: $F_{2,31} = 6.97; p < .01$; Table 5.3). A series of post-hoc pair-wise
5.3. Results

Figure 5.3.5 – A bar chart illustrating the mean latency to the first exploration bout (in seconds) for enriched (in grey) and unenriched (in white) kakariki exploring novel and familiar objects under test conditions. The bout was defined as having started from the bird’s first touch of the object of interest. A ‘familiar’ object was defined as the bird having experienced the object at least once in a previous trial and ‘novel’ was when they had not. This figure caption corresponds to Figure 5.3.3.

comparisons using unpaired t-tests were run and Figure 5.3.4 illustrates all of the differences. Most notably, the enriched group spent a significantly greater proportion of the exploration time performing complex behaviours than the unenriched group (unpaired t-test: $t_{10} = -3.24; p < .01$). In contrast, the unenriched group spent a significantly greater proportion of the exploration time performing simple behaviours than the enriched group (unpaired t-test: $t_{9} = 2.76; p < .05$). There was no significant difference between the two enrichment groups for the proportion of exploration time spent on the intermediate behaviours (unpaired t-test: $t_{6} = 0.52; p > .05$).
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Latency to first exploration bout and object novelty

If the object within a trial was novel, then the mean latency to the first exploration bout was greater than if the object was familiar (GLM: $F_{1,19} = 24.17; p < .001$; Table 5.3). Overall, the unenriched group had a significantly longer mean latency to their first exploration bout within a trial than the enriched group (GLM: $F_{1,7} = 58.83; p < .001$). There was a significant interaction between this effect of enrichment group and the effect of object novelty on latency (GLM: $F_{1,19} = 35.70; p < .001$; Figure 5.3.5). Therefore, if an object was novel, then the latency to the first exploration bout was even greater in the unenriched group than in the enriched group (Tukey: $p < .01$).

5.4 Discussion

Our results show that, at least for psittacines, small changes to the captive home cage environment can result in substantial changes in behaviour. This affects not only their activity and exploration in the home cage, but also their behaviour and potentially their performance in behavioural tests. To our knowledge, this is the first time that an enrichment effect on behaviour has been extended beyond the captive enclosure environment. In other words, the significant difference we found in exploration between the enriched and unenriched kakariki was not specific to the objects added to their cages, but was also found with novel items in a test room environment, separate to the home cage environment. We have just begun to uncover how the environment influences the pattern of exploration.
5.4. Discussion

5.4.1 Exploration and behavioural diversity

As hypothesised, the group of kakariki housed in the enriched condition spent more time exploring in their home cage than the group of kakariki housed in the unenriched condition, although under test conditions there was no difference in the proportion of time spent exploring between the groups. The enriched group also displayed a greater diversity of exploratory behaviours towards the object of interest in both their home cage and under test conditions than the unenriched group. The main difference in housing was that the enriched group were exposed to a wider range of materials than the unenriched group, such as different ropes or artificial materials like rubber. The enriched group also experienced more complex toys (e.g. foraging puzzles or rotating cogs), which were rotated on a weekly basis. Conversely, the unenriched group received the same simple toys week-to-week. These toys did not have as wide a range of properties as those in the enriched cages.

The objects available in the unenriched condition did allow for all the behaviours described in the ethogram (Appendix C), as did the objects in the enriched condition. Nonetheless, the unenriched group did not display as great a diversity of behaviours as the enriched group in their home cage. This may be because the enriched kakariki were more motivated to explore (Hughes and Duncan, 1988; de Lorge and Bolles, 1961). Potentially, there was more new information available to gather in the enriched enclosure, so the kakariki here were motivated to try out a wider range of behaviours on the novel items. Conversely, the unenriched kakariki may have reached a ceiling; they had already gathered as much information as they could and as they needed about their environment (Jennings et al., 1979; Cohen et al., 2007; Pullen et al., 2012).
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It is not clear whether the unenriched or enriched kakariki within their enclosure managed to display exploratory levels qualitatively similar to those exhibited by parrots in the wild, as the focus of field studies has been on parrot foraging (rather than exploratory) activity (e.g. Smith, 1975; Greene, 1998; Luescher, 2006; Rozek et al., 2010) – but these are not mutually exclusive. For example, a closely related parrot to the kakariki, the crimson rosella (*Platycercus elegans*) has described to spend 44–55% of their day foraging or locomoting around the canopy (Magrath and Lill, 1983). We suggest that each of these behaviours may to some extent be exploratory, whether the birds are gathering information about potential food items, areas of shelter in the canopy, or about potential mates.

Even under test conditions, the unenriched individuals were not as behaviourally diverse as the enriched individuals in their exploration. This suggests the unenriched individuals did not have as much information about the world as the enriched individuals. The lack of behavioural diversity implies the unenriched individuals’ object exploration was more repetitive and perseverative than enriched individuals’, who were more varied in their exploration patterns. Exploratory variation (or ‘flexibility’) may be an indicator of progressively more sophisticated exploration strategies for more efficient learning (Arriola-Rios et al., 2013). Experiments on human children’s exploration strategies reveals that during their cognitive development there is a progression from trial-and-error, perseverative behaviour to more sophisticated, targeted exploration strategies (e.g. Piaget, 1974; Gibson, 1988; Ruff et al., 1992; Power, 2000; Rochat, 2001; Pellegrini and Smith, 2004; Schulz et al., 2007).
Meehan and Mench (2002) have shown the opposite effect with orange-winged parrots, where unenriched individuals explored more than enriched individuals when faced with a novel item. Unenriched individuals also seemed to seek out more stimulation, such as from human handlers or food pieces in their water bowl. Perhaps a starvation of information actually motivates an individual to seek it out more (Sahakian et al., 1977; Vestergaard, 1982; Houpt et al., 2001). However, the different results found in Meehan and Mench (2002) may just be due to a species difference, or how our birds were not as unenriched as the birds in this study, which were actively deprived of quite basic stimulation in their cage environment (Hughes, 1997; van Hoek and ten Cate, 1998). Further investigation is needed to determine whether unenriched birds do lack information that enriched birds possess. Other studies have illustrated that enriched individuals do have more experience of particular object properties and adapt their behaviour accordingly (Renner, 1988; Varty et al., 2000; Fox and Millam, 2004; Mettke-Hofmann et al., 2006; Haun et al., 2010; Roth et al., 2012). Thus, there seems to be three possible contributing factors to an enriched/unenriched individual’s exploration: motivation/stimulation, current level of information as a result of exploration, and potential behavioural diversity for exploration as a result of experience in home cage. It is important to note that these three are not necessarily mutually exclusive.

In a future study, it would be interesting to look for possible relationships an individual’s home cage exploration and testing environment exploration. For instance, although we found no difference between the enrichment groups in exploration duration under test conditions, we could calculate the difference between the two environments. This would give a measure of
whether exploration increased or decreased in the experiment, relative to the home cage control. Moreover, it would have been useful to investigate whether the unenriched birds had reached a ceiling by comparing their exploration at the start and end of each recording. One other concern is with our home cage video sampling method. Although we did not include the first and last hour of each day, or the key feeding period, we randomised the time chosen. Exploration is likely to have a diurnal rhythm (e.g. Gentsch et al., 1982; Vestergaard, 1982), so it not clear we controlled for this. Furthermore, in total each individual was observed within their home cage for approximately 2 hours each. This may not have given us a comprehensive overview of all of the 31 exploratory behaviour categories, or even of each individual with each toy.

5.4.2 Complexity of exploratory behaviours

Not only did the enriched kakariki show a greater diversity of behaviours than the unenriched kakariki under test conditions, but also, as hypothesised, more complex exploratory behaviours. The unenriched kakariki were more likely to display simple or intermediate exploratory behaviours. This exploratory complexity result supports the argument that the enriched kakariki were more motivated to explore and were more experienced with a wider range of objects and affordances than unenriched kakariki. Hence, they had greater experience of using different and more complex behaviours to gather information.

By performing more behaviours on an object, these enriched kakariki were potentially better able to solve a problem-solving task than the unenriched kakariki. The complex toys in the enriched enclosures were designed
to encourage problem-solving, or more flexible, innovative behaviour, such as to get a nut out of a transparent box. Nonetheless, we did not directly measure cognitive performance or problem-solving ability, so further studies are needed to verify this. Sol et al. (2011), for instance, found that mynah birds (*Acidotheres tristis*) living in urbanised environments were better at problem-solving than mynahs in rural environments. The authors attributed this to there being fewer costs (e.g. predation) associated with exploration in urban environments. This is likely to be an important factor, but the evidence here suggests the urban environment also provides a wider variety of object properties than the rural environment, thus providing urban birds with a larger ‘tool-kit’ of potential problem-solving strategies.

What is not clear is whether certain behaviours were employed under certain circumstances. An enormous amount of information confronts a kakariki’s senses from moment to moment, but not all of it is relevant (Arriola-Rios et al., 2013). It is not apparent how they process and store this information within a brain of finite capacity, nor what types of cues kakariki attend to in the environment in preference to other cues (e.g. colour, texture, or shape). It is likely that the complex toys in the enriched enclosures provided more functional* or causal information about the physics of the surrounding world (e.g. how cogs turn in relation to each other), than the simple toys in the un-enriched enclosures. The latter items only provided information about the properties of ropes and wooden perches, such as object rigidity versus compliance. Mettke-Hofmann et al. (2006) investigated the impact of object complexity on exploration in garden warblers (*Sylvia borin*). They found that the warblers touched a complex object significantly later than a simple object. They argued that although the complex object could provide more causal in-
formation, it would take longer to explore than the simple object. It would also be more likely to hide a threat than a simple object, thus it was initially avoided.

5.4.3 Object type and novelty effects

Object type and novelty had an impact on the exploration of kakariki in both housing conditions. In the home cage, the enriched individuals focussed on the toys more than the other cage features (e.g. mesh, perches or water bowl), whereas, as expected, there was no difference between the two for the unenriched individuals. In the behavioural tests, the enriched group were quicker to approach an object and begin exploring it than the unenriched group, but as predicted, this was dependent on whether the object of interest was novel or familiar to the individual. In both groups, a novel object resulted in a longer latency to the first exploration bout than a familiar object. However, the enriched individuals were quicker to approach a novel object than the unenriched individuals.

This relationship between object novelty and exploration has been found for a range of species in a range of contexts (e.g. Wood-Gush and Vestergaard, 1991; Hughes, 1997; Greenberg and Mettke-Hofmann, 2001; Pisula and Stryjek, 2006; Bunzeck et al., 2010). Novelty can induce exploration, as the animal seeks to gather more information about the unknown, according to their level of uncertainty (Hughes, 1997; Inglis and Langton, 2006; Beck et al., 2008; Koehler and James, 2009). However, this is often preceded by another survival instinct: neophobia; a fear of the unknown and the potential threat it poses. Often the motivation to avoid a novel item and the motivation to explore it can occur simultaneously (Heinrich, 1995; Greenberg and Mettke-
5.4. Discussion

Hofmann, 2001). The unenriched kakariki had not been exposed to as great a range of novel objects as the enriched kakariki, so they were not as accustomed to novel toys posing no threat. This meant that under test conditions their neophobia seemed to dominate their neophilia and the motivation to gather information about the unknown, resulting in a longer latency to the first exploration bout than the enriched kakariki.

The type of the home cage toys also seemed to be important for the amount of exploration. This may just be because of the novelty effect, since in the enriched condition, the toys were rotated on a weekly basis between the cages. Although their position within the cage did change week-to-week, the type of toys in the unenriched condition remained the same. Alternatively, this result may be due to the greater range of affordances/properties the toys provided in the enriched condition. In considering the kakariki’s particular ecological niche, further studies are needed to see which properties of enrichment devices are particularly important for an individual’s exploratory behaviour. For instance, the work by Kim et al. (2009) and Webb et al. (2010) investigated the orange-winged parrot’s preferences for particular object properties. These studies provide a potential model for extending this research question to kakariki.

5.4.4 Animal welfare implications

Captive animal welfare has become a priority for scientific government policy and research funding in recent years. As a result, thorough housing and management guidelines have been published for keeping different animal species for research purposes, which are enforced by the UK Home Office. It has been acknowledged in recent years that it is important not only to meet the
basic physical welfare needs of a captive animal, but also its different cognitive needs (e.g. Brydges and Braithwaite, 2008; Clark, 2011). However, there are surprisingly few species-specific guidelines for housing birds in scientific policy or legislation, even though they make up approximately 25% of animals used in research in the EU, and more than 100,000 procedures are carried out on birds every year under the UK Animals (Scientific Procedures) Act 1986 (Hawkins et al., 2001). Among birds, psittacines are distinctive for their intelligence, anatomy and sensory capacities, so their confinement for research purposes in a variety of fields is increasing, yet there are few enforced guidelines to maintain either their physical or cognitive welfare in captivity (Evans, 2001; Kalmar et al., 2007, 2010).

In this chapter, we have shown unenriched kakariki explored less than enriched kakariki. This may not necessarily indicate poor welfare, especially as none of the kakariki displayed any abnormal or stereotypic behaviours (van Hoek and ten Cate, 1998; Evans, 2001; Garner et al., 2003, 2006; Lumeij and Hommers, 2008) and the unenriched birds resumed ‘normal’ levels of exploration in their behavioural tests. However, as both in the home cage and under test conditions, the unenriched individuals did not display the same behavioural diversity as the enriched individuals, perhaps their welfare was not as good as it could be. This is evidence that a few easy and economic means of enrichment can have a positive impact on a parrot’s behavioural repertoire and, by extension, their cognitive well-being. For instance, rotation of the toys or other enrichment devices between cages on a weekly basis is an easy means of increasing natural activity patterns.

We also found that unenriched individuals had longer latencies to ap-
proaching novel objects. This could result in a need for more habituation trials and the test trials lasting longer. This might mean that not as much behavioural data could be collected as with enriched individuals. In other words, neophobia in chronically unenriched birds could reduce the productivity of cognitive and behavioural tests (Newberry, 1995; Shettleworth, 2009). For instance, perhaps an apparent lack of cognitive capacity for a particular skill in a sample population is just due to too much neophobia overwhelming the tendency to explore (e.g. Wood-Gush et al., 1990).

5.4.5 Summary

We have shown how a few small changes to an animal’s environment can have a large impact on behavioural diversity and exploration patterns. We have also considered how object novelty and complexity can affect exploration and neophobia. Consequently from this preliminary study, we can begin to reason about what type of information may be available for an individual to gather through exploration. Our results suggest that enrichment could be a means of exploring the different limits of cognitive capacities in different ecological niches. This is a distinctive approach that previously has not been greatly utilised. Our conclusions are tempered though by the observation that all of our results are based on captive, rather than wild, birds. Nonetheless, our findings have housing implications not only for other bird species, but also other animal groups, such as rodents (Mench, 1994).

So far this thesis has outlined how an animal’s sensorimotor system may be adapted for exploration and how the environmental information they gather impacts upon it. This begs the question of how this information may be represented and supported in an animal’s brain (Demery et al., 2010; Arriola-
Rios et al., 2013). Many more details still need to be investigated, such as what specific environmental cues an animal focusses upon, and how do different exploration strategies change with time. Perhaps the animal has particular cognitive and behavioural adaptations for solving particular environmental problems.

These are some of the issues that will be discussed in Part III, where we will consider how different exploration strategies may be exhibited in an animal’s behaviour, supported by various underlying cognitive learning mechanisms. We will test different aspects of these strategies by observing exploratory behaviour in kakariki in more detail in chapter 6. We will further investigate these ideas through a series of comparative exploration tests in human children in chapter 7.
Part III

Cognitive & Behavioural
Strategies During Exploration
Exploratory learning strategies in parrots

Material from this chapter has formed part of three publications (Demery et al., 2010; Chappell et al., 2012; Arriola-Rios et al., 2013).

The majority of animal cognition research has focussed on establishing what cognitive capacities of different species are, rather than how animals acquire and structure information to support learning, specifically through exploratory behaviour. We argue that exploration in humans and non-human animals is not random; but structured, selective and sensitive to particular categorical features of the environment. We have exploited the natural exploratory tendencies and unique sensorimotor apparatus of parrots to investigate the mechanisms of learning about objects and their affordances through vision and manipulation. Several object properties were selected as being important to a kakariki’s environment, such as weight and compliance. A series of simple behavioural experiments focussing around these properties allowed a detailed analysis of the exploration process. Kakariki explored more when there were novel, functional or unexpected changes in the environment. We conclude that this, among other findings, reveals that kakariki do seem to have certain structured exploration strategies. Finally, we discuss the implications of our findings for other animals, including humans, from the perspective that some exploratory animals form, test and refine their hypotheses about the world throughout their lives (Demery et al., 2010; Arriola-Rios et al., 2013).
6. EXPLORATORY LEARNING STRATEGIES IN PARROTS

6.1 Introduction

Exploration and play in animals have puzzled biologists for decades: they are expensive both in terms of time and energetic resources, yet they have no immediate fitness benefit to the animal (Power, 2000). An exploring animal exposes itself to the risk of predation, potential consumption of toxic items, and expends precious metabolic energy (Archer and Birke, 1983). Its time could instead be spent on other more fruitful behaviours with clearer benefits, such as foraging or courtship (Ficken, 1977; Bekoff and Byers, 1998). Nonetheless, exploration is found throughout the animal kingdom in a range of environmental contexts (e.g. Berlyne, 1960; Glickman and Sroges, 1966).

Upon casual observation, exploration has little form or structure. Indeed, many thought it was just a byproduct of seeking nominal stimulation in the absence of other more important biological drivers, like foraging (e.g. Miller and Dollard, 1941; Harlow et al., 1950). Nonetheless, a general consensus has been reached that it is important for the gathering of information and learning, whether it is to gain knowledge about novel objects, food, mates, predators or shelter (Archer and Birke, 1983; Renner, 1990).

There are two schools of thought regarding the function of exploratory object manipulation: that its function is proper motor development, or that its function is proper cognitive development (e.g. Byers and Walker, 1995; Power, 2000). In support of the motor development theory, there is evidence that exploration occurs more in species that need to practice and develop the motor skills necessary to perform complex manipulations of food items (e.g. birds-of-prey or extractive foragers; Negro et al., 1996; Gamble and Cristol,
2002; Visalberghi and Neel, 2003; Auersperg et al., 2011), or items for building various constructions (e.g. the courtship bowers* of bowerbirds, Ptilonorhynchidae; Collis and Borgia, 2010; Hansell and Ruxton, 2008). Exploration in these species further occurs more frequently in times of hunger (Hall and Bradshaw, 1998; Pellis, 1991). However, if exploratory object manipulation were just for training motor skills, then it should rarely occur after these skills are acquired in juvenescence and thus rarely be found in adults. Indeed in some species this does seem to be the case. The neophilia* and object exploration displayed by juvenile ravens (Corvus corax), for instance, almost disappears one month post-fledging (Heinrich, 1995; Kijne and Kotrschal, 2002).

However, in many species where neophilia recedes upon maturity, exploration continues to operate (Power, 2000). Despite the presence of abundant resources or means-of-escape, exploration in these species can even be triggered by unknown threatening stimuli (Murphy, 1978). For instance, Inglis and Shepherd (2010) found rats (Rattus norvegicus) preferred to work to gather information about a rare, poisonous food item, despite the presence of familiar, safe food. However, this study is also an example of how the motivation to gather information is often closely intertwined with the innate drive to maximise feeding opportunities.

In other animals, neophilia persists throughout adult life (e.g. parrots; Luescher, 2006). These species are characterised by altricial development*, long lives, generalist foraging mode and large social groups (Ficken, 1977; Ortega and Bekoff, 1987). This has led researchers to highlight the importance of exploration for cognitive development and innovation (e.g. for tool use; Beck, 1980). These types of species need exploration to continually learn
and extend their knowledge about the world throughout their lives (Gibson, 1988; Chappell et al., 2012). This may allow them to prepare for unex-pected events, frequently found in unpredictable, variable environments (Bekoff and Byers, 1998). For instance, Verbeek et al. (1994) found that individual differences in great tits’ (Parus major) exploratory style* (i.e. quick versus thorough) predicted sensitivity and behavioural responsiveness to environ-
mental changes (e.g. searching for food location).

Clearly though, proper cognitive development cannot occur without proper motor development, and vice versa (Bushnell and Boudreau, 1993). Animals need to move around and interact with objects in order to explore, so separating the putative functions is likely to be difficult, and ultimately not very revealing. Assuming that exploration is for gathering information (of any kind) about the world, what is more compelling to investigate is how explor-
atory behaviour is structured to support learning.

Despite the prevalence of exploration throughout the animal kingdom, there has been surprisingly little systematic, quantitative research on the form of exploration – whether it is actually unstructured, as the early biologists thought it might be, or if it is to some extent organised (for a review see Renner, 1990). An animal must balance the amount of useful, relevant information obtained from its vast surroundings against the energy expended in gaining it (Chappell and Sloman, 2007). Structured exploratory behaviour strategies, supported by specific sensory and motor predispositions, would allow the animal to gather and process information efficiently (Chappell et al., 2012; Arriola-Rios et al., 2013).
What systematic research there is, has largely been anthropocentric*, coming from the field of human developmental psychology (Povinelli, 2004). Here it is widely accepted that children construct knowledge about their surrounding world by actively exploring and interacting with objects in their environment (e.g. Piaget, 1929; Gibson, 1988; Caruso, 1993; Hirsh-Pasek, 2008). For instance, Ruff (1984; 1986) found that the types of manipulation infants used altered depending on how the affordances* of a series of objects changed.

Fewer studies have looked at the structure of object exploration in non-human animals (Weisler and McCall, 1976; Inglis, 1983; Renner and Pierre, 1998; Power, 2000). The only quantitative result is that across many species any form of novelty results in a longer exploration time (for a review see Wood-Gush and Vestergaard, 1991; Heyser and Chemero, 2012). Exploration has also been extensively investigated as a behavioural indicator of captive animal welfare (e.g. chapter 5; Newberry, 1995; Meehan and Mench, 2007; Clark, 2011). Primatologists have investigated object exploration from a developmental view-point (e.g. Hayashi and Takeshita, 2006; Matsuzawa and Tanaka, 2006; Bard, 1995; Chevalier-Skolnikoff, 1977), or investigated how information is cross-modally* transferred (e.g. Gunderson et al., 1990; Dav-enport et al., 1975). However, none of these studies have specifically investigated the structure of exploration.

Otherwise, the non-human literature has largely focussed on the laboratory rodent as a model animal. For instance, rats alter the speed and pattern of their whisking behaviour* to increase information about shape and texture of objects (Grant et al., 2009). The relative frequencies, sequences and complexities of rats’ different exploratory behaviours displayed vary according
to previous experiences and object characteristics (Renner and Rosenzweig, 1986; Renner and Seltzer, 1994). A recent study on exploration activity levels in mice (Mus musculus domesticus) illustrated how the functional* properties of an object (i.e. ‘affordances’**; what actions can be perceived and performed on the object) can often be more important than the physical object characteristics (e.g. size, colour, material; Heyser and Chemero, 2012). These studies suggests rodents’ exploratory behaviour is structured in such a way as to increase the quantity and quality of information gained (Chappell et al., 2012).

Not all of the literature has been concerned with primates or laboratory rodents. For example, Kuba et al. (2003; 2006b) has described how the pattern of exploration changes with time and according to the object type in octopi (Octopus vulgaris). Among birds, Mettke-Hofmann et al. (2006) has described how exploration in garden warblers (Sylvia borin) is influenced by object complexity and experience. The cognitive flexibility* and innovation exhibited by the kea (Nestor notabilis) is argued to be partially due to its neophilia and ‘playful exploration’ of different object affordances (Diamond and Bond, 1999; Gajdon et al., 2011). Each of these animals inhabit unpredictable, variable environments, where it is adaptive to gather information by structured exploration in order to solve any novel problems that may arise (chapter 5; Arriola-Rios et al., 2013).

The majority of animal cognition research, while revealing, has focussed on establishing what the cognitive capacities of different species are (see reviews in Shettleworth, 1993; Thomas, 1996), rather than on how animals acquire and structure information to support learning. There is a tendency to label learning mechanisms according to rather ill-defined concepts and to
group them into one of two categories; such as ‘simple associative learning’* versus ‘complex causal reasoning’* (Chappell and Hawes, 2012a). It is difficult to discriminate between such labels, as they often overlap depending on the problem the individual is trying to solve and what the target object of interest is. This is particularly problematic given the range of environmental problems faced by different species and different individuals in different ecological niches (Penn et al., 2008).

For example, New Caledonian crows (*Corvus moneduloides*) make tools out of sticks and leaves to fish larvae out of holes (Hunt, 1996, 2000). Laboratory evidence suggests they may be able to select sticks that are of the appropriate size for the specific size of the hole they face (e.g. Chappell and Kacelnik, 2002). One explanation is that a crow may only succeed in selecting the appropriately-sized stick after considerable trial-and-error (a ‘simple’ learning mechanism; e.g. Bluff et al., 2007). Alternatively, the crow may be able to causally reason about its surroundings and select a stick spontaneously within one trial (a ‘complex’ learning mechanism; e.g. Taylor et al., 2009b).

These explanations are interesting, but each misses out all of the rich detail of how the crow went from A to B – how it gathered, processed and learnt the information required to fish the larvae out of different sized holes; as well as what the potential influencing social factors were (for a preliminary discussion see Bluff et al., 2010). It is likely the crow uses a combination of learning mechanisms to attain this sophisticated-looking behaviour, but a chimpanzee (*Pan troglodytes*) performing the same behaviour (for a review see van Schaik et al., 1999), may be accomplishing it through quite different
means, given its different sensorimotor* apparatus for perceiving and manipulating tools (e.g. Demery et al., 2011).

Instead of assigning dichotomous cognitive labels to species, we propose more attention should be paid to studying exploration, which provides a window into the variety of attributes different species exhibit. For instance, we can ask if an information-processing organism strategically focusses its exploratory behaviour on particular salient cues, or if it targets particular exploratory action sequences in particular contexts. This may give us an insight into what the potential underlying learning mechanisms may be for processing different types of information. By observing exploratory behaviour, we can more systematically frame what an individual is doing and what possible information they are collecting. Then we can describe what specific behavioural features they have, form more concrete experimental hypotheses, and begin to discuss how the behavioural data might fit into different potential learning mechanisms, or perhaps form new cognitive models (e.g. Arriola-Rios et al., 2013).

By observing different animals’ exploratory behaviour, we wanted to consider what cognitive adaptations they may have for processing and gathering information. Specifically, we investigated how various object properties influence the pattern of exploration in New Zealand red-fronted parakeets or kakariki (Cyanoramphus novaezelandiae). The kakariki provides a useful model for studying exploration, as they have dextrous manipulatory abilities and are neophilic throughout their lives (Smith, 1975; Funk, 2002; Luescher, 2006).
Kakariki have a highly generalist diet and they use the same method of extracting seeds as found in nearly all Psittaciformes (Collar, 1997; Greene, 1998). They can be found at all strata of temperate rainforests, but they are also resident to scrub and grassland habitats (Boon et al., 2001; Kearvell et al., 2002). As discussed above, animals seem to vary their exploration according to a variety of object characteristics, including both visible, physical features and invisible, functional features (e.g. mice in Heyser and Chemero, 2012). This led us to focus our investigations on five object properties through five experiments, which are likely to be important to kakariki in their environment:

1. surface transitions;
2. shape complexity;
3. colour versus centre-of-gravity cues;
4. symmetry versus balance cues;
5. compliance changing over time.

Firstly, a species’ sensorimotor system is likely to be adapted to attend to specific information important to their particular environmental niche, such as regularities providing information about different objects’ affordances (Gibson, 1977, 1988). A related psittacine, the budgerigar (*Melopsittacus undulatus*), has been shown to attend to edge cues in preference over other visual cues like colour (Bhagavatula et al., 2009). Thus, salient cues that the kakariki may first attend to are the corners and edges of objects, as different surface transitions can cue different object properties (e.g. Taylor and Zwaan, 2010). This gave rise to our first hypothesis:

- across a range of object types, the kakariki will perform more explorat-
ory behaviours on the corners and areas of high curvatures of objects, as opposed to smooth, flat surfaces.

Subsequently, the number of surface transitions available to explore are inherently determined by the complexity of the object. As with human children, kakariki exploration is likely to be influenced by object complexity (Switzky et al., 1974). However, compared to a simple object, a complex object is simultaneously more likely to contain a lot of information and potentially hide a threat (Mettke-Hofmann et al., 2006). Therefore, as an object’s shape becomes more complex, we predict that:

- exploration (amount of exploration time and the diversity of exploratory behaviours) performed on it will increase;
- the latency to the first haptic exploration bout will also increase.

Next, we wanted to verify the object’s novelty effect, found in other animals, in kakariki (e.g. Wood-Gush and Vestergaard, 1991). However, not all aspects of novelty may be equally salient to kakariki (as with humans and mice in Perone et al., 2008; Heyser and Chemero, 2012). It is adaptive for an animal to focus on exploring functional cues (e.g. weight) over solely aesthetic cues (e.g. colour), as functional cues are likely to provide more information about how an object may behave (Chappell et al., 2012).

Hence, we investigated the relative importance of visible cues (e.g. colour, shape, symmetry) versus invisible, more functional cues (e.g. centre-of-gravity*, balance) by manipulating the object properties the kakariki were exposed to over two experiments. Greater exploration can ensue after an
object behaves differently to expectations (e.g. Schulz et al., 2008; Arriola-Rios et al., 2013) and extractive foragers* have been shown to be particularly sensitive to centre-of-gravity cues (e.g. Visalberghi and Neel, 2003; Lee et al., 2012). Therefore, in the third experiment we were particularly interested in varying an object’s centre-of-gravity, and hypothesise here that:

- more time will be spent exploring a novel object than the familiar object, but this effect will decay over time;
- more exploration will occur with changes in an object’s more functional properties (shape and centre-of-gravity) than its more aesthetic properties (colour);
  - this effect will be more pronounced when the functional property change is unexpected and invisible (centre-of-gravity).

In a similar, subsequent experiment, the visible cue we varied was symmetry and the invisible cue we varied was balance. These object properties seemed particularly compelling to investigate considering studies on humans like Zhang et al. (2010) and Crevecoeur et al. (2011), where grip forces* and exploration were modulated by anticipating an object’s balance and torque* from the visual perception of its symmetry. Kakariki are a very manipulatory species like humans (Smith, 1975; Funk, 2002; Luescher, 2006). Exploration of an object’s symmetry is likely to be related to its shape complexity (as in the second set of hypotheses above). This led us to hypothesise that:

- if the centre-of-gravity is in the expected location, asymmetric objects will be explored more than symmetric objects, especially if the asymmetric object is complex;
• whereas, if the centre-of-gravity is in an unexpected location (as in an unbalanced symmetric object, or a balanced asymmetric object), then objects with this invisible cue will be explored more than other objects just with visible cues of interest (e.g. shape symmetry or complexity).

Finally, categorisation of the world into has been shown to occur in a range of animals (e.g. Shutts et al., 2009; Crouzet and Serre, 2011; Xu, 2011; Soto and Wasserman, 2012; Wasserman et al., 2012). Decomposing a vast, variable environment into collections of object properties, affordances and processes greatly reduces the computational complexity of processing a range of continuous sensory signals (Chappell et al., 2012). Moreover, categorisation enables learning generalisation in novel conditions from a few experiences (Karmiloff-Smith, 1995).

Thus, when animals collect information about a novel object property (e.g. compliance), they seek to partition the information into different categories (Arriola-Rios et al., 2013). We expect they would first focus their exploration on the extreme examples, as these quickly provide general information about the boundaries of different categories (e.g. rigid versus compliant). There are always exceptions to the rule, so it would be adaptive, especially for animals in variable environments, to gradually refine their knowledge, by progressively focussing on the more intermediate examples (Demery et al., 2010; Arriola-Rios et al., 2013). To test this idea, the particular property we chose to investigate was compliance; i.e. the amount an object’s surface deflects under pressure or loading. Compliance is probably a particularly salient cue for kakariki inhabiting an arboreal environment, as it is for orang-utans (Pongo pygmaeus; discussed in Tecwyn et al., 2012). Compliance
has also been shown to be of great importance to the cognitive development of human infants (e.g. Rochat, 1987; Bourgeois et al., 2005). Thus our last set of hypotheses is as follows:

- initially, kakariki will spend a greater proportion of time exploring the most compliant and the most rigid objects, more than other objects of intermediate compliance;
- however, over time, the kakariki will progressively spend more time exploring the intermediate objects, as opposed to the most rigid and the most compliant objects.

6.2 Methods

6.2.1 General subjects and housing

The subjects used in Experiments 2–5 were 21 adult kakariki (Cyanoramphus novaezelandiae; 10 females and 11 males). The sample size and the age of the subjects used in Experiment 1 varied and is detailed in subsection 6.2.4. The kakariki were parent-raised and were sourced from four different breeders in the United Kingdom, so they were probably hybrids with the yellow-fronted parakeet (C. auriceps; Boon et al., 2001). Seven of the birds were raised within our captive laboratory environment (all hatched in April – May 2010). Once the chicks were 6 months of age, they were transferred to other cages. The other 14 were delivered from the breeders when they were 3 months of age, then quarantined for 28 days (all hatched April – May 2008).

The kakariki were housed indoors according to guidelines set out in Hawkins et al. (2001) and Kalmar et al. (2007; 2010). They were kept in a temperature-
controlled environment (23 ± 5°C) on a 12:12 light cycle (dark from 8 pm to 8 am daily; UV daylight light bulbs with a high flicker frequency). The kakariki were housed in pairs in adjoining aluminium cages, each sized 1.83 x 1.22 x 1.22 m. They were cleaned out weekly and fed daily at 11 am on a diet of fresh fruit and vegetables with a parrot seed mix (Parrot Mix Royale, Copdock Mill, Ipswich, UK). Wood chips (Lillico Biotechnology, Surrey, UK), water baths and a range of toys and ropes were provided for general environmental enrichment. However, due to another study, 11 kakariki were housed in a more enriched room, while the other 10 were housed in a less enriched room (chapter 5).

Kakariki are especially social, neophilic and active compared to other psittacines (Pepperberg and Funk, 2005). Their highly generalist diet largely consists of seeds, fruit, leaves, buds, flowers, shoots, and nectar, but also insects, animal remains, tiny stones, as well as seaweed and mussels in coastal areas (Greene, 1988, 1998; Funk and Matteson, 2004; Kearvell et al., 2002). They mature at approximately 9 months and live for 5–10 years. Adult birds were appropriate as study subjects, as unlike other species, kakariki continue to explore beyond juvenescence and throughout their adult lives (Collar, 1997; Luescher, 2006). Indeed, adult animals have been thought to be a more appropriate study subjects than juvenile species for investigating exploration (Rheingold, 1985; Hall, 1998). In this chapter, we are interested in how kakariki structure the information they acquire through exploration, rather than what the different cognitive developmental stages are that they go through (like in Funk, 1996a,b, 2002; Funk and Matteson, 2004).
6.2. Methods

6.2.2 General materials

The test apparatus was set up on a table within a custom-made test cage (67 x 58 x 60 cm). The experimenter sat on the other side of a solid screen in front of the apparatus to avoid visual cueing. The subjects’ behaviour was monitored remotely and recorded via two video cameras (Sanyo Xacti VPC-CG10, recorded using MPEG-1/2 codec, 720x576 resolution, 30 fps) positioned perpendicular to the test cage, above and to the side of it.

Before the experiments, a pilot colour preference test was performed with lengths of rope (similar to that found in their home cages). It was found kakariki were not particularly attracted to or averse to red or blue, and the preferences for red and blue were approximately equal. Therefore, these colours were used for the test objects.

Nearly all of the objects (except for those otherwise described in Experiment 5, subsection 6.2.8) were made out of Polymorph (Mindsets Ltd., Waltham Cross, UK). This is a caprolactone polymer that becomes transparent and mouldable at 60°C, but at room temperature it becomes opaque and stiffer, stronger and tougher than the polythene used in domestic products. All of the objects were approximately the same size (2 x 2 x 2 cm) and mass (17.2 ± 1.5 g), which could be easily grasped and manipulated by a kakariki. At the beginning of each trial, an outer layer of blue or red Plasti Dip® (Petersfield, UK) was sprayed on the objects. This is an air-dry, non-toxic rubber coating, which allowed recording of the number and position of the indents made on the Plasti Dip layer by the beak and claws.
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6.2.3 General protocol

The experiments reported in this chapter were conducted between March 2009 and April 2012. They are presented in the general order they were conducted, except for Experiment 3 (subsection 6.2.6). This was conducted first, three months before Experiment 2 (subsection 6.2.5) to minimise experience effects of balls and cubes. None of the work conducted for this project required a Home Office Licence and all the techniques used were non-invasive, following the guidelines set out by the UK Animals (Scientific Procedures) Act, 1986.

During testing, individual kakariki were presented with a series of simple objects with different properties, then their exploratory behaviour was recorded over 25-minute trials. They had not experienced any of the objects in their home cage, or in a previous test trial before. This formed the basis of five analyses, which investigated the following key object properties: surface transitions; shape complexity; centre-of-gravity; symmetry; and compliance.

A typical trial consisted of a five-minute habituation period, followed by 25 minutes of data collection. Immediately before each behavioural experiments’ test trials, the kakariki first experienced three habituation trials with a familiar piece of rope over consecutive days (similar to that in their home cage). The general protocol for the habituation trials was the same as the test trials. The time of day that each individual was moved to the test room was pseudo-randomised between 0900 and 1700 between days. The kakariki were trained to individually enter and exit a portable transport cage (81 x 42 x 61 cm), by means of a food reward (strawberry). To ensure that the birds’ attention was drawn to the link between entering/exitng the cage and the
reward a clicking sound (produced by a standard dog training device) was employed to seize their attention. When, infrequently, a net was required to catch the bird, an extra five minutes of habituation was allowed in the test room.

All of the ensuing behaviours were recorded live via remote monitoring using JWatcher Video version 1.0 (Blumstein et al., 2007), according to the ethogram outlined in Appendix C. This consisted of five exploratory behaviour categories, divided into 31 sub-categories. The five main categories were:

- visual inspection (e.g. follow, search);
- grasping (transitory e.g. tap; or prolonged e.g. carry);
- actions (e.g. push, pull);
- modifying objects (e.g. bend, pry);
- relating objects (e.g. insert, hook).

Potentially, the kakariki could have performed the same number and variety of behaviours from the ethogram upon all of the objects described in this chapter. From this data collection, the following measures for each trial could be calculated: frequency of specific behaviours; the first and last behaviour category performed; the time between exploration bouts (separated by 10 seconds or more); total holding duration; and the number of successful grasps. However, in this chapter, we have focussed on more general, overall measures of exploration, in lieu of a wider-ranging discussion about our five analyses of different exploration components. They are as follows:
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- exploration duration (out of a possible maximum of 25 minutes);
- number of different exploratory behaviours (‘behavioural diversity’);
- total number of exploratory behaviours (regardless of type);
- latency to first exploration bout.

6.2.4 Experiment 1: surface transitions

In the first experiment, we investigated how exploration may be influenced by the different surface transitions of an object, such as the corners, curves and flat surfaces. This involved a general analysis across a range of object and apparatus types in a range of experiments, including some that are not reported in this chapter.

Subjects and materials

In this experimental analysis, the sample size and the age of the subjects was not consistent across the object types investigated, although they involved the same birds as in Experiments 2–5. These details are outlined in Table 6.1.

Firstly, all of the 21 objects from the experiments reported in this chapter were included in this general analysis. These are shown in Figure 6.2.3, Figure 6.2.4, Figure 6.2.5, and Figure 6.2.6. As reported in subsection 6.2.1, all 21 kakariki were presented with these objects as adults.

Secondly, the three sets of apparatus from another study (chapter 7) were included in the analysis, as shown in Figure 6.2.1. They were designed for a set of comparative behavioural tests to compare exploration in parrots and in human children. Thus, the ‘parrot versions’ of the tasks were slightly differ-
Table 6.1 – The sample size details for each object type analysed in Experiment 1, which investigated how exploration may be influenced by the different objects’ surface transitions (i.e. corners, curves, flat surfaces). The crosses denote which subjects explored all of the objects in all of the experiments analysed. This included two extra experiments not fully reported in this chapter: the comparative experiment and the developmental experiment. The original 14 kakariki were coded by their cage number and their sex. The 7 chicks were coded by their colour ring, but their sex is included in brackets. The number of objects or sets of apparatus in each experiment are also shown in their respective column title.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1m</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>1f</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>2m</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2f</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3m</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>3f</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4m</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4f</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5m</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>5f</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6m</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>6f</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7m</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7f</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1(m)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Y1(f)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Y2(f)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Y3(m)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Y4(f)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Y5(m)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
<tr>
<td>Y6(m)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td>x</td>
</tr>
</tbody>
</table>
ent and smaller than the ‘child versions’. Only ten adult kakariki (5 females, 5 males) were exposed to these three sets of apparatus.

The last set of objects included in this general analysis formed part of a periodic series of cognitive developmental tests, based on the tests designed by Uzgiris and Hunt (1989) for human children. This followed a similar protocol to tests run by Funk (1996a; 1996b; 2002; 2004) on New Zealand yellow-fronted parakeets (C. auriceps). These objects were exposed to seven kakariki (3 females, 4 males; raised in the enriched cages) during their first 6 months of age. These eight objects are shown in Figure 6.2.2.

Protocol

All of the experiments included in this analysis followed the same general protocol, using the same ethogram (subsection 6.2.3). For each exploratory behaviour category recorded, the associated object part that the behaviour was performed on was also recorded. Although the specific object part was noted, the parts were generalised into surface transitions being either:

- a corner or indent;
- an area of high curvature;
- or a flat, smooth surface.

As each object type clearly did not have a uniform number of each of these different object parts (e.g. balls do not have any corners), the data was pooled across all the object types, rather than being analysed within each object type or within each experiment. The main general measure for this experiment was the total number of exploratory behaviours performed on each ob-
Figure 6.2.1 – This set of three apparatus were exposed to ten adult kakariki (5 females, 5 males) as part of a series of comparative behavioural tests to compare exploration in parrots and in human children. The smaller version of the middle apparatus used for the kakariki was made out small Lego® pieces rather than the large Duplo® pieces (Billund, Denmark). Also the tube with the toy men shown in this figure was replaced by a small transparent tube attached to a hook, with a piece of strawberry inside.
Figure 6.2.2 – These objects were exposed to seven kakariki (4 females, 3 males; raised in the enriched cages) during their first 6 months of age as part of a periodic series of cognitive developmental tests, based on the tests designed by Uzgiris and Hunt (1989) for human children, and similar to those run by Funk (1996a; 1996b; 2002; 2004) on New Zealand yellow-fronted parakeets (*Cy-anoramphus auriceps*). They formed part of the analysis in Experiment 1. All of the objects were custom-made or sourced from Northern Parrots (Ramsbottom, UK).
Figure 6.2.3 – Illustrative representations of the different shapes or polyhedra of the objects used in Experiment 2. These illustrations were produced using Small Stella version 4.4 (Webb, 2000), but the actual objects were made out of Polymorph, moulded around solid wooden moulds of the various shapes. The shapes are presented in order of increasing complexity (i.e. increasing number of faces). The most basic shape was a sphere (1 face), then: (a) pyramid (4 faces); (b) cube (6 faces); (c) octohedron (8 faces); (d) dodecahedron (12 faces); (e) small stellated dodecahedron (60 faces).

Object part, although behavioural diversity was also analysed. Note that these measures were again based on the dataset recorded live, as described above in subsection 6.2.3. The Plasti Dip outer coating aided in the recording of where the majority of the exploration was focussed for each object type, but this within-experiment analysis will not be reported in this chapter.

6.2.5 Experiment 2: shape complexity

Materials

In this experiment, the shape complexity (i.e. number of faces) of the object was varied (Figure 6.2.3). All of the objects were rigid and coloured red. The Polymorph outer layer was moulded around solid (not hollow) wooden moulds.
EXPLORATORY LEARNING STRATEGIES IN PARROTS

The simplest shape was a ball or sphere (considered as having 1 face), while the most complex shape was a small stellated dodecahedron (12 pentagram faces, with 5 pentagrams meeting at each vertex; Figure 6.2.3e). Essentially, the latter is a three-dimensional regular star, where each face is a concave, regular pentagram. Note that if each pentagram face was considered as 5 triangular faces, then in actuality this polyhedron has 60 faces. This shape is an example of a ‘Kepler–Poinsot polyhedron’.

The other shapes were convex, regular polyhedra or ‘Platonic solids’. This means the faces were congruent, regular polygons and the same number of faces met at each vertex. These were as follows:

- pyramid or ‘tetrahedron’ with 4 faces (Figure 6.2.3a);
- cube or ‘hexahedron’ with 6 faces (Figure 6.2.3b);
- octohedron with 8 faces (Figure 6.2.3c);
- dodecahedron with 12 faces (Figure 6.2.3d).

Protocol

The kakariki participated in six test trials over consecutive days. Within a trial, a kakariki was presented with one of the six polyhedra. The order the shapes were presented in was pseudo-randomised, subject to the constraint that no two kakariki experienced the same order of objects. This was designed to minimise practice effects with increasing shape complexity over time.
6.2.6 Experiment 3: visible cues and centre-of-gravity

Materials

The objects in the first phase of the experiment were a novel red ball and a familiar piece of rope (the same type as that found in their home cage). The objects in the second phase of the experiment were allocated to one of four experimental conditions as follows:

- for the control ‘no change’ condition, the same red ball as in the first experimental phase;
- a blue ball in the ‘visible colour change’ condition;
- a red cube in the ‘visible shape change’ condition;
- or a red ball with an awry centre-of-gravity in the ‘invisible centre-of-gravity change’ condition.

This last item looked the same as the original ball, but was hollowed out with a ball-bearing (chrome steel, hardness grade 100, 10 mm diameter) freely moving inside it (Figure 6.2.4). This caused the ball to roll around unevenly when pushed, and move in a different way to the original ball. However, this also produced small auditory cues.

Note the invisible property (or ‘cue/affordances’) of centre-of-gravity was also termed as a ‘functional’ (‘causal’) property, because centre-of-gravity affects how the object behaves when interacted with by an individual. The visible property of shape also affects how the object behaved, so it was also termed ‘functional’. However, the visible colour property was more an ‘aesthetic’ than a ‘functional’ property, as it does not directly affect how the object behaves.
Protocol

The first phase of the experiment investigated possible object novelty effects on exploration, while the second phase investigated the relative influence of visible and invisible cues on exploration, if any. The usual habituation procedure with the rope, as found in the other experiments (subsection 6.2.3), was not followed in this experiment. In the first phase of the experiment, all of the kakariki were simultaneously presented with the novel solid red ball and the familiar piece of rope over three consecutive days. The proportion of
the trial time spent exploring each object was recorded.

In the second phase of the experiment, on the fourth day, the kakariki were presented with the same piece of rope and another object depending on which of the four conditions they were in (Figure 6.2.4). All of the kakariki experienced all of the conditions, but in a counterbalanced order. Each condition lasted four days, followed by a gap of a month until the next condition was presented.

6.2.7 Experiment 4: symmetry and balance

Materials

The objects in this experiment primarily varied in their symmetry and balance. Firstly, there were two apparently identical symmetric dumb-bell-like objects, which were either balanced (with a weight embedded in the geometric centre; Figure 6.2.5a), or unbalanced (with a added weight embedded in one of the extreme ends; Figure 6.2.5b) to hold. Note that where the weights were embedded, the objects were solid and not hollowed out like the ball with the awry centre-of-gravity in Experiment 3 (subsection 6.2.6). This meant that the object’s centre-of-gravity was either in an expected, or an unexpected location, according to its symmetry. It is unexpected for a symmetric object to be unbalanced, with its centre-of-gravity to one side.

Secondly, there were two apparently identical simply-shaped, asymmetric objects, which were either balanced (Figure 6.2.5c) or unbalanced (Figure 6.2.5d) in the same fashion as the symmetric objects. It is unexpected for an asymmetric object to be balanced, with the centre-of-gravity in its geometric centre, as opposed to being unbalanced with the weight in its larger end.
Figure 6.2.5 – The objects used in Experiment 4. Each object was part of a different experimental condition, where symmetry and balance were varied, but also, to a lesser extent, shape complexity. The blue circle in each of the images indicates the position of the embedded weight, which was either in the geometric centre of the object, or in one of the extreme ends. The conditions were as follows: (a) balanced symmetric; (b) unbalanced symmetric; (c) balanced simple asymmetric; (d) unbalanced simple asymmetric; (e) unbalanced complex asymmetric. Note that in the last condition, while the weight was embedded in the object’s geometric centre, its centre-of-gravity was in the left side.

Lastly, there was a irregularly curved, asymmetric object, with quite a complex shape (Figure 6.2.5e). The embedded weight in this object was in its geometric centre.

Protocol

This followed a similar protocol to Experiment 3 (subsection 6.2.6), but the habituation trials with the rope were the same as with the other experiments (subsection 6.2.3). However, in this experiment, the invisible cue was balance and the visible cue was symmetry. Since the birds’ spontaneous responses to these cues were of interest in this experiment, there was no familiarisation phase with one of the objects. When the centre-of-gravity was to one side in the target object, its presented position (i.e. on the left or right side when facing the bird) was counterbalanced across trials and individuals.
Firstly, all the kakariki experienced the two symmetric objects and the complex asymmetric object in a counterbalanced order. Secondly, a month later, the kakariki experienced the remaining two objects in a counterbalanced order. These were the two simple asymmetric objects, which were either balanced or unbalanced. They were presented to control for the possible effect of object complexity on exploration, as opposed to the possible balance effect.

### 6.2.8 Experiment 5: compliance over time

**Materials**

In this experiment, there were five cubes of different levels of compliance (or ‘rigidity’). In a pilot study, the compliance level of each cube was judged blind and agreed on independently by three people. The cubes were all blue, but to create the different compliance levels, they were made of different materials. The most rigid cube (level 1; Figure 6.2.6a) was made of Polymorph, and the next most compliant was made of felt, but filled with sand (level 2; Figure 6.2.6b). Level 3 was a hard sponge (Figure 6.2.6c), and level 4 was a soft sponge (Figure 6.2.6d). The most compliant cube (level 5; Figure 6.2.6e) was made out of felt, but with little stuffing, so it could be compressed very easily.

**Protocol**

This experiment investigated how exploration of a particular object property (compliance) changed over several days. For five consecutive days, the five cubes were presented simultaneously to the kakariki in a line. The position of each cube in the line changed each day, and the order of each of these positions was randomised between each trial and each bird. Note that it was
Figure 6.2.6 – The five cubes in Experiment 5 looking at exploration of compliance over time. In order of compliance (level 1 being most rigid): (a) rigid plastic cube; (b) sand-filled felt cube; (c) hard sponge cube; (d) soft sponge cube; (e) lightly stuffed felt cube. They were all of the same size and presented simultaneously to the kakariki over five days.

not counterbalanced, as there were too many possible combinations for the number of trials run.

The main general measure for this experiment was the proportion of the exploratory time spent on each cube within each trial. There was a potential issue of familiarity with the rigid plastic cube from Experiments 2 (subsection 6.2.5) and 3 (subsection 6.2.6), so this experiment was run at least six months after both these experiments.

6.2.9 Statistical methods

In each experiment, each general measure of exploration (subsection 6.2.3) was analysed using a repeated measures General Linear Model. The assumptions of parametric methods (normality of error, homogeneity of vari-
6.3. Results

ance and linearity) were confirmed from plots of coefficients versus fitted values. Where proportional data measures were used (Experiments 3 and 5), the data was arcsine-squareroot transformed. All analyses were performed using Minitab® Statistical Software version 15.1.30. The probability level accepted for significance was $p < .05$.

Where significant effects were found and there were more than two levels within a factor, a series of post-hoc pair-wise Tukey tests were performed to find the source and direction of the significance. In all of the models, in addition each experiment’s condition factors (e.g. object type and day number in Experiment 5), the following factors were included to check whether they had an effect on the general exploration measures: sex, age, origin (i.e. breeder or cage hatched in), home cage number and (where necessary depending on the experiment) trial order. As the general key measures were means for each of the 21 kakariki across three test trials, a series of unpaired $t$-tests were performed on each individual, to check whether the time of day tested and the date tested had an effect on the proportion of time spent exploring. Any deviation from this general statistical method is described in each experiment’s protocol above.

6.3 Results

In all of the experiments, there were no significant effects or interactions of sex, origin, cage number, age, time of day, or date on all of the general exploration measures.
6. EXPLORATORY LEARNING STRATEGIES IN PARROTS

Table 6.2 – A summary table outlining the two GLM models for the effect of the type of surface transition of different objects on: the mean total number of exploratory behaviours kakariki displayed within a trial; and the mean behavioural diversity (number of different exploratory behaviours) displayed within a trial in Experiment 1. These means were for each kakariki’s mean across all of the object types they explored (across experiments). Sex, origin (10 levels, either breeder or cage ID) and home cage number (1–7) were included in both models as fixed factors, while age was included as a covariate. Surface transition type (corners, curves and flat surfaces) was a fixed factor in both models.

<table>
<thead>
<tr>
<th>Factor</th>
<th>d.f.</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>total no. exploratory behaviours</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surface transition</td>
<td>2</td>
<td>101.33</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.01</td>
<td>0.939</td>
</tr>
<tr>
<td>Origin</td>
<td>9</td>
<td>1.25</td>
<td>0.292</td>
</tr>
<tr>
<td>Cage no.</td>
<td>6</td>
<td>1.35</td>
<td>0.255</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.90</td>
<td>0.348</td>
</tr>
<tr>
<td>no. different exploratory behaviours</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Surface transition</td>
<td>2</td>
<td>2.68</td>
<td>0.081</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>1.06</td>
<td>0.309</td>
</tr>
<tr>
<td>Origin</td>
<td>9</td>
<td>2.24</td>
<td>0.038</td>
</tr>
<tr>
<td>Cage no.</td>
<td>6</td>
<td>2.27</td>
<td>0.055</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>1.01</td>
<td>0.320</td>
</tr>
</tbody>
</table>

Significant variables are indicated in bold; n = 63 for all measurements.

6.3.1 Experiment 1: surface transitions

There was a significant effect of surface transition type on the mean total number of exploratory behaviours within a trial across object types, as illustrated in Figure 6.3.1 (GLM: $F_{2,42} = 101.33; p < .001$; Table 6.2). The corners and indents of objects had a significantly larger number of exploratory behaviours performed on them than areas of high curvature (Tukey: $p < .001$) and flat surfaces (Tukey: $p < .001$). Areas of high curvature had a significantly larger number of exploratory behaviours performed on them than the flat surfaces of objects (Tukey: $p < .001$). No significant effect of surface transition type was found on the mean behavioural diversity displayed within a trial.
6.3. Results

Figure 6.3.1 – A bar chart illustrating the total number of exploratory behaviours kakariki spent exploring \( C. \) novaezelandiae different surface transitions of objects. This was part of a general analysis across a range of object types in a range of experiments conducted between March 2009 and April 2012. So, broadly, the surface transitions were grouped into: corners and indents; areas of high curvature; and flat, smooth surfaces. The sample size and the subjects’ age varied between the object types (see subsection 6.2.4 for details). This dataset was based on each bird’s mean across all the object types that they explored. The error bars reflect the standard-error-of-the-mean. The line over each pair of bars indicates a significant difference was found between that pair at either \( p < .05 \) (*), \( p < .01 \) (**), or \( p < .001 \) (**; Tukey Test).

across objects types (GLM: \( F_{2,42} = 2.68; p > .05 \)).

6.3.2 Experiment 2: shape complexity

The mean of these three general measures of exploration increased with the number of faces of the object: time spent exploring the object (GLM: \( F_{5,101} = 32.69; p < .001 \); Figure 6.3.2a); the number of different exploratory behaviours performed on the target object (GLM: \( F_{5,101} = 60.94; p < .001 \); Figure 6.3.2b); and the latency to the first exploration bout (GLM: \( F_{5,101} = 21.27; p < .001 \); Figure 6.3.3; Table 6.3).
Figure 6.3.2 – Bar charts illustrating the effect of object shape complexity (number of faces) in Experiment 2 against two general measures of within-trial exploration: (a) time (minutes) spent exploring the target object; (b) behavioural diversity (number of different exploratory behaviours). This was repeated-measures data collected from 21 kakariki within 25-minute trials. One of the six regular, red polyhedra was presented in each trial (shown in Figure 6.2.3). The error bars reflect the standard-error-of-the-mean. The line over each pair of bars indicates a significant difference was found between that pair at either \( p < .05 \) (*), \( p < .01 \) (**) or \( p < .01 \) (**; Tukey Test).
6.3. Results

Table 6.3 – A summary table outlining the three GLM models for the effect of object shape complexity (number of faces) within a trial on: time (minutes) spent exploring the object; behavioural diversity (number of different exploratory behaviours); and latency (seconds) to first exploration bout in Experiment 2. Sex, origin (10 levels, either breeder or cage ID), home cage number (1–7) and trial order (3 levels) were included in the models as fixed factors, while age was included as a covariate. The number of faces (1, 4, 6, 8, 12 and 60) was a fixed factor in all three models.

<table>
<thead>
<tr>
<th>Factor</th>
<th>d.f.</th>
<th>$F$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>exploration duration</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. faces</td>
<td>5</td>
<td>32.69</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.15</td>
<td>0.699</td>
</tr>
<tr>
<td>Origin</td>
<td>9</td>
<td>0.27</td>
<td>0.982</td>
</tr>
<tr>
<td>Cage no.</td>
<td>6</td>
<td>0.17</td>
<td>0.983</td>
</tr>
<tr>
<td>Trial order</td>
<td>2</td>
<td>0.10</td>
<td>0.909</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.14</td>
<td>0.708</td>
</tr>
<tr>
<td>no. different exploratory behaviours</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. faces</td>
<td>5</td>
<td>60.94</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>8.19</td>
<td>0.05</td>
</tr>
<tr>
<td>Origin</td>
<td>9</td>
<td>1.36</td>
<td>0.215</td>
</tr>
<tr>
<td>Cage no.</td>
<td>6</td>
<td>2.15</td>
<td>0.055</td>
</tr>
<tr>
<td>Trial order</td>
<td>2</td>
<td>3.19</td>
<td>0.45</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>1.79</td>
<td>0.184</td>
</tr>
<tr>
<td>latency to first exploration bout</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. faces</td>
<td>5</td>
<td>21.27</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.00</td>
<td>0.955</td>
</tr>
<tr>
<td>Origin</td>
<td>9</td>
<td>0.52</td>
<td>0.858</td>
</tr>
<tr>
<td>Cage no.</td>
<td>6</td>
<td>0.97</td>
<td>0.451</td>
</tr>
<tr>
<td>Trial order</td>
<td>2</td>
<td>0.05</td>
<td>0.951</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.91</td>
<td>0.342</td>
</tr>
</tbody>
</table>

Significant variables are indicated in bold; $n = 126$ for all measurements.

6.3.3 Experiment 3: visible cues and centre-of-gravity

First phase: object novelty

In the first phase of the experiment, the proportion of the trial time spent exploring decreased as the days progressed, whether the birds were exploring the red ball or the piece of rope (GLM: $F_{3,60} = 173.17$; $p < .001$; Table 6.4).
**Table 6.4** – A summary table outlining the five GLM models for the object novelty (i.e., object type), day number and type of object property change on: the overall proportion of trial time spent exploring; the mean proportion of exploration time; and the mean behavioural diversity (number of different exploratory behaviour) in Experiment 3. These means were for each day with each cube and were calculated from the 21 kakariki’s trials. The proportional time data was arcsine-square root transformed. Sex, origin (10 levels, either breeder or cage ID), home cage number (1–7) and trial order (3 levels) were included in the models as fixed factors, while age was included as a covariate. Day number (1–4) was a fixed factor in the first two models. Object type (novel ball and familiar rope) was also a fixed factor in the second model. Lastly, object property (no change, colour, shape and centre-of-gravity) was the key fixed factor in the last three models.

<table>
<thead>
<tr>
<th>Factor</th>
<th>d.f.</th>
<th>$F$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>overall % trial time exploring$\dagger$</td>
<td>Day no. 3</td>
<td>173.17</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.77</td>
<td>0.383</td>
</tr>
<tr>
<td>Origin</td>
<td>9</td>
<td>0.59</td>
<td>0.799</td>
</tr>
<tr>
<td>Cage no.</td>
<td>6</td>
<td>0.91</td>
<td>0.491</td>
</tr>
<tr>
<td>Trial order</td>
<td>3</td>
<td>0.96</td>
<td>0.418</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.79</td>
<td>0.376</td>
</tr>
<tr>
<td>% exploration time$\ddagger$ Object type</td>
<td>1</td>
<td>289.48</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Day no.</td>
<td>3</td>
<td>0.00</td>
<td>1.000</td>
</tr>
<tr>
<td>Object type × Day no.</td>
<td>3</td>
<td>48.37</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.02</td>
<td>0.851</td>
</tr>
<tr>
<td>Origin</td>
<td>9</td>
<td>0.01</td>
<td>0.987</td>
</tr>
<tr>
<td>Cage no.</td>
<td>6</td>
<td>0.21</td>
<td>0.467</td>
</tr>
<tr>
<td>exploration duration$\ddagger$ Object property</td>
<td>3</td>
<td>50.61</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.95</td>
<td>0.333</td>
</tr>
<tr>
<td>Origin</td>
<td>9</td>
<td>0.54</td>
<td>0.840</td>
</tr>
<tr>
<td>Cage no.</td>
<td>6</td>
<td>0.56</td>
<td>0.760</td>
</tr>
<tr>
<td>Trial order</td>
<td>3</td>
<td>0.39</td>
<td>0.760</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.03</td>
<td>0.856</td>
</tr>
<tr>
<td>no. different exploratory behaviours$\ddagger$ Object property</td>
<td>3</td>
<td>6.68</td>
<td>0.001</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.67</td>
<td>0.416</td>
</tr>
<tr>
<td>Origin</td>
<td>9</td>
<td>0.60</td>
<td>0.792</td>
</tr>
<tr>
<td>Cage no.</td>
<td>6</td>
<td>0.40</td>
<td>0.878</td>
</tr>
<tr>
<td>Trial order</td>
<td>3</td>
<td>0.25</td>
<td>0.863</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.01</td>
<td>0.916</td>
</tr>
<tr>
<td>latency to first exploration bout$\ddagger$ Object property</td>
<td>3</td>
<td>138.50</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.04</td>
<td>0.839</td>
</tr>
<tr>
<td>Origin</td>
<td>9</td>
<td>1.06</td>
<td>0.409</td>
</tr>
<tr>
<td>Cage no.</td>
<td>6</td>
<td>1.76</td>
<td>0.123</td>
</tr>
<tr>
<td>Trial order</td>
<td>3</td>
<td>0.15</td>
<td>0.930</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.02</td>
<td>0.879</td>
</tr>
</tbody>
</table>

Significant variables are indicated in bold. $\dagger n = 84$  $\ddagger n = 168$
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Figure 6.3.3 – A bar chart illustrating the latency (in seconds) to the first exploration bout in Experiment 2 on shape complexity. The bout was defined as having started from the bird’s first touch of the target object. This figure caption corresponds to Figure 6.3.2.

The novel red ball was explored for a significantly greater proportion of time within a trial than the familiar piece of rope across the days (GLM: $F_{1,144} = 289.48; p < .001$). There was also a significant interaction between the object type and the day number (GLM: $F_{3,144} = 48.37; p < .001$). A series of post-hoc Tukey tests revealed this effect decayed over time, as shown in Figure 6.3.4. On the third day, the significant difference was instead at $p < .01$, rather than $p < .001$ on the first and second day (all Tukey). Note that in the control condition, once the second phase of the experiment started on the fourth day, there was no significant difference between the proportion of exploratory time spent on the red ball on the third day and on the fourth day (Tukey: $p > .05$), although there was a general downward trend from the previous days.
Figure 6.3.4 – Two line graphs illustrating the mean percentage of exploration time within a trial spent with a novel red ball (red line) and a familiar piece of rope (blue line) over four consecutive days in the first phase of Experiment 3. This was repeated-measures data collected from 21 kakariki within 25-minute trials. The mean for each day with each object was calculated from these 21 birds’ trials. The fourth day was the first day of the second experimental phase; the data for this day was the control condition when the same red ball was presented. So for some kakariki this did not necessarily follow straight after the previous phase. The piece of rope was familiar, as it was the same type the rope found in the kakariki’s home cages. The smaller line graph in the top-right corner shows that overall exploration (pooled across both objects) decreased with each day. The error bars in both graphs reflect the standard-error-of-the-mean. This object novelty effect over the days was found to be significant (GLM: $F_{3,60} = 173.17; p < .001$).
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Second phase: different cues

There was a significant effect of object property change on the time spent exploring the target object within the average trial (GLM: $F_{3,60} = 50.61; p < .001$; Figure 6.3.5a; Table 6.4). Tukey post-hoc tests revealed significant differences between all four conditions to $p < .001$. An invisible centre-of-gravity change was explored for the longest time, followed by the visible shape change, then the visible colour change, and, lastly, the control condition where no change occurred.

A significant effect of object property change was also found for the diversity of behaviours performed on the target object (GLM: $F_{3,60} = 6.68; p < .05$). However, post-hoc tests showed a different pattern of effects to the exploration duration, as illustrated in Figure 6.3.5b. Firstly, a significantly greater behavioural diversity was found in the shape change condition, compared to the control (Tukey: $p < .01$) and the colour change condition (Tukey: $p < .05$). Secondly, the centre-of-gravity change condition had a significantly greater behavioural diversity than the control (Tukey: $p < .05$). However, no other significant differences in behavioural diversity were found between the conditions (Tukey: all $p > .05$).

Lastly, object property change had a significant effect on the latency to the first exploration bout (GLM: $F_{3,60} = 138.50; p < .001$; Figure 6.3.6). There was no significant difference between the latency in the control condition and in the centre-of-gravity change condition (Tukey: $p > .05$). Nonetheless, the latency was the greatest in the shape change condition (Tukey: all $p < .001$), followed by the colour change condition (Tukey: all $p < .001$).
Figure 6.3.5 – Bar charts illustrating the effect of object property changes in Experiment 3 against two exploration measures: (a) time spent exploring the target object; (b) behavioural diversity. The kakariki were first habituated to a red ball. Then they were either presented with: the same red ball (no change condition); a blue ball (colour change); a red cube (shape change); or red ball with a freely-moving ball-bearing inside (centre-of-gravity change). This figure caption corresponds to Figure 6.3.2.
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Figure 6.3.6 – A bar chart illustrating the latency (in seconds) to the first exploration bout in Experiment 3 on visible cues and centre-of-gravity. The bout was defined as having started from the bird’s first touch of the object of interest. The kakariki were first habituated to a red ball. Then they were either presented with: the same red ball (no change condition); a blue ball (colour change); a red cube (shape change); or red ball with a freely-moving ball-bearing inside (centre-of-gravity change). This figure caption corresponds to Figure 6.3.2.

6.3.4 Experiment 4: symmetry and balance

Object type had no significant effect on the behavioural diversity (GLM: $F_{4,81} = 0.49; p > .05$) or the latency to the first exploration bout (GLM: $F_{4,81} = 2.05; p > .05$; Table 6.5). However, it did have a significant effect on the mean time spent exploring the object, as shown in Figure 6.3.7 (GLM: $F_{4,81} = 34.03; p < .001$). A series of post-hoc tests revealed there were significant differences between each of the object types (Tukey: all $p < .05$), except for between the balanced simple asymmetric object and the unbalanced symmetric object (Tukey: $p > .05$). The exploratory duration for each object was as follows (from longest to shortest): unbalanced symmetric and balanced simple.
Table 6.5 – A summary table outlining the three GLM models for the effect of object symmetry and balance (i.e. object type) within a trial on: time (minutes) spent exploring the object; behavioural diversity (number of different exploratory behaviours); and latency (seconds) to first exploration bout in Experiment 4. Sex, origin (10 levels, either breeder or cage ID), home cage number (1–7) and trial order (3 levels) were included in the models as fixed factors, while age was included as a covariate. The object type (balanced symmetric, unbalanced symmetric, balanced simple asymmetric, unbalanced simple asymmetric and unbalanced complex asymmetric) was a fixed factor in all three models.

<table>
<thead>
<tr>
<th>Factor</th>
<th>d.f.</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>exploration duration</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Object type</td>
<td>4</td>
<td>34.03</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>1.92</td>
<td>0.170</td>
</tr>
<tr>
<td>Origin</td>
<td>9</td>
<td>1.50</td>
<td>0.164</td>
</tr>
<tr>
<td>Cage no.</td>
<td>6</td>
<td>1.86</td>
<td>0.098</td>
</tr>
<tr>
<td>Trial order</td>
<td>2</td>
<td>0.47</td>
<td>0.629</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.04</td>
<td>0.840</td>
</tr>
<tr>
<td>no. different exploratory behaviours</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Object type</td>
<td>4</td>
<td>0.49</td>
<td>0.741</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.00</td>
<td>0.948</td>
</tr>
<tr>
<td>Origin</td>
<td>9</td>
<td>0.56</td>
<td>0.826</td>
</tr>
<tr>
<td>Cage no.</td>
<td>6</td>
<td>0.62</td>
<td>0.717</td>
</tr>
<tr>
<td>Trial order</td>
<td>2</td>
<td>0.59</td>
<td>0.557</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>0.30</td>
<td>0.586</td>
</tr>
<tr>
<td>latency to first exploration bout</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Object type</td>
<td>4</td>
<td>2.05</td>
<td>0.095</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.17</td>
<td>0.681</td>
</tr>
<tr>
<td>Origin</td>
<td>9</td>
<td>1.31</td>
<td>0.242</td>
</tr>
<tr>
<td>Cage no.</td>
<td>6</td>
<td>1.12</td>
<td>0.360</td>
</tr>
<tr>
<td>Trial order</td>
<td>2</td>
<td>0.54</td>
<td>0.587</td>
</tr>
<tr>
<td>Age</td>
<td>1</td>
<td>2.79</td>
<td>0.098</td>
</tr>
</tbody>
</table>

Significant variables are indicated in bold; n = 105 for all measurements.

asymmetric; unbalanced complex asymmetric; unbalanced simple asymmetric; and, lastly, balanced symmetric.

6.3.5  Experiment 5: compliance over time

Over all of the days, the time spent exploring stayed approximately the same at approximately 63% (± 17%) of the trial time (GLM: $F_{4,84} = 2.21; p > .05$; 200
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Figure 6.3.7 – A bar chart illustrating the effect of object symmetry and balance on the time spent exploring a target object within a trial in Experiment 4. These two object properties were manipulated in six test objects presented in consecutive trials (shown in Figure 6.2.5). Each object’s colour and mass was the same. Balance (or the point of centre-of-gravity) was controlled by embedding weights either in an extreme end of the object, or in its geometric centre. To control for the possible effect of shape complexity on exploration, as opposed to the possible balance effect, two of the asymmetric objects were either simply or complexly shaped. This figure caption corresponds to Figure 6.3.2.

Table 6.6). No significant effect of cube compliance was found for behavioural diversity either across days (GLM: $F_{4,484} = 0.70; p > .05$) or within each day (GLM: cube*day, $F_{16,484} = 1.22; p > .05$). However, across all five days, there was a significant effect of cube compliance level on the proportion of time spent exploring each cube (GLM: $F_{4,484} = 3.68; p < .01$). There no significant effect of day number on this same data (GLM: $F_{4,484} = 0.61; p > .05$), but there was a significant interaction found between the cube compliance level and day number (GLM: $F_{16,484} = 81.30; p < .001$).
6. EXPLORATORY LEARNING STRATEGIES IN PARROTS

Table 6.6 – A summary table outlining the three GLM models for the effects of cube compliance and day number on: the overall proportion of trial time spent exploring; the mean proportion of exploration time; and the mean behavioural diversity (number of different exploratory behaviour) in Experiment 5. These means were for each day with each cube and were calculated from the 21 kakariki’s trials. The proportional time data was arcsine-square-root transformed. Sex, origin (10 levels, either breeder or cage ID), and home cage number (1–7) were included in the models as fixed factors. Day number (1–5) was a fixed factor in all three models, while cube compliance (levels 1–5) was included as another fixed factor, but only in the last two models.

<table>
<thead>
<tr>
<th>Factor</th>
<th>d.f.</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>overall % Day no.</td>
<td>4</td>
<td>2.21</td>
<td>0.075</td>
</tr>
<tr>
<td>trial time Sex</td>
<td>1</td>
<td>0.35</td>
<td>0.553</td>
</tr>
<tr>
<td>exploring Origin</td>
<td>9</td>
<td>1.27</td>
<td>0.265</td>
</tr>
<tr>
<td>% exploration time Cube</td>
<td>4</td>
<td>3.68</td>
<td>0.006</td>
</tr>
<tr>
<td>Cube compliance Day no.</td>
<td>4</td>
<td>0.61</td>
<td>0.656</td>
</tr>
<tr>
<td>Cube compliance × Day no.</td>
<td>16</td>
<td>81.30</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>% exploration time Cube</td>
<td>4</td>
<td>0.61</td>
<td>0.656</td>
</tr>
<tr>
<td>Cube compliance Day no.</td>
<td>4</td>
<td>0.61</td>
<td>0.656</td>
</tr>
<tr>
<td>Cube compliance × Day no.</td>
<td>16</td>
<td>81.30</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Cube compliance Sex</td>
<td>9</td>
<td>0.08</td>
<td>1.000</td>
</tr>
<tr>
<td>Cube compliance Cage no.</td>
<td>6</td>
<td>0.02</td>
<td>1.000</td>
</tr>
<tr>
<td>Cube compliance × Day no.</td>
<td>16</td>
<td>81.30</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Cube compliance Sex</td>
<td>9</td>
<td>0.65</td>
<td>0.421</td>
</tr>
<tr>
<td>Cube compliance Cage no.</td>
<td>6</td>
<td>0.51</td>
<td>0.802</td>
</tr>
</tbody>
</table>

Significant variables are indicated in bold. \( n = 105 \) \( n = 525 \)

A series of post-hoc Tukey tests revealed the pattern of this effect changed within each trial, as illustrated in Figure 6.3.8. On the first day, the most rigid cube (level 1; Tukey: all \( p < .01 \)) and the most compliant cube (level 5; Tukey: all \( p < .01 \)) were explored for a significantly greater proportion of the exploration time than the cubes of intermediate levels of compliance (levels 2, 3 and 4). This same pattern was found in the second trial, though to a lesser
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Figure 6.3.8 – A line graph showing the mean percentage of exploration time within a trial spent exploring five cubes of different levels of compliance over five consecutive days in Experiment 5. The cubes were presented to the kakariki simultaneously in a line and are shown in Figure 6.2.6. Each cube’s position in the line was randomised in each trial. They were all blue and of the same size, but to create different compliance levels, they were made out of different materials. The most rigid cube (level 1; blue line) was made of plastic, and the next most compliant was made of felt, but filled with sand (level 2; red line). Level 3 was a hard sponge (yellow line), and level 4 was a soft sponge (green line). The most compliant cube (level 5; purple line) was made out of felt, but with little stuffing, so it could be compressed very easily. This figure caption corresponds to Figure 6.3.4.

In trial 3, it was the most intermediate cube (level 3) that was explored for a significantly greater proportion of time than all the other cubes (Tukey: all $p < .01$), although no significant differences were found between each of the other cubes (Tukey: all $p > .05$). In trial 4, all of the intermediate cubes were explored for a significantly greater proportion of time than both the most compliant and the most rigid cubes (Tukey: all $p < .01$). In the last trial, this
was again true for level 2 and level 4 (Tukey: all $p < .01$), but not for level 3, which was now explored for approximately the same proportion of time as the level 1 and level 5 cubes (Tukey: all $p > .05$). Thus, now level 2 and level 4 was explored for a significantly greater proportion of time than level 3 too (Tukey: both $p < .01$).

6.4 Discussion

These experiments demonstrate kakariki exploration is not random, but relatively structured, selective and sensitive to particular features and salient properties of their surrounding environment. Through a series of simple behavioural tests with simple objects, we have shown how exploration is influenced by the different edges/parts of a target object, its shape complexity and novelty. Visible cues (e.g. colour, shape or symmetry) are important, but invisible, functional cues (e.g. centre-of-gravity/balance) play a greater role in directing exploratory behaviour. Moreover, unexpected changes in the object (those not predicted by the visual appearance) focusses exploration.

6.4.1 Surface transitions

More exploratory behaviours were performed upon the corners and indents of objects over areas of high curvature, which were in turn explored more than flat surfaces. However, against our hypotheses, this was not reflected in the diversity of exploratory behaviours performed on these different object parts. This may be because each of these surface transitions provide different types of information about the possible properties or affordances of an object.

Lockman (2000) emphasised how sufficiently cognitively-developed humans place flat edges of a cornered object on flat surfaces for stability, while
they push round objects on continuous surfaces to see if they roll. The corners and indents of objects are particularly prominent, cueing the key points along its geometry (Bushnell and Boudreau, 1993; Spelke et al., 2010; Lee and Spelke, 2011). They can prime visual and haptic information about how best to interact with the object category (Taylor and Zwaan, 2010). Corners provide optimal points for grip, allowing for more complex exploratory manipulations (e.g. Bryant et al., 1972; Wing and Lederman, 2009). Once the corners have been visually identified, it is efficient for the animal to target these object parts first, especially if time is limited. Then, according to the initial haptic information gained from the object’s edges, the animal could vary their subsequent exploratory actions to gather further information about its affordances (e.g. see robotic analogy in Charusta et al., 2009).

Next, areas of high curvature were explored by the kakariki. These provide further information about an object’s geometry and cues, such as about whether it can roll. This is interesting in considering an artificial intelligence finding: Ravishankar et al. (2008) found it is easier to design an artificial agent that recognises deformed objects by placing representational emphasis on the bending around points of high curvature.

While little work has been done on how animals perceive the affordances of curves, there has been work on how animals recognise differently curved surfaces (Williams, 1978; Tomonaga, 1998; Norman et al., 2004; Brooks and Wasserman, 2010; Cook et al., 2012). For instance, Cook et al. (2012) described how pigeons (Columba livia) visually perceive object shapes by focussing on convex and concave curved surfaces. Pigeons readily discriminated and generalised to novel perspectives, dynamic changes in shading and to novel
three-dimensional shapes. Note that this discrimination was performed using purely visual information, and that pigeons are not particularly adept at discriminating between different textural cues, whereas parrots seem to be (Brooks and Wasserman, 2010).

The smooth, flat surfaces of the objects were unlikely to provide as much information as corners and areas of high curvature, so the kakariki spent fewer exploratory resources on them. Perhaps, if these surfaces had a rough texture, the kakariki would have explored them more, but this needs verification. Texture can provide information on properties such as friction or compliance (Adolph et al., 2010; Brooks and Wasserman, 2010). Human infants selectively explore textured objects after 18 months of age (Molina and Jouen, 1998), when sufficient cognitive representation has developed for attributing specific meaning to different object categories (Belsky and Most, 1981; Bushnell and Boudreau, 1993).

From a more general perspective, edges are important for a range of animals when navigating around the environment and for detecting different objects (e.g. Cook, 2000; Spelke et al., 2010; Soto and Wasserman, 2012; Cook et al., 2012). Edge cues (e.g. through contrasting surfaces) are particularly important for budgerigars when visually detecting different environment features in the surrounding scene, particularly in guiding landings (Bhagavatula et al., 2009). This is often in preference to other visual cues like colour. Budgerigars are well-known tetrachromats*, which suggests this adaptation predates the evolution of colour vision, or that colour is not a reliable cue to use in these circumstances. As a visually contrasting edge is likely to be an object, it would offer psittacine feet a good place to grip (Gibson, 1950).
6.4. Discussion

Edges are not only prominent cues for the visual system, but also the haptic system. Exploring 1-year-old infants display many contour-following manipulations (Lederman and Klatzky, 1987). The authors argued, of the many other exploratory manipulations studied, this was the only one providing useful information about objects’ configurational shapes*. Surface transitions also haptically cue different object relations*; later important for problem-solving and tool-use (Bourgeois et al., 2005).

Clearly a combination of cues is important. As Parron and Washburn (2010) showed with macaques (Macaca mulatta), proper object identification only occurs with both edge and surface/texture cues. Future work is needed on how the pattern/sequence of exploratory behaviours may change according to what cues are perceived by different surface transitions. It would be interesting to see how this may change over trial time, with a similar design perhaps to Experiment 5 (subsection 6.2.8). Renner and Seltzer (1994) conducted sequential analyses of rat object exploration, across a range of behaviours. They found exploration patterns varied with object characteristics and across individuals.

It is also important to note our analysis was relatively opportunistic and so the objects provided were not designed to have equal numbers of corners, curves and flat surfaces. It is possible our observations are therefore simply the result of the parrots touching over/under-represented features. Another experiment should be designed specifically for object surface transition effects within a single set of conditions. Nonetheless, the very fact this result was consistent across a range of object types and over a longer period of time highlights its robustness.
6.4.2 Shape complexity

As hypothesised, as the shape of an object becomes more complex (i.e. has a greater number of faces), the kakariki spent longer exploring it, performed a wider diversity of behaviours upon it, and took longer to approach the target object. With regards to the last finding, the kakariki may have taken longer to approach the target object when it was complex, as with the garden warbler, because complex objects are more likely to hide threats (e.g. Greenberg, 1983; Mettke-Hofmann et al., 2006). The parallel motivation of neophobia* initially dominated the exploratory motivation in the kakariki. Objects with more surfaces, angles or holes are likely to provide more opportunities to hide dangerous substances or a predator (Mettke-Hofmann et al., 2006). Complex objects may also take more time and energy to explore than simple objects, which would impose an added ecological cost to exploring them, in addition to the potential threat they could hide.

Nonetheless, the initial neophobia was clearly replaced by the motivation to gain more information about the novel complex object. The kakariki spent longer exploring as the shape complexity increased, because complex objects likely contain much information previously unknown. Similarly, the kakariki displayed greater behavioural diversity with more complex objects, as they afforded more behaviours to be performed on them. This is supported by studies on chickens (*Gallus gallus*; Jones et al., 1996) and rats (Berlyne, 1950; Zimmermann et al., 2001), which have been shown to spend more time exploring complex objects rather than simple objects. Similarly, a previous study on kakariki found those living in enriched environments performed a wider diversity and more complex behaviours than those in unenriched environments, when exposed to more complex toys (chapter 5).
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However, a study on another parrot species (*Amazon amazonica*) showed enhancing physical complexity in a captive environment actually reduces the motivation to explore objects (Meehan and Mench, 2002). This is perhaps because enriched individuals have more experience, so they do not need to explore novel objects as much as unenriched individuals. However, the same authors in another study showed enhanced physical complexity simultaneously reduces stereotypic feather picking and increases foraging behaviour (Meehan et al., 2002). This perhaps supports the reductionist hypothesis: exploration is just a side-effect of the motivation to seek stimulation in the absence of primary drivers like hunger or thirst (e.g. Miller and Dollard, 1941; Harlow et al., 1950).

More research on how shape complexity influences the structure of exploratory behaviour has been conducted in human developmental psychology (Switzky et al., 1979; Frey and Kaiser, 2011; Kawa and Pisula, 2010). In particular, Switzky et al. (1974) found increasing stimulus complexity with random polyhedra produced a longer exploratory time in both 4–7 year-olds (linear function) and 2 year-olds (curvilinear function). This has been supported in other studies, but not as the prime factor investigated (Klatzky et al., 1991; Klatzky and Lederman, 1993; Ruff et al., 1992).

One should bear in mind, however, we do not fully know the background of all of the kakariki. They may have previously experienced other round objects like the sphere in this experiment, or other simple objects in their natural home cage or rearing environment. Therefore, perhaps their increased exploratory response to the objects with more faces is just a response to novelty. It is common finding that individuals explore more with novel objects
than familiar objects. This presents scope for further work, but our strength of results – i.e. the highly significant linear trend across six shapes and three exploration measures – nonetheless presents some interesting implications for the field.

6.4.3 Visible cues and centre-of-gravity

As hypothesised, the kakariki initially spent a greater proportion of the exploratory time focussed on the novel red ball, rather than the familiar piece of rope, but this effect decayed with time. Their overall exploratory level (whether exploring ball or rope) decreased over the four days in this first experimental phase. In the second phase, the kakariki explored an invisible centre-of-gravity change in the ball for longer than a visible change (i.e. colour or shape). All of the object property changes resulted in longer exploration than the control condition, where no change occurred.

There was also a behavioural diversity effect, but, contrary to our hypotheses, this did not follow the same pattern of effects as the exploration duration. Only a shape or centre-of-gravity change induced a wider variety of exploratory behaviours than the control. Nonetheless, as predicted, the visible changes had an impact on the latency to the first exploration bout.

Let us first consider why kakariki exploration was initially greater with the novel object than the familiar object, but repeated exposure to both objects decreased this exploratory level over time. Over the last 50 years or so, in a range of contexts and in a range of other species, novelty has been shown to increase exploration (for a review see Wood-Gush and Vestergaard, 1991; Heyser and Chemero, 2012). It is one of the few well-established, systematic
findings about exploration patterns in humans and non-human animals (e.g. Berlyne, 1960; Henderson and Moore, 1980). It is thought to be due to an individual’s recognition memory*: the novel object is preferentially explored, as it diverges from what the individual remembers. Inglis and colleagues (e.g. 2001) have argued the animal is motivated to behave in this way by the need to find out more about the unknown, especially when within an unpredictable, variable environment. Schulz and Bonawitz (2007) and Cook et al. (2011) have shown children’s exploration is structured to gather more information about ambiguous or confounded evidence.

By the time the kakariki were exposed to one of the four experimental changes in the object property (visible/invisible) on the fourth day of this experiment, there was no significant difference in the exploration time spent on the familiar piece of rope and the once novel red ball. In other words, there was no difference in exploration between the last day of the first experimental phase and the control condition day of the second experimental phase (Figure 6.3.4). Perhaps the difference in exploratory response to one of the object property changes was due to this prevalent novelty effect. However, this does not necessarily explain the relative difference in responses to each of the types of object property changes. Not all aspects of novelty (induced by object property changes) may be equally salient to the kakariki.

Experiment 3 has demonstrated visible cues are clearly important to kakariki. In particular we can see this in our latency results: the kakariki were slower to approach the target object when there was a visible change in colour. However, effects were stronger when the visual cues have more functional implications, as for instance, the kakariki were even slower to approach when there
was a change in shape. These latency results are consistent with our other findings discussed in subsection 6.4.2. Colour is less likely to have an effect on how an object behaves when acted upon, whereas shape does. In this case, the red cube when pushed could no longer roll like the red ball. The study by Heyser and Chemero (2012) on mouse exploration highlighted the relative importance of choosing test objects based on their functional cues, rather than just their visible cues. The authors also noted the importance of an individual’s abilities, as different individuals will often perceive different affordances of the same object within the same physical space. Likewise between species, a branch, for instance, can have perch affordances for birds, but tool-use affordances for primates.

Greater exploration occurred when a property change occurs invisibly, especially when it affects how an object ‘normally’ behaves – when it goes against an individual’s expectations of how the world works. The ball-bearing inside the red hollowed-out ball did just this: the centre-of-gravity moved with the ball-bearing, rather than the ball itself, so the ball rolled around in an unusual manner (see also discussion of our other results on balance in subsection 6.4.4 below). In other words, the ball’s movement deviated from what was known, thus eliciting more exploration – more information was needed about these unpredictable movements.

Perone et al. (2008) found children attended more to changes in an action (i.e. a functional change) on an object than changes in the appearance of an object. Furthermore, Schulz et al. (2008) showed children’s exploration was more directed at changes within an object category (i.e. against expectations), than changes between object categories, and even less so for
arbitrary/aesthetic changes. We would like to suggest in our experiment, the kakariki were more sensitive to the centre-of-gravity changes within the ‘ball category’, although the presence of the new ‘cube category’ also stimulated their curiosity.

Centre-of-gravity has been shown to be an important perceptual cue in exploration for humans and for non-human animals, perhaps because it is a particularly salient cue for an object’s properties across various object types (Bushnell and Boudreau, 1993; Wing and Lederman, 1998; Pare and Dugas, 1999; Zhu and Bingham, 2010). Under a range of experimental conditions, great apes have displayed greater cognitive performance when problems are grounded in causal relations with centre-of-gravity information, rather than arbitrary relations with colour information (Regia-Corte et al., 2012; Schrauf and Call, 2010; Hanus and Call, 2008, 2011). Several researchers have speculated about whether such centre-of-gravity perception, used for drawing causal inferences* and problem-solving, is the precursor for more abstract reasoning for concepts like gravity and support (Hood, 1995; Hanus and Call, 2008; Cacchione and Krist, 2004; Cacchione and Call, 2010).

Capuchins (Caebidae) are well-known extractive foragers: a wide range of field studies have shown how they have excellent centre-of-gravity perception and exploratory abilities enabling them to choose appropriately-embedded food items, and even appropriately-weighted tools to crack open particular food items (Ferreira et al., 2010; Visalberghi and Neel, 2003). Although centre-of-gravity perception has not been studied extensively in non-primate species, a range of animals has been shown to be able to make causal inferences (e.g. Aust et al., 2008). It stands to reason that extractive foragers other
than capuchins (e.g. parrots) use centre-of-gravity to make causal inferences about the world around them. We believe these results show kakariki are one such species. Some very recent studies suggest the Mexican jay (*Aphelocoma ultramarina*) may be another such species (Lee et al.; Fuszara et al., in prep.).

An alternative explanation for how the kakariki explored the ball with the ball-bearing in it more than the other objects is that they were just responding to auditory cues. The ball-bearing inside the hollowed-out ball did make a small rattling noise when moved. In the future, perhaps an easy control for this issue would be to play background white noise in all the conditions. This is a common technique in laboratory behavioural tests and, once habituated for a short time, does not cause the animal any stress or distraction from the task at hand (e.g. in Brydges et al., 2011).

Another issue with our method was that we cannot completely disentangle the object properties (colour, shape, centre-of-gravity) in the second phase of the experiment from object novelty (rope, ball) in the first experimental phase. This is because novelty increases with deviation from the original red ball. For instance, the shape change (cube) could be argued to be more novel than the colour change (blue). The second phase also investigated object novelty. Additionally, in the first phase, the ball may simply have been more attractive than the rope, which resulted in more exploration. If this experiment were to be repeated, it would be better for the first phase to have two groups of kakariki: one group familiar with the rope and one group familiar with the ball.
6.4.4 Symmetry and balance

In agreement with our hypotheses, the kakariki explored for longer when the centre-of-gravity was in an unexpected location according to its symmetry. In other words, the most exploration occurred when a symmetric object was unbalanced (centre-of-gravity to one side), or an asymmetric object was balanced. When the centre-of-gravity was in accordance with the visual symmetry cues, the (unbalanced) asymmetric objects were explored for longer than the (balanced) symmetric object. Lastly, the unbalanced complex asymmetric object was explored more than the unbalanced simple asymmetric object. However, contrary to our predictions, this pattern of results was not reflected in the behavioural diversity. Additionally, no effect for latency to the first exploration bout was found, although a significant difference was anticipated between the complex asymmetric object and the simple asymmetric object.

When the centre-of-gravity was where it was expected, the kakariki explored an asymmetric shape more than a symmetric shape. This may be due to its unusual irregularity, thus being relatively novel compared to what they have previously experienced (see the early discussion on object novelty in subsection 6.4.3). On the other hand, symmetric objects are quite predictable in shape, so not as much information can be gained from them, so not so many exploratory resources need to be spent on them.

However, when the centre-of-gravity was not where it was expected, the time spent exploring the object increased even further. There was no significant difference between the time spent exploring the balanced asymmetric object and the unbalanced symmetric object. These results can be explained
by much of our discussion above in subsection 6.4.3. It is interesting to note this result is consistent, even with the slight methods change with no prior habituation phase (subsection 6.2.6 and subsection 6.2.7). So whether an object is symmetric or not, symmetry does seem to be an important visible cue for gaining information about it. If an object is symmetric, then the centre-of-gravity is expected to be in the approximate geometrical centre of the object. When this is not the case, the kakariki are motivated to explore more to find out why this might be.

Children with different knowledge of how objects balance display different exploratory behaviour patterns on asymmetric objects with different centres-of-gravity (Bonawitz et al., 2012b). In the adult literature, Zhang et al. (2010) presented participants with asymmetric objects with the centre-of-gravity in different locations and measured their anticipatory grip forces. They showed how the planning of object manipulations compensating for unexpected changes in balance was reliant on sensorimotor memory formation and retrieval in two separate object property domains: kinematics and kinetics*. Others have shown when an object’s centre-of-gravity is located away from the grip axis, grip force and object exploration is modulated by dynamically anticipating object torque (Wing and Lederman, 1998; Crevecœur et al., 2011).

Perhaps the kakariki are testing and refining their hypotheses about the world by exploring and acting on it (Demery et al., 2010; Arriola-Rios et al., 2013). Rats alter the speed and pattern of their whisking behaviour when they encounter unexpected shapes and textures along object surfaces (Pearson et al., 2007; Grant et al., 2009). Is this an implicit, sensorimotor response
to novel surfaces, or is the rat seeking an explanation to unexpected properties?

Povinelli and Dunphy-Lelii (2001) argued they found evidence for this ‘explanatory drive’ – as a subsystem of the exploratory drive – in children, but not in chimpanzees. When faced with an oblong block that, contrary to previous experiences, would not stand up (it had slightly bevelled edges), the chimpanzees failed to explore it to diagnose the cause, whereas the children did. The authors believed while some non-human primates have an intrinsic interest in functional and perceptual properties of objects, only humans have an intrinsic motivation to discover why objects have the properties that are apparent to the senses (see also Gopnik, 2000). However, just because the chimpanzees may not have been explicitly seeking explanations, that does not mean they were not still passively finding explanations (Dutant et al., 2004) – the same reasoning could apply to our findings about kakariki.

Shape complexity as a cue did have some influence on exploration, as well as balance and symmetry, because the complex asymmetric object was explored more than the simple asymmetric object. This is explained by our discussion in subsection 6.4.2. The lack of a significant difference between the latency to the first exploratory bout for the complex and the simple asymmetric objects is interesting, considering our other findings about shape complexity (subsection 6.4.2). Perhaps this is because, for the kakariki, balance is a more important cue to explore than shape complexity – invisible cues are attended to more than visible cues. This explanation makes sense when compared to our other results in Experiment 3, where greatest exploration occurred when an object had an invisible change in its centre-of-gravity, rather
than when there was a visible shape or colour change (subsection 6.4.3). Alternatively, perhaps the difference in exploration between the simple and complex asymmetric objects is simply because, the complexity between the objects was not great enough to produce a positive result.

Note there was also no overall effect of object type on latency to first exploration bout, including between all of the simple objects. Even though the visible change between the symmetric and simple asymmetric objects does introduce some novelty, the dumb-bell shape of the objects only changed slightly, which may explain this lack of difference in approach latency. Clearly, the invisible balance cues could not influence the approach latencies, as such cues would only be revealed once the animal had started haptic exploration. It is not clear in our last finding, however, why the object type had no effect on behavioural diversity, unlike in Experiments 2 and 3 (discussed in subsection 6.4.2 and subsection 6.4.3).

6.4.5 Compliance over time

As hypothesised, the kakariki initially started exploring the most compliant and the most rigid objects, but over the following days, they spent progressively more time exploring the intermediate objects. In other words, the kakariki next focussed their exploration on the cube of middle compliance (level 3), then turned their exploratory focus on the cubes of the next levels of compliance; the second-most compliant and the second-most rigid cubes. There was no effect of behavioural diversity in this experiment though, as to be expected. The overall amount of time spent exploring stayed approximately the same across trials as well. This suggests the kakariki had a preferred level of exploration for investigating compliance, and they just allocated the
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time spent among the different cubes according to their interest in the different levels of compliance, which is perhaps dependent on experience. Note this is in contrast to the overall exploration level in Experiment 3, which decreased over time; perhaps because there were only two objects present, one of which was very familiar (subsection 6.4.3).

These results suggest kakariki have some sort of exploratory strategy. Our findings are consistent with the idea that animals first collect information about the most extreme categories/examples of a particular object property – in this case compliance (Demery et al., 2010). The extreme examples would provide general information about the boundaries of different categories (e.g. rigid versus compliant) quickly, likely allowing efficient energetic use. Then exploring animals are thought to gradually refine their knowledge about that property, by focussing their exploration progressively more on the intermediate examples (Arriola-Rios et al., 2013). This would be an adaptive mechanism particularly for animals living in unpredictable, variable environments. As long as there was little risk from other sources (e.g. predators), they could gain as much information about the unknown as possible (Inglis, 1983).

This strategy is likely combined with some sort of object categorisation mechanism (e.g. as in Klatzky and Lederman, 1993). Categorisation greatly reduces the computational complexity of perceiving objects and their affordances and has been shown to occur in a range of animals (e.g. Shutts et al., 2009; Crouzet and Serre, 2011; Xu, 2011; Soto and Wasserman, 2012; Wasserman et al., 2012). From the earlier experiments discussed in subsection 6.4.3 and subsection 6.4.4, we can see the kakariki seem to have certain expectations about different object categories, and when these expectations are viol-
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ated, they seem to explore more to refine their knowledge about these categories. Perhaps the object category being formed in this experiment was the ‘compliance category’.

This particular experiment was only carried out over five days, but perhaps this strategy of refining knowledge over time reflects a more general strategy, where information is continually gathered to continually extend knowledge throughout one’s life (Chappell et al., 2012). Exploration has been shown to be prevalent throughout parrots’ lives, as with other species living in variable environments (Gibson, 1988; Bekoff and Byers, 1998; Luescher, 2006). This continual state of learning may enable the information to be represented in the animal’s brain in a hierarchical structure (Arriola-Rios et al., 2013). The simple categories of information could be combined to form an overarching categorisation layer (e.g. Karmiloff-Smith, 1995; Chappell and Sloman, 2007; Arriola-Rios and Savage, 2007). As yet though, there has been no direct experimental evidence for a hierarchical representation that is continually refined with time.

Inevitably, exploring a compliant object visually results in the distortion of its edges (Teschner et al., 2004; Arriola-Rios et al., 2013), which are known to further contribute to the formation of object categories (see also discussion in subsection 6.4.1). This principle has been applied in a working robotic hand, where grip was adapted to the level of compliance, object type and material visually perceived (Cretu et al., 2012). Human infants are known to be able to gather information about compliance at 1 month of age from co-ordinated mouth and hand exploratory actions (Gibson and Walker, 1984). Rochat (1987) showed the patterns of these actions, as with the kakariki, be-
came gradually more targeted with time depending on the level of compliance. Older infants likewise gather information about surface compliance in a selective manner through locomotory exploration once they learn to crawl and walk (Gibson et al., 1987; Bourgeois et al., 2005).

There is little work on compliance exploration in the non-human animal literature. Recent work has recognised how compliance is an important property for arboreal birds and primates moving around the canopy (e.g. Bonser, 1999; Thorpe et al., 2007a). A good level of physical understanding* is particularly needed for heavy species like orang-utans and compliance has been associated with complex cognitive capacities like planning (Tecwyn et al., 2012).

One study has described how capuchins (Cebus apella) were consistently able to select novel tools appropriately based on their compliance, across a range of laboratory-based tasks (Manrique et al., 2011). While compliance was the most important cue in this study, the tools the capuchins used also varied in colour, diameter and material. This is encouraging, because one possible limit of our experiment was the cubes presented to the kakariki, while all differing in the level of compliance, also sometimes differed in the material they were made out of. Compliance as a property is intrinsically related to the material/texture of the object. This is illustrated by the simple fact it is difficult to source a compliant plastic cube, as it is difficult to source a rigid sponge cube. The developmental psychology literature often describe children’s exploration of compliant objects in the same breath as their exploration of textured objects, or sometimes even interchangeably (reviewed in Bushnell and Boudreau, 1993).
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6.4.6 Summary

By observing exploratory behaviour, we can gain an insight into how different animals gather information and learn about the world around them. We have shown how novel, functional or unexpected environmental changes seem to result in increases in exploration. We have highlighted some environmental factors that may be important to determining the pattern of exploration, at least in kakariki. From here, we can start to reason about what some of the underlying representational or learning mechanisms may be.

For instance, as kakariki live in such variable environments, they are likely born with a quite a flexible learning framework, which is supported by sensory predispositions to particular environmental stimuli and a series of targeted exploratory behaviour strategies (e.g. to particularly compliant branches or weight of embedded food items; Chappell et al., 2012). They may also have some innate ‘core knowledge’ of physical properties, like gravity, solidity, connectedness, continuity and balance (like those described in Spelke, 2000). These structured exploration strategies likely allows a kakariki to gain information more efficiently, but it needs to balance the amount of useful, relevant information obtained from its environment against the energy expended in gaining it (Chappell and Sloman, 2007).

In the past, we have proposed a general ‘Three-stage Theory of Exploration’ for how different animals may gather different kinds of information throughout their lives (Demery et al., 2010; Arriola-Rios et al., 2013). As an exploring animal learns about how the world works, it progresses through three stages to form a particular theory, such as about how a branch bends. These stages are: the forming; the testing; and the refining of hypotheses.
Each hypothesis is specific to a particular group of environmental processes or object affordances (‘exploration domain’), but they may also overlap and be generalisable in novel situations. As the animal progresses from one stage to the next, it uses a combination of increasingly complex learning mechanisms, depending upon the environmental problem it is faced with. However, the details (e.g. time-scale in hypothesis development) are likely to vary between different species, individuals, exploration domains and environmental situations. Indeed a species may not progress all the way to the final stage, where simple, yet sophisticated, learning mechanisms (e.g. probabilistic learning and trial-and-error), supported by certain sensorimotor predispositions may suffice.

We would like to tentatively suggest the results reported in the chapter are evidence that kakariki display at least the characteristics of the first stage of our theory (e.g. trial-and-error and sensory predispositions), and some of the features of the second stage (e.g. perform certain actions in certain contexts as in the compliance experiment). It is currently not clear from our results whether kakariki have other elements of the second stage, such as sensitivity to physical rules. There is certainly no evidence yet of final stage in kakariki, such as the ability to generalise flexibly to similar but novel situations.

Our results further do not clearly show how the kakariki may change the exploratory behaviours according to the different cues they perceive, or what the specific pattern of their exploration is. It would also be interesting to look at age and experience effects on the exploration strategy used. Moreover, all of our experimental data was recorded by a single observer, although videos
were utilised – inter-observer reliability still needs to be determined.

In the next chapter (chapter 7), we would like to investigate another species that lives in a variable environment: humans. Like kakariki, humans have adapted by developing flexible cognitive capacities, manipulatory dexterity and a highly exploratory nature (Buchsbaum et al., 2012). However, an advantage of studying humans over kakariki is that through language, we can more easily communicate the goal of the task, which reduces habituation and training time.
CHAPTER 7

Exploratory learning strategies in human children

Material from of this chapter has formed part of three publications (Demery et al., 2010; Chappell et al., 2012; Arriola-Rios et al., 2013).

Piaget’s view that children learn through exploration is widely accepted as being integral to cognitive development. Surprisingly few scientists, however, have systematically investigated how exploration is structured to support learning mechanisms in different situations. We presented a series of three tasks involving novel objects and physical problems to children (aged 4 to 7 years) to examine in detail the process of exploration in different contexts. We found that children pay more exploratory attention when there are invisible, more functional changes (e.g. weight) over visible, less functional changes (e.g. colour) in an object. Children understand how simple physical principles govern the behaviour of objects, but here we discuss to what level this extends across development depending on the exploration strategy employed. Further, we consider how children utilise exploration to gather information about hidden items. We hope these findings will give us insight into how humans and other animals process information in a wide range of environmental situations.

7.1 Introduction

One of the most widely accepted views in human psychology is that exploration is integral to a child’s learning and causal understanding about the world around them. It is thought, from birth, the child’s visual
and haptic systems are primed for gathering information (Gibson, 1962, 1988; Turvey, 1996; Rochat, 2001). Through active interaction and play with different objects, children ‘construct knowledge’ about how things work around them and store them in some kind of internal representation (Piaget, 1929, 1952; Spelke, 2000; Karmiloff-Smith, 1995).

Surprisingly few scientists, however, have systematically investigated how exploration is structured to support learning mechanisms and even fewer have studied it outside a human cognitive development context (Schulz et al., 2008). Indeed, there is much evidence that children, and even adults, are poor at explicitly designing their own experiments to gather causal information (Amsel and Brock, 1996; Masnick, 2002; Kuhn and Dean Jr, 2004; Zimmerman, 2007). This has led some to point towards a more intrinsic motivational account (White, 1959; Hunt, 1965), which says exploratory behaviour does not have inherent structure, and it may be a byproduct of some other more important biological function (e.g. foraging; Miller and Dollard, 1941; Harlow et al., 1950). If this were true though, how does a child process all of the vast ‘buzzing, blooming confusion’ (James, 1890, page 462) received through their senses, to eventually be able to reason abstractedly about the world in the coherent and sophisticated manner that we know we can do as adults (Gopnik and Wellman, 2012)?

Experiments conducted with older participants (aged 10 years and above) has involved several measures (e.g. visual, verbal or manipulatory; Henderson, 1988; Gaver, 1996). These studies have illuminated how exploration probably has no single underlying representation, but is made up of interconnected, but distinct domains (also see Karmiloff-Smith, 1995). Each of these
‘exploration domains’ are specific to a particular group of object affordances (i.e. action possibilities) or environmental processes (Chappell et al., 2012; Arriola-Rios et al., 2013). For instance, Vandenberg (1984) ran correlational analyses on the individual differences in exploratory style, or preferences for specific object features (e.g. novelty versus complexity). He found little correlation between 12-year-olds’ preferences for object complexity and novelty; or between the attention paid to different objects and the detail of the actions performed on them. Nonetheless, the adult exploration literature consistently shows how exploration in infancy leads to greater information gain, which is linked to greater problem-solving abilities in adulthood (e.g. McReynolds et al., 1961; Goodnow, 1969; Caruso, 1993). Therefore, it is important to investigate how these different domains may interact early on in life to support causal learning.

Traditionally, qualitative, rather than quantitative, methods have been employed to study exploration in young children (Schulz, 2012; Power, 2000). In recent years, this trend has somewhat changed, where researchers have concentrated on what simple object characteristics direct children’s exploration (e.g. Gibson and Walker, 1984; Baldwin et al., 1993; Ruff and Capozzoli, 2003; Oakes et al., 2012). These have revealed, on top of the well-established object novelty effects (e.g. Berlyne, 1960; Henderson and Moore, 1980), infants spend longer exploring when objects are complex (e.g. Switzky et al., 1974), physically responsive in some way (e.g. McCall, 2011; Rosenberg and Butler, 1982), or have distinctive textures (e.g. Bushnell and Boudreau, 1993; Molina and Jouen, 1998). These early behaviours may reflect how the individual is beginning to gather information and form representations about the world around them (Demery et al., 2010). They may be able to detect
patterns in their environment using simple learning mechanisms, such as by trial-and-error (Arriola-Rios et al., 2013).

A few studies have also started to looked at how simple exploration is targeted to particular situations. Children seem to target specific exploratory actions at specific object properties, such as following contours to extract information about shape, or pressing down on an object’s centre to gather information about compliance (Lederman and Klatzky, 1987, 1993). The type of information being gathered can be estimated by observing how various actions are expressed, such as how different objects are wielded to gather information about weight and balance (Turvey, 1996; Turvey and Carello, 2011). This may reflect a later stage of cognitive development, where the infant is testing its knowledge about the world by acting on it in a directed way, rather than simply repeating the same actions regardless of the circumstances (Demery et al., 2010; Arriola-Rios et al., 2013). In other words, even in infancy, individuals seem to be gradually learning what kinds of actions are most effective in each situation (Chappell et al., 2012).

Other developmental psychologists has looked at the other end of the spectrum; when complex cognitive capacities have already fully developed, such as being able to understand different object relations and make causal inferences (Rochat, 2001; Gopnik and Schulz, 2007). Spelke (2000) argued all infants are born with innate rules about the physics of the world, such as cohesiveness, continuity and solidity. In other words, objects maintain their geometric shape as they move, trace continuous paths both in time and space, and no two objects can exist in the same space at the same time. Researchers investigating each of these ‘core concepts’ typically utilise the ex-
pectancy violation technique, by presenting children of different ages with impossible causal events. Then they measure their relative looking times, or search behaviour (e.g. Baillargeon, 2002; Mash et al., 2003; Hood et al., 2006). Knowledge about other object properties seems to be learned with time (Slo- man, 2009). Although no one has explicitly measured it yet, these innate rules may further help an individual to direct exploration appropriately in specific situations (Demery et al., 2010). These experiences would likely extend and refine an individual’s knowledge about the world (Chappell et al., 2012; Arriola-Rios et al., 2013).

Some researchers view children as ‘young scientists with intuitive theories’ about the world, able to infer explanations for the causal events they observe (e.g. Siegler and Liebert, 1974; Shultz and Ravinsky, 1977; Sedlak and Kurtz, 1981; Kuhn, 1989). By five years of age, children can verbalise their explanations, but there is evidence of an abstract understanding of causal relations occurs even earlier, in preschoolers (e.g. Das Gupta and Bryant, 1989; Sobel et al., 2004). Gopnik and Meltzoff (1998) contended the human mind is particularly adapted to seek explanations, finding it an intrinsically rewarding experience. Exploration is key to children forming, testing and refining their different hypotheses about the world (Demery et al., 2010). By the time children have progressed to the final stage of refining their hypotheses, they have likely developed more complex learning mechanisms than employed earlier, capable of identifying mistakes and gaps in their knowledge (Chappell et al., 2012; Arriola-Rios et al., 2013).

A few have investigated how exploration is structured to support learning and hypothesis-testing (Legare, 2012). Particularly prominent is a series
of studies conducted by Schulz and colleagues (summarised in Schulz, 2012). For instance, they showed children increase their exploration, and explore more selectively, when faced with ambiguous information. Children also seem to be sensitive to object categories and to discrepancies between what they believe, based on what they have previously experienced, and what they observe.

However, Schulz et al. have explained such behaviour by employing probabilistic models like Bayesian networks* (Glymour, 2003; Gopnik et al., 2004; Tenenbaum et al., 2006). Briefly, they argue individuals represent causal structure through some sort of representation that has a series of interconnected, random ‘nodes’ (the causal events), where each connection (‘edges’; the causal relations) has an associated value. While probably true, we assert there is likely a combination of simple and complex mechanisms at work, depending on the situation the individual faces (Arriola-Rios et al., 2013). For instance, if a monkey were planning a safe, but novel, route through the canopy, they may use some form of trial-and-error learning combined with causal reasoning. Nonetheless, from this review, we can see that:

1. from infancy, exploration in humans seems to be directed at various simple object characteristics;

2. later on in development, exploration is likely aided by more complex capacities like physical rules* and causal inferences.

Thus, in this study, we aim to fill the gap between these two points by measuring exploration in children aged 2–6 years in three distinctive tasks. Unlike previous studies, we are not so much interested in whether children success-
fully complete a task or not, but how exploratory behaviour may aid task completion. Each task is designed to address a different aspect or domain of exploration, specifically:

1. visible and invisible cues;
2. physical rules;
3. causal inferences.

As a secondary aim, we would like to see if exploration duration and diversity changes with age in each exploration domain. By observing the exploratory behaviour of the children before and after different task goals’ attainment, we can begin to discuss the possible underlying learning mechanisms being used (Chappell et al., 2012).

Previous work has shown children are sensitive to object category membership, especially in relation to their functional properties, or what actions they afford, rather than any merely aesthetic properties (Lansink et al., 2000; Perone et al., 2008; Oakes et al., 2012). Categorisation has also been shown to be important later for making causal inferences and abstracting concepts* (Welder and Graham, 2001; Nelson, 2004; Davidson and Gelman, 2004). Thus, in our first experiment we ask if subtle changes in invisible functional cues (e.g. action) about object properties are attended to more than changes in non-functional visible cues (e.g. location). Nonetheless, any changes in the environment have been shown to increase exploration (e.g. Berlyne, 1960; Henderson and Moore, 1980). Thus, we predict that:

• when a change in location or action occurs (relative to no change), this
will result in:

- a longer time to attain the task goal;
- more exploration (longer exploration time and greater behavioural diversity);

• and the same holds true for an action change relative to a location change.

Since the understanding of how simple physical rules govern the behaviour of objects seems so integral to human cognitive development (Spelke, 2000), we were interested in how children use them to direct their exploration. Many animals (e.g. predators) need to particularly understand the object solidity principle in order to survive; how two objects cannot exist in the same place, or move through each other, and how objects continue to exist when hidden from view. Specifically, we wanted to investigate, when faced with an obstructed goal, if children exhibit habituated action sequences (i.e. use trial-and-error learning), or if they explore the probable source of the causal problem. Hence our second set of hypotheses is:

• when an obstruction is blocking a goal, this will result in:
  - a longer time to attain the task goal;
  - more exploration;
  - the obstruction being touched first (rather than the goal itself when no obstruction).

If a child is like a scientist, they need to systematically test their hypotheses about the world by actively intervening in it in a targeted way (Kuhn and Dean Jr, 2004; Gopnik, 1996). So the structure of their exploratory behaviour
is important for making causal inferences, such as about what is behind a
cover based on what is known already (Baldwin et al., 1993; Schulz et al.,
2007). Hence in our final task we asked if individuals use information about
hidden items to make causal inferences and direct their exploration. This led
us to hypothesise that:

- when a cover hides certain areas of an object relative to when there is
  no cover at all, this will result in:
  - a longer time to attain the task goal;
  - more exploration;
  - a significant effect on the object area touched first (covered area or
    another area);

- and the same holds true when the cover hides an area of the object that
  is *directly* related to the task’s goal, relative to when the cover instead
  hides an area indirectly related to the goal.

Exploratory behaviour is likely to become more structured with age to more
efficiently generate, gather and integrate different types of information (Gib-
son and Pick, 2003; Karmiloff-Smith, 1995; Rochat, 2001). Hence our last
research question is both qualitative and quantitative. Across different do-
 mains, how does exploration change with age to attain greater overall causal
understanding? The tasks we pose are completely novel to all age groups, so
all ages should explore for the same amount of information. So it stands to
reason that the length of exploration may be similar across age groups, but
the structure of exploratory behaviours (the diversity) may be more sophist-
icated in the older groups. Thus, our last set of hypotheses is as follows:
• within each experiment, on the first familiarisation trial, the older children are quicker to attain the task goal than the younger children;
  – there will also be an age effect on the time taken to attain the task goal in each experimental condition;

• within each experiment, once the task goal has been attained, younger children and older children explore all the experiments’ apparatus for an equal amount of time;
  – however, older children display a greater diversity of exploratory behaviours than younger children in all the experiments;

• within each experiment, older children display exploratory behaviours that indicate use of more complex learning mechanisms, whereas younger children display exploratory behaviours that indicate use of more simple learning mechanisms;
  – so there is a qualitative developmental shift in the age at which these behavioural indicators are displayed in each experiment.

### 7.2 Methods

#### 7.2.1 Participants

106 children (46 females, 60 males) aged 2–6 years-old (minimum 2 years, 2 months; maximum 6 years, 7 months) were recruited from and tested at two nurseries (ages 2–5 years) and one primary school (ages 5–6 years). These schools served working and middle classes in Birmingham, UK, but a range of ethnicities representing the diversity of the population participated. There was approximately the same number of children in each year group (Table 7.1). All of the participants were right-handed.
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Table 7.1 – The number of females and males recruited from three institutions (two nurseries and one primary school) by age group. The total sample size for each age group is also shown.

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>Institution ID</th>
<th>Females</th>
<th>Males</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>N1</td>
<td>7</td>
<td>9</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>N2</td>
<td>4</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>N1</td>
<td>2</td>
<td>6</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>N2</td>
<td>5</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>N1</td>
<td>1</td>
<td>2</td>
<td>26</td>
</tr>
<tr>
<td></td>
<td>N2</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S1</td>
<td>11</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>N1</td>
<td>0</td>
<td>1</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>S1</td>
<td>6</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>S1</td>
<td>8</td>
<td>10</td>
<td>18</td>
</tr>
</tbody>
</table>

7.2.2 General protocol

We presented three experimental tasks involving different novel objects and physical problems to the school children, examining different aspects of exploration. All of the children experienced all the conditions of all the experiments, but in a counterbalanced order. All of the experiments had controls for any side biases. The experiments were conducted in a quiet area just outside of the classroom.

The tasks were presented to the children as games and for each game they completed, they received a sticker, whether or not they ‘won’ the game (attained the goal of the task). In each task, their exploratory behaviour was recorded in detail according to the ethogram described in Appendix C. The time taken to attain the task goal in the first familiarisation trial and in each of
the test trials was recorded. In Experiments 2 and 3, the apparatus\footnote{Note that the term ‘apparatus’ is used interchangeably with ‘object’ in this chapter.} area/part touched first upon its presentation was also recorded. See subsection 7.2.4 and subsection 7.2.5 for details of what these apparatus areas were. There was little point to analyse this measure in Experiment 1, as, unlike Experiments 2 and 3, the key object property change in this experiment was invisible, so it would not be easily comparable (subsection 7.2.3).

We focussed on analysing the exploration data after the participant attained the task goal and constructed two general measures of exploration: the exploration duration and behavioural diversity (number of different exploratory behaviours) with each test apparatus. We did not analyse the exploration data before goal attainment, as here it would be difficult to distinguish between exploratory behaviours just for gaining information about the apparatus’ properties and goal-directed exploratory behaviour for gaining information about how to attain the task goal. For instance, an increase in exploratory behaviours in one of the covered conditions of Experiment 3 (subsection 7.2.5) could just be explained by the participants needing to perform more actions to attain the task goal in getting a marble out, rather than increased interest in the possible affordances posed by a covered apparatus.

In each experiment, the child was first told the goal of the game, then in the first familiarisation trial, they were asked to try to attain the goal and they were encouraged to play with the toys as much as they liked. Then, whether the child succeeded or failed at the goal, the experimenter always demonstrated the correct action to ensure understanding of the goal. A second familiarisation trial was then run (followed by two more in Experiment 3, see
subsection 7.2.5). Subsequently, the test trials followed; one for each condition (see each experiment’s details below). In-between the test trials, the experimental apparatus was prepared for the next condition out-of-sight of the participant, who was distracted to play with some popular classroom toys.

In each trial, the participant was allowed 30 seconds to attain the task goal, then 1 minute to explore the apparatus or for general play. If the child stopped interacting with the apparatus for more than 20 seconds before that time was up (e.g. out of boredom), this was noted and the experimenter moved onto the next trial. If the child did not attain the goal in a test trial, then any exploration after the 30 seconds was excluded from later analysis, but they were still allowed to play with the apparatus for the remaining minute and they still received a sticker. The experimenter then moved onto the next test trial as planned and continued recording from there.

7.2.3 Experiment 1: visible and invisible cues

Materials

The custom-made apparatus in this experiment was termed the ‘push-pull box’. This was a hollow black plastic box on four legs with a transparent perspex ‘window’ on one side. There was a large hole at the bottom of the box and two round holes, one at the top and one to the side of the box (Figure 7.2.1a). The other key part of the apparatus was a black plastic ball with two handles embedded on opposite sides of the ball (Figure 7.2.1b). There was a thin groove along the midline of the ball. There was a rubber O-ring embedded in the ball’s grey, round, plastic ‘socket’, which could fit into the ball’s groove, thus holding the ball in place. The socket attached to the box with double-sided Velcro (Manchester, USA), at either the side hole, or the
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Figure 7.2.1 – Photos of Experiment 1’s apparatus, the ‘push-pull box, used for testing the influence of visible and invisible cues on exploration in children. (a) The overall apparatus (18 x 11 x 16 cm); (b) The removable ball (with embedded handles 9 cm in length) and its associated socket (7 cm overall diameter; 3 cm hole diameter; 3 cm height), which was could be attached either to the top of the side of the box by double-sided Velcro (Manchester, USA). Depending on which side of the socket the ball was put through, the ball could only either be pushed through, or pulled out of the socket. This was due to an O-ring (4 mm) fitted inside the socket, which slotted into the groove around the ball’s midline and held it in place.

The socket was reversible and could be attached to the box by either its upper side or its lower side. However, when placed in the socket, the ball could physically only be pushed through the socket on one of these sides. On the other side, to remove the ball from the socket, it had to be pulled out. When the socket was attached to one of the box’s holes, the other hole was covered by a plastic disc, which was again held in place by Velcro. Two large colourful (yellow and pink) star-shaped stickers were stuck on this disc and the box’s side without a hole in it, to make the box look more exciting for the
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Figure 7.2.2 – A diagram of the conditions of Experiment 1 with the push-pull box on visible and invisible cues. The participants were all first familiarised with pushing the ball from the top of the box. Then they were presented with one of four conditions, which varied the novelty of the appearance (location of the ball/socket) and the action required (push/pull) to attain the ball. The blue arrows and words indicate the direction of the required action. The wording above each of the black arrows are the names of each of the conditions.

Protocol

This experiment investigated the relative potential influence of invisible changes (i.e. required action) and visible changes (i.e. location of object parts) in an
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object’s affordances on exploration. The goal of this task was to retrieve the ball from the box. The apparatus was first set up with the socket on the top of the box, so the ball could only be pushed down through the hole. First, for an understanding of transparency, the experimenter tapped both sides of the box. All of the children were first familiarised with pushing the ball from the top of the box, so it fell out through the hole at the bottom (Figure 7.2.2). Then they were presented with one of four conditions, where the appearance of the apparatus and the action required to get the ball out was varied:

• **control no change condition**, as the ball was still on top of the box and the same push action was required as in the familiarisation trials;

• **location change condition**, where same push action was required, but the ball was now at the side of the box;

• **action change condition**, where the ball was still on top of the box, but now it had to be pulled to get out of the box;

• **location-and-action change condition**, where the ball was now at the side of the box and it had to be pulled.

The key question was whether the participant’s exploration was more sensitive to the action change or to the location change. The script for this experiment is shown in Table 7.2.

7.2.4 Experiment 2: physical rules

Materials

The apparatus in this experiment was largely constructed out of a rectangular ring of multi-coloured pieces of Duplo® (Lego Group, Billund, Denmark), stuck to a cardboard base with double-sided tape, as shown in Figure 7.2.3.
Table 7.2 – Script for Experiment 1 on visible and invisible cues. For each trial for each condition, 30 seconds was allowed for task completion, then 1 minute was allowed for general exploration of apparatus.

1. “Let’s play a game with this toy. See that ball? [Ensure understanding] Can you remove the ball from this box? Play with the toy as much as you like.”

2. If successful: “Well done! Let me try... [Demonstration of required action for that condition] Can you retrieve the ball again?”

3. If failed: “Maybe you do it like this... [Demonstration of required action] Can you remove the ball from this box now? [After successful action]...and again?”

4. “Fantastic! Let me borrow this for a second, while you play with these toys.” (Change apparatus according to condition out of sight of the participant)

5. “Can you get the ball out of the box again? Play with the toy as much as you like.” (Repeat from step 4 for each of the four conditions)

6. “Well done! Here is your sticker. Would you like to play another game for another sticker?”

There was also a rigid, white cardboard tube and two Lego toy men (Billund, Denmark), who were stuck together at the feet by Araldite® (Huntsman Advanced Materials, Salt Lake City, USA).

The tube was of a length, that allowed it to fit snugly inside the Duplo ring, but a few fingers could easily fit in either side of the tube to lift it out. Lastly, there were two longer yellow Duplo blocks, which were removable from the rest of the apparatus. These were called the ‘distractor block’ and the ‘obstructing block’. When the obstructing block was placed over the tube, as shown in Figure 7.2.3, it was not possible to get the tube out, without first lifting the obstructing block off. There was not enough space around the tube to allow this to occur.
Figure 7.2.3 – A photo of the apparatus in Experiment 2 on physical rules, specifically object solidity. The entire apparatus was 22 x 13 x 5 cm, but the plastic white tube was 3 cm in diameter, 13 cm in length and 3 mm thick. The two yellow blocks (Duplo®, Lego Group, Billund, Denmark) on top were the distractor block and the obstructor block. Depending on the condition, the obstructor block either blocked the tube from being removed (on either the right or left side), or did not obstruct it. The Lego men were placed inside the tube.

Protocol

This experiment investigated whether individuals use physical rules (i.e. object solidity) or habituated action sequences (i.e. trial-and-error learning) to direct their exploration. The goal of this task was to get the toy men out of the tube, which was placed in the middle of the Duplo ring. A short storyline was created to make the game more interesting for the children. The toy men were space-men that had crash-landed their space-ship (the tube) in amongst some rocks (the Duplo pieces). It was made clear to the participants that they could touch or play with anything they liked (including the obstructor/distractor blocks). The familiarisation trials did not include the obstructing and distractor blocks, so the participant just had to pick up the tube, then tip it, for the men to fall out. When the obstructing and distractor blocks were introduced in the test trials, they were placed on top of the two
short ends of the Duplo rectangular ring (Figure 7.2.3). The distractor block never obstructed the tube, while the obstructing block did. The three conditions were as follows:

- **control no obstruction condition**, where the blocks are visible, each placed on the far ends of the ring, but not obstructing the tube;
- **left obstruction condition**, where the obstructing block was obstructing the tube towards the left end of the apparatus, and the distractor block was on the right end;
- **right obstruction condition**, where the obstructing block was obstructing the tube towards the right end of the apparatus, and the distractor block was on the left end.

Clearly, in the left and right obstruction condition, the obstructing block had to be first removed, before the toy men could be retrieved. The apparatus area touched first was recorded, whether it was the tube, obstructing block, distracting block, or another apparatus area (e.g. Duplo ring or cardboard base). The key question was whether the first response of the participant to an obstruction was to touch the goal, the tube, first (as if to follow through their previously familiarised sequence of actions), or if they touched the obstructing block first (as if to remove it). The script for this experiment is shown in Table 7.3.

### 7.2.5 Experiment 3: causal inferences

**Materials**

The custom-made plastic, grey apparatus in this experiment was termed the ‘plunger box’ and is shown in Figure 7.2.4. This was a rectangular box on
Table 7.3 – Script for Experiment 2 on physical rules. For each trial for each condition, 30 seconds was allowed for task completion, then 1 minute was allowed for general exploration of apparatus.

1. “Let’s play this game with this toy. This game is about space-ships! Fred and John are brothers and they are both space-men [Hold up Lego toy men]. One day they were flying in their space ship [Hold toy men within tube and ‘fly them around’], then they crashed - oh no! [Put tube in Duplo hole] Can you help free Fred and John from their space-ship? Play with them and anything else as much as you like.” (Obstructing and distractor blocks not present)

2. If successful: “Well done! Let me try... [Demonstration of required action for that condition] Can you free Fred and John again?”

3. If failed: “Maybe you do it like this... [Demonstration of required action] Can you free Fred and John now?...and again?”

4. “Fantastic! Let me borrow this for a second, while you play with these toys.” (Attach distractor and obstructing blocks to apparatus according to condition out of sight of the participant)

5. “Can you free Fred and John from their space-ship again? Play with them and anything else as much as you like.” (Repeat from step 4 for each of the three conditions)

6. “Well done! Here is your sticker. Would you like to play another game for another sticker?”

four legs and its two long sides are transparent perspex. The box had two chambers, separated by a solid divider down the middle, one chamber of which had a hole in the bottom. The box’s top was removable with a twisting motion, to allow the experimenter to put a marble in either chamber. Each marble was loosely secured in place by a small piece of Blu-Tack (Bostik, Paris-La Defense, France). Each of the box’s short ends were attached to a plunger, which could be pushed into the box. The dark grey apparatus was placed on a white piece of card for greater contrast, so the hole could be seen clearly. Six colourful star-shaped stickers were stuck to the box in arbitrary, but consistent, locations to make it seem more exciting for the children. Initially, the apparatus was presented to the children with both plungers fully
Figure 7.2.4 – A photo of Experiment 3’s apparatus, the ‘plunger box’, for testing the role of causal inferences in exploration. The overall dimensions were 22 x 13 x 15 cm, or 36 cm in length when plungers were fully extended. The marble in each chamber was 1 cm in diameter. There was a hole for a marble to fall down in only one of the two chambers (here shown in the left chamber when facing the apparatus). The experiment could remove the top side with a twist. A piece of cardboard, big enough to cover one of the chambers, was placed on either side of the transparent ‘windows’ in the covered conditions.

Protocol

This experiment investigated whether individuals use their knowledge about hidden items to direct their exploration. The goal of this task was to retrieve one of the marbles out of the box. The plungers could be pushed to move the marbles inside. As there was only a hole in one of the box’s chambers, the participant could only retrieve a marble out of that chamber. So it is this chamber that is the ‘object area directly related to the goal’ (see hypotheses in section 7.1). The participant was not permitted to twist off the box’s top (only three children attempted to).

Unlike the other two experiments, this experiment had four familiarisa-
tion trials: two where the hole was on the left side of the participant, and two where the hole was on the right side of the participant. Again, the order of these were counterbalanced across the participants. In the test trials, the black cardboard covers were introduced and the participants were told they could not touch the covers. The conditions varied where the covers were and on which side the hole was relative to the participant, as follows:

- **left control condition**, where both covers were stuck to the top of the box and the hole was on the left side of the participant;
- **right control condition**, which was the same as above, but on the right side;
- **left covered solid condition**, where the chamber with no hole was covered (the object area ‘indirectly related’ to the goal marble) and the hole was on the left side of the participant;
- **right covered solid condition**, which was the same as above, but on the right side;
- **left covered hole condition**, where the chamber with the hole was covered (the object area directly related to the goal marble) and the hole was on the left side of the participant;
- **right covered hole condition**, which was the same as above, but on the right side.

Clearly, when the hole was covered up, the child should causally infer that as they could see the chamber with no hole, then the covered chamber must contain the hole, so they must push the plunger next to the covered chamber. The apparatus area touched first was recorded, whether it was the correct plunger (next to the hole chamber), the wrong plunger (next to the solid chamber), or another (‘non-plunger’) area of the apparatus. The key question
Table 7.4 – Script for Experiment 3 on causal inferences. For each trial for each condition, 30 seconds was allowed for task completion, then 1 minute was allowed for general exploration of apparatus.

1. “Let’s play another game with this toy. See the marbles there? [Ensure understanding] Can you retrieve one of the marbles from this box? Play with the toy as much as you like”

2. If successful: “Well done! Let me try... [Demonstration of required action] Great I did it! Let me borrow this for a second, while you play with these toys [Out of sight of the participant, switch the side the hole is on facing the child round] Can you remove one of the marbles out of the box again?”

3. If failed: “Maybe you do it like this... [Demonstration of required action] Great I did it! Let me borrow this for a second, while you play with these toys [Out of sight of the participant, switch the side the hole is on facing the child round] Can you remove one of the marbles out of the box now?”

4. “Fantastic! Let me borrow this for a second, while you play with these toys.” (Switch the side the hole is on)

5. “Can you retrieval one of the marbles from the box again? Play with the toy as much as you like.” (Repeat from step 4 once more to finish the familiarisation trials)

6. “Now let’s put a small cover here and here. [Put the covers on the apparatus according to the condition] The new rule is you cannot touch these covers.”

7. “Can you retrieve one of the marbles from the box now? Play with the toy as much as you like.”

8. “Fantastic! Let me borrow this for a second, while you play with these toys.” (Move the covers on the apparatus according to the condition and repeat from step 7 for each of the six conditions)

9. “Well done! Here is your sticker. Would you like to play another game for another sticker?”

was which plunger the participant touched first, especially when the chamber with the hole was covered. The script for this experiment is shown in Table 7.4.

7.2.6 General developmental analysis

We were also interested if there were any effects of age on each of the factors measured above. Each experiment examined different aspects of exploration
Table 7.5 – The criteria for task goal attainment and the behavioural indicators for complex learning mechanisms in each experiment. The text in italics indicates simple learning mechanisms. The last column states the condition in each experiment that is the key criterion condition to observe for the behavioural indicators.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Task goal</th>
<th>Behavioural indicators</th>
<th>Key condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: visible and invisible cues</td>
<td>Get the ball out of the box</td>
<td>Explore action change more than location change (vs. location more than action)</td>
<td>(solely) action change</td>
</tr>
<tr>
<td>2: physical rules</td>
<td>Get the toy men out of the tube</td>
<td>Touch obstruction first (vs. touch tube first)</td>
<td>(left or right) obstruction</td>
</tr>
<tr>
<td>3: causal inferences</td>
<td>Get one of the marbles out of the box</td>
<td>Touch correct plunger first (vs. touch wrong plunger first)</td>
<td>(left or right) covered hole</td>
</tr>
</tbody>
</table>

and each asked a key question (see end of each experiment’s protocol section above). From this, we asked whether these together could form different qualitative stages of development. Firstly, within each experiment, the time taken to attain the task goal with age was analysed, both for the first familiarisation trial and for each of the test trials. Secondly, within each experiment, we analysed the effect of age on exploration time and on exploratory behaviour diversity (after task goal attainment).

Lastly, we investigated how the first behavioural response to an object property change may change with age. A quantitative between-task analysis was not run, as the tasks were so different from each other, but they were compared qualitatively. A within-task analysis was run on the percent-
age of children that whether certain behavioural indicators were displayed within that experiment with age (Table 7.5). The ‘task goal’ was what the participants were explicitly told and demonstrated by the experimenter, i.e. what they thought they had to do to ‘win the game’. Whereas, the behavioural indicators were the exploratory behaviour criterion that indicated the participant was using more complex learning mechanisms. If the participant performed the opposite behaviour criterion, this indicated they were using simpler learning mechanisms.

In Experiments 2 and 3, the behavioural criterion was when the participant touched the apparatus area highly relevant to the causal problem first, rather than the area less relevant to the causal problem. In Experiment 2, the causal problem was a solid obstruction, so the behavioural indicator was defined as: when the obstructing block was blocking the tube on its left or right side, then the participant touched the obstructing block first, rather than the tube. In Experiment 3, the causal problem was a hidden goal, so behavioural indicator was defined as: when the hole side of the apparatus was covered on the left or right side of the participant, then the participant touched the correct plunger first (next to the chamber with the hole), rather than the incorrect plunger. The criterion for Experiment 1 was slightly more complicated. The indicator here was when the participant (after the task goal had been attained) explored for longer when there had been an action change, rather than when there had been a location change. Exploration duration for the location-and-action change was discounted in this analysis.
7.2.7 Statistical methods

In each experiment, the time to attain the goal in the test trials and the exploration measures after the goal was attained (exploration duration and behavioural diversity) were analysed using a repeated measures General Linear Model. In each of these models, the experimental condition was included as a fixed factor, age was a random factor, and the possible interaction between the two was analysed. The assumptions of parametric methods (normality of error, homogeneity of variance and linearity) were confirmed from plots of coefficients versus fitted values. No transformations were required for these GLM models. All analyses were performed using Minitab® Statistical Software version 15.1.30. The probability level accepted for significance was $p < .05$.

Where significant effects were found and there were more than two levels within a factor, a series of post-hoc pair-wise Tukey tests were performed to find the source and direction of the significance. In all of the models, in addition to each experiment’s condition factors (detailed in their respective subsections above), the following factors were included to check whether they had an effect on the general exploration measures: sex, school, time of day tested, date tested and test-and-trial order.

The measure of the apparatus area touched first in Experiments 2 and 3 was analysed using chi-square tests. Any significant effects found for this measure were analysed through a series of post-hoc pair-wise chi-square goodness-of-fit tests with a Bonferroni correction.

In the general developmental analysis, the measure of the time taken to
attain the task goal in the first familiarisation trial was analysed using model I linear regression. The exception was the within-task analysis of the different behavioural indicators of the underlying mechanisms, as it did not meet parametric assumptions. Therefore, it was analysed using a repeated measures Friedman test, adjusted for ties. As the data used for this analysis was proportional, it was arcsine-squareroot transformed.

7.3 Results

In all of the experiments, there were no significant effects or interactions of sex, school, time of day tested, date tested, or test-and-trial order. There was no significant difference in task goal attainment times in the last familiarisation trial and the control test trial in all experiments.

7.3.1 Experiment 1: visible and invisible cues

Time to attain task goal in test trials

The type of object property change had a significant effect on the amount of time to attain the task goal (GLM: $F_{3,320} = 249.04; p < .001$; Figure 7.3.1; Table 7.6). Post-hoc tests revealed the time taken to attain the task goal was significantly lower in the control condition than all the other three conditions (Tukey: all $p < .001$). However, no significant differences were found between the conditions where some object property change took place (Tukey: location vs. action vs. location-and-action; all $p > .05$).

Exploration after goal attainment

Once the task goal was attained, the type of object property change had a significant effect on the amount of time spent exploring the apparatus (GLM:
Table 7.6 – A summary table outlining the three GLM models for the effects of type of object property change on: the time taken (in seconds) to attain the task goal (i.e. goal time); the time (in seconds) spent exploring the apparatus after goal attainment (i.e. exploration duration); and the behavioural diversity (number of different exploratory behaviours) after goal attainment in Experiment 1. Test-trial order (1–24), sex and school (3 IDs) were included in all three models as fixed factors, while time of day tested and date tested were included as covariates. Object property (no change, location, location-and-action, action) was a fixed factor and age (in months) was a random factor in the models.

<table>
<thead>
<tr>
<th>Factor</th>
<th>d.f.</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>goal time</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Object property</td>
<td>3</td>
<td>249.04</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>43</td>
<td>0.83</td>
<td>0.771</td>
</tr>
<tr>
<td>Object property × Age</td>
<td>129</td>
<td>0.96</td>
<td>0.607</td>
</tr>
<tr>
<td>Trial order</td>
<td>23</td>
<td>1.04</td>
<td>0.418</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>1.82</td>
<td>0.178</td>
</tr>
<tr>
<td>School</td>
<td>2</td>
<td>0.34</td>
<td>0.714</td>
</tr>
<tr>
<td>Time</td>
<td>1</td>
<td>0.44</td>
<td>0.507</td>
</tr>
<tr>
<td>Date</td>
<td>1</td>
<td>0.01</td>
<td>0.933</td>
</tr>
<tr>
<td>exploration duration</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Object property</td>
<td>3</td>
<td>37.95</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>43</td>
<td>1.32</td>
<td>0.100</td>
</tr>
<tr>
<td>Object property × Age</td>
<td>129</td>
<td>1.03</td>
<td>0.409</td>
</tr>
<tr>
<td>Trial order</td>
<td>23</td>
<td>1.36</td>
<td>0.135</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.00</td>
<td>0.998</td>
</tr>
<tr>
<td>School</td>
<td>2</td>
<td>0.81</td>
<td>0.446</td>
</tr>
<tr>
<td>Time</td>
<td>1</td>
<td>1.51</td>
<td>0.220</td>
</tr>
<tr>
<td>Date</td>
<td>1</td>
<td>2.26</td>
<td>0.135</td>
</tr>
<tr>
<td>no. different exploratory behaviours</td>
<td>3</td>
<td>46.63</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Object property</td>
<td>43</td>
<td>1.42</td>
<td>0.058</td>
</tr>
<tr>
<td>Object property × Age</td>
<td>129</td>
<td>0.33</td>
<td>0.333</td>
</tr>
<tr>
<td>Trial order</td>
<td>23</td>
<td>1.39</td>
<td>0.118</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>2.61</td>
<td>0.108</td>
</tr>
<tr>
<td>School</td>
<td>2</td>
<td>2.26</td>
<td>0.080</td>
</tr>
<tr>
<td>Time</td>
<td>1</td>
<td>3.70</td>
<td>0.056</td>
</tr>
<tr>
<td>Date</td>
<td>1</td>
<td>1.37</td>
<td>0.244</td>
</tr>
</tbody>
</table>

Significant variables are indicated in bold; \( n = 424 \) for all measurements.

\( F_{3,320} = 37.95; p < .01; \) Figure 7.3.2a) and on the diversity of exploratory behaviours performed on the apparatus (GLM: \( F_{3,320} = 46.63; p < .001; \) Figure 7.3.2b; Table 7.6). A series of Tukey post-hoc tests revealed the same pattern of results in exploration duration and behavioural diversity. The
7.3. Results

Figure 7.3.1 – A bar chart illustrating the time taken (in seconds) for the 106 children (aged 2–6 years) to attain the task goal in the test trials of each of Experiment 1’s conditions, looking at the effect of visible and invisible cues on exploration. The conditions were based on changes to the ‘push-pull box’ shown in Figure 7.2.2, where either the appearance of the apparatus (location of the ball and socket), or the action required to attain the goal (push or pull the ball) was varied. In each trial, 30 seconds was allowed to attain the task goal, then 1 minute for general exploration. The error bars reflect the standard-error-of-the-mean. The line over each pair of bars indicates a significant difference was found between that pair at either $p < .05$ (*), $p < .01$ (**) or $p < .001$ (***) (Tukey Test).

action change produced a significantly longer exploration time and greater behavioural diversity than the other three conditions (all $p < .001$). The control condition resulted in a significantly shorter exploration time and lower behavioural diversity than the location change and the combined location-and-action change ($p < .001$). However, there was no significant difference in the exploration duration and the behavioural diversity between the location change condition and the combined location-and-action change conditions ($p > .05$), although Figure 7.3.2 illustrates in both measures there was a tendency for the location-and-action change to be higher than the location change.
Figure 7.3.2 – Two bar charts showing the two general measures of exploration once the task goal had been attained in Experiment 1: (a) time (seconds) spent exploring the apparatus (b) behavioural diversity (number of different exploratory behaviours performed on the apparatus). The error bars reflect standard-error-of-the-mean. This figure caption corresponds to Figure 7.3.1.
### Table 7.7 – A summary table outlining the three GLM models for the effects of
an obstruction on: the time taken (in seconds) to attain the task goal (i.e. goal
time); the time (in seconds) spent exploring the apparatus after goal attainment
(i.e. exploration duration); and the behavioural diversity (number of different
exploratory behaviours) after goal attainment in Experiment 2. Test-trial order
(1–24), sex and school (3 IDs) were included in all three models as fixed factors,
while time of day tested and date tested were included as covariates. Obstruc-
tion (no obstruction and obstruction conditions) was a fixed factor and age (in
months) was a random factor in the models.

<table>
<thead>
<tr>
<th>Factor</th>
<th>d.f.</th>
<th>F</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>goal time</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obstruction</td>
<td>1</td>
<td>114.22</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Age</td>
<td>43</td>
<td>1.52</td>
<td>0.056</td>
</tr>
<tr>
<td>Obstruction × Age</td>
<td>43</td>
<td>0.58</td>
<td>0.975</td>
</tr>
<tr>
<td>Trial order</td>
<td>23</td>
<td>0.96</td>
<td>0.519</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>0.01</td>
<td>0.907</td>
</tr>
<tr>
<td>School</td>
<td>2</td>
<td>0.10</td>
<td>0.907</td>
</tr>
<tr>
<td>Time</td>
<td>1</td>
<td>0.00</td>
<td>0.976</td>
</tr>
<tr>
<td>Date</td>
<td>1</td>
<td>2.20</td>
<td>0.141</td>
</tr>
<tr>
<td>exploration duration</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obstruction</td>
<td>1</td>
<td>250.19</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Age</td>
<td>43</td>
<td>0.86</td>
<td>0.702</td>
</tr>
<tr>
<td>Obstruction × Age</td>
<td>43</td>
<td>0.85</td>
<td>0.723</td>
</tr>
<tr>
<td>Trial order</td>
<td>23</td>
<td>1.10</td>
<td>0.363</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>1.27</td>
<td>0.263</td>
</tr>
<tr>
<td>School</td>
<td>2</td>
<td>0.45</td>
<td>0.638</td>
</tr>
<tr>
<td>Time</td>
<td>1</td>
<td>0.48</td>
<td>0.491</td>
</tr>
<tr>
<td>Date</td>
<td>1</td>
<td>0.18</td>
<td>0.674</td>
</tr>
<tr>
<td>no. different exploratory behaviours</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obstruction</td>
<td>1</td>
<td>196.92</td>
<td>&lt; .001</td>
</tr>
<tr>
<td>Age</td>
<td>43</td>
<td>1.02</td>
<td>0.450</td>
</tr>
<tr>
<td>Obstruction × Age</td>
<td>43</td>
<td>0.65</td>
<td>0.943</td>
</tr>
<tr>
<td>Trial order</td>
<td>23</td>
<td>1.06</td>
<td>0.408</td>
</tr>
<tr>
<td>Sex</td>
<td>1</td>
<td>3.77</td>
<td>0.055</td>
</tr>
<tr>
<td>School</td>
<td>2</td>
<td>1.68</td>
<td>0.192</td>
</tr>
<tr>
<td>Time</td>
<td>1</td>
<td>0.22</td>
<td>0.637</td>
</tr>
<tr>
<td>Date</td>
<td>1</td>
<td>1.10</td>
<td>0.296</td>
</tr>
</tbody>
</table>

Significant variables are indicated in bold; \( n = 212 \) for all measurements.

### 7.3.2 Experiment 2: physical rules

#### Time to attain goal in test trials

The time taken to attain the goal was significantly higher in the obstruction
condition than in the no obstruction condition (GLM: \( F_{1,96} = 114.22; p < .001; \)}
Figure 7.3.3 – A bar chart illustrating the time taken (in seconds) for the children to attain the task goal in the test trials of each of Experiment 2’s conditions, looking at the effect of physical rules on exploration. The conditions were either when a obstruction blocked the goal, or it did not block it. This figure corresponds to Figure 7.3.1.

Apparatus area touched first

Whether the tube was being obstructed or not had a significant effect on the apparatus area touched first ($\chi^2 = 20.805, \text{d.f.} = 3, n = 212; p < .001$; Figure 7.3.4 and Table 7.8). A series of pair-wise chi-square goodness-of-fit tests (with a Bonferroni correction, where $\alpha = 0.027$) revealed, firstly, when there was no obstruction, the tube was touched by significantly more participants than all the other apparatus parts (obstructing block, distracting block, or other part; all $p < .001$). No other significant differences were found in this condition between either of the blocks and the other parts (all $p > .05$).
Table 7.8 – A chi-square test was performed on the number of participants who touched different areas of the apparatus first in each of Experiment 2’s conditions, where there was either no obstruction or there was an obstruction blocking the task goal. The apparatus areas are divided into the tube, obstructing block, distracting block, or another area. ‘O’ represents the observed counts, ‘E’ the expected counts, and ‘C’ the $\chi^2$ contributions.

<table>
<thead>
<tr>
<th></th>
<th>Tube</th>
<th>Obstructor</th>
<th>Distractor</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>O 59</td>
<td>22</td>
<td>21</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>E 50.00</td>
<td>34.00</td>
<td>14.50</td>
<td>7.50</td>
</tr>
<tr>
<td></td>
<td>C 1.620</td>
<td>4.235</td>
<td>2.914</td>
<td>1.633</td>
</tr>
<tr>
<td>Obstruction</td>
<td>O 41</td>
<td>46</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>E 50.00</td>
<td>34.00</td>
<td>14.50</td>
<td>7.50</td>
</tr>
<tr>
<td></td>
<td>C 1.620</td>
<td>4.235</td>
<td>2.914</td>
<td>1.633</td>
</tr>
</tbody>
</table>

$\chi^2 = 20.805, d.f. = 3, n = 212, p < .001$

Figure 7.3.4 – A histogram showing the apparatus area touched first in each of Experiment 2’s conditions, when there was no obstruction (white) and when there was an obstruction (grey) blocking the task goal. The apparatus is shown in Figure 7.2.3 and its areas are divided into the tube, obstructing block, distracting block, or another area (e.g. Duplo ring or cardboard base). The distractor block never obstructed the tube, while the obstructing block did. This figure corresponds to Figure 7.3.1, except that post-hoc tests were instead carried out using pair-wise chi-square goodness-of-fit tests with a Bonferroni correction ($a = 0.027$).
Secondly, however, when the obstructing block was placed on top of the tube, significantly more participants touched the obstructing block than when there was no obstruction ($\chi^2 = 8.47, \text{d.f.} = 1, n = 68; p = .004$). Moreover, both the obstructing block and the tube were touched by significantly more participants than the distracting block or the other apparatus parts (all $p < .001$). However, there was no significant difference in the number of participants that touched the obstructing block first and the number that touched the tube first ($\chi^2 = 0.29, \text{d.f.} = 1, n = 87; p = .592$).

**Exploration after goal attainment**

Once the task goal was attained, exploration time was significantly longer (GLM: $F_{1,96} = 250.19; p < .001$; Figure 7.3.5a) and there was a significantly greater diversity of exploratory behaviours (GLM: $F_{1,96} = 196.92; p < .001$; Figure 7.3.5b; Table 7.7) when there was an obstruction over the tube, than when there was no obstruction.

### 7.3.3 Experiment 3: causal inferences

**Task goal attainment in test trials**

Note this analysis only included participants who attained the goal within the allotted 30 seconds in all of the conditions. This was not an issue in the other experiments, where all of the participants attained the goals in the test trials. However, in this experiment, not all of the participants successfully retrieved a marble in the two covered conditions (so $n = 44$). Where the cover was placed on the apparatus had a significant effect on how long it took the children to attain the task goal of retrieving one of the marbles from the box (GLM: $F_{2,102} = 126.78; p < .001$; Table 7.9). As Figure 7.3.6 shows, the task goal took significantly longer to attain when the chamber with the hole was
Figure 7.3.5 – Two bar charts showing the two general measures of exploration once the task goal had been attained in Experiment 2: (a) time (seconds) spent exploring the apparatus (b) behavioural diversity (number of different exploratory behaviours performed on the apparatus). An obstruction either blocked or did not block the goal. This figure caption corresponds to Figure 7.3.1.
Table 7.9 – A summary table outlining the three GLM models for the effects of box side covered: the time taken (in seconds) to attain the task goal (i.e. goal time); the time (in seconds) spent exploring the apparatus after goal attainment (i.e. exploration duration); and the behavioural diversity (number of different exploratory behaviours) after goal attainment in Experiment 3. The first model only took account of the participants who attained the goal within the allotted 30 seconds in all of the conditions. Test-trial order (1–24), sex and school (3 IDs) were included in all three models as fixed factors, while time of day tested was included as a covariate. The date tested was included as another covariate in the last two models. Cover (no cover, solid side covered and hole side covered) was a fixed factor in the models. Age (in months) was included as a random factor in the last two models.

<table>
<thead>
<tr>
<th>Factor</th>
<th>d.f.</th>
<th>Factor</th>
<th>d.f.</th>
<th>Factor</th>
<th>d.f.</th>
</tr>
</thead>
<tbody>
<tr>
<td>goal time</td>
<td></td>
<td>Cover</td>
<td>2</td>
<td>126.78</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trial order</td>
<td>23</td>
<td>1.03</td>
<td>0.436</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sex</td>
<td>1</td>
<td>1.15</td>
<td>0.285</td>
</tr>
<tr>
<td></td>
<td></td>
<td>School</td>
<td>2</td>
<td>0.15</td>
<td>0.858</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Time</td>
<td>1</td>
<td>2.04</td>
<td>0.156</td>
</tr>
<tr>
<td>exploration duration(\oplus)</td>
<td></td>
<td>Cover</td>
<td>2</td>
<td>300.13</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Age</td>
<td>43</td>
<td>1.05</td>
<td>0.404</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cover × Age</td>
<td>86</td>
<td>0.86</td>
<td>0.774</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trial order</td>
<td>23</td>
<td>0.60</td>
<td>0.926</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sex</td>
<td>1</td>
<td>0.38</td>
<td>0.539</td>
</tr>
<tr>
<td></td>
<td></td>
<td>School</td>
<td>2</td>
<td>0.77</td>
<td>0.465</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Time</td>
<td>1</td>
<td>0.28</td>
<td>0.598</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Date</td>
<td>1</td>
<td>0.04</td>
<td>0.849</td>
</tr>
<tr>
<td>no. different exploratory behaviours(\oplus)</td>
<td></td>
<td>Cover</td>
<td>2</td>
<td>179.04</td>
<td>&lt; .001</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Age</td>
<td>43</td>
<td>0.64</td>
<td>0.955</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cover × Age</td>
<td>86</td>
<td>1.26</td>
<td>0.098</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trial order</td>
<td>23</td>
<td>1.01</td>
<td>0.455</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sex</td>
<td>1</td>
<td>0.93</td>
<td>0.337</td>
</tr>
<tr>
<td></td>
<td></td>
<td>School</td>
<td>2</td>
<td>0.39</td>
<td>0.675</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Time</td>
<td>1</td>
<td>3.19</td>
<td>0.076</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Date</td>
<td>1</td>
<td>0.23</td>
<td>0.715</td>
</tr>
</tbody>
</table>

Significant variables are indicated in bold. \(\ominus n = 132\)
\(\oplus n = 318\)
7.3. Results

Figure 7.3.6 – Time taken to attain goal in test trials of Experiment 3’s conditions. A bar chart illustrating the time taken (in seconds) for the children to attain the task goal in the test trials of each of Experiment 3’s conditions, looking at the effect of causal inferences on exploration. Experiment 3’s apparatus was the ‘plunger box’ shown in Figure 7.2.4. The conditions varied the location of the covers on the plunger box, so either placed in a control location on top of the box (‘no cover condition’), over the side with a hole for a marble to fall out, or over the side without a hole (‘solid side’). This figure corresponds to Figure 7.3.1.

covered, than when the solid chamber was covered, or than the control, when neither chamber was covered (Tukey: both $p < .001$). Additionally, when the solid chamber was covered, the goal attainment time was significantly longer than the control condition (Tukey: $p < .001$).

Apparatus area touched first

The side the cover was on had a significant effect on the apparatus area first touched ($\chi^2 = 56.335$, d.f. = 4, $n = 318$; $p < .001$; Figure 7.3.7; Table 7.10). A series of pair-wise chi-square goodness-of-fit tests (with a Bonferroni correction, where $\alpha = 0.023$) revealed, firstly, when there was no cover (control
Table 7.10 – A chi-square test was performed on the number of participants who touched different areas of the apparatus first in each of Experiment 3’s conditions, where there was either no cover, a cover over the solid side, or a cover over the hole side of the apparatus. The apparatus areas are divided into the correct plunger (next to the hole side), the wrong plunger (next to the solid side), and the non-plunger area. ‘O’ represents the observed counts, ‘E’ the expected counts, and ‘C’ the $\chi^2$ contributions.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Correct</th>
<th>Wrong</th>
<th>Non-plunger</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>O 78</td>
<td>12</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>E 51.67</td>
<td>28.00</td>
<td>26.33</td>
</tr>
<tr>
<td></td>
<td>C 13.422</td>
<td>9.143</td>
<td>4.055</td>
</tr>
<tr>
<td>Solid</td>
<td>O 47</td>
<td>23</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>E 51.67</td>
<td>28.00</td>
<td>26.33</td>
</tr>
<tr>
<td></td>
<td>C 0.422</td>
<td>0.893</td>
<td>3.549</td>
</tr>
<tr>
<td>Hole</td>
<td>O 30</td>
<td>49</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>E 51.67</td>
<td>28.00</td>
<td>26.33</td>
</tr>
<tr>
<td></td>
<td>C 9.086</td>
<td>15.750</td>
<td>0.017</td>
</tr>
</tbody>
</table>

$\chi^2 = 56.335, \text{d.f.} = 4, n = 318, p < .001$

condition), significantly more participants touched the correct plunger first (on the hole side), rather than the wrong plunger or another area of the apparatus (both $p < .001$). In this condition though, there was no significant difference between the number of participants that touched the wrong plunger first and the number of participants that touched another (non-plunger) area of the apparatus first ($\chi^2 = 0.57, \text{d.f.} = 1, n = 28; p = .450$).

Secondly, however, in the condition where the solid chamber was covered (i.e. the marble next to the hole was showing), significantly more children touched a non-plunger area of the apparatus first than in the control condition ($\chi^2 = 7.69, \text{d.f.} = 1, n = 52; p = .006$). Within this condition, the only significant difference was between those that touched the correct plunger first
Figure 7.3.7 – A histogram showing the apparatus area touched first in each of Experiment 3’s conditions, when there was no cover, a cover over the solid side, or a cover over the hole side of the apparatus shown in Figure 7.2.4. The apparatus areas are divided into the correct plunger (next to the hole side; dark grey), the wrong plunger (next to the solid side; light grey), or a non-plunger area (white). This figure corresponds to Figure 7.3.1, except that post-hoc tests were instead carried out using pair-wise chi-square goodness-of-fit tests with a Bonferroni correction (α = 0.023).

and those that touched the wrong plunger first ($\chi^2 = 8.23$, d.f. = 1, $n = 70$; $p = .004$).

Lastly, in the condition where the chamber with the hole was covered, significantly more children touched the wrong plunger first than in either of the other conditions (both $p < .001$). Also, within this condition, the number touching the wrong plunger was significantly higher than those who touched a non-plunger area of the apparatus first ($\chi^2 = 6.37$, d.f. = 1, $n = 76$; $p = .012$) and (nearly significantly) higher than those who touched the correct plunger first ($\chi^2 = 4.57$, d.f. = 1, $n = 79$; $p = .033$). There was no significant difference
found between these latter two groups ($\chi^2 = 0.16$, d.f. = 1, $n = 57$; $p = .691$).

**Exploration after goal attainment**

Once the task goal was attained, the side of the box covered had a significant effect on the amount of time spent exploring the apparatus (GLM: $F_{2,158} = 300.13$; $p < .001$; Figure 7.3.8a; Table 7.9) and the diversity of exploratory behaviours performed on the apparatus (GLM: $F_{2,158} = 179.04$; $p < .001$; Figure 7.3.8b). A series of Tukey post-hoc tests revealed the same pattern of results in both exploration duration and behavioural diversity, where there were significant differences between all the conditions (all $p < .001$). The most exploration occurred when the chamber with the hole was covered, followed by when the solid chamber was covered, and the least exploration occurred when there was no cover at all.

**7.3.4 General developmental analysis**

**Task goal attainment on first familiarisation trial**

We analysed the age of the child with their time taken to attain the task goal on the first familiarisation trial within each experiment. In each experiment, there was a significant relationship between age and the goal attainment time (linear regression: Expt. 1, $F_{1,104} = 251.05$, $p < .001$, $R^2 = 0.71$; Expt. 2, $F_{1,104} = 66.44$, $p < .001$, $R^2 = 0.39$; Expt. 3, $F_{1,104} = 57.89$, $p < .001$, $R^2 = 0.36$; Table 7.11).

As the children became older, they took a shorter amount of time to attain the task goal. From Figure 7.3.9, we can see the causal inferences task (Experiment 3) seemed to be the hardest task to solve, whereas the obstruction task (Experiment 2) seemed to be the simplest to solve.
Figure 7.3.8 – Two bar charts showing the two general measures of exploration once the task goal had been attained in Experiment 3: (a) time (seconds) spent exploring the apparatus (b) behavioural diversity (number of different exploratory behaviours performed on the apparatus). There was either no cover, or a cover over the solid side or the hole side of the apparatus shown in Figure 7.2.4. This figure caption corresponds to Figure 7.3.1.
Table 7.11 – A summary table outlining the linear regression models for the relationship between age (in months) and the time taken to attain the task goal on the first familiarisation trial within each experiment.

<table>
<thead>
<tr>
<th>Expt. no.</th>
<th>Factor</th>
<th>Coefficient</th>
<th>T</th>
<th>S</th>
<th>R²</th>
<th>d.f.</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Constant</td>
<td>36.847 (1.289)</td>
<td>28.58</td>
<td>0.71</td>
<td>0.71</td>
<td>1</td>
<td>251.05</td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td>-0.375 (0.024)</td>
<td>-15.84</td>
<td>0.71</td>
<td>0.71</td>
<td>1</td>
<td>251.05</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>4.019</td>
<td>0.71</td>
<td>0.71</td>
<td>0.71</td>
<td>1</td>
<td>251.05</td>
</tr>
<tr>
<td>2</td>
<td>Constant</td>
<td>19.744 (1.160)</td>
<td>17.03</td>
<td>0.39</td>
<td>0.39</td>
<td>1</td>
<td>66.44</td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td>-0.173 (0.021)</td>
<td>-8.15</td>
<td>0.39</td>
<td>0.39</td>
<td>1</td>
<td>66.44</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>3.614</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
<td>1</td>
<td>66.44</td>
</tr>
<tr>
<td>3</td>
<td>Constant</td>
<td>34.380 (1.242)</td>
<td>27.69</td>
<td>0.36</td>
<td>0.36</td>
<td>1</td>
<td>57.89</td>
</tr>
<tr>
<td></td>
<td>Age</td>
<td>-0.173 (0.021)</td>
<td>-7.61</td>
<td>0.36</td>
<td>0.36</td>
<td>1</td>
<td>57.89</td>
</tr>
<tr>
<td></td>
<td>Regression</td>
<td>3.870</td>
<td>0.36</td>
<td>0.36</td>
<td>0.36</td>
<td>1</td>
<td>57.89</td>
</tr>
</tbody>
</table>

Standard errors are reported in parentheses; *p* < .001 for all measurements.

Figure 7.3.9 – A scatter plot illustrating the time taken to attain the task goal on the first familiarisation trial of all three experiments against age (2–6.5 years). The data for Experiment 1 is represented by the blue squares; Experiment 2 by the red diamonds; and Experiment 3 by the yellow triangles. A linear regression line has been plotted for each experiment in their respective colours: Expt. 1 $R^2 = 0.71$; Expt. 2 $R^2 = 0.39$; Expt. 3 $R^2 = 0.36$. 
Task goal attainment on test trials

There was no significant age effect on the time taken to attain the goal in the test trials of Experiment 1 (GLM: $F_{43,320} = 0.83; p > .05$; Table 7.6), or of Experiment 2 (GLM: $F_{43,96} = 1.52; p > .05$; Table 7.7). Due to the large number of younger participants excluded from Experiment 3’s analysis (subsection 7.3.3), age effect on task goal attainment in this experiment’s test trials was not analysed.

Exploration after goal attainment

There was no significant age effect on time spent exploring the apparatus after the task goal was attained in the test trials of Experiment 1 (GLM: $F_{43,320} = 1.32; p > .05$; Table 7.6), Experiment 2 (GLM: $F_{43,96} = 0.86; p > .05$; Table 7.7), and Experiment 3 (GLM: $F_{43,158} = 1.05; p > .05$; Table 7.9). No significant age effects were found for behavioural diversity in the test trials of either Experiment 1 (GLM: $F_{43,320} = 1.42; p > .05$; Table 7.6), Experiment 2 (GLM: $F_{43,96} = 1.02; p > .05$; Table 7.7), or Experiment 3 (GLM: $F_{43,158} = 0.64; p > .05$; Table 7.9).

Behavioural indicators of underlying mechanisms

A Friedman analysis (adjusted for ties) was conducted on the proportion of children that displayed the indicators at each experiment at each month of age. This analysis found both a significant effect of the age at which children displayed the indicators in the experiments (Friedman: $S_{53} = 98.27; p < .001$), and a significant effect of the experiment type that the children displayed the indicator in (Friedman: $S_{2} = 58.21; p < .001$; Table 7.12).

Figure 7.3.10 illustrates how indicator display within each experiment
Table 7.12 – A summary table outlining the Friedman analysis on the proportion of children that displayed the behavioural indicators for underlying simple and complex learning mechanisms at each experiment at each month of age. This proportional data was arcsine-squareroot transformed.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Grand median</th>
<th>d.f.</th>
<th>S (adj.)</th>
<th>S (adj.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>60.68</td>
<td>53</td>
<td>60.42</td>
<td>31.26</td>
</tr>
<tr>
<td>Experiment</td>
<td>71.75</td>
<td>2</td>
<td>98.27</td>
<td>58.21</td>
</tr>
</tbody>
</table>

◊ p = 0.225 □ p < .001

Figure 7.3.10 – Developmental curves for the behavioural indicators of underlying learning mechanisms being displayed in Experiment 1 (red plus data-points), Experiment 2 (green cross data-points), and Experiment 3 (blue star data-points). Cumulative frequency lines have been added for each experiment to guide the eye, each fitted using least-squares.
7.4. Discussion

The three aspects of exploration we tested seem to occur consecutively in development. We found children explored more when there were invisible changes in an object, as opposed to more visible changes. Also they explored more when a solid obstruction across a task goal was introduced. Further, as the children became older, they increasingly touched the obstruction first, rather than another area of the apparatus. Children further seemed to utilise previous knowledge and explored more when an object was hidden. In studying the exploratory behaviour in these different contexts, we can begin to discuss two related points. Firstly, how the different underlying learning mechanisms of children change with age and what they are. Secondly, we can consider how varying the type of problem affects the strategy they employ to gather different types of information.

7.4.1 Visible and invisible cues

In Experiment 1, as hypothesised, children explored for longer and performed a wider diversity of exploratory behaviours when there was an invisible change in the action required to get the ball out of the box. This was relative to when the ball visibly changed location from the top to the side of the box, and even when there was a combined location-and-action change. However, in disagreement with our hypotheses, there was no significant difference in
both exploration measures between the combined location-and-action and just the location change conditions, although a slight trend was observed (Figure 7.3.2). Any change in the apparatus did result though in a longer time to retrieve the ball from the box, as hypothesised. This last finding is to be expected, as once the child realised they could not follow through with their previously learned action sequence, naturally they then took longer to work out how to solve the same problem in a different way.

This suggests children are more sensitive, or at least more interested, in invisible changes in an object, rather than visible changes. The invisible change in this case was the action required (afforded) by the apparatus to retrieve the ball from the box, from a push action to a pull action. Greater exploration occurred once the ball was attained, perhaps to discover why this change had occurred, while the initial appearance of the apparatus remained the same. On the other hand, a location change, while still interesting (as it still produced more exploration than no change at all), does not necessarily alter the functional properties of the apparatus. Nonetheless, the visible cues were more important to the children’s exploration than we predicted, as it is intriguing there was no real difference between the visible location change and the combined visible and invisible location-and-action change. Perhaps this is because a visible change cues the child to expect that an affordance change is likely to have also occurred. Whereas, in solely the action change condition, there was no such visible cue, so when it was discovered an invisible change had taken place, it is was unexpected.

It is a common finding across the animal kingdom that any change in the environment produces more exploration (reviewed in Power, 2000). Devel-
opmental psychologists frequently take advantage of this phenomenon by creating impossible causal events in the expectancy violation procedure (e.g. in Hood et al., 2000). Perone et al. (2008) found children focus their exploration more on action changes, rather than changes in appearance. They argued this was because actions performed on an object provide more information about its affordances and function. It could also help children categorise objects, which, in turn, is important for forming different internal causal representations about the world (Arriola-Rios et al., 2013).

Even infants have been shown to be sensitive to different object categories through their exploration (e.g. Oakes et al., 2012). Schulz et al. (2008) demonstrated how children explore an unexpected, within-category change more than an expected between-category change. In our study, the within-category change could be argued to be the action change, while the between-category change could be argued to be the combined location-and-action change. However, we must be careful with interpreting an action change producing more exploration because of its potential functional properties. So further studies are needed to disambiguate the reasons for why children explored more in this kind of problem-solving context.

7.4.2 Physical rules

Consistent with our hypotheses of the second experiment, when an obstruction was introduced to block the goal (rather than when just present but not blocking), children explored for longer and displayed a wider variety of exploratory behaviours once they attained the goal. The obstruction also induced a longer time to attain the goal in the test trials that, as in the first experiment, is not very surprising (subsection 7.4.1). Finally, again in accord-
ance with our hypotheses, when there was no obstruction, the tube (which contained the goal) was touched first, as the children had learned in the previous familiarisation trials. Whereas, once the obstruction actually blocked the tube, a greater number of children touched the obstruction itself first than in the no-obstruction condition. However, contrary to our hypotheses, an equal number of children still touched the tube first in this obstruction condition.

When presented with an obstruction, if an individual is using simple learning mechanisms to obtain the goal, then it is likely the individual will try to do the same action sequence they had previously learned in the familiarisation trials (touch the tube first). Whereas if they have existing knowledge or an ‘internal rule’ about object solidity (Spelke, 2000), then they are more likely to explore the obstruction first, to try to find a solution to obtaining the same goal. There may be a longer latency to the first exploration bout as they try to ‘reason’ through the problem, but we did not analyse this. The finding, that greater exploration occurred in the obstruction condition after they attained the goal, is further evidence that some sort of object solidity rule is aiding their causal learning*.

However, approximately half the children still touched the tube first even in the obstruction condition, which points to simpler, trial-and-error learning mechanisms. This may just be because a physical rule has not been acquired yet in their development, which indeed seems to be the case, as discussed later in subsection 7.4.4. Alternatively, perhaps these children did have the conceptual capacity to understand the causal implications of the obstructing block, but were not able to exercise full inhibitory control* (Simpson and
Riggs, 2007; Simpson et al., 2012). To be able to stop impulsive, prepotent responses (e.g. if extensively reinforced) is pivotal to successful problem-solving, and so it has been the interest of developmental psychologists and animal cognitive scientists alike (e.g. Hood et al., 2006; Vlamings et al., 2010). It fully develops between 3 to 5 years of age (e.g. Gerstadt et al., 1994), which relates to a significant portion of our sample size. It should also be noted the exploratory focus was on the obstructing block, rather than the identical distracting block, so it was not just the presence of the block that caused more exploration.

Such a solidity rule would be important not just for human children to develop, but for a range of animal species (Kundey et al., 2010). It would aid them, for instance, in navigating around obstacles, being vigilant against hidden predators, or finding embedded food items. These constants in the world are fairly predictable (Arriola-Rios et al., 2013). So they can be genetically encoded (Dittrich et al., 1998; Spelke, 2003; Csibra and Gergely, 2007; Taylor et al., 2010; Withagen et al., 2012), then built on and refined within an individual’s lifetime (e.g. in other great apes; Cacchione et al., 2009; Cacchione and Call, 2010). While it is generally agreed that such rules are present in human children, the details are still under debate (e.g. Karmiloff-Smith, 1995; Hood et al., 2000; Baillargeon, 2002).

Moreover, the children who touched the tube first, may have simply been exploring whether the tube could still move freely enough to allow it to be removed anyway, such as up the sides – although this was not possible. Another issue is that these children may have been afraid to change anything about the apparatus that the experimenter changed.
7.4.3 Causal inferences

In our last experiment, in accord with our hypotheses, children took longer to attain the task goal, longer to explore once they attained it, and performed a greater diversity of exploratory behaviours when certain areas of the apparatus were covered, than when there was no cover. All these effects were even more pronounced when the apparatus' chamber with the hole in it (directly related to the goal) was covered, rather than the chamber that was solid and had no hole (indirectly related to the goal) was covered. Lastly, as hypothesised, the location of the cover had a significant effect on the apparatus area touched first. Specifically, first with no cover, more children touched the correct plunger first as they had in the familiarisation trials. However, when the cover was introduced but the hole could still be seen, more children touched a non-plunger area first than in the last condition, but even more children still touched correct plunger first. Whereas, when the hole was hidden, most children touched the wrong plunger first. In this condition, approximately the same number of children touched a non-plunger as those who touched the correct plunger first.

These results suggest children use their previous knowledge and explore more when objects are hidden. This may have been prompted by uncertainty in the missing or ambiguous information present (Inglis, 1983; Beck et al., 2008; Bonawitz et al., 2012a; Arriola-Rios et al., 2013). Some of the children clearly had some difficulty though when the hole was covered. This may point towards an ‘out-of-sight, out-of-mind’ error, but an understanding of object permanence* has been shown to exist in infants as young as 3-months-old (e.g. Baillargeon and DeVos, 1991). Therefore, like in Experiment 2 (subsection 7.4.2), it is more probable some of the children had deficits in
inhibitory control, especially as this was essentially a binary task. The goal was ‘retrieve one of the marbles from the box’, so if one of the marbles was visible, it would be especially hard for the child to resist the impulse to try out the wrong plunger first.

Alternatively, it may be because some of the children did not yet have the ability to causally infer; i.e. ‘if the chamber showing has no hole, then the hole must be in the hidden chamber, so I must press the plunger next to the hidden chamber’. However, this capacity has again been displayed by very young children in other studies (e.g. Das Gupta and Bryant, 1989). Causal inferences have been shown to be central to problem-solving abilities and to influence exploratory behaviour (Schulz, 2012). A future study should analyse what exploratory behaviour sequences children of different ages exhibit in such contexts. For instance, perhaps younger children are more perseverative* in their actions (e.g. Stahl and Pry, 2005), which could indicate more trial-and-error learning mechanisms at work.

Nonetheless, it is compelling that many of our participants touched a non-plunger area first when a cover was introduced – even more than the wrong plunger in the hole-covered condition. Perhaps the exploration results in this experiment reveal children often note a causally important change has occurred and so they widen their strategy, such as in what areas they attend to. Therefore, it would be interesting to analyse more specifically what non-plunger parts they explored and how they explored them. Further conditions could also be designed, such as covering up only part of each chamber. Then other measures could be recorded, such as which perspectives the child uses in exploring different sides of the apparatus in different conditions.
7.4.4 General developmental analysis

Generally, the time taken to solve each task’s goal in the first familiarisation trial decreased with age, which agrees with our hypotheses. Experiment 2 seemed to be easier to solve than Experiments 1 and 3, the latter of which was the most complex. However, we found no similar effect of time for attaining the task goal in the test trials. A second effect, against our hypotheses, was that no developmental effect was found for behavioural diversity. There was no effect of age on exploration time either, which was predicted. Lastly, we would like to tentatively suggest we found each aspect of the exploration measured by each of the experiments seemed to occur consecutively in development. All the children displayed the behavioural indicator (potentially for complex learning mechanisms) in Experiment 1 by 2 years old, in that they explored the action change more than the location change. Then from 4 years of age, in Experiment 2 they touched the obstruction first. Finally in Experiment 3, all children aged 5 years or older touched the correct plunger first, even when the hole was covered.

The exploring individual should seek out information to reinforce, evolve and, where possible, prove or disprove its current internal representations, particularly if its expectations are violated, such as in some of the tasks in our study (Chappell et al., 2012). Exploration has been shown to be made up of different underlying constructs (e.g. McReynolds et al., 1961; Vandenberg, 1984), and the idea of distinct cognitive domains is not a new one (e.g. Fodor, 1983; Karmiloff-Smith, 1995; Carruthers, 2006; Callebaut and Rasskin-Gutman, 2005; Shettleworth, 2012). Each domain may involve information being processed in different ways (Arriola-Rios et al., 2013). Different exploration domains are often interleaved, such as in alternating between eating
and playing with food. This allows knowledge of different domains to develop roughly in parallel (Bushnell and Boudreau, 1993). Then, when switching domains, the individual is able to group bits of information together according to the current domain involved (Demery et al., 2010).

For those domains not developed in parallel, certain abilities may only come online much later in life. Competences gained at one developmental stage, can later be revised or transformed at a later developmental stage (Karmiloff-Smith, 1995). Depending on the individual’s needs and competences, a specific, relevant subset of experiences allow specific, relevant features of its ecological niche to be captured (e.g. von Bayern et al., 2009). We believe there is continual extension of these ‘information blocks’ throughout the individual’s life (Demery et al., 2010; Chappell et al., 2012; Arriola-Rios et al., 2013). At different developmental stages, a human child likely takes in different aspects of the same overheard conversation, or different aspects of the operation of the same tool, then later adapts accordingly (see discussion in Sloman, 2010).

However, it is not clear whether the displayed behavioural indicators in each of our experiments is due to the development of different exploration domains, or due to increasing task complexity. The latter explanation is suggested by our other finding of goal attainment time shown in Figure 7.3.9. We cannot say for sure, for instance, how exactly the structure of exploration changes from one developmental stage to the next, or how each domain apparently reflected in each experiment interact with each other. It is also questionable whether we can really compare each of these experiments using this measure (on one graph as in Figure 7.3.10). The criterion for these
behavioural indicators in each task was quite a subjective judgement, even if it was supported by logical reasoning and previous work (Table 7.5; section 7.1). Nonetheless, our findings do have compelling implications, not just from a developmental perspective, but also from an information-processing perspective, warranting further investigation.

The absence of an age effect, found for exploratory behavioural diversity and exploration duration in all of the tasks, may just be due to too small a sample size in each age group. It may be advantageous to increase the time allowed to explore the apparatus in future work. Alternatively, perhaps the three sets of apparatus simply had limited affordances, which restricted the number of actions they provided for. For a better comparison across the tasks, a more standardised measure of behavioural diversity should be used, as each set of apparatus afforded different types of actions and, potentially, a different number of actions. Alternatively, as suggested above in subsection 7.4.3, perhaps analysing different exploratory behaviour sequences would be a better measure.

It is also important to remember development does not stop at sexual maturity. Human adults continually learn and refine their hypotheses about how the world works throughout their lives (Rheingold, 1985; Demery et al., 2010; Arriola-Rios et al., 2013). So the field would benefit from more studies on adult exploration.

7.4.5 Comparison to parrot exploration

Traditionally, the methodological approach for studying cognitive development in human and non-human animals has been very different, but a com-
parative approach can be very informative, especially if a bottom-up approach is taken (de Waal and Ferrari, 2010; Chittka et al., 2012). Buchsbaum et al. (2012) believe humans’ extended altricial period* has allowed us to become particularly flexible* exploratory learners and great causal inferers. They argue other animals rely on simpler learning mechanisms and only a few have developed highly specialised complex learning abilities for solving problems specific to their ecological niche, such as the food-caching western scrub jay (*Aphelocoma californica*; Raby et al., 2007). Nonetheless, several animals living in dynamic environments do display quite sophisticated cognitive capacities (e.g. Huber and Gajdon, 2006), arguably to the same degree of flexibility as in humans.

Although from quite different ecological niches, both parrots and humans are animals that have evolved in risky, ever-changing environments. It is advantageous for both to develop efficient information gathering and processing mechanisms. As described in chapter 6, we conducted a series of behavioural tests on the highly exploratory kakariki (*Cyanoramphus novaeezelandiae*) using a similar protocol to this study, but only using simple objects. Like the children in Experiment 1 (subsection 7.4.1), kakariki explored more and performed a wider diversity of exploratory behaviours when there were invisible, functional changes in an object, rather than visible changes.

Kakariki and children may be accomplishing these similar tasks using qualitatively different mechanisms (Demery et al., 2010; Chappell et al., 2012; Arriola-Rios et al., 2013). Our brains may allow us to solve more advanced tasks quicker than a kakariki (e.g. making tools), but a kakariki may outperform us in other domains (e.g. navigating through a canopy).
7. EXPLORATORY LEARNING STRATEGIES IN HUMAN CHILDREN

7.4.6 Summary

We exploited the strong exploratory tendencies of human children, by presenting them with three tasks involving different novel objects and physical problems, to provide a window into the mechanisms and strategies they used in causal learning. As with a previous series of comparative experiments with parrots, we found individuals pay more exploratory attention to invisible changes than visible changes in an object. Moreover, children are sensitive to physical principles governing the behaviour of objects, such as when they detect an obstruction, they direct their exploration accordingly to find a solution. They similarly seem to utilise exploration to gather information about hidden items.

Lastly, we would like to tentatively suggest each of these experiments has measured different exploratory domains, which seem to fully come ‘online’ at different stages of cognitive development. Each of these exploratory domains could be argued to map onto each of the consecutive stages of our Three-stage Theory of Exploration (Demery et al., 2010; Arriola-Rios et al., 2013). Experiment 1 looked at the possible sensory predispositions a child may have to the visible and invisible cues in an object, which would be important for directing exploration in the first stage. This is when the child is forming hypotheses about the world. Experiment 2 focussed on the physical rules a child may have for understanding how the world works, which we described as being integral to the second stage. This is when the child is testing their hypotheses about the world using targeted exploratory behaviours. Finally, Experiment 3 investigated causal inferences, which can be used in the final stage to abstractly fill in the gaps of knowledge. This is when the child is refining and extending their hypotheses about the world, which continues
throughout life.

Kakariki certainly seem to complete the first stage of exploration (i.e. sensitivity to visible and invisible cues), as well as elements of the second stage (e.g. exploration directed by unexpected changes, but not physical rules like in this study; chapter 6). Comparatively, in this study we have found evidence human children – at least certainly from 5 years-old and within these domains – complete the final stage of our theory, as well as the first two. There are aspects of the theory that we have not yet investigated, such as meta-cognition and learning generalisation. We have barely begun to understand how exploration can support different individuals’ learning about the world around them. Many more studies are needed to verify the Three Stage Theory of Exploration, and to extend our findings to other species and other environmental contexts.
Conclusions

This thesis has taken a multi-faceted approach to understanding information-processing in animals, particularly the parrot. It considered how the sensorimotor system can be adapted for exploration and how the environmental information it gathers impacts it. This led to a reflection on how the animal may have different cognitive adaptations for exploratory learning to solve different environmental problems. This was investigated through a series of comparative behavioural experiments, using both parrots and human children.

Firstly, in considering the sensorimotor adaptations for exploratory learning, it was found that parrot visual fields are unlike any other birds’ measured to date, and seem to be tightly integrated with the haptic perception provided by the bill tip organ (chapter 2). Parrots also seem to be strongly lateralised, both visually and motorically (chapter 3 and chapter 4). Psittacine exploration was divided into two broad phases: approach to an object
of interest (dominated by visual exploration), followed by manipulation of that object (dominated by haptic exploration).

Visual perception of a distant target object does not appear to be hampered by parrots’ distinctive climbing mode of locomotion, where the bill acts as a third appendage (chapter 3). The object seems to be identified first in a monocular field, but on approach visual control is transferred to the binocular field, until the object is within grasping distance of the parrot. Subsequently, during the exploratory manipulation phase, the bill seems to be the predominant manipulatory appendage, supported by the feet (chapter 4).

Further studies are needed to investigate how these senses are integrated to provide cross-modal information about objects. Of particular interest is how exploration is affected when one of these senses are impaired, and whether information gathered through one modality can be passed to another. Measuring which part of an object is explored by each of these senses would be revealing. This could be done using eye-tracking (techniques beginning to develop in Kjaersgaard et al., 2008; Voss and Bischof, 2009), or objects embedded with pressure sensors (e.g. Campolo et al., 2009). A cruder measure would be to design the object with an impressionable surface (like the Polymorph used in chapter 6).

Secondly, in considering the environmental influences on exploration, it was found that the enrichment of a parrot’s housing conditions strongly affected their exploratory behaviour, both in terms of the diversity of behaviours displayed and their duration (chapter 5). The impact of this upon the bird’s cognitive performance is not as yet entirely clear and requires fur-
ther testing. What is apparent is that any conclusions drawn from captive animal cognitive tests, should consider whether the results hold ecological validity. The dangers of extrapolating from captive animals to wild animals is a known issue (e.g. Thornton and Lukas, 2012). In the light of our work, one might conclude that as wild birds are presumably maximally enriched, they may outperform captive birds. Alternatively, the additional stresses wild birds are subjected to (e.g. predators and food availability) may have a negative effect. Either way, habituation effects further compound the situation.

This thesis could not examine the effect of enrichment on chicks because of the failure of the unenriched group to breed, but this should certainly be considered in future. The results with adults suggests parrots raised in an enriched environment display greater understanding of the world around them. Cognitive development in chicks has been shown to be measurable not just qualitatively, but quantitatively as well (e.g. Funk, 2002; Fox and Millam, 2004). Experiments should be designed to compare the speed and diversity of development of enriched versus unenriched chicks. Further experiments (potentially in the field as well as the laboratory) should then test the dependency of problem-solving abilities on enrichment – that is whether being given more complex toys encourages birds to solve more complex problems.

Lastly, in considering the cognitive and behavioural strategies of exploration, it was found that, with both parrots (chapter 6) and human children (chapter 7), exploration increases when the object of interest behaves in unexpected ways. This is consistent with the theory proposed by Demery et al. (2010) and Arriola-Rios et al. (2013); that individuals carry around with them
CONCLUSIONS

a set of beliefs or views about how the world and objects in it behave, and that
it is when these beliefs are violated that greater exploration ensues. Moreover,
it seems greater importance is afforded to unexpected changes relating to the
functionality of an object, rather than to superficial changes, such as colour.
This increased curiosity is manifested in terms of greater exploration times
and behavioural diversity. Exploration strategies were seen to change over
a period of several days, presumably as the parrots refined their hypotheses
about how the world works (Demery et al., 2010; Arriola-Rios et al., 2013).
However, it is unclear how a longer period of time (i.e. several months or
years) would affect this exploration pattern. Longitudinal studies into how
individuals extend their knowledge in different exploratory domains would
be revealing (like in Rusher et al., 1995).

Similar results were found in children, but their exploration also seemed
to be driven by their internal physical rules and causal inferences about hid-
den environmental features. An interesting additional test for children would
be to measure whether they are capable of realising that they have gaps in
their knowledge (Demery et al., 2010; Arriola-Rios et al., 2013). Counterfac-
tual thinking studies, such as those conducted by Beck et al. (2008), could
illuminate this. Moreover, exploratory tendencies seem to persist through-
out humans’ lifetimes (Rheingold, 1985; Daw et al., 2006). How strategies
alter and are refined beyond maturity is a compelling question, though one
which fell beyond the remit of this thesis. Before wider conclusions can be
drawn about exploration, other species need to be tested to see if the general
pattern holds.

In conclusion, exploratory behaviour is not random, but structured, se-
lective and sensitive to particular categorical features of the environment. One issue that applies to all of these studies, is that the sequence of behaviours should be analysed (like in Renner and Seltzer, 1991, 1994). The behaviour pattern should indicate some detail of the underlying strategy, which in turn would reveal an element of the animal’s cognitive processes. Specifically, the perseveration, diversity, flexibility and selectivity of behaviour patterns should be explored, particularly in reference to environmental enrichment and when different causal problems are faced. A second issue is that these non-invasive tests are unable to directly determine the processes occurring within animal minds. Artificial intelligence provides a tool by which we can propose and test models of animal cognition without the need for neural measures (e.g. Chappell and Hawes, 2012b; Arriola-Rios et al., 2013; Appendix E). Nonetheless, while this thesis has only just begun to scratch the surface of exploratory learning, its distinctive interdisciplinary approach has potential to reveal the underlying mechanisms of how different animals understand the world around them.
Part IV
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Symposium on Natural/Unconventional Computing and its Philosophical Significance at the AISB/IACAP World Congress 2012: ‘Construct to understand: learning through exploration’.

Association for the Study of Animal Behaviour Summer Conference 2011, University of St. Andrews: ‘Learning through exploration – a bird’s eye view’

Central European University Conference on Cognitive Development 2012, Budapest: ‘How can children inform our understanding of exploratory learning in non-human animals?’
A.2. Posters

Construct to Understand: Learning through Exploration
Towards a collaboration between the fields of Artificial Intelligence and Animal Cognition
Zoe Demery, Veronica E. Amiola Rios, Jackie Chappell, Jeremy Wyatt & Aaron Sloman
zwd87@bham.ac.uk v.amiola-rios@cs.bham.ac.uk

- Artificial Intelligence (AI) and Animal Cognition (AC) share a common goal: to study learning and causal understanding.
- However, the fields seem completely different: while AC studies intelligent systems present in nature, AI tries to build them practically from scratch.
- It is proposed here that actually both visions are complementary and should interact in parallel to better achieve their ends.

Artificial Intelligence (AI)
- Computers are fast to execute pre-designed algorithms, but can't reason alone.
- Learning is not automatic, it must be programmed.
- No robot can yet flexibly generalise the acquired knowledge to new situations.
- Still don't know how to abstract concepts from the environment.
- Technology can not yet replicate complex human behaviours.
- Computers can run simulations of animal behaviours that could otherwise be unethical.
- Robots force us to explicitly define the design of the model, allowing for very concrete testable experimental hypotheses.
- Gives an insight into the interaction between the internal representation (i.e. brain) and the environment.
- Allows investigation of the evolution of different behaviours.
- We explicitly know how the 'robot brain' was coded, while we often can't directly observe all the processes of the animal brain in situ.

Animal Behaviour & Cognition (AC)
- Difficult to separate within the simple learning from causal reasoning.
- Spontaneous behaviour is difficult to analyse, even if it is potentially very revealing.
- Similarly, many conclusions are often based on a very small sample size.
- We can only infer about the cognitive processes by directly observable behaviour.
- Failure to complete a task can be just as illuminating as the successes.
- Is qualitative or quantitative data more interesting?
- Can't talk to non-human animals about their introspection like we can with humans.
- A wide range of real-life biological (often complex) models can be studied directly in a variety of contexts and species.
- Non-human animals provide a useful comparative basis for testing the development of cognitive theories.
- Emphasis on systematic, scientific investigation with experimental manipulation both in the lab and field.

Common Problems & their Inter-disciplinary Answers

Anthropocentricity:
The way humans behave is not the ultimate answer, as other ecological niches can stimulate unique competences.
In modelling cognition a single model is not enough, so collaboration between different mechanisms may be required with no anthropocentric bias.

Confusing terminology:
Quite frequently the same terms in both fields refer to very different concepts, or similar concepts are called different names, e.g. neural nets or learning.

Broaden Horizons:
Both fields can help each other if researchers are open to learning and understanding the ideas and initially daunting new terminology proposed by the other field.

Different points of view:
There is always more than one way to phrase a question and considering different angles of the situation can provide a more complete answer, e.g. top-down (AC) vs. bottom-up (AI).

AI Method:
- Propose a set of candidate maxs spring models for every material the robot encounters.
- Search for the model that best fits the data the robot acquires through selective interactions with the material.
- Test the system by consecutively presenting the robot with simple solid and deformable novel objects.
- Characterise the quality of the generated models and the number of steps it took to find them.

Hypothesis 1:
It is possible to generate a geometrical internal representation on top of which a mass-spring physical model can be applied. The nodes of the mesh can be placed at points of high curvature.

Hypothesis 2:
It is possible to calibrate the parameters of the model by using a random search algorithm.

Hypothesis 3:
It is possible to improve learning using a clustering algorithm that learns to segment the physical model's space of parameters, so the appropriate models for new materials are calibrated faster.

AC Method:
- Concretely present individual parts with novel objects of different shapes and deformabilities. Then record in detail their actions.
- Higher frequency of touching the corners and areas of high curvature over the smooth surface.

Hypothesis 2:
Estimates a novel deformability more than a familiar one.
- Between trials, the individual begins to explore the most compressible and the most rigid objects more than others of intermediate deformability, but they still focus in detail on these intermediate levels.

Hypothesis 3:
The animal eventually reach a point where they have so much experience with the different objects' compressibility and affordance, that they can combine their understanding of the different objects to solve a new task.

An example problem: how does an individual learn about the deformability of objects?

Applying the Three-stage Theory of Exploration

1. Forming Hypotheses
- Probabilistic reasoning and analytic trial-and-error learning with genetic predispositions to particularly salient environmental features, e.g. edges and corners.
- Represents and generalises the world in general categories.

2. Testing Hypotheses
- Progressively uses more complex mechanisms like causal reasoning, so actions less repetitive but behaves more flexibly.
- Tests internal theories and rules of object relations by performing certain actions on certain objects.

3. Extending & Refining Hypotheses
- Analyses theories and assess knowledge about the world by combining information from other observations.
- Fills in gaps in knowledge abstractly by causal inferences.
- Hypotheses are extended throughout lifetime.
Learning through exploration: a bird’s eye view
Zoe Demery & Jackie Chappell
School of Biosciences, University of Birmingham, Edgbaston, Birmingham, B15 2TJ, UK

Introduction
- Research has focused on what different species’ cognitive capacities are, rather than how animals structure information, especially by exploration.
- We believe exploration is not random, but structured, selective and sensitive to particular ontogenetic features of the environment.
- We have explored the natural exploratory tendencies and unique sensorimotor apparatus of parrots to investigate the mechanisms of learning about object properties through vision and manipulation.

Key Questions
1. How do parrots’ visual fields and bill tip organ support their exploratory learning?
2. What cues are parrots particularly sensitive to?
3. How does their exploration change with environmental changes?
4. What does this suggest about their internal folk physics?

Methods
- We measured Senegal parrot (Poicephalus senegalus) visual fields by the ophthalmoscopic reflex technique and studied touch receptors in their bill to characterise the limits of parrots’ cross-modal exploration.
- This led to two behavioural experiments to look at the exploration process in detail, specifically harnessing (Cytochrome oxidase activity) sensitivity to functional invisible cues (weight, centre-of-mass) versus visible cues (colour, shape).
- Using a counterbalanced, repeated measures design, we consecutively presented 10 parrots individually with rigid, novel objects of different shapes, colours, weight and centres-of-mass.

Conclusions
- Parrot visual fields are unlike those of any other birds, with both quite a broad frontal binocular field and nearly comprehensive view around the head.
- Perhaps the bill tip organ allows the visual field to shift up & back for better predator detection, so once grasped, object exploration seems to be less critical.
- Corners & indentations & highly curved edges across both behavioural experiments were explored more than flat surfaces.
- Experiment 1: an invisible weight change was explored more than a visible shape change, and even more than a less functional colour change.
- Experiment 2: an asymmetrical shape was explored more than a symmetrical shape, unless the centre-of-mass was unusually on one side.
- Novel, functional or unexpected environmental changes seem to elicit more exploration.
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How can children inform our understanding of exploratory learning in non-human animals?

Zoe Demery, Sarah Beck & Jackie Chappell
zoe6@bham.ac.uk
Schools of Biosciences & Psychology, University of Birmingham, Edgbaston, Birmingham, B15 2TT, UK

Introduction
- A strong case has been made that children learn through play and exploration – it is widely accepted as being integral to cognitive development.
- Historically, scientists have systematically investigated how explore in the wild, but this is usually relatively informal and only occasionally systematic.
- Traditionally, the methodologies available for studying cognitive development in human and non-human animals have been quite different, but the cognitive approach can be very informative.

General Methods
- We invited 40 families from the University area, when we presented them with three increasingly complex tasks involving novel objects and physical problems to solve.
- The children (2-5 years) were tested individually in a classroom setting, using a counterbalanced, random measures design, with controls for any side trials.
- In each task, we recorded the children's behavior in detail and measured their total exploration duration and number of different exploratory actions upon each task.
- Each task involved different aspects of exploration, and we noted whether these could form exploration stages (progression).

Task 1: Categorical perception in exploration
- Do children use categorical rules (e.g. shape) to explore the objects in a task?
- Do children use categorical rules (e.g. shape) to explore the objects in a task?

Task 2: Physical rules in exploration
- Do children use physical rules (e.g. gravity) to explore the objects in a task?
- Do children use physical rules (e.g. gravity) to explore the objects in a task?

Task 3: Causal inferences & abstraction in exploration
- Do children use abstract rules (e.g. gravity) to explore the objects in a task?
- Do children use abstract rules (e.g. gravity) to explore the objects in a task?

General Key Questions
1. Does exploration time change with age?
2. Do the diversity of exploratory actions change with age?
3. Is there greater exploratory and success at solving tasks with age?
4. Does the frequency and number of exploratory actions change with age?

Conclusions
The three reported studies of exploration we tested seem to occur consistently in Development.

- Task 1: Children explore more when there are invisible functional changes to the objects (especially within the object type), but all visible cues are still attended to. Also, the diversity of actions increases with age when functional changes occur.
- Task 2: Children explore more when a visible object is introduced, and increasingly touch the object (tend to choose objects with a visible object is introduced, and increasingly touch the object). Age, rather than follow through the habitual action sequence.
- Task 3: Children seem to use previous knowledge, and explore more when objects are hidden. Older children are more likely to explore. These results are reflected in some previous data with similar developmental changes in object exploration (tend to choose objects with a visible object is introduced, and increasingly touch the object). We hope this will give us insight into how how and other animals perceive information in a wide range of environmental situations.
Calculations for object position in visual field on approach

For more information on the experiments these calculations relate to, see chapter 3 and chapter 4.

These calculations make the following assumptions:

• Take a top-down, two-dimensional view of the bird in relation to the object along the $x, y$-axes, so discount any head movements along the $z$-axis for instance;

• Assume the bird always orientates its head to focus on the item of interest in the plane/elevation of maximum binocularity, which happens to be at elevation $90^\circ$ (Figure 2.3.1d);

• Assume that the eye is looking in the ‘average direction’, but there will an error of ± $20^\circ$ due to eye movement.

Given the reference points shown in figure Figure B.0.1, the distance ($d$) and
angle (\( \theta \)) of the object from the bird is readily found to be:

\[
d = \sqrt{(x_n - x_2)^2 + (y_n - y_2)^2}, \tag{B.0.1}
\]

\[
\theta = \tan^{-1} \left( \frac{y_2 - y_1}{x_2 - x_1} \right) - \tan^{-1} \left( \frac{y_n - y_2}{x_n - x_2} \right). \tag{B.0.2}
\]

The only additional care that needs to be taken when calculating the angle is that if the true angle falls outside the primary range of \( \tan^{-1} \), then an appropriate multiple of 180° must be added to correct this.

From this we can calculate which portion of the visual field the object is in at any given moment:

- if the angle of the object, \( \theta \), is less than the angle associated with the binocular field (13.5°), then the object is in the bird’s binocular filed of view;
- if it is greater than this angle, but still less than the angle of its maximum field of view (172.5°), then the object is in the bird’s monocular field of view (right monocular field if positive; left if negative);
- an angle larger than this indicates that the bird cannot see the object at all.
Figure B.0.1 – Diagram illustrating the approach of a bird to a target object, with the three locations that were measured and tracked in time labelled. These locations are relevant for calculating where the object was in the visual field. The object is at \((x_n, y_n)\), the mid-point between the eyes is at \((x_2, y_2)\) and the rear of the bird’s head is located at \((x_1, x_2)\).
Exploratory and non-exploratory ethograms

Table C.1 – An ethogram of the exploratory behaviours exhibited by the kakariki (*Cyanoramphus novaeezelandiae*) and human children. This was of particular interest in chapter 6 on page 159 and chapter 7 on page 225 (but also relevant in chapter 4 on page 63; and chapter 5 on page 119). These categories were based on preliminary observations of the kakariki in their home cages and previous animal object manipulation studies (Collar, 1997; Diamond and Bond, 1999; Bard, 1995; Power, 2000; Hayashi and Takeshita, 2006). Each exploratory behaviour category was assigned one of three levels of complexity (1. simple; 2. intermediate; 3. complex), according to how cognitively and physically difficult it was for the individual to perform the behaviour. Complexity was greater when a behavioural category required multiple appendages, and/or became focussed on multiple objects or object parts. The ‘codes’ or characters/symbols in brackets refer to the keyboard keys associated with each behavioural category. They were recorded using JWatcher (Blumstein et al., 2007). For each of the exploratory behavioural categories, a note will be made of which appendage the object is in, as well as which part of the object it is focussed on (e.g. corner/surface) and what it is targeted at (e.g. another object/own body part/another individual) (Table C.3). Note that ‘prolonged grasping’ behaviours generally lasted more than 3 seconds, whereas ‘transitory grasping’ behaviours lasted less than 3 seconds.
<table>
<thead>
<tr>
<th>Category</th>
<th>Code</th>
<th>Sub-category</th>
<th>Level of complexity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Visual Inspection (.)</td>
<td>l</td>
<td>Look</td>
<td>1</td>
<td>Visually investigating static object(s)/body part with head either still or turning around the item of interest.</td>
</tr>
<tr>
<td></td>
<td>f</td>
<td>Follow</td>
<td>2</td>
<td>Locomote after a moving object, but without touching it and just watching its movements.</td>
</tr>
<tr>
<td></td>
<td>m</td>
<td>Move into visual field</td>
<td>3</td>
<td>One of the appendages while grasping the object will move it into the individual’s midline axis of the binocular field, or up close to one of the eyes.</td>
</tr>
<tr>
<td></td>
<td>s</td>
<td>Search</td>
<td>3</td>
<td>Locomote and turn head for out-of-sight object.</td>
</tr>
<tr>
<td>Grasping (J)</td>
<td>M</td>
<td>Mouth</td>
<td>1</td>
<td>A forceps- like movement of the bill (opposing the tips of the mandible and maxilla) or mouth often accompanied by in-and-out movements of the tongue.</td>
</tr>
<tr>
<td></td>
<td>t</td>
<td>Tap</td>
<td>1</td>
<td>Briefly touched with an appendage, maybe in a clawing-like motion with one of the feet/fingers. No actual permanent holding.</td>
</tr>
<tr>
<td></td>
<td>p</td>
<td>Probe</td>
<td>2</td>
<td>Into an object with an appendage. May drag appendage along crevice.</td>
</tr>
<tr>
<td>Prolonged (J)</td>
<td>h</td>
<td>Hold</td>
<td>1</td>
<td>Static holding of an object. Can occur in conjunction with a manipulation of some kind in another appendage.</td>
</tr>
<tr>
<td></td>
<td>c</td>
<td>Carry</td>
<td>1</td>
<td>Holding with locomotion. Object is transported to another location by running, walking, climbing or flying (note type etc.).</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>Releasing</td>
<td>1</td>
<td>Dropping object, not due to another agent acting on the object or subject.</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>Transferring</td>
<td>2</td>
<td>Passing the object from one appendage to another.</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>Hold down</td>
<td>3</td>
<td>Stabilise object on a solid surface with an appendage. Can be manipulated in some other way with another appendage.</td>
</tr>
<tr>
<td>Category</td>
<td>Code</td>
<td>Sub-category</td>
<td>Level of complexity</td>
<td>Description</td>
</tr>
<tr>
<td>---------------</td>
<td>------</td>
<td>--------------</td>
<td>---------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Actions (*)</td>
<td>P</td>
<td>Push</td>
<td>1</td>
<td>/press, perhaps with kicking motion. Can 1 object into another. Note if</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>attempted (force obviously applied but not successful in moving object).</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Not going to pick up on all the instances.</td>
</tr>
<tr>
<td></td>
<td>q</td>
<td>Pull</td>
<td>1</td>
<td>Can be using one object to retrieve another on top of it. Like 'Push', note</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>if attempted and force applied.</td>
</tr>
<tr>
<td></td>
<td>r</td>
<td>Rotate</td>
<td>2</td>
<td>Rotate and twist object, often with neck. Can be in relation to another,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>such as to put through a gap. Note if object instead rotated by flipping</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>the edge of the object.</td>
</tr>
<tr>
<td></td>
<td>S</td>
<td>Shake</td>
<td>2</td>
<td>/swing around</td>
</tr>
<tr>
<td></td>
<td>e</td>
<td>Translate</td>
<td>2</td>
<td>Slide an object along or on top of another (note) by constant contact</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>with object and so not a simple pushing motion.</td>
</tr>
<tr>
<td></td>
<td>u</td>
<td>Throw</td>
<td>3</td>
<td>While an object is held in an appendage (often beak), it is let go</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>with a quick lateral or vertical movement of the neck, so that the object</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>is flung for some distance through the air. May be accompanied by a hop or</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>wing flap.</td>
</tr>
<tr>
<td></td>
<td>d</td>
<td>Catch</td>
<td>3</td>
<td>Note if attempted or successful.</td>
</tr>
<tr>
<td>Modifying objects (/)</td>
<td>b</td>
<td>Bend</td>
<td>1</td>
<td>Move 1 part in relation to another part of the object, which is of flexible</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>or pliable material.</td>
</tr>
<tr>
<td></td>
<td>Q</td>
<td>Squeeze</td>
<td>2</td>
<td>Compress object to change the shape of it, especially when acted upon a</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>soft, yielding material.</td>
</tr>
<tr>
<td></td>
<td>W</td>
<td>Hit</td>
<td>2</td>
<td>Repeated forceful action to substrate/self (note).</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>Pry</td>
<td>3</td>
<td>Usually using the beak as a lever, the tip catches a crevice and the maxilla</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>is pulled &amp; twisted to open up object sides – exerted mainly from head &amp;</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>neck.</td>
</tr>
<tr>
<td></td>
<td>a</td>
<td>Pull apart</td>
<td>3</td>
<td>Break object into pieces by holding down with foot &amp; pulling away w/</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>beak.</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>Scrape</td>
<td>3</td>
<td>Claws or mandibles forcefully moved up &amp; down against object to try to</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>move bits off its surface in scraping action</td>
</tr>
<tr>
<td>Category</td>
<td>Code</td>
<td>Sub-category</td>
<td>Level of complexity</td>
<td>Description</td>
</tr>
<tr>
<td>--------------------------</td>
<td>------</td>
<td>--------------</td>
<td>---------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Relating objects (?)</td>
<td>x</td>
<td>Extract</td>
<td>3</td>
<td>One from inside another using appendage</td>
</tr>
<tr>
<td></td>
<td>i</td>
<td>Insert</td>
<td>3</td>
<td>Put one object inside another</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>Pile</td>
<td>3</td>
<td>Put or wad objects together, either side by side or on top of one another.</td>
</tr>
<tr>
<td></td>
<td>k</td>
<td>Hook</td>
<td>3</td>
<td>Use one object as a hook to retrieve another by pulling.</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>Arrange</td>
<td>3</td>
<td>Sort several objects in some way e.g. line up or to remove an object as an</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>Drape</td>
<td>3</td>
<td>Hang or wrap one flexible object over or around a more solid one</td>
</tr>
</tbody>
</table>
Table C.2 – An ethogram of the non-exploratory behaviours exhibited by the kakariki (*Cyanoramphus novaezelandiae*), which was of particular interest in the home cage (chapter 5 on page 119), but also relevant during the cognitive tests (chapter 4 on page 63; and chapter 6 on page 159). These categories were based on preliminary observations of the kakariki in their home cages and field studies (Greene, 1988; Collar, 1997; Diamond and Bond, 1999; Kearvell et al., 2002). The ‘codes’ or letters in brackets refer to the keyboard keys associated with each behavioural category. They were recorded using JWatcher (Blumstein et al., 2007).

<table>
<thead>
<tr>
<th>Category</th>
<th>Code</th>
<th>Sub-category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Locomotion (L)</td>
<td>W</td>
<td>Walking</td>
<td>A slow gait locomoting around the area, but not while exploring object(s).</td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>Running</td>
<td>A fast gait locomoting around the area, but not during exploration.</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>Flying</td>
<td>Flapping wings</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>Climb</td>
<td>Up side of cage, with pulling-up motion of beak, followed by claws.</td>
</tr>
<tr>
<td></td>
<td>H</td>
<td>Hopping</td>
<td>Jumping action on one leg.</td>
</tr>
<tr>
<td></td>
<td>O</td>
<td>Other</td>
<td>e.g. rotational, somersaults, jumping</td>
</tr>
<tr>
<td>Posture (P)</td>
<td>O</td>
<td>Eyes open</td>
<td>Not observing object or other, but sitting or standing still with eyes open and alert.</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>Single leg</td>
<td>Standing on one leg.</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>Head tucked</td>
<td>Under wing or on back.</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>Eyes closed</td>
<td>Eyes closed</td>
</tr>
<tr>
<td>Maintenance (M)</td>
<td>D</td>
<td>Defecating</td>
<td>or urinating</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>Preen</td>
<td>Clean own feathers with beak or scratch</td>
</tr>
<tr>
<td></td>
<td>I</td>
<td>Ingestion</td>
<td>Ingest food or drink</td>
</tr>
<tr>
<td>Social (S)</td>
<td>V</td>
<td>Vocalise</td>
<td></td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>Allopreen</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>Courtship behaviour</td>
<td>Including mating and feeding another.</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>Agnostic</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>Conciliatory</td>
<td></td>
</tr>
<tr>
<td></td>
<td>R</td>
<td>Social roosting</td>
<td></td>
</tr>
<tr>
<td>Other (O)</td>
<td></td>
<td></td>
<td>Miscellaneous behaviour</td>
</tr>
</tbody>
</table>
Table C.3 – Details of the JWatcher modifiers and their respective keyboard keys ('codes'). Each exploratory behavioural category (Table C.1) often had a ‘modifier’ associated with it, such as what appendage was holding the object. See Blumstein et al. (2007, p. 30) for more information.

<table>
<thead>
<tr>
<th>Modifier Group</th>
<th>Modifiers</th>
<th>Codes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focussed object part</td>
<td>surface</td>
<td>%</td>
</tr>
<tr>
<td></td>
<td>edge</td>
<td>$</td>
</tr>
<tr>
<td></td>
<td>corner</td>
<td>^</td>
</tr>
<tr>
<td></td>
<td>obscured side</td>
<td>+</td>
</tr>
<tr>
<td></td>
<td>inside</td>
<td>&amp;</td>
</tr>
<tr>
<td>Appendage</td>
<td>bill/mouth</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>left foot/hand</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>right foot/hand</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>other (body/wing)</td>
<td>-</td>
</tr>
<tr>
<td>Target</td>
<td>object(s)</td>
<td>!</td>
</tr>
<tr>
<td></td>
<td>self (body part)</td>
<td>@</td>
</tr>
<tr>
<td></td>
<td>another individual</td>
<td>£</td>
</tr>
</tbody>
</table>
Environmental enrichment toys
Table D.1 – The name, image and description of the environmental enrichment toys in the ‘unenriched’ housing conditions (chapter 5 on page 119). They were all sourced from Northern Parrots (Ramsbottom, UK). The unenriched toys were not rotated between the cages on, but their position within the cage did change weekly. They were called ‘simple toys’, as they afforded simpler behaviours than the complex toys (Table D.2), such as basic climbing or manipulation opportunities. Theoretically all the behaviours described in Table C.1 could be performed on all of the toys.

<table>
<thead>
<tr>
<th>Image of Toy</th>
<th>Name of Toy</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Toy Image" /></td>
<td>Talk ‘n’ Play</td>
<td>Four buttons that could be pressed to play different sounds.</td>
</tr>
<tr>
<td><img src="image2.png" alt="Toy Image" /></td>
<td>Silo Mammoth</td>
<td>Knotted ropes and wooden blocked that could be chewed and climbed upon. Each block had a bell attached to the end of it.</td>
</tr>
<tr>
<td><img src="image3.png" alt="Toy Image" /></td>
<td>Figure-of-eight rope</td>
<td>A rope in a figure of eight shape that could be used for climbing/swinging upon or chewing. A tennis ball was on one end of the rope.</td>
</tr>
<tr>
<td><img src="image4.png" alt="Toy Image" /></td>
<td>Mop-head</td>
<td>A mass of string attached to a hard plastic end, which could be chewed and pulled apart.</td>
</tr>
</tbody>
</table>
Table D.2 – The name, image and description of the environmental enrichment toys in the ‘enriched’ housing conditions (chapter 5). They were all sourced from Northern Parrots (Ramsbottom, UK). The enriched toys were rotated between the three enriched cages on a weekly basis. They were termed as ‘complex toys’, as they were designed to stimulate problem-solving abilities or causal understanding (versus simple toys in Table D.1). Theoretically, all the behaviours described in Table C.1 could be performed on all of the toys.

<table>
<thead>
<tr>
<th>Image of Toy</th>
<th>Name of Toy</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Crazy 8’s</td>
<td>Food items could be placed in the top of the toy, which then falls down inside the toy. To retrieve the food item, the whole toy must be rotated.</td>
</tr>
<tr>
<td></td>
<td>Treasure Chest</td>
<td>Differently shaped wooden blocks and food items could be placed inside the chest. They could be retrieved through the appropriately shaped holes in the side of the toy.</td>
</tr>
<tr>
<td></td>
<td>Snack Rack</td>
<td>Each level of the toy could be individually rotated to reveal food, which means there were several difficulty levels.</td>
</tr>
<tr>
<td></td>
<td>Parrot’s Treasure</td>
<td>The keys could both be turned to remove the bottom of the toy, to allow an embedded food item to fall out.</td>
</tr>
<tr>
<td></td>
<td>Foraging Wheel</td>
<td>The inside of the toy could be rotated to move the inner compartments and retrieve the embedded food within each compartment.</td>
</tr>
<tr>
<td></td>
<td>Gear Head</td>
<td>Handles on the outside of the toy could be moved to turn the two cogs on the inside.</td>
</tr>
<tr>
<td></td>
<td>Jumbo Nut ‘n’ Bolt</td>
<td>The plastic nut and bolt could be taken apart and put back together.</td>
</tr>
<tr>
<td></td>
<td>Foraging Carousel</td>
<td>Four compartments on a rotating base. Each compartment could be opened in different ways (e.g. twist cover/drawer).</td>
</tr>
<tr>
<td></td>
<td>Hanging Tower</td>
<td>The food item could be inserted in the toy, but then it could only be retrieved by pulling out each level of the ‘tower’.</td>
</tr>
</tbody>
</table>
A selection of ‘built-in properties’ that a ‘virtual parrot’ may have, as mentioned in chapter 8, which has been shown to work in a very basic simulated environment using StarLogo TNG version 1.5 (Colella et al., 2001). Follows work from Arriola-Rios et al. (2013), where we hoped to apply the artificial model described therein to a range of materials and problem-solving tasks. To check the ecological validity of this artificial model, it should be verified against a wider range of biological examples, under different experimental conditions (as in chapter 6).
Table E.1 – Programmed rules that make up a virtual parrot. The two main senses of exploration are visual and haptic. The key set of rules for visual exploration was the locomotion and approach parameters. The key set of rules for haptic exploration was dependent on the properties of the object collided with, perform certain actions. The stages refer to the Three-stage Theory of Exploration described in Demery et al. (2010); Arriola-Rios et al. (2013).

<table>
<thead>
<tr>
<th>Stage</th>
<th>Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Move and turn around in environment randomly, bouncing off edges of environment and turning in opposite direction.</td>
</tr>
<tr>
<td>1</td>
<td>If move within 50 cm (or collided with) from an object, then approach it. Preference for object in front within visual field.</td>
</tr>
<tr>
<td>1</td>
<td>Visual field.</td>
</tr>
<tr>
<td>2</td>
<td>Explore shape and texture more than colour and sticky patterns.</td>
</tr>
<tr>
<td>2</td>
<td>Explore novel objects more than familiar objects.</td>
</tr>
<tr>
<td>2</td>
<td>Avoid objects explored previously, and explored object types have exponential disinterest.</td>
</tr>
<tr>
<td>2</td>
<td>Perform more than one action on specific object types, but randomly performing a different action every exploration bout. Each action provides information about a specific object property.</td>
</tr>
<tr>
<td>2</td>
<td>If weight and balance contradict observed shape, explore more.</td>
</tr>
<tr>
<td>2</td>
<td>Any changes in the above object properties from what was previously explored, results in greater exploration.</td>
</tr>
<tr>
<td>3</td>
<td>When quality of explored evidence below certain threshold, explore for longer than usual.</td>
</tr>
<tr>
<td>3</td>
<td>Explore shape and texture more than colour and sticky patterns.</td>
</tr>
<tr>
<td>3</td>
<td>Explore more than one action on specific object types, but randomly performing a different action every exploration bout. Each action provides information about a specific object property.</td>
</tr>
<tr>
<td>3</td>
<td>Avoid objects explored previously, and explored object types have exponential disinterest.</td>
</tr>
</tbody>
</table>
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Abstract

Faced with a vast, dynamic environment, some animals and robots often need to acquire and segregate information about objects. The form of their internal representation depends on how the information is utilised. Sometimes it should be compressed and abstracted from the original, often complex, sensory information, so it can be efficiently stored and manipulated, for deriving interpretations, causal relationships, functions or affordances. We discuss how salient features of objects can be used to generate compact representations, later allowing for relatively accurate reconstructions and reasoning. Particular moments in the course of an object-related process can be selected and stored as ‘key frames’. Specifically, we consider the problem of representing and reasoning about a deformable object from the viewpoint of both an artificial and a natural agent.
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1. Introduction

The brain of any animal is finite, so it cannot contain a perfect model of the world around it. Animals receive a variety of information through their sensors, but how useful that information is dependent on several factors including: environmental conditions; the accuracy of information processing and interpretation; the information’s use; and the animal’s behavioural response (Sloman, 2011). An individual must balance the amount of useful, relevant information obtained about its surroundings against the energy expended in gaining it (Chappell and Sloman, 2007). What is unclear is which bits of information are most useful for processing and storing in the brain, or how they can best be represented. Principally, we propose that when an individual gathers information through its senses, it often forms object representations supported by systematic exploration1.

Exploration is found throughout the animal kingdom and environmental contexts (e.g. Berlyne, 1960; Glickman and Sroges, 1966). Yet to date, there has been little systematic, quantitative research about it, and its structure in supporting learning mechanisms of different individuals (for more discussion see White, 1959; Rochat, 2001). What research there is, has largely originated from the field of developmental psychology (chapter 1). Here it is widely accepted that exploration is integral to a child’s learning and causal understanding about their world. However, many developmental psychologists advocate probabilistic learning as

1Cognition does not always rely on internal representations and the degree of detail in any internal representation can vary greatly depending on the situation. Quite complex-looking actions can often be performed by simple mechanisms and small neural architectures (e.g. Webb, 2001; McCrone, 2006). For instance, there can be a lack of detail especially when the environment can largely control an animal’s behaviour, such as in flocking behaviour or in using pheromone trails. Here alternative, but complementary, mechanisms may be more relevant, such as emergency or embodiment (reviewed in Calvo et al., 2008). However, in this chapter we will not consider these cases and are concerned with more complex, cognitively flexible animals.
the sole mechanism to explain human exploration, contending it cannot be extended to other animals (Schulz and Sommerville, 2006; Schulz and Bonawitz, 2007).

Among the non-human animal researchers, behavioural ecologists view exploration as another instinctive motivation, like foraging or courtship, driven by uncertainty in variable environments (e.g. Miller and Dollard, 1941; Inglis, 1983; chapter 1). The moves towards integrating cognitive processes (e.g. discrepancy reductions or spatial cognitive maps), are discussed in the context of passive animals driven by impulses, rather than conscious individuals, reasoning about the world around them (Toates, 1983; Loewenstein, 1994; Inglis and Langton, 2006). Taking an evolutionary perspective, this field pays slighter attention to the individual’s perspective.

Animal cognition researchers have focussed on what the different cognitive capacities of different species are, rather than how they process information to achieve those capacities (Shettleworth, 1993; Thomas, 1996; chapter 1). For example, the ‘trap-tube task’ is a typical litmus test for causal understanding of gravity, which has revealed much about various species (e.g. Visalberghi and Tomasello, 1998; Penn et al., 2008; Taylor et al., 2009). This test is only a binary measure, however, of whether an individual can complete the task – not what the underlying processes are.

An under-represented approach is the structural-mechanistic model (chapter 1). The aim here is gain answers by studying the pattern or sequence of exploratory behaviour (e.g. Gibson, 1988; Rennen, 1990; Sloman, 2008a; Magnani, 2009). The sensorimotor apparatus of an exploring animal is considered, asking how the senses support exploratory learning (e.g. Gibson, 1962; Mesulam, 1998; Shams and Seitz, 2008; Demery et al., 2011).

This perception-orientated approach is a blossoming area particularly in artificial intelligence. Designing such cognitive models requires specific parameters, which can aid animal behaviourists to form concrete, testable hypotheses (for more information see Demery et al., 2010). However, it seems there is not yet a robot/simulation that can form concepts, or generalise information to new situations like some animals. Cognitive roboticists have looked at different learning mechanisms in isolation with relative success, but few projects have tried combining them into one information-processing system (e.g. Hawes et al., 2010; Markram, 2006; Timmis et al., 2008).

In Part I of this thesis we investigated how the senses can support information-gathering by exploration. In Part II we considered how the environment can influence exploration. Now we will start to consider how such an information-processing system is built. In this chapter, inspired by the designer-based approach used in artificial intelligence, we will take a distinctive top-down perspective. We will first examine some of the general environmental features that make it easier for animals to internalise the surrounding world and make predictions about it, but also some environmental problems that need to be overcome (Section 2). From this, we will consider how these features may be processed by the design of the animal’s exploratory system. We integrate elements from each discipline discussed above in a novel way, leading to our Three-stage Theory of Exploration.

We propose that when forming representations, object exploration is not always random, but structured, selective and sensitive to particular features and salient categorical stimuli in the environment. Further, an exploring individual can follow through three stages of theory formation – the forming (Section 3), the testing (Section 4) and the refining of hypotheses (Section 5). Each hypothesis is probably specific to a particular group (‘exploration domain’) of processes or affordances, but they may also be generalisable to novel contexts. We will lastly consider how we may test this theory, particularly through a series of comparative behavioural tests on parrots and humans (Section 6) – both being notoriously exploratory and playful throughout their lives (chapters 6 and 7).

2. Predictable environmental features

As a basis for the Three-Stage Theory of Exploration, we first consider what features in the environment are reliably constant enough for an individual to learn about them. Shaw (2008, page 5) suggests,

“The chief end of an intelligent individual is to understand the world around it.”
The word ‘understanding’ implies the animal can make predictions about the world. For this, the animal needs to be able to detect salient features in its environmental niche. It can do this by actively exploring its surrounding environment, often by combining perception and cognitive analysis with action. An exploring animal is driven by its goals. These can be explicit goals, such as foraging or particular problem-solving tasks. Alternatively, they can be implicit goals, such as gathering information by apparently random playful or exploratory behaviour.

Some of the environmental features perceived and learned about may come with environmental problems; these problems must be surmounted first. No two animals face the same environmental problems, as the specific features perceived depend on the life history strategy of each individual, as well as the affordances of each individual’s niche (Greenberg and Mettke-Hofmann, 2001; Mettke-Hofmann et al., 2002). The following subsections present a general list of environmental features and problems, which may be perceived and solved by various exploratory species (see also Chappell et al., 2012).

2.1. Persistency

For an animal to make relatively accurate environmental predictions, a few unchanging features need to persist in the environment for a significant length of time. The information-processing system should assume these properties continue to exist in a range of environmental contexts, which differ in space and time. These features can then be utilised by the animal’s learning mechanisms, to develop a representation of the world.

We expect all individuals to work from the assumption the environment is persistent (enabling them to re-use information), but the strength of this persistency-assumption will vary across species. The parasitoid wasp (Ammophila dysmica) displays a sophisticated-looking behaviour sequence (Fabre et al., 1918; Rosenheim, 1987), which is in fact genetically fixed. Any small change to the environment renders the wasp confused and behaving erratically, as it works from the assumption of universal persistency. Rats (Rattus norvegicus) in a maze are not confused by changes to layout (e.g. Wilz and Bolton, 1971; Albert and Mah, 1972), as their assumptions of persistency are flexible enough to cope with these changes.

2.2. Regularity

Environmental regularity is the predictable presence of certain features, which can be learned by an animal perceiving a fixed relationship between occurrences. These environmental patterns enable partial representations, particularly when an individual is faced with different causal problems. Causality is a type of regularity, where part-taking elements are not always identifiable, but whose manifestation always entails the same consequence.

Animals should have mechanisms capable of detecting and exploiting these patterns. It is likely they categorise the environment, selecting key features linked by predictive relationships. Among the mechanisms capable of detecting such patterns is ‘associative learning’, which has been studied extensively in several species Shettleworth (for a review of the different mechanisms see 1999). For example, information about food availability will become associated with the act of feeding, so the presence of this information will increase foraging activity. Even very simple animals (e.g. nudibranch, Hermissenda crassicornis; Alkon et al., 1982) can detect causal associations and patterns in time and space.

2.2.1. Sequentiality

Sequentiality is a series of features, nearly always perceived in the same order. The first few features can be used to identify the sequence and predict either the following features, or the rules-set needed to process them. Examples include lightning flashes being followed by thunder claps, or listening to the sound of a prey and preparing to chase.
2.2.2. Branching sub-sequences

Further to sequentiality, there can be a succession of sub-sequences. The links here would allow a few options to follow, such as beginnings of other sub-sequences. This forms a branching structure, which becomes layered, modular, and sometimes hierarchical (e.g. Arriola-Rios and Savage, 2007). This branching structure found in the environment, may be reflected in an animal’s internal representation (see also Section 4).

The maximum length of a sequence, and the maximum number of branches that can be remembered and manipulated, impose strict limitations upon what the individual can understand, and the types of patterns it is capable of detecting. However, this branching structure would allow more complex individuals to make abstractions. Concepts formed at one stage could be re-used and refined to repeatedly form ever more complex concepts in multiple ways (see Section 5). This allows for progressively specific and parallel processes, such as the models described in Karmiloff-Smith, 1995 (subsection 3.2). For example, the New Caledonian crow (Corvus moneduloides) has been shown to be particular adept at detecting and planning through multiple-steps in an environmental sequence (Wimpenny et al., 2009). Although the end result was a complex display, the constituent steps could be simple mechanisms.

2.3. Consistency

When multiple mechanisms are used to collect and process sensory signals, sometimes they complement each other, by providing different information about the same object of interest. This may provide superfluous information, but it also allows the animal to confirm its own sensory inputs and establish the information is reliable. It is important for the animal that different mechanisms of perceiving or deducing the same thing are consistent with each other. For instance, an individual exploring a potential food item, should receive tactile information in agreement with the position and surface it sees.

2.4. Redundancy

Given the inherent limitations of the brain, animals can only build partial internal representations of their surroundings. These partial representations may not allow individuals to make perfect predictions for all environmental events. As individuals receive sensory information, they may not succeed at processing relevant, useful signals. Therefore, we expect there to be errors at different levels of the perceptual and cognitive processes. Thus, information-processing systems should be built in such a way as to tolerate this margin-of-error.

Some animals have more than one mechanism to perform actions, find things, or solve problems. The individual could just use reactive mechanisms, dependent on different layers of sensory signal filtering, or it could use a combination of different learning mechanisms. While qualitatively different, all of these mechanisms produce similar, valid results, which overcome the problem of environmental redundancy. What is not clear is how each of these mechanisms allows the animal to learn about and retain only the relevant information. How does the animal reconstruct faulty perceptions from new perceptions that convey the same information?

For example, Horner and Whiten (2005) presented a puzzle box to chimpanzees (Pan troglodytes) and human children. The puzzle box was designed so that there were different ways of getting into it, although all the ways led to the same result (retrieving the reward out of the box). Children tended to directly imitate, action for action, a demonstrator’s way of getting into the box. This included the irrelevant actions, which did not actually help them attain the goal. However, the chimpanzees did not imitate the demonstrator, but emulated them. In other words, they only performed their own relevant, functional actions to attain goal. These issues will be discussed below in subsection 2.6.

2.5. Variability

Many environments vary over time; due to changes in climate, geology, competitors’ behaviours, co-evolutionary arms races between predators and prey, niche construction (e.g. Sterelny, 2009) in a very simple environment can make perfect predictions; but we are not concerned with these cases.

An animal (e.g. a nematode, Caenorhabditis elegans, or even various forms of bacteria; Qin and Wheeler, 2007; Ben-Jacob, 2009) in a very simple environment can make perfect predictions; but we are not concerned with these cases.

Here, relevant or useful information is that which – if acted on – will influence the animal’s evolutionary fitness.
2007) and food availability (e.g. Houston et al., 1980; Kacelnik and Krebs, 1985; Kacelnik and Todd, 1992). Little experience is needed in a relatively static environment, where precocial animals – whose behaviour has been almost completely determined by their genome – just need to survive long enough to reproduce (e.g. wasp described in subsection 2.1). Other individuals are required to adapt to diverse, dynamic environments by learning (for greater discussion see Chappell and Sloman, 2007; also see chapter 5).

The different exploratory mechanisms, for extracting relevant information (subsection 2.4), are likely shaped by experience. The animal should seek out information to reinforce, evolve and, where possible, prove or disprove its current internal representations, particularly if its expectations are violated. Depending on the individual’s needs and competences, a specific, relevant subset of experiences allow specific, relevant features of its niche to be captured (e.g. von Bayern et al., 2009). We believe there is continual extension of these ‘branches’, or ‘information blocks’, throughout the individual’s life. At different developmental stages, a human child likely takes in different aspects of the same overheard conversation, or different aspects of the operation of the same tool, then later adapts accordingly (see discussion in Sloman, 2010).

The kea (Nestor notabilis), a New Zealand parrot, has proved very adaptable and cognitively flexible. Huber, Gajdon and colleagues (reviewed in 2006) have documented how kea display quite innovative behaviours in relatively artificial situations, such as lifting restaurant bin lids through various steps. Kea have been shown to learn from previous experiences, even from several months ago. They also seem very exploratory during problem-solving, although there are several individual differences in strategies employed (e.g. Auersperg et al., 2011).

2.6. The cyclical animal-environment interaction

Together these environmental features and problems form a structured universe (Section 2). Parts of this structure can be perceived and understood by animals. The existence of these predictable features reduces the amount of information needed to represent the environment. Once the animal has processed sufficient features, the remaining important information can be inferred when needed – the question is how.

There is increasing evidence (at least in humans, e.g. Gibson, 1988; Cook et al., 2011) that exploration is not random, but structured, selective and sensitive to particular environmental stimuli. We propose exploration is composed of structured behavioural strategies supported by specific sensorimotor predispositions (e.g. see chapter 2). Thus, we turn our discussion to what internal features an exploratory animal may have to process environmental information. In parallel, we consider how these internal features may manifest themselves on the external world via the animal’s exploratory behaviour (Section 6).

Although many of these features have been studied before in isolation, no one has yet integrated them into one information-processing system, or addressed the short-comings of each type of mechanism (chapter 1). Additionally, no one has comprehensively considered how they may follow on from one another over a lifetime. We propose that exploratory animals, from the start to the end of their lives, generally follow three stages of exploration. How they progress from one stage to another may vary between exploration domains (and between individuals) and there may be some overlap between the stages. The actual time-scales for each stage’s progression are not clear and are ripe for future research (Section 6). In the first stage, an individual forms their hypotheses about the world (Section 3), then they test these hypotheses in the second stage Section 4. The final stage is the individual extending and refining their hypotheses (Section 5). There are different design features within each stage, discussed below.

3. Stage I: forming hypotheses

We propose in the first stage the animal forms hypotheses about the world by interacting with it. The individual is probably young and just beginning to gather information about the world around it. Consequently, it detects pattern in the environment using simple learning mechanisms, such as probabilistic learning, or trial-and-error (subsection 3.3). These are directed by sensorimotor predispositions (subsection 3.1), which are particularly sensitive to categorical stimuli (subsec-
tion 3.2). Their exploratory behaviour focusses on novel stimuli (subsection 3.5), or any obvious changes that are detected in the environment (subsection 3.4). We will now discuss each of these internal design features of Stage I separately.

3.1. Sensorimotor predispositions

A cognitive system consists of a body with a sensory and a motor apparatus that allows for interaction with the environment and a brain to map sensory stimulation onto motor actions (Floreano and Mattiussi, 2008). Merleau-Ponty (2002) was among the first to point out that the perceiver’s physical body affects sensation; that perception is not simply a passive recording of environmental stimulation. The senses provide another level of active exploration, in addition to what is gained from physical body movement (chapter 3). Objects are invariable in the environment without movement/processes. For instance, bees can only see static snapshots of the world, so they generate their own processes by moving through it – thus perceiving through optic flow (Srinivasan and Gregory, 1992; Loomis and Beall, 1998).

The Gibsons (Gibson, 1977; Gibson, 1988) argued the infant’s sensory and perceptual systems have evolved to pick up information that is already available in the environment, so no cognitive reconstruction of information needs to take place. The infant’s perception detects invariant information (like that described in subsection 2.2) by differentiation across several experiences. They argued against traditional associative learning mechanisms: the infant is learning a richer series of different levels of signal quality of the same stimuli, rather than binary pairs of associations.

Certainly, it is helpful to look at what the environment offers, then consider how the organism is processing that information (as in Section 2). The environment offers regularities and invariant information, but as these still need to be sorted from the ‘noise’ (subsection 2.4), we should not discount construction of internal representations altogether. However varied the environments, certain competences will be hard-wired into the genes. It may be more efficient for the individual’s brain to store information gathered from its different senses amodally, and group it into categories (subsection 3.2), perhaps in some sort of symbolic (rather than probabilistic), hierarchical structure (subsection 2.2.2). It follows reason that an individual’s sensorimotor system is adapted to attend to particularly important information, such as regularities providing information about different objects’ affordances. Initial sensorimotor competences should be designed to make use of relevant environmental information, such as salient shapes with their: texture, edges/contours, curvatures and orientations of surface fragments. Object areas such as flat, smooth surfaces are less likely to contain useful information about the object, so more sensorimotor attention should be paid to corners, or areas of high curvature.

Some object properties are difficult to determine without touching them. For example, to determine weight, an individual needs to lift the object (Flanagan and Wing, 1997; Wing and Lederman, 1998). Information gained by haptic exploration does not need to be metrical. The exact properties attended to will depend on what sensorimotor apparatus the animal is equipped with, and on which features of objects or events are relevant to its ecological niche (e.g. psittacine visual fields and bill tip organ described in Part 1).

3.2. Object categorisation

To deal with the computational load of processing a dynamic environment (subsection 2.5), with a large amount of potentially redundant information (subsection 2.4), sometimes the animal may pursue a strategy of exploring the environment first, and then switching to exploiting it (e.g. Krebs et al., 1978). However, when other sources of uncertainty are involved, a learning system needs to also have good criteria for selecting environmental features to attend to.

Categorisation enables generalisation in novel conditions from a few experiences, while greatly reducing the computational complexity of perceiving objects and environmental processes. An enormously varied environment can be decomposed collections of object affordances and processes – i.e. exploration domains (‘micro-domains’ in Karmiloff-Smith, 1995). We suggest decomposition is achieved during exploration by perceptual and motor interactions with the environment (subsection 3.4). By concentrating on environmental
subsets and systematically varying its exploratory behaviour on it, the animal resolves what to attend to and limits the phenomena for which patterns are sought. As a prerequisite, the animal must start with perceptual mechanisms capable of detecting and recording the structures and motions produced by exploratory behaviours (subsection 3.1).

There have been many studies into what different animals can discriminate between (e.g. Kelman et al., 2008; Giret et al., 2009; Wills et al., 2009; Avargues-Weber et al., 2010; Soto and Wasserman, 2012; Wasserman et al., 2012). Pigeons can even tell the difference between art movements, something beyond many humans (Watanabe et al., 1995). However, they are likely rooted in quite simple same/different mechanisms, such as by differentiating between the variability in perceived thresholds of pairs of stimuli (Wright and Katz, 2006; Vermeulen et al., 2009; Wasserman and Young, 2010; Smith et al., 2011).

Alternatively, each object type may be categorised by the different features it possesses (Perone et al., 2008; Hammer et al., 2009). Cows and horses are both ungulates. They have four legs and a tail, but so does a dog; thus more detail is required to sub-categorise. This can form an progressively specific, branching structure, which the animal can build on through learning (2.2.2). This process is aided by a sensorimotor apparatus that especially attends to functional differences between object categories, rather than more aesthetic differences. This same apparatus would also attend to perceived differences within a category (i.e. the unexpected), rather than between categories.

This kind of structure would allow for parallel processing at all levels, but there would also be interaction between different groups. This kind of idea has been developed through several neural network models (e.g. Quartz, 1999; Carruthers, 2006; Op de Beeck and Baker, 2010; Shanahan, 2012). The problem comes when there is a combinatorial explosion: too much information is stored in this structure that the system actually becomes slower. For instance, there is a huge search space involved in combining different perceptions, motor sequences, and exploratory behaviours to fit specific shapes, sizes, and object relations (Bellman, 1961; Perlovsky, 1998).

3.3. Combination of ‘simple’ learning mechanisms

When the environment is too variable, evolution cannot discover in advance suitable fixed responses to all needs in all situations (subsection 2.5). Instead, it provides mechanisms of learning and development that use information about the environment. There should be a selection of simple learning mechanisms, each specialised for particular exploration domains, which allow animals to attend to and learn about stimuli from restricted classes of environment (e.g. Karmiloff-Smith, 1995; subsection 3.2). This enables individuals to discover useful new actions, threats and opportunities. However, these discoveries must start from some initial motivations of some form.

The vast majority of the cognitive scientists are transfixed with arguing for each learning mechanism in isolation and do not consider them in tandem. We propose animals start exploring the world around them using a combination of different mechanisms, which includes (but not restricted to) associative learning (e.g. Rescorla, 1968), trial- and-error learning (e.g. Krueger and Dayan, 2009; Muller, 2010), and probabilistic learning, perhaps using some form of Bayesian networks (e.g. Spirtes et al., 2000; Tenenbaum and Niyogi, 2003).

Initial exploratory behaviours may appear random, where the animal tries lots of different behaviours on lots of different things it knows little about (trial-and-error). However, when it starts to detect the invariances and regularities (through some crude type of probabilistic learning), it starts to narrow down the different possible causal relationships (of different object categories, subsection 3.2). This will be guided by the sensorimotor selectivities described in subsection 3.1.

Quite a large time investment is needed in these relatively simple learning mechanisms. It is important not to discount the impact of simple learning mechanisms in attaining quite sophisticated competences and behaviours (even for humans; Shanks, 2007). However, there is accumulating evidence about the involvement of top-down processes in human and non-human animals, such as causal reasoning and, more recently, probabilistic-driven causal inferences (subsection 4.2).
3.4. Behaviour structured to maximise information gain

Physical actions on the world are very important for the individual to reveal the processes present and objects’ invisible affordances (Ravishankar et al., 2008). It is widely accepted human infants’ understanding of object properties derives from both their exploratory behaviour and the information-processing systems generating and modifying their behaviour (Gibson, 1988; Gibson and Pick, 2003; Piaget, 1952; Rochat, 2001). In turn, the representations resulting from such activity alter and direct the actions infants perform on objects (Perone et al., 2008).

The combination of strategies used are likely dependent both on the environmental conditions and the individual’s own competences. Children learn much quicker, for instance, when they explore objects themselves, rather than watching others (e.g. Fagard and Lockman, 2010; Heyes, 2011; Jacquet et al., 2012).

There has been much less work on the form and function of the information-gathering aspects of exploration in non-human animals (Kacelnik, 1987; Renner, 1990; Inglis, 1983; Inglis et al., 2001; Power, 2000)7. What we do know, suggests animals’ sensorimotor behaviour acts to increase the quantity and quality of information gained. Many species show active information gathering. Rats alter the speed and pattern of their whisking behaviour to increase information about shape and texture of objects they contact with their vibrissae (Grant et al., 2009). This has been confirmed by modelling the behaviour in a robot (Pearson et al., 2007). The rats’ whisking behaviour is ‘designed’ to increase the probability of detecting important environmental features.

Some of an animal’s exploratory behaviours will involve only its body parts – whether limbs, eyes or the whole body (chapter 3). Others will also involve certain objects, where the individual may repeatedly grab, push, pull or twist the same thing. In more complex manipulations, there can be several objects and object parts involved – for instance in stacking or arranging them (for further examples see Appendix C). Whatever level of exploratory complexity, the behaviours would likely be focussed on any changes detected in the environment, especially in an object’s affordances (function).

Different exploration domains are often interleaved, such as in alternating between eating and playing with food. This allows knowledge of different domains to develop roughly in parallel (Bushnell and Boudreau, 1993; subsection 5.3). When switching domains, the individual needs to be able to group bits of information together according to the current domain involved. For example, certain materials such as sticks may have one kind of affordance in the tool-using domain, but others when building a nest. For different species, the objects and their affordances will differ according to individuals’ ecological niche, but there are probably some common exploration mechanisms across species (Sloman and Chappell, 2005; Chappell and Sloman, 2007).

It is often difficult to distinguish exploratory behaviour from executive action: is the animal lifting an object to transport it, or to learn its weight? Of course, it may fulfil both goals simultaneously (e.g. Elner and Hughes, 1978), but for researchers to determine when (or whether) an animal is simply collecting perceptual information, they need detailed knowledge about the extent of its sensory realm (Demery et al., 2011). We also need reliable behavioural or physiological ‘markers’ of exploratory behaviour in non-human animals (Section 6).

3.5. Preference for novelty

Neophilia has been shown to be an important aspect of exploration in non-human animals (Greenberg and Mettke-Hofmann, 2001; Mettke-Hofmann et al., 2002), and is often associated with the juvenile phase of animals’ development (e.g. Heinrich, 1995; Pellegrini et al., 2007). By definition, animals do not have adequate information about novel objects, places and events, so they should prioritise their interaction with them. In particular, animals in dynamic environments might use exploration to experiment with strategies or behaviours in the current environmental context.

Ruff (1986) hypothesised that if the main function of ‘examining’ behaviour in human infants is to

---

7This does not include studies of the current or future fitness benefits of the behaviour usually referred to as ‘play’ (Pellegrini et al., 2007; Bekoff and Byers, 1998; Held and Spinka, 2011).
gather information, it should:

1. decrease in frequency with exposure to a particular object;
2. and occur before other behaviours with new objects.

She found both hypotheses were upheld. Additionally, the latency and duration of examination indicated different features of the process, with latency reflecting the time it takes to activate the information-gathering system.

Not all aspects of novelty may be equally salient. Perone et al. (2008) presented infants with an image sequence, depicting a hand acting on a colourful toy that produced a sound, followed by either the action-sound pair or the object’s appearance changing. They found infants attended more to changes in action than appearance. From an evolutionary perspective, it is not clear why such salience differences exist, but perhaps appearance changes are less likely to have important implications for the object’s function.

4. Stage II: testing hypotheses

We propose in the second stage of exploration, the animal tests its internal hypotheses. Its exploratory behaviours are targeted more selectively, according to the specific object and environmental problem presented (subsection 4.3). The animal uses progressively more complex learning mechanisms like causal reasoning (subsection 4.2), so exploratory behaviours become less repetitive (unlike in subsection 3.3). Consequently it can cope with more complex problems, such as an apparatus with multiple object relations (e.g. Miyata et al., 2011). This is aided by a pre-existing biological framework of physical rules, particularly object solidity, continuity and connectedness (subsection 4.1). When its theories are violated, greater exploration ensues (subsection 4.4).

4.1. Sensitivity to physical rules

There are certain aspects of the physical world that can be regarded as constants (subsection 2.1). This includes gravity, the properties of contact, solidity, and biological movement or agency. Exploring animals probably harness these features as defaults (‘basic physical rules’) from birth or hatching. This enables them to have some basic understanding of how the world should work and how objects should interact.

Although somewhat contentious (e.g. Karmiloff-Smith, 1995), the extensive developmental work of Spelke and colleagues (summarised in Spelke, 2000) demonstrates human infants probably have innate systems representing objects, number and space. Developing alternative developmental methods should clarify these ideas further. This has begun with some non-human animal work on juveniles (e.g. Funk, 2002; Zucca et al., 2007; Bird and Emery, 2010). This has been extended to adult animals to show at least some species have such pre-dispositions (e.g. Hauser et al., 1999; Kundey et al., 2010; Cacchione and Call, 2010; Jaakkola et al., 2010; O’Connell and Dunbar, 2005, on solidity). These are fine-tuned and built upon with experience (Section 5).

There is likely, however, a distinction between individuals’ implicit (subconscious) and explicit (conscious) understanding of a situation. There is a difference between noting a causal relation is wrong (e.g. a floating block) and predicting how it should be (see also subsection 4.4). Previously, this dichotomy has been differentiated in developmental psychology by presenting infants with impossible events, then measuring looking-times and where they search/explore in the test apparatus.

4.2. Combination of ‘complex’ learning mechanisms

As animals progress they likely use a selection of successively more complex learning mechanisms (e.g. ‘causal reasoning’), coupled with simpler mechanisms (subsection 3.3). An animal may start out gathering information about a particular domain using probabilistic learning. When that no longer yields information, yet there is still a known gap in their knowledge (subsection 5.2), the information-processing system becomes more generative in some way. This allows it to notice deep invariances between examples, which previously were thought to share an object category (see also subsection 3.2 and subsection 4.4). The question is what process drives this internal transition. Unlike trial-and-error and probabilistic learning, some prediction is possible without haptic exploration. Causal understanding of different struc-
tured different types of exploratory behaviours (e.g. Blaisdell et al., 2006; Darredeau et al., 2009). An individual may utilise several concepts and mechanisms of causal reasoning, depending on the causal problem they face (e.g. canopy route planning; Tecwyn et al., 2012).

A hierarchical structure may be the answer (subsection 2.2.2). The number of learning strategies used in a particular domain may determine the structure’s number of levels. To activate a new level of a set of concepts, lower levels may need to be acquired first, through particular learning mechanisms. For example, relevant objects or relationships could be identified by probabilistic mechanisms that detect correlations (e.g. Chater et al., 2006). Once those correlations have been found, incorporating them as neural network nodes (e.g. Quartz, 1999; Marcus, 2003) allows new pattern learning. This combination of objects and patterns can feed an inference system (e.g. Ackerman and Others, 2004; subsection 5.1) for building new concepts. To varying extents, these mechanisms can be revealed through observing spontaneous exploratory behaviour (Section 6).

4.3. Behaviour more targeted and selective

Assuming the function of exploratory behaviour is to gather information, we would expect its form (and underlying mechanisms) to change with context (see also subsection 3.4). Each type of exploratory behaviour generates perceptual changes best suited to the sensory modality used (subsection 3.1), maximising opportunities to detect relevant features (subsection 2.4).

The type of manipulations human infants employ alter with how various toys’ affordances change. When an object’s texture changes, the looking and fingering of it increases (Ruff, 1984). In contrast, shape changes lead to increased rotation and transfer of the object between hands. Similarly, while looking at the object, infants are more likely to rotate it between hands, or finger its surface, but while mouthing it, they are more likely to rotate it (Ruff et al., 1992).

Renner and colleagues (Renner and Rosenzweig, 1986; Renner and Seltzer, 1994) showed rats employed different types of exploratory behaviours when there was potential to gain more information. The relative frequencies, sequences and complexities of different exploratory behaviours varied according to previous experience and particular object characteristics. Heyser and Chemero (2012) showed mouse (Mus musculus domesticus) exploration levels and actions displayed depended on functional cues of a novel object, rather than purely visible, aesthetic cues.

4.4. Active ‘testing’ when expectations are violated

If an organism’s current empirical observations do not fit with previously collected information, it should re-initiate exploration to resolve this discrepancy. There is increasing evidence human children use a conditional intervention principle to resolve discrepancies and learn about causes (Gopnik, 1996; Gopnik and Schulz, 2004; Tenenbaum et al., 2006). Their exploration appears to be systematic and sensitive to ambiguous information (see also subsection 5.2). Schulz et al. (2008) presented blocks of a certain category magnetically sticking to a board. When children found properties of new blocks varied within the category, they explored more.

There are several different, inter-linked processes here. The individual needs to detect some aspect of the world is surprising; then commence exploration, focussing on resolving this. The latter may involve re-organisation, or other changes in representations (e.g. see subsection 5.3). There is again much less literature on non-human animals. Some studies have manipulated certain environmental stimuli and measured exploratory behaviour sequences (Bekoff, 1975; Renner, 1990; Kuba et al., 2006). At least in rats and octopi (Octopus vulgaris), these revealed behaviour ostensibly similar to human children. As far as we know, there have been no studies into whether non-human animals spontaneously perform their own ‘tests’ like human children (Povinelli and Dunphy-Lelii, 2001; Buchsbaum et al., 2012). We predict non-human animals, like children, would become less repetitive in their exploratory actions as they develop – they would display greater diversity of exploratory behaviours, rather than repeating a few actions on the same part of the environment. This would allow them to learn what kinds of actions would be most effective in different situations.
The ability to deal with surprises and test unknown elements is limited by the potential of the learning mechanisms utilised and the form of the information representation (e.g. difficult with the simple mechanisms described in subsection 3.3). Some models, such as artificial neural networks, relying on a series of weighted associations, fall short in explaining this behaviour (e.g. Quartz, 1999). These models do not always make clear what associations the simulated individual is acquiring. However, logical, symbolic models allow researchers to produce demonstrations of the simulated individual’s exploration pattern (e.g. Arriola-Rios et al., 2012).

5. Stage III: extending and refining hypotheses

In the final stage, we propose animals extend and refine their hypotheses. They analyse their theories and re-use information, combining them in related, but new, environmental situations (subsection 5.3). Individuals can now use causal inference to abstractly fill information gaps (subsection 5.1), extending hypotheses throughout life. This is especially important in a dynamic environment, where the animal should seek to test its current models, particularly when its expectations are violated (like in the previous stage; subsection 4.4). These abilities imply meta-cognitive mechanisms and an endogenous motivation to fill in the identified gaps of information (subsection 5.2).

5.1. Causal inference by abstracting information

Animals explore more efficiently if they are guided by previous knowledge of hidden object features to causally infer potential, new information. Information is usually acquired in a format of restricted use (subsection 3.3). If animals find generalisations by abstracting across different types of information, the information has greater use, particularly for solving causal problems. After subsequent experiences, to use the stored structures for specific functions, animals need to re-organise information into a new generative form. This form has wider scope, so it is both more economical and powerful. It is a deductive system for deriving novel conclusions (i.e. ‘representational redescription’; Karmiloff-Smith, 1995).

A prominent example is the transition in human children from using empirically learnt words to generative syntax. An infinite number of sentences can now be generated and understood. Other animals demonstrate a simpler form of this cognitive flexibility to access food resources. They apply elements of existing knowledge about particular behaviours in one environmental context, to an entirely new context (e.g. keas and crows in Auersperg et al., 2011).

There is evidence that a number of taxa (e.g. apes, rats and dogs) can make causal inferences using multiple information sources (see also subsection 5.1). Some can harness information from the object itself (e.g. weight; Blaisdell et al., 2006; Call, 2004; Brauer et al., 2006; Hanus and Call, 2008), social cues (e.g. Povinelli et al., 1990), or by exclusion (Aust et al., 2008; Hill et al., 2011; Call, 2006). However, these experiments relied on animals observing the state of the world, or watching others perform actions on objects.

The mechanisms underlying abstraction processes are still debatable. Sidman (e.g. 2000) proposed several concepts (e.g. symmetry or transitivity) are acquired purely as a consequence of reinforcement contingencies. This has been supported by experiments on captive pigeons (Columbia livia) using successive matching (Urcuioli, 2008). However, these experiments involved a small number of familiar, simple stimuli, presented under tightly constrained learning conditions. Whether they are ecologically valid, or can be extended to the field, is unclear. The natural world can offer a rich array of complex details and contributing factors (discussed in chapter 5), where consequences of actions need to be reasoned out, rather than retrieved from memory. What the reinforcement might be in such cases is not apparent, nor can the mechanisms proposed by Sidman (2000) readily explain a deductive system similar to that described above.

A flexible, abstractive system can re-organise and re-represent information from one domain to generalise others. This later allows for the original domain to become an object of exploratory attention. Individuals can then question issues such as what may occur within that domain (subsection 5.3). Such abstractive and causal inference systems aids information-gathering about invisible affordances or structures. Particularly important information may be several steps along from the initial
exploratory behaviour, or only become apparent once acted upon (e.g. object permanence concept with hidden object; see subsection 4.1).

5.2. Meta-cognitive ability to recognise gaps in knowledge

When there is a lack of information in the environment, animals would benefit from being able to track their own level of uncertainty (e.g. Inglis et al., 2001). For instance, when making a decision, an animal should be aware if it lacks sufficient information. There are many forms of meta-cognition (i.e. self-awareness; e.g. Karmiloff-Smith, 1995; Povinelli and Preuss, 1995), but in this chapter we refer specifically to self-directed meta-cognition. It has been difficult to establish evidence of this kind of meta-cognition in animals (for a review see Smith, 2009) and there are few biologically plausible, working models.

There may be some self-organising knowledge stores, reacting automatically to changes and new opportunities. In other cases, the information-processing system may possess a separate sub-system. This could monitor other sub-systems’ behaviour and detect opportunities to initiate major re-organisation (e.g. Sussman, 1973). For example, when objects behave contrary to their appearance (as in subsection 4.4), the animal is stimulated to perform more exploration.

In Stage III, animals are capable of representing different scenarios in their past, present and future. After the results of an exploratory behaviour are observed, this capability together with meta-cognition/uncertainty, enables thoughts about what could have been (‘counterfactual thinking’). Such abilities have again been described in human children (Beck et al., 2008; Byrne, 2002), but much less in other animals (e.g. Seed et al., 2012). Children explore more and target their behaviours (subsection 4.3) when faced with ambiguous information and their own uncertainty (summarised in Schulz, 2012).

Self-criticism mechanisms can further aid learning by improving problem-solving skills (Sussman, 1973; Sloman, 2008b). These mechanisms may initially be genetically-encoded, but their effects vary according to individuals’ experience. Different forms of learning develop throughout life, influenced by the genome and the environment. For example, humans learning about advanced mathematical concepts need to first develop various forms of representation, allowing understanding of progressively abstract structures and processes. These types of learning differ from earlier forms not just in their content, but in their structure.

5.3. Extending knowledge by combining domains

Combining old exploration domains can create new ones. One common simplification by animals is the discovery that two domains, involving different perceptual contents and affordances, can share structures and be unified into a useful, new abstraction. This can be applied to existing exploration domains and form new domains. For instance, in combining information about soil with information about water, to form knowledge about mud. Abstractions about physical rules can be applied to several exploration domains (e.g. cohesiveness; subsection 4.1).

Such combinations are made possible by several domains representing spatial structures and processes – behaviours originally performed at different locations or times, can later be performed together. This can lead to new forms of interaction (e.g. Taylor et al., 2009; Miyata et al., 2011). In some cases, what was previously learnt in separate domains, enable an animal to predict and reason about novel concepts. In other cases, more empirical learning is required, followed by meta-cognition (subsection 5.2) and new forms of theory re-construction (e.g. about mud properties).

It is not clear how the many environmental properties represented in adults as numerical measures (e.g. position, velocity, volume; Rheingold, 1985) can be represented in a young learner. Karmiloff-Smith (1995) emphasised how, in humans, sometimes competences gained at one developmental stage, can be later revised or transformed at another developmental stage.

It is difficult to determine whether this is due to internal re-organisation, or whether a separate meta-cognitive system is required. Cognitive robotics can reveal some alternative models, along with their implications, costs, and demonstrations of what is possible (e.g. Lopes and Oudeyer, 2010). We propose animals extend hypotheses throughout life, as suggested by the high level of neophilia in cognitively flexible and long-lived organisms.
6. Testing exploratory learning

By observing exploratory behaviour, we can gain an insight into how different animals gather information and learn about the world around them. It is challenging to explicitly discriminate between the different underlying learning mechanisms employed at any given moment. Instead cognitive scientists should use exploration to frame what an animal is doing and what types of information they may be collecting. Then we can begin to discuss how the exploratory behaviour observed under different conditions might fit into different learning mechanisms.

With this approach in mind, we have presented a general three-stage theory for how different animals can gather different kinds of information throughout their lives. The details likely vary between different species, individuals, exploratory domains and environmental situations. This theory was purposefully designed as a general framework, so it can be applied to a wide range of contexts. The theory is an example of how apparently different forms of thinking from different research fields (discussed in chapter 1) can be integrated to provide a fuller account of the research problem. This provides diverse opportunities for interdisciplinary collaboration and further systematic investigation.

For instance, in Arriola-Rios and Demery (2012), we explored how a parrot may internally represent different forms of objects’ compliance, using techniques from artificial intelligence. A working preliminary model of object compliance, using specific physical rules and probabilistic learning, was compared with behavioural results collected from live animals (from experiments discussed in chapter 6)\(^8\). We showed how a selection of key elements from the environment (a form of categorisation) could be used as a basis for efficiently representing objects and their related processes (e.g. a sponge being squeezed).

\(^8\)This was just a correlational comparison. In this study, we could not confirm if the observed parrot exploration was due to similar underlying mechanisms as those presented in the artificial model.

In the future, we hope to apply this same artificial model to a range of materials and problem-solving tasks (as in e.g. Arriola-Rios and Savage, 2007). A selection of ‘built-in properties’ that a ‘virtual parrot’ may have are described in Appendix E. This has been shown to work in a very basic simulated environment using StarLogo TNG version 1.5 (Colella et al., 2001). To check the ecological validity of these artificial models, they should be verified against a wider range of biological examples, under different experimental conditions.

The theory described in this chapter provides a framework for forming testable hypotheses. We chose to study two exemplar exploratory species; kakariki (Cyanoramphus novaezelandiae) and humans. There is much less literature on exploration in non-human animals, so in the kakariki tests we focused on the earlier stages of exploration (Section 3 and parts of Section 4). In the human tests, we focused on the later stages of exploration (Section 4 and Section 5), which have been neglected in the human exploration literature. Thus, in chapter 6 we hypothesise kakariki will explore more with:

- the corners and curves of objects over flat surfaces (due to points explained in subsection 3.1);
- increasing object complexity (due to points explained in subsection 3.4);
- novel over familiar objects (subsection 3.5);
- functional, invisible changes in an object over less functional or aesthetic changes, especially if the change occurs within-category (rather than between-category; subsection 3.2);
- unexpected changes in an object (i.e. if the haptic cues contradict the visual cues; subsection 4.4);
- extreme object categories first, but with time will explore the intermediate categories more (subsection 3.2 and subsection 3.4).

Further, in chapter 7 we hypothesise that human children will explore more:

- functional/action changes in an object than aesthetic changes (like the kakariki; due to point explained in subsection 3.2);
• when a change in a physical rule has occurred (subsection 4.1), and the initial exploratory behaviour will be directed at the change’s source (subsection 4.2), rather than the (usually now functionless) object area previously habituated to (subsection 5.3);

• when there is missing or ambiguous information (and causal inferences are needed; subsection 5.1 and subsection 5.2);

• when older (in terms of behavioural diversity; subsection 4.3) and there will be a developmental shift across different exploratory domains (subsection 5.3).


Brauer, J., Kaminski, J., Riedel, J., Call, J., Tomasello, M., Feb. 2006. Making inferences about the location of hidden food: social dog, causal ape. Journal of Comparative Psychology 120 (1), 38–47. 5.1


Byrne, R. M. J., Oct. 2002. Mental models and counterfactual thoughts about what might have been. Trends in Cognitive Sciences 6 (10), 426–431. 5.2


science starts: Spontaneous experiments in preschoolers exploratory play. Cognition 120 (3), 341–349. 2.6
Fabre, J. H., de Mattos, A. T., Miall, B., 1918. The wonders of instinct. The Century Co., Minnesota. 2.1
Fagard, J., Lockman, J., Jan. 2010. Change in imitation for object manipulation between 10 and 12 months of age. Developmental Psychobiology 52 (1), 90–99. 3.4
Giret, N., Peron, F., Nagle, L., Kreutzer, M., Bovet, D., Nov. 2009. Spontaneous categorization of vocal imitations in African grey parrots (Psittacus erithacus). Behavioural Processes 82 (3), 244–248. 3.2
Hanus, D., Call, J., May 2008. Chimpanzees infer the location of a reward on the basis of the effect of its weight. Current Biology 18 (9), R370–R372. 5.1
Heyes, C., Sep. 2011. What’s social about social learning? Journal of Comparative Psychology 126 (2), 193–202. 3.4
Kuba, M. J., Byrne, R. M. J., Matser, J. A., Jul. 2006. When do octopuses play? Effects of repeated testing, object type, age, and food deprivation on object play in *Octopus vulgaris*. Journal of Comparative Psychology 120 (3), 184–190. 4.4
Loewenstein, G., 1994. The psychology of curiosity: A review and reinterpretation. Psychological Bulletin 116 (1), 75–98. 1
Mesulam, M., Jun. 1998. From sensation to cognition. Brain 121 (6), 1031–1052. 1
Piaget, J., 1952. The Origins of Intelligence in Children. Interna- tional Universities Press, Michigan. 3.4
Quartz, R. S., Feb. 1999. The constructivist brain. Trends in Cognitive Sciences 3 (2), 48–57. 3.2, 4.2, 4.4
Raven, H. J., 1938. About guessing and knowing by chimpanzees (*Pan troglodytes*). Annual Review of Psychology 9, 139–156. 4.4
Rheingold, H. L., 1985. Development as the acquisition of fam- iliarity. Annual Review of Psychology 36, 1–18. 5.3


Abnormal Behaviour ...................................................... 125
Occurs in captive animals and a general indicator of poor welfare. Includes any behaviour that is inappropriately repetitive in goal or motor pattern, often functionless, maladaptive or self-injurious (Garner et al., 2006).

Abstraction ................................................................. 226
The process by which first principles are used to deduce higher concepts.

Affordances ............................................................... 4
All action possibilities present in the environment (e.g. different object properties), objectively measurable and independent of the individual’s ability to recognise them, but always in relation to the actor and therefore dependent on their capabilities (Gibson, 1977). For instance, a pencil affords writing, or a piece of paper affords ripping.

Altricial Development .................................................. 161
When a species is dependent on its parents for an extended period of time, as it was born/hatched in a developmental state where it could not yet survive by itself. Human babies are quite an extreme example of this, where children are dependent on their parents for at least 12 years. The opposite is known as ‘precocial development’ and includes animals like deer, which can fully locomote around within moments of birth.

Anthropocentrism ....................................................... 163
The regard that humans are the central or most important element of existence, especially in comparison with other animals.

Anticipatory Grip Forces ............................................. 169
Dextrous object manipulation needs precise digit positioning and forces, which often are estimated according to sensory feedback and processing delays; these initial grip forces exerted on an object are the ‘anticipatory grip forces’.

Glossary
**Associative Learning** ................................................... 3
A simple learning mechanism, where an animal realises a causal relationship between two stimuli. This can be through ‘classical conditioning’ or ‘operant conditioning’. In the latter, reward or punishment is used to modify the occurrence/type of a behaviour (action-outcome association), whereas in the former, a stimulus-outcome association is strengthened.

**Bayesian Network** ...................................................... 4
A type of statistical model that uses a directed acyclic graph to represent a set of random variables and their conditional dependencies.

**Bill Tip Organ** .......................................................... 10
The region found near the tip of a bill in several types of birds that forage by remote touch (e.g. shorebirds), which has a high density of touch receptors known as the Herbst and Grandry corpuscles. These are embedded in pits near the bill surface.

**Binocular Visual Field** .................................................... 10
The region of the world external to the animal that both eyes can see. In other words, where each eye’s visual field (‘monocular’ field) overlap, usually at the front of the animal.

**Bowers** ............................................................... 161
In referring to the structure created by bowerbirds (Ptilonorhynchidae) for courtship displays. They are made out of sticks (sometimes arranged around a sapling) and decorated with brightly coloured objects.

**Causal Inferences** .......................................................... 213
Also referred to as ‘inferential reasoning’; the ability to infer the underlying cause to perceived (often incomplete) sensory information. In the other words, the ability to associate a perceived event with an imagined event based on causal or physical reasoning. One example is to infer what is going on by exclusion of the various possibilities.

**Causal Learning** .......................................................... 272
The process of gathering and storing information about the causes of the events and how the physics of the world works (e.g. gravity, continuity, or different object properties).

**Causal Understanding or Causal Reasoning** ....................... 3
The knowledge or understanding or ability to reason about the relationship/mechanism between the cause and effect of events in the environment. In other words, some understanding about how the physics of the world work.

**Celestial Hemisphere** ................................................... 11
If one imagines a bird’s head in the middle of a sphere, the celestial
hemisphere refers to the whole region above the bird’s head. If there was a horizontal line drawn through the middle of the sphere and the middle of one of the bird’s eye, this would be the region above this horizontal line, from straight out in front of them, to straight out behind them.

**Centre-of-gravity** .......................................................... 168
Though subtly different, also known as the ‘centre-of-mass’, referring to average weighted location of all of the mass of a physical body (/object), or group of bodies. It does not necessarily coincide with the geometric centre of the body. Balance of an object is attained when the vertical line from the centre-of-gravity of the object is within the foundation of support with minimal postural sway.

**Cognitive Flexibility** .......................................................... 121
Refers to an ability to explicitly think and reason about the past, present or future abstractly or adaptively. The individual is not restricted to specific circumstances or specific environments. For example ‘learning generalisation’; an individual can generalise their knowledge about a previous event or object property to a novel, but similar event or property. The individual can also ‘abstract concepts’ from a collection of information or learning events.

**Concepts** .......................................................... 231
Quite abstract knowledge about the world, combining different bits of related information into one. For instance, ‘above’ and ‘below’ are opposite concepts, as are ‘same’ or ‘different’. Thus often involved in the categorisation process.

**Configurational Shape** .......................................................... 207
When an individual perceives an object’s configurational shape, he/she perceives the outline of the object’s shape, or the geometric organisation of its contours, as separate from its surroundings.

**Construct Knowledge** .......................................................... 226
The process of learning about the world, to build/form internal representations within one’s brain, usually through active interaction and testing of the surrounding environment or nearby objects.

**Cross-modal Interaction** .......................................................... 29
The use of the different senses, to allow the characteristics of one sensory modality to be transformed into information for another sensory modality. Similar to ‘multi-modal interaction’ uses each modality to transmit a different form of information. This means that representation of this information in the brain may be amodal (non-sensory).

**Cyclopean Field** .......................................................... 14
The total visual field of an animal, produced by the combination of both monocular fields.
Cyclopean Projection Centre .......................................................... 15
If one treats the two eyes as if they are behaving as a single eye situated in the centre of the forehead. From here, the projection is from the two separate retinal points: the mid-point of the line joining the centres of the pupils.

Designer-based Approach .......................................................... 5
Inspired by the field of artificial intelligence; where biologists should think like programmers to reason through the environmental constraints the organism is faced with and consider how it solves them – consider what the ‘requirements’ are of the environment. Then biologists should analyse the different possible designs that could fulfil these requirements, comparing the results with the actual designs revealed by observing the real animals (Chappell et al., 2012).

Ecological Niche ................................................................. 113
Can point to the environment, or a way of life, of a particular species; or can point to the environment of a particular individual. It refers to how an animal (/population) responds to various ecological factors within its habitat (resource distribution, predators, competition) and how it alters those same factors. It will depend on how the animal has evolved, what anatomy or sensorimotor systems it possesses, but also its various individual abilities. A niche can also refer to the set of affordances for a particular animal (Chemero, 2003).

Environmental Enrichment ......................................................... 123
Results in an improvement in the biological functioning (in health or lifetime reproductive success) of captive animals resulting from modifications to their environment (Newberry, 1995).

Exploitation ................................................................. 122
Half of an optimality trade-off in decision-making (the other half is exploration). The individual has to decide between optimising its decisions based on existing knowledge (‘exploitation’), and acquiring new knowledge in the hope of finding something useful (‘exploration’; Cohen et al., 2007).

Exploration Domains .......................................................... 227
A specific group of affordances or processes integrated into a single internal representation, perhaps within a single neural structure of some sort. They are related by their similar function. Karmiloff-Smith (1995) had a similar term: ‘micro-domains’. Note the opposite term would be a general-purpose representation that incorporates all information into one place.

Exploratory Approach Phase ...................................................... 27
The first of the two phases in exploration, preceding the ‘exploratory manipulation phase’. The locomotory approach towards an object,
which, once identified, the animal needs to gain more information about. This is usually from a distance of over 10 cm from the target object until within grasping distance (e.g. 5 cm between parrot and toy). The predominant sense used in this phase is likely vision.

**Exploratory Learning or Exploration** ........................................ 2
Perceptual and motor interactions with objects, with no immediate benefit/function, except to gather environmental information, sometimes in parallel with another activity, including problem solving by goal-directed action.

**Exploratory Manipulation Phase** ............................................. 28
The second of the two phases in exploration, after the ‘exploratory approach phase’. The manipulation and physical interaction with the target object to gain information about it. This commences from when the target is within grasping distance (e.g. 5 cm between parrot and toy). The predominant sense used in this phase is likely touch, at least in parrots.

**Exploratory Style** ................................................................. 162
Similar to a personality trait; within a population, there is usually a lot of individual variation in exploratory styles. A given individual usually uses the same style (suite of behaviours) over a long period of time, and behavioural reactions are often correlated across different environmental situations. Exploratory style broadly reflects whether an individual is shy or confident in its exploratory behaviour. For instance, one measure of an exploratory style is the likelihood for an individual to approach a novel object (e.g. Verbeek et al, 1994).

**Extractive Foraging** .............................................................. 11
A type of foraging, where the food item is extracted in some way from inside something else, such as a nut from its shell, but it could also be extracting roots from the soil. Parrots are a prime example of extractive foraging, using their hard hooked bills to break into nuts.

**Filter Feeders** ................................................................. 10
Refers to any birds that forage primarily by straining suspended matter and food particles from water, typically by passing it over a specialised structure, such as with mallard ducks or flamingoes.

**Footedness** ................................................................. 33
When performing a particular behaviour (e.g. kicking a ball, or, in a parrot’s case, manipulating an object), the individual prefers to use one foot more than the other.

**Functional or Causal Cues** ............................................... 151
Refers to cues in the external environment that give the observer information about the object’s affordances, such as what it can cause
when acted upon, or what it can be used for. Related to its physical properties or affordances, as well as its possible goals when acted upon. For example, the corners on a cube suggest (without touching it) that it cannot roll like a ball can (with just curved edges). On the other hand, colours are ‘non-functional’ or ‘aesthetic’ cues and often do not give any information about an object’s affordances.

**Goal-directed Action** ................................................... 2

Refers to quite conscious drives for a behaviour, where the individual is aware of what it wants to accomplish, rather than implicit motivations. For instance, finding a food item, or solving a particular problem.

**Haptic Exploration** .................................................. 26

Any information gathered passively or actively (i.e. unconsciously or not) through inputs from receptors embedded in the skin (i.e. ‘touch’), and/or in the muscles, tendons and joints (i.e. ‘proprioception’ such as through grasping). For instance, an individual can obtain haptic (or ‘tactile’) cues about an object’s shape not only from skin deformation and limb displacements, but also from the temporal changes in net forces resulting from friction between the skin and the explored surface (Lederman & Klatzky, 1993; Smith et al., 2009; Schneider, 2011).

**Information** ............................................................. 1

This thesis largely refers to the everyday use of the word, referring to semantic content that is about something that actually exists or could exist (Sloman, 2011).

**Inhibitory Control** .................................................. 272

Nerve impulses that dampen or stop certain responses or activities. At the more behavioural level, it can refer to the inability to stop impulsive, prepotent responses to a particular environmental stimulus, particularly if extensively reinforced behaviour beforehand.

**Ipsilateral** ............................................................ 62

When something is on the same physical side as something else (e.g. left eye with left foot), as opposed to ‘contralateral’, when they are on opposite sides.

**Juvenescence** .......................................................... 11

Basically childhood, or the period of time from hatching/birth to sexual maturity.

**Kepler-Poinsot Polyhedron** ....................................... 182

Plain Layouty of the four regular star-shaped polyhedra, which are created by stellating either a regular convex dodecahedron, or a regular convex icosahedron. They differ from these regular convex polyhedra by having faces in the shape of pentagrams. The simplest regular star is the ‘small stellated dodecahedron’.
<table>
<thead>
<tr>
<th>Term</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keratin</td>
<td>12</td>
</tr>
<tr>
<td>A family of fibrous,</td>
<td></td>
</tr>
<tr>
<td>structural proteins,</td>
<td></td>
</tr>
<tr>
<td>often continually</td>
<td></td>
</tr>
<tr>
<td>growing, such as</td>
<td></td>
</tr>
</tbody>
</table>
| those found in nails,
| hooves or bird beaks.|
| Kinetics              | 216  |
| The relationship     |
| between the motion   |
| of objects and the   |
| causes (forces and   |
| torques). A related  |
| concept is 'kinematics', which is more |
| concerned with the   |
| movement of the      |
| points of objects    |
| (or groups of objects) |
| without considering |
| the causes.         |
| Kinetics is surmised|
| from kinematics by   |
| the presence of mass.|
| Knowledge            | 228  |
| The representation   |
| of information about |
| the environment in   |
| the brain with       |
| associated concepts (Sloman, 2011).|
| Latent Learning      | 122  |
| The gathering of     |
| information when     |
| there is no apparent |
| immediate or future |
| reward, where there  |
| is no overt response |
| in the short term.   |
| Lateralisation       | 25   |
| The division of the   |
| two brain hemispheres ('cerebral lateralisation'), which |
| manifests itself as  |
| side biases in motor |
| behaviour (e.g. 'handedness', 'footedness', or 'motor lateralisation') or in a |
| preference for stimulus perception on the left or right side (e.g. with a particular eye, 'visual lateralisation').|
| Maxilla               | 11   |
| The upper 'jaw' of a |
| bird’s bill, as       |
| opposed to the ‘mandible’, which is the lower jaw.|
| Mechanoreceptors     | 12   |
| Touch receptors that |
| specifically respond |
| to mechanical pressure |
| or distortion, such as Herbst or Grandry corpuscles.|
| Mesopallium          | 11   |
| In a bird’s brain,   |
| lower part of old    |
| hyperstriatum or the |
| middle part of the    |
| pallium. The pallium |
| is thought to be the  |
| avian equivalent of |
| the mammal cortex (Jarvis et al., 2005).|
| Monocular Field      | 14   |
| The patterns and the  |
| changes of pattern of |
| light perceived by the |
| retina (or transformations of a small bounded cone of the optic array), resulting in stimuli for the control of locomotion relative to the objects of the environment (Gibson, 1958). As opposed to for instance a classical control or cybernetics control approach using closed-loop, feedback mechanisms for determining the motor aspects of locomotion, away from vision.|
| Naris                | 32   |
| Plural is ‘nares’; the |
| nostril of a bird,    |
| located at the top of |
| the maxilla.
Glossary

(bird’s upper mandible). Can refer to the nostrils of other vertebrates too.

**Natural Activity Levels or Pattern** ........................................ 123
The frequency or sequence of different behaviours performed by an animal each day in the wild. One can produce an ‘activity budget’ from this information, which illustrates the percentage of time the animal spent exploring/grooming/courting/feeding etc. during the day.

**Neophilia** ......................................................................................... 3
The love of new things; the opposite of ‘neophobia’. Note this is a separate personality trait to ‘exploratory’.

**Object Permanence** ...................................................................... 274
The understanding that objects continue to exist, even if they are not being currently viewed, touched or heard.

**Object Relations** ......................................................................... 228
The causal understanding of how multiple objects interact and influence each other’s behaviour. For instance, if a supporting block is taken away, the block stacked on top of it will fall. Another example is understanding how cogs turn in relation to each other.

**Online** .............................................................................................. 280
The point at which different cognitive (or motor) capacities are ‘turned on’ by the genes at a certain stage in development.

**Ophthalmoscope** .......................................................................... 15
An hand-held instrument to view eyes, about the size of a small torch, with a light and several lenses that can magnify the eye up to about 15 times. Best viewed in a darkened room.

**Optic Axis** ...................................................................................... 16
The line connecting the anterior and the posterior poles of the eye. Where optic axes project out of each eye, is thought to be the region of greatest visual acuity in the visual field.

**Optic Flow Field** ........................................................................... 39
The field of view produced by relative motion between the individual and the surrounding environment, resulting in a pattern of apparent motion of objects, surfaces, and edges.
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Pecten .......................................................... 16
A pigmented area of the avian retina near the optic nerve that is non-sensory and full of blood vessels, so it is thought to nourish the retina and control the pH levels of the vitreous body (i.e. the clear gel that fills the eye). It thus creates a small blind area in the visual field.

Perseveration .................................................. 148
The repetition of a certain behavioural response despite the absence of the related stimulus.

Physical Rules .................................................. 230
An internal representation of rules for how the physics of the world work, where there are environmental constants. A framework of these rules is likely encoded into the genes, upon which individuals can build on with learning and experience. For example, gravity (all things must fall), or object solidity (no two solid things can go through each other).

Physical Understanding ........................................ 221
Similar to ‘causal understanding’; some level of knowledge of how the physics of the world works. Also known as ‘folk physics’.

Play .............................................................. 75
Play is a form of exploration, but it is not necessarily for gathering information. Instead, it is more related to the current or future benefits of this quite directionless/goaless behaviour, except for the feeling of fun in doing it.

Probabilistic Learning ............................................ 4
To learn about the world using statistical mechanisms, calculating the different exact probabilities of different possibilities, e.g. through Bayesian networks.

Proprioception .................................................. 66
The perception of where one’s own body and each of its parts are and how they are moving through space, from information received in sensory receptors mainly embedded in muscles, tendons, joints, and the inner ear.

Psittacine .......................................................... 5
Collectively refer to the birds found in the order Psittaciformes, which includes the common and typical ‘true’ parrots (Psittacoidea), crested parrots such as cockatoos (Cacatuoidae), and the more evolutionarily diverged or ancient New Zealand parrots (Strigopoidea). Note that the term ‘psittacids’ just refer to the true parrots.

Purkinje Images .................................................. 16
Reflections from the cornea and the lens anterior surface of the eye. They are used by some eye-tracking devices to measure the position of the eye.
**Glossary**

**Recognition Memory** ................................................................. 211
The ability to consciously recognise previously experienced events, objects or other individuals, by comparing and matching the current (re-experienced) event to the stored representation.

**Regular Polyhedron** ................................................................. 182
A three-dimensional, geometric shape, with flat surfaces and straight edges. The plural is ‘polyhedra’. This includes ‘Platonic solids’, which are regular, congruent, convex polyhedra, where the same number of faces meet at each vertex.

**Representation (Internal)** .......................................................... 226
Inspired by the field of artificial intelligence, where biologists should think like programmers to reason through the environmental constraints the organism is faced with and how they solve it – consider what the ‘requirements’ are of the environment. Then biologists should analyse the different possible designs which could fulfil these requirements, comparing the results with the actual designs revealed by observing the real animals (Chappell et al., 2012).

**Retinal Field** .............................................................................. 15
The functional visual field, encompassing what the bird can actually see, as opposed to the ‘optical field’, which the retina does not always serve the entirety of, especially in the periphery. For instance, in short-toed eagles (*Circaetus gallicus*) it is possible to see into the eye through the pupil at the frontal margin of the optical field and thus gain the impression of a wide binocular field. However, there is not any retina serving that part of the optical field, i.e., there is a ‘blind optical margin’ (Martin, 2009).

**Rhamphotheca** ................................................................. 12
The outer, hard keratinised epidermis or layer that covers the beak of birds.

**Sensorimotor** ........................................................................... 64
This term refers to both the sensory and motor functions of an animal or to the nerves controlling them. Note that strictly information gathered through the senses and that processed through the motor system are separate entities. As in behavioural experiments, it is generally difficult to separate these two facets, therefore we collectively refer to both as ‘sensorimotor’. For instance, the parrot bill provides both a sensory function, in receiving haptic information through its bill tip organ, and a motor function, in its dextrous manipulation of objects.

**Somatosensory** ................................................................. 12
Refers to sensory information that includes the perception of touch, temperature, proprioception (body position), and nociception (pain).
Somatosensory receptors can be found in the skin, skeletal muscles, bones, joints, internal organs and the cardiovascular system.

**Stellation** ................................................................. 182
The process of creating new shapes in $n$ number of dimensions. In two dimensions this creates ‘polygons’; and in three dimensions this creates ‘polyhedra’. This usually means extending elements like edges or faces (often in a symmetrical way) until they meet each other again.

**Stereopsis** ............................................................... 103
Perception of depth resulting from the brain integrating the receptions from two slightly different projections of the visual scene onto the retinas of two eyes, especially where their fields of view overlap.

**Stereotypical Behaviour** .............................................. 125
Occurs in captive animals and a general indicator of poor welfare. Includes any behaviour that is a sequence of movements that are repeatedly identically. They are inappropriate and lack any function or goal (Garner et al., 2006).

**Synovial Joint** .......................................................... 11
A joint that permits more or less free motion, by the union of the bony elements, surrounded by an articular capsule (i.e. envelope of white fibrous tissue and a secreting layer), enclosing a cavity lined by a synovial membrane.

**Tactile Probers** .......................................................... 10
Refers to any birds that forage primarily by remote touch with their bill tip organ. For instance, shorebirds probe with their bills into soft mud to sense for vibrations from invertebrate prey embedded somewhere in the substrate.

**Tetrachromacy** .......................................................... 206
A tetrachromat is an individual who has four separate perception pathways for processing colour, such as four types of ‘cone cells’ in the eye, each of which have different absorption spectrum for seeing different parts of the colour spectrum. Humans are largely trichromats (three pathways). Conversely, many birds are tetrachromats – able to see into the ultraviolet spectrum, while we cannot.

**Torque** ................................................................. 169
The momentum of a force rotating about an axis.

**Uncertainty** ............................................................. 122
When an individual faces ambiguous or incomplete information, whether externally from what is front of them in the environment, or internally from erroneous memory. See Inglis et al. (2001) for more information.

**Vertex** ................................................................. 182
In Euclidean geometry, this term refers to a point, where the corners of geometric shapes intersect.
**Vestibular System** ................................................................. 37
The sensory system that provides information about rotational movements and linear acceleration to aid in balance and movement. It is tightly integrated with eye movements (for clear vision) and the muscles that control posture (to keep the animal upright).

**Vibrissa** ................................................................. 67
In mammals, this refers to long, stiff hairs that project from an animal’s snout and/or brow. In birds, this refers to specialised feathers that grow around the bill of insectivorous individuals. Both serve as tactile organs.

**Visual Acuity** ................................................................. 22
Sharpness of vision, or the eye’s ability to distinguish object details and shape in the direct line of sight. Often measured using the smallest identifiable object that can be seen at a specified distance.

**Visual Field** ................................................................. 10
The total area in which objects and other features of the external world that can be seen by the animal, including those in the periphery, while the eyes focus on a central point. An animal’s visual field essentially governs what can influence its behaviour from moment to moment.

**Whisking Behaviour** ................................................................. 67
Rodents sweep their facial whiskers back and forth in a rhythmic way when moving about the world (Grant et al., 2009).

**Zygodactyl** ................................................................. 11
Describes a type of foot, where two toes are facing forward and two toes are facing backward, thought to be adapted for climbing birds like woodpeckers or cuckoos (Smith, 1975). As opposed to the more common foot found in birds, ‘anisodactyl’, three toes forward, two toes back, such as in Passeriformes.
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