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Abstract

The application of a magnetic field to a suspension of weakly magnetic nanoparticles should, based on previous work, increase the aggregation between particles. This is caused by the increase in the magnetic interaction in competition with repulsive forces due to the electric double layer.

This hypothesis was tested using suspensions of magnetite and hematite nanoparticles. Magnetite particles were used to characterise the aggregation behaviour of strongly magnetic particles, which then served as a basis of comparison with hematite particles in a magnetic field. The expectation was that applying the magnetic field to the suspensions of weakly magnetic hematite particles would alter their aggregation behaviour to be more like that of the strongly magnetic magnetite particles.

Experimental findings indicated this is not the case. No evidence was found indicating that the magnetic field affected particle interactions sufficiently to alter the aggregation. Aggregation behaviour was controlled by the chemical environment and shear forces. The magnetic field did influence the particles’ motion. In static experiments hematite particles were separated from suspension, the efficiency of which was related to the degree of aggregation and thus to the aggregate size. In stirred systems the balance between shear and Lorentz forces affected aggregate formation.

Small aggregation increases were observed but once aggregates reach a certain size the magnetic field affects the movement of particles and does not change interactions.
ACKNOWLEDGEMENTS

I would like to acknowledge the help of my supervisors, Professor Pacek and Professor Kendall, in preparing this thesis and the EPSRC and Maxsys Ltd for their financial support.

I would also like to thank all my colleagues in the School of Chemical Engineering for their support during my studies. In particular I would like to thank Dr James Andrews for his always insightful comments, and Adi, Aleks, Alex, Asja, Ourania, and Roman for their lively discussions. I owe a great debt of gratitude to Dr May Lim and Professor Rose Amal and all the members of the Particles and Catalyst Research Group at UNSW in Sydney for their advice and support during my stay in Australia. In particular I would like to mention Heike, Karin, Luke, Nick, Rothman and of course Rohan.

I have made many friends throughout my research and would like to thank them all for their help, but would especially like to mention Andrew Bell and Fajid Khan. My family have been a constant source of support and I would like to thank my parents for their encouragement, and especially those who were kind enough to read through my thesis - my father, David, and brother Dr Phillip Bradford, and my friends in Paris, Dr Adrien Normand and Dr Laura Toops.

Finally I want to thank my partner, Constance Godeberge, for her continued encouragement and support in all my activities on both sides of the globe and both sides of the Channel.
## Contents

1 Introduction ........................................... 1

2 Background ............................................. 4
   2.1 Iron oxides ........................................ 4
   2.2 Nanoparticles ....................................... 7
      2.2.1 The nanoscale, nanoscience and nanotechnology .......... 7
      2.2.2 Nanothermodynamics .................................. 8
      2.2.3 Nanoparticle movement - Brownian motion ............... 9
      2.2.4 Nanoparticle synthesis ................................ 10
         2.2.4.1 Forced hydrolysis ................................... 11
         2.2.4.2 Gel-sol synthesis ................................... 12
         2.2.4.3 Aerosol synthesis ................................... 13
         2.2.4.4 Gas phase synthesis ................................ 14
      2.2.5 Nanoparticle characterisation .......................... 15
      2.2.6 Natural nanoparticles ............................... 16
         2.2.6.1 Biomineralization .................................. 16
   2.3 Magnetism ............................................. 18
      2.3.1 Magnetic behaviour ................................... 19
         2.3.1.1 Diamagnetism ....................................... 20
         2.3.1.2 Paramagnetism ...................................... 21
         2.3.1.3 Ferromagnetism .................................... 22
         2.3.1.4 Antiferromagnetism ................................. 23
         2.3.1.5 Ferrimagnetism .................................... 24
      2.3.2 Intrinsic Properties of Magnetic Materials ............. 26
         2.3.2.1 Saturation Magnetisation .............................. 26
         2.3.2.2 Magnetic Anisotropy ................................ 26
         2.3.2.3 Magnetic Hysteresis ................................ 28
      2.3.3 Magnetic nanoparticles ................................ 30
      2.3.4 Magnetic properties and particle size ................... 30
         2.3.4.1 Magnetic domains .................................... 30
         2.3.4.2 Superparamagnetism ................................. 34
   2.4 Colloidal stability .................................... 35
      2.4.1 DLVO Theory ........................................ 35
3.4.3 Fragmentation rate ............................................ 77
3.4.4 Breakage distribution function ............................. 77
3.4.5 Estimation of size ............................................ 78
3.4.6 Structure variation ........................................... 79
3.5 Simulation method ................................................ 80
3.6 Results .............................................................. 80
  3.6.1 Particle interactions ........................................ 80
  3.6.2 Collision efficiency .......................................... 82
  3.6.3 Collision Frequency .......................................... 85
  3.6.4 Magnetic field ................................................ 87
3.7 Discussion .......................................................... 90

4 Aggregation of magnetite nanoparticles .......................... 92
  4.1 Synthesis and Characterisation ............................... 94
    4.1.1 Synthesis .................................................... 94
    4.1.2 Characterisation ............................................ 95
      4.1.2.1 TEM .................................................... 95
      4.1.2.2 Dynamic Light Scattering ............................ 95
      4.1.2.3 Zeta Potential ........................................ 98
      4.1.2.4 Magnetic Behaviour ................................... 99
      4.1.2.5 Concentration of Particles ........................... 99
  4.2 Experimental .................................................... 100
    4.2.1 Experimental setup ...................................... 100
    4.2.2 Experimental method ..................................... 100
      4.2.2.1 Calculation of scattering exponents ................. 100
  4.3 Results .......................................................... 101
    4.3.1 Effect of pH ............................................... 101
    4.3.2 Effect of electrolyte ..................................... 107
  4.4 Discussion ........................................................ 113

5 Aggregation of hematite nanoparticles in a magnetic field .... 118
  5.1 Previous work ................................................... 118
  5.2 Synthesis and Characterisation ................................ 120
    5.2.1 Synthesis .................................................... 120
    5.2.2 Characterisation ............................................ 120
      5.2.2.1 TEM .................................................... 120
      5.2.2.2 Dynamic Light Scattering ............................ 121
      5.2.2.3 Zeta Potential ........................................ 122
      5.2.2.4 Magnetic Behaviour ................................... 123
      5.2.2.5 Concentration of Particles ........................... 124
  5.3 Experimental .................................................... 125
    5.3.1 Experimental Setup ...................................... 125
    5.3.2 Experimental Method ..................................... 125
5.4 Results ......................................................... 126
5.4.1 The effect of pH ......................................... 126
5.4.2 The effect of electrolyte ................................. 128
5.5 Discussion ...................................................... 134

6 Aggregation of ellipsoidal hematite nanoparticles in a magnetic field 138
6.1 Previous work .................................................. 138
6.2 Synthesis and Characterisation .............................. 140
  6.2.1 Synthesis ............................................... 140
  6.2.2 Characterisation ...................................... 141
    6.2.2.1 TEM ............................................. 141
    6.2.2.2 Dynamic Light Scattering .................. 141
    6.2.2.3 Zeta Potential ................................. 143
    6.2.2.4 Concentration of Particles .................. 143
6.3 Experimental ................................................ 143
  6.3.1 Experimental Setup .................................. 143
  6.3.2 Experimental Method ................................ 144
6.4 Results ....................................................... 144
  6.4.1 The effect of pH ..................................... 144
  6.4.2 The effect of electrolyte ............................ 145
6.5 Discussion ................................................... 150

7 Aggregation of magnetite nanoparticles in a stirred system 154
7.1 Previous work ............................................... 154
7.2 Synthesis and Characterisation ............................ 156
7.3 Experimental ............................................... 156
  7.3.1 Experimental Setup .................................. 156
  7.3.2 Experimental Method ............................... 157
7.4 Results ....................................................... 158
  7.4.1 The effect of pH ..................................... 158
  7.4.2 The effect of electrolyte ............................ 164
7.5 Discussion ................................................... 166

8 Aggregation of hematite nanoparticles in a magnetic field in a stirred system 169
8.1 Previous work ............................................... 169
8.2 Synthesis and Characterisation ............................ 170
8.3 Experimental ............................................... 171
  8.3.1 Experimental Setup .................................. 171
  8.3.2 Experimental Method ............................... 172
8.4 Results ....................................................... 172
  8.4.1 The effect of pH ..................................... 172
  8.4.2 The effect of electrolyte ............................ 174
8.5 Discussion

9 Aggregation of ellipsoidal hematite nanoparticles in a magnetic field in a stirred system

9.1 Previous work

9.2 Synthesis and Characterisation

9.3 Experimental

9.4 Results

9.4.1 The effect of pH

9.4.2 The effect of electrolyte

9.5 Discussion

10 Conclusions and Recommendations

10.1 Conclusions

10.2 Recommendations

List of References

A Determination of scattering exponent

A.1 Key Assumptions

A.2 How to use it

A.3 How it works

A.3.0.1 Model.m

A.3.0.2 Getrg.m

A.3.0.3 Fitguinier.m

A.3.0.4 Guinier.m

A.3.0.5 Getslopelin.m

A.3.0.6 Merror.m

A.3.0.7 Smono.m

A.3.0.8 Csd.m

A.3.0.9 Rg2Re.m

A.4 Matlab code

A.4.0.10 Model.m

A.4.0.11 Getrg.m

A.4.0.12 Fitguinier.m

A.4.0.13 Guinier.m

A.4.0.14 Getslopelin.m

A.4.0.15 Merror.m

A.4.0.16 Smono.m

A.4.0.17 Csd.m

A.4.0.18 Rg2Re.m
B Population balance MATLAB code

B.1 Main.m ................................................................. 232
B.2 aggregationdF.m ...................................................... 234
B.3 test.m ................................................................. 238
B.4 efficiency.m .......................................................... 239
B.5 solvol.m .............................................................. 241
B.6 volspicer.m ........................................................... 241
B.7 convertVMDsingle.m .................................................. 242
B.8 convnumberdF.m ....................................................... 244
Chapter 1
Introduction

Magnetic treatment devices, used on fuel and water lines, are commonplace around the world. In fuel systems they are used to increase the fuel efficiency of motors, boilers and furnaces. In water systems they are used to prevent the build-up of scale as a result of calcium carbonate deposits in water systems. These effects are still controversial, particularly as the mechanisms which might be responsible for these effects are little understood. Explanations that have been put forward already include changes in the physical properties of the water or the fuel itself, changes in crystallisation of calcium carbonate deposits in water systems resulting in less scale, and the use of alternating versus static magnetic fields in both cases. Conclusive proof of these effects remains, however, elusive.

Suspended nanoparticles are occur naturally in water and fuel systems, as products of corrosion for example, and changes in their aggregation state could provide one possible mechanism for the action of magnetic treatment devices. Increased aggregation should prevent surface adhesion and fouling by nanoparticles, leading to better efficiency of heat exchangers.

Exploiting the role of the magnetic interaction in the aggregation of fine particles already has practical applications in minerals processing, where magnetic flocculation
is used to process slurries of mineral fines. This results in the improved separation of magnetic mineral fines and the recovery of greater amounts of mineral ores.

Magnetic nanoparticles are now used extensively in biological applications, such as MRI contrast agents, and thus understanding and being able to manipulate the particle interactions appropriately is essential. Magnetic iron oxide particles are often used for such applications and controlling the aggregation state of these particles is necessary in order to prevent the particles forming blockages in the body.

Theory and previous studies suggest that increasing the magnetic interaction through the application of a magnetic field should increase the aggregation of weakly magnetic particles due to the change in the particle interactions, in competition with the surface chemical repulsions caused by double layer forces. The application of a magnetic field is thus akin to increasing the contribution from the magnetic interaction in the total particle interactions. If this is true then the particle interactions should become more like the interactions expected from a system of strongly magnetic particles, and the aggregation of the weakly magnetic particles should become more like that of the strongly magnetic particles.

The aim of this work was to test this hypothesis experimentally. This was achieved by comparing how closely the aggregation behaviour of weakly magnetic hematite nanoparticles in an applied magnetic field matches the aggregation of strongly magnetic magnetite nanoparticles. This will be done in both static and stirred systems and the aggregation will be characterised in different chemical conditions of pH and electrolyte concentration. This allows the aggregation kinetics to be altered, through changing the collision efficiency and frequency between particles.

For the experiments three particle systems will be synthesised and characterised - magnetite, spherical hematite and ellipsoidal hematite. The different particle shapes of the weakly magnetic hematite will allow any difference due to particle shape to be also
observed.

This gives the following experimental outline which will be used for both a static system and a stirred system:

- Characterisation of the aggregation of magnetite nanoparticles
- Characterisation of the aggregation of spherical hematite particles with and without the applied magnetic field
- Characterisation of the aggregation of ellipsoidal hematite particles with and without the applied magnetic field

In order to monitor and characterise the aggregation of the particle systems static light scattering will be used, which allows data about both the size and structure of the aggregates to be obtained.

The comparison of the results will then allow the validity of the hypothesis about magnetic particle interactions to be tested.

The structure of this thesis is then as follows:

- Background concepts that are key to the understanding of the thesis are reviewed through the literature in chapter 2
- The aggregation of the particle systems are studied in static systems in chapters 4 (magnetite), 5 (spherical hematite) and 6 (ellipsoidal hematite)
- The aggregation of the particle systems in stirred systems are studied in chapters 7 (magnetite), 8 (spherical hematite) and 9 (ellipsoidal hematite)
- Finally conclusions are drawn and recommendations for further work are made in chapter 10.
Chapter 2
Background

2.1 Iron oxides

Iron itself, uncombined with any other elements, occurs on the surface of the earth in very small quantities, but combined with other elements it is found in a number of ores which are so widely distributed that there are deposits of ores in all the continents (Silver, 1993). Many of these ores are iron oxides and magnetite and hematite are among the most common. For example, Mt. Whaleback in Australia is largely composed of magnetite and is now mined for this purpose. However, it used to be hazardous to aircraft as its large iron content affects magnetic navigation instruments from great distances, and it was not until the 1960s that this was discovered (Silver, 1993).

There are sixteen known iron oxides (oxides, hydroxides or oxide hydroxides), and these are listed in table 2.1.
Goethite

Lepidocrocite

Akaganeite

δ – FeOOH

Feroxyhyte

δ’ – FeOOH

High pressure FeOOH

Ferrihydrate

Bernalite

Fe(OH)₃

Schwertmannite

Fe₁₆O₁₆(OH)ₓ(SO₄) · nH₂O

Haematite

α – Fe₂O₃

Magnetite

Fe₃O₄

Maghemite

γ – Fe₂O₃

β – Fe₂O₃

ε – Fe₂O₃

Wustite

FeO

Yellow-brown

Antiferromagnetic

Orange

Paramagnetic

Brown to bright yellow

Paramagnetic

Red-brown

Ferrimagnetic

Red-brown

Superparamagnetic

Reddish brown

Superparamagnetic

Greenish

Weakly ferromagnetic

White

Yellow

Paramagnetic

Red

Weakly ferromagnetic

Black

Ferrimagnetic

Dark brown

Ferrimagnetic

Black

Paramagnetic

Table 2.1: The sixteen known iron oxides (Cornell and Schwertmann, 1996).

Magnetite and hematite have been used as catalysts for a number of industrially important reactions (Cornell and Schwertmann, 1996; Uddin et al., 2008; Li et al., 2008), including the synthesis of NH₃ (the Haber process), the high temperature water gas shift reaction, and the desulfurization of natural gas. Other reactions include the dehydrogenation of ethyl benzene to styrene, the Fisher-Tropsch synthesis for hydrocarbons, the oxidation of alcohols, and the large scale manufacture of butadiene. Magnetite and hematite are semiconductors and can catalyze oxidation/reduction reactions (Kandalam et al., 2007; Jrgensen et al., 2007; Peterson et al., 1997). Hematite has also been used as a support material for gold in catalysts for the oxidation of carbon monoxide at low temperature (Zhong et al., 2007; Kozlova et al., 1998; Hutchings et al., 2006). Iron oxides can be used as acid/base catalysts (Shi et al., 2007) and to catalyze the degradation of
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acrylnitrile-butadiene-styrene copolymer into fuel oil. Hematite has been used as photocatalyst for the degradation of chlorophenol and azo dyes (Bandara et al., 2007), whereas maghemite and magnetite/carbon composites have been found useful for reducing the amount of undesirable N\(_2\) in fuel oil (Brebu et al., 2001).

All three forms of magnetic iron oxide are commonly used in synthetic pigments in paints, ceramics, and porcelain (Cornell and Schwertmann, 1996). They possess a number of desirable attributes for these applications because they display a range of colors with pure hues and high tinting strength. They are also extremely stable and highly resistant to acids and alkalis. Pigments based on hematite are red, those based on maghemite are brown, and magnetite-based pigments are black (Lam et al., 2008). The transparent yellow pigments based on goethite can be transformed into the transparent red pigments of hematite by calcination at 400-500\(^\circ\)C. These pigments are widely used in water-repellent stains for wood as they enable the wood grain to be seen while still providing protection against the damaging effects of sunlight. Pigments made from magnetite are also used in magnetic ink character recognition devices, and magnetic magnetite particles are used in metallography for detecting flaws in engines (Cornell and Schwertmann, 1996).

Magnetic iron oxide nanoparticles have been used \textit{in vivo} as magnetic resonance imaging (MRI) contrast agents for molecular and cell imaging (Majewski and Thierry, 2007; Tartaj et al., 2003; Ai et al., 2005; Sadeghiani et al., 2005; Tartaj et al., 2005). Magnetite is used as the core in these agents which are used to differentiate between healthy and diseased tissue. The magnetic particles are generally coated with a polysaccharidic layer for colloidal stability (Babes et al., 1999). \textit{In vivo} MRI cell tracking has been successfully performed by Song and co-workers (Song et al., 2005). Magnetic particles with a polymer coating have been used in cell separation, protein purification (Tanyolac and Ozdural, 2001), environment and food analyses, organic and biochemical syntheses (Avital et al., 2001), industrial water treatment (Cumbal et al., 2003) and biosciences (Kim et al., 6
2003; Thunemann et al., 2006; Zhang et al., 2007). Encapsulation of magnetic nanoparticles with organic polymers is used to enhance their chemical stability, dispersability and functionality (Tartaj et al., 2005).

2.2 Nanoparticles

There has been a frenzy of activity in recent years into the investigation of nanoparticles and their possible applications, or as celebrated physicist and nobel laureate Richard Feynman put it “the problem of manipulating and controlling things on a small scale” (Feynman, 1960). The list of applications includes drug delivery, catalysis, food production, cosmetics and the many further applications of nanomaterials engineered with specific properties. The use of nanoparticles, however, goes back several millennia although those using this seemingly modern technology were unaware of it. There are examples of Roman glasswork over 2000 years old given their colour using glasses coloured with nanoparticles (Barber and Freestone, 1990; Wagner et al., 2000). Faraday (Faraday, 1857) presented his gold sols to the Royal Society in London over 150 years ago. Even the development of photography throughout the 19th century can be viewed as containing elements of nanotechnology and the use of nanoparticles (Hornyak et al., 2008).

2.2.1 The nanoscale, nanoscience and nanotechnology

Nanotechnology is generally defined as having one dimension between 1 and 100nm (Hornyak et al., 2008), although this is not a strict definition as there are applications where the dimension of interest is less than 1nm or greater than 100nm. This scale is put into perspective in figure 2.1.
The nanoscale is of such interest because it is the transition zone between atoms and bulk materials, and it is in this transition zone that significant deviation from the behaviour of the bulk material can be observed.

### 2.2.2 Nanothermodynamics

The concept of thermodynamics of small systems, now more commonly referred to as nanothermodynamics, goes back to the 1960s (Hill, 1962) and the consideration of colloidal systems, polymers and macromolecules. In his Faraday lecture Rowlinson (1983) stated that for particles less than a few nanometres “thermodynamics and statistical mechanics lose their meaning.” Indeed, the material properties of nanoparticles can be as dependent
on the surrounding medium as on the particle size (Hill, 2001; Hill and Chamberlin, 2002).

An example of how things change at the nanoscale was provided by Wang et al (Wang et al., 2002). It was found that the second law of thermodynamics can be violated for small systems over short time scales. This was achieved by following the trajectory of a colloidal particle captured in an optical trap that was translated relative to surrounding water molecules. The system showed negative entropy over short time frames, but quickly returned to the normal positive entropy over longer time frames.

Another example is provided by Zhang et al. (2003). They found that water is able to drive the structural transformation of nanoparticles. It was reported that ZnS nanoparticles, of average diameter 3nm, exhibited structural changes as a function of the surface environment, the structure of the particles was significantly altered upon removal of the synthesis solvent (methanol) and immersion in water. It was thus concluded that the structure and reactivity of nanoparticles depend on both particle size and the surrounding environment.

2.2.3 Nanoparticle movement - Brownian motion

The seemingly random movement of particles suspended in a fluid is most commonly referred to as Brownian motion (or Brownian movement), and its discovery is attributed to the botanist Robert Brown who observed the motion in grains of pollen (Brown, 1828). Since then work by Einstein (1905), Perrin (1909, 1913) and Smoluchowski (1906, 1916a,b), among others, has advanced understanding of this phenomenon.

Many thousands of cases of Brownian motion have been examined, and suspended nanoparticles can be counted among these, and the same general properties of the motion have been found consistently (Mazo, 2002). The rapidity of the motions increases as the size of the suspended particles decreases. The motion is stable over time and persists as long as the particles remain suspended in the fluid. It is independent of most external
influences and thus electric fields, light, gravity and similar disturbances from the outside seem to have no effect on it. However, temperature does have a marked effect, which would be expected from the additional observation that the motion also depends on the viscosity of the medium.

2.2.4 Nanoparticle synthesis

There are two general approaches for making nanoparticles: (i) the top-down approach and (ii) the bottom-up approach. Top-down approaches start from bulk materials and break them down, whereas bottom-up approaches start from atoms or molecules and build them up.

Examples of both methods can be found in nature. Natural top-down methods of fabrication include erosion, volcanic activity (e.g. formation of fly ash), solar activity (radiation degeneration of bulk materials), biological decomposition and digestion. Biological bottom-up methods include protein synthesis (from amino acids), DNA and RNA synthesis (from sugars, phosphate and the nuclides adenosine, guanine, cytosine and thymine) and membrane synthesis (agglomeration of lipids and phospholipids to form organised membranes).

Laboratory and industrial top-down approaches include mechanical-energy methods such as ball milling and atomisation; thermal fabrication methods such as electrospinning; pyrolysis and combustion; and high-energy methods such as arc discharge, laser ablation and ultrasonication (Hornyak et al., 2008). Bottom-up approaches include gas-phase methods such as condensation and thermolysis; liquid-phase methods such as nucleation and sol-gel processes, supramolecular chemistry, and molecular self-assembly (Hornyak et al., 2008).

Some of the methods used for synthesising metal oxide particles are described in the following sections, with a particular emphasis on those methods that can be used to
produce magnetite and hematite.

2.2.4.1 Forced hydrolysis

Many metal oxide particles can be generated by heating the respective salt solution at moderately elevated temperatures (less than 100°C). However, uniform particles only precipitate under a narrow set of conditions, which need to be determined experimentally. The process may take anywhere from several minutes to several hours or longer and low concentrations of electrolytes must be used to produce well-dispersed uniform particles (Matijevic and Sapieszko, 2000). This requirement is necessary to keep the ionic strength below a critical value in order to prevent coagulation of the precipitates (which consist almost without exception of charged particles).

The method can be used to produce monodisperse simple or internally composite particles, the latter of which are internally heterogenous. Another useful technique is the controlled double-jet precipitation process (CDJP) which can be used for a variety of uniform dispersions, including those of metal oxides of different modal sizes, ranging from several nanometers to several microns.

**Hydolysis of FeCl₃ solutions**  The aging of ferric chloride solutions can yield either colloidal akageneite ($\beta$-FeOOH) or hematite ($\alpha$-Fe$_2$O$_3$). However, the two forms are closely related in the formation of the precipitates.

A variety of morphologies have been obtained by altering the experimental parameters over a small range of conditions. Thus, uniform dispersions of hematite particles of spherical, ellipsoidal, rod-like, cubic, platelet-type, and other shapes have been produced.
Table 2.2: Conditions for particles obtained in solutions of FeCl\(_3\) + HCl: (a) ellipsoidal hematite, (b) spherical hematite, (c) cubic hematite, (d) rod-like akageneite (Matijevic and Sapieszko, 2000).

<table>
<thead>
<tr>
<th></th>
<th>Fe(^{3+}) (mol dm(^{-3}))</th>
<th>Cl(^{-}) (mol dm(^{-3}))</th>
<th>Initial pH</th>
<th>Final pH</th>
<th>Temp. of aging (°C)</th>
<th>Time of aging</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>0.018</td>
<td>0.104</td>
<td>1.30</td>
<td>1.10</td>
<td>100</td>
<td>24 h</td>
</tr>
<tr>
<td>(b)</td>
<td>0.315</td>
<td>0.995</td>
<td>2.00</td>
<td>1.00</td>
<td>100</td>
<td>9 days</td>
</tr>
<tr>
<td>(c)</td>
<td>0.090</td>
<td>0.280</td>
<td>1.65</td>
<td>1.88</td>
<td>100</td>
<td>24 h</td>
</tr>
<tr>
<td>(d)</td>
<td>0.090</td>
<td>0.280</td>
<td>1.65</td>
<td>1.70</td>
<td>150</td>
<td>6 h</td>
</tr>
</tbody>
</table>

There are some other conditions that affect the appearance of hematite. For example, ellipsoidal particles of various anisometries were obtained by the addition of small amounts of phosphate ions into the aging FeCl\(_3\) solutions.

2.2.4.2 Gel-sol synthesis

In the ‘gel-sol’ method, highly viscous condensed gels are used as a solid precursor to the formation of particles. The solid precursor in the form of a gel protects the product particles against coagulation by fixing them on the gel network and, at the same time, works as a reservoir of metal ions to be dissolved and released in metal ions by degrees. If a solid precursor itself does not form a gel structure, some substance such as a lyophobic polymer or a surfactants is used as a subsidiary additive to form a gel-like structure. This idea is based on an earlier finding of selective formation of monodisperse particles on a precursory gel-like solid precipitated from a homogenous dilute solution (Sugimoto, 2000).

Dilute systems Sugimoto and Matijevic (1980) prepared uniform spherical particles of magnetite by partial oxidation of ferrous hydroxide gel with nitrate. The uniform magnetite particles were obtained at a slight excess of Fe\(^{2+}\), and the mean size critically depended on the excess concentration of Fe\(^{2+}\) or pH.

Precipitation of ferric oxide gel was also observed in the preparation of spindle-like hematite particles in a dilute ferric chloride solution in the presence of phosphate (Ozaki
et al., 1984). Hamada and Matijevic (1982) prepared uniform particles of pseudocubic hematite by hydrolysis of ferric chloride in aqueous solutions of alcohol (10-50%) at 100°C for several days.

Condensed systems In most cases, monodisperse particles are synthesized in dilute systems (concentrations of 10^{-4} to 10^{-2} mol dm^{-3}) in order to overcome the essential problem of coagulation. As low concentrations mean low particle productivity, it may be the most serious problem for general monodispersed particles to be used as an industrial products in spite of their ideally controlled properties. To resolve this fundamental problem, the ‘gel-sol’ method was invented. This method is based on the use of an extremely condensed precursor gel as a matrix of the subsequently generated product particles as well as a reservoir of the metal ions. It may be possible to prevent the coagulation of the particles by fixing them in the gel matrix even at high concentrations of electrolyte and keep them growing without renucleation at a moderate supersaturation by the constant release of the metal ions.

Uniform pseudocubic hematite particles were successfully obtained from a highly condensed ferric hydroxide gel (Sugimoto and Sakata, 1992; Sugimoto et al., 1993c). In a typical procedure, 5.4 dm^{-3} NaOH was added to the same volume of 2.0 dm^{-3} FeCl_3 in 10 min at room temperature under agitation, and the resulting highly viscous Fe(OH)_3 gel (pH ≈ 2.0) was aged in an oven preheated at 100°C for 8 days. The shape of the hematite particles is drastically changed from pseudocubic to an ellipsoid or peanut-like shape by addition of sulphate or phosphate ions to the Fe(OH)_3 gel (Sugimoto et al., 1998, 1993a; Sug, 1993; Sugimoto et al., 1993b).

2.2.4.3 Aerosol synthesis

This method is based on chemical reactions on aerosols. Droplets of a reactant flowing in an inert carrier gas are contacted with the vapour of a coreactant, resulting (as a rule) in
spherical solid particles. If the latter are internally chemically mixed, their composition is determined by the contents of the reactants in the original droplets, since each of the latter acts as a separate ‘reaction container’. The technique is also applicable to organic dispersion, and for making coated particles in a continuous process in which cores are formed first, following by encasing them in layers of different compositions and thicknesses (Matijevic and Partch, 2000).

The method described here is limited to the interactions of droplets with surrounding gases. However, other aerosol methods include dispersing aqueous dispersions of particles (e.g. of latex) and evaporating water and nebulising solutions of electrolytes or other substances, which on removal of the liquid result in solid particles, dispersed in the carrier gas. It is also possible to produce aerosols by vaporisation of solids and subsequent condensation.

**Description of the aerosol method**  The essential steps of the method are:

1. Generation of droplets containing one or more reactive liquids.

2. Use of evaporation and nucleation phenomena to narrow the size distribution of the droplets.

3. Exposure of the droplets to a coreactant vapour.

4. Reaction of the liquids in the droplets with the surrounding vapour.

**2.2.4.4 Gas phase synthesis**

Formation methods of particles through the process of condensation of evaporated atoms or molecules are called gas evaporation methods. Gas evaporation methods are classified depending on the heating method used, such as resistance heating, induction heating, arc heating and laser heating. When a piece of metal is heated and evaporated in a mixture of inert gas containing oxygen, metal oxide particles are obtained. To heat the metal,
resistance or arc heating can be used. The former has problems due to a reaction between the molten metal and the heating device and oxidation of the heating device itself. In the latter, the electrode itself is evaporated, so it does not have the problems that occur in resistance heating (Oda, 2000).

A second method produces metal particles by evaporating metals in an inert gas atmosphere and transferring them to the region where oxidation occurs. This method was developed for monodisperse metal oxide particles in cases where the original metal can be evaporated by an induction heating and oxidation reaction can generate enough heat to recrystallise metal oxide particles.

A third method involves oxide melting followed by evaporation. A laser is the only heating method that evaporates the oxide itself to form particles.

2.2.5 Nanoparticle characterisation

There are many methods of characterising nanoparticles and many more recent methods have helped advance the science of nanotechnology (Hornyak et al., 2008). Typical particle sizing methods include dynamic light scattering (DLS); small angle x-ray scattering (SAXS), which can also be used for surface analysis; transmission or scanning electron microscopy (TEM and SEM respectively), which are also used for particle imaging. Advanced techniques such as atomic force microscopy (AFM) and surface tunnelling microscopy (STM) allow topological and surface structure characterisation with atomic scale resolution. Many techniques from chemistry are also used to characterise crystal structures and particle surfaces, which can also have adsorbed molecules, as well as chemical properties of particles. These techniques include x-ray diffraction (XRD); small angle neutron scattering (SANS); surface enhanced Raman spectroscopy (SERS); atomic absorption spectroscopy (AAS); and many more. A more extensive list and description of these techniques can be found in Hornyak et al. (2008) and further information can be
found in the various monographs on individual techniques, e.g. Berne and Pecora (1976) for DLS and Silver and Hunter (1993) for electron microscopy.

2.2.6 Natural nanoparticles

Nanoparticles occur naturally in the environment and can have important influences on natural processes. Atmospheric aerosols, for example, directly and indirectly affect the radiative balance of the Earth’s atmosphere (Wang et al., 2010). A sample of natural nanoparticles from a site in Ireland (O’Dowd et al., 2004) found particles comprised of sea salt, sulphates and miscellaneous organic chemicals most likely having their origin in plankton near the sea’s surface. Studies on tap water (Senftle et al., 2007; Barkatt et al., 2009) found magnetic iron nanoparticles present, most likely as products of corrosion, which could also serve as sites for the adsorption of contaminants such as lead, copper and arsenic. Atmospheric measurements carried out in city centres, isolated islands and forests, and the remote troposphere have never failed to encounter periods characterised by concentrations of up to $10^6$ nanoparticles/cm$^3$ (Smith, 2009), which, particularly when produced from polluting processes, could cause health problems (Bang and Murr, 2002).

2.2.6.1 Biomineralization

It is well known that crystals nucleate and grow from saturated solutions. And so they do in vitro, but not necessarily in vivo. Biology has chosen another pathway; crystals are grown from an unstable solid colloidal phase, almost devoid of water (Weiner, 2008). The identification of this unexpected strategy has its origins in a much overlooked paper by Towe and Lowenstam (1967) showed for the first time that in the mineralized teeth of the chiton, a segmented mollusk, the initially formed mineral phase is not the same as the mature form, but transforms into the more stable mature phase.

The crystallization process normally follows from a supersaturated salt solution to the formation of nucleates and then crystallization. However, the natural process of
biomineralization does not follow this scheme and cells have developed a different route to produce minerals. This involves the formation of a precursor, an unstable colloidal phase, where little water is present, before the mature crystal phase is formed. In the example of Chiton teeth (Towe and Lowenstam, 1967) this gives a ferrihydrate phase before the formation of crystalline magnetite. It should be noted that the site of the precursor is not well known (Weiner, 2008).

The disorder in the precursor can also be partially observed in the final crystal, which Gueta (2003) termed a sort of ‘memory’ of how the crystal was formed. The criteria to assess the origin of magnetite are of prime importance because of their significance as biomarkers for extraterrestrial life and paleoenvironmental indicators. It is still unclear if morphology and magnetic properties of crystals do quantitatively allow the differentiation of abiotic from biotic magnetite crystals of nanometre size (Faivre and Zuddas, 2006). The extensive debate about a possible biogenic origin of nano-sized magnetite crystals in the Martian meteorite ALH84001 emphasized that bacterial magnetite cannot always be obviously differentiated from inorganic magnetite (Bradley et al., 1997; Becker et al., 1999; Kirschvink et al., 1997; McKay et al., 1996; Thomas-Keprta et al., 2000; Treiman and Romanek, 1998; Devouard et al., 1998).

Since the discovery of magnetic bacteria, the nanobiomineral inclusions synthesized within the cell, termed magnetosomes, have prompted considerable interest. Magnetotactic bacteria are ubiquitous Gram-negative prokaryotes that respond to a magnetic field. They are found in fresh and saltwater sediments. Although some strains can be grown under aerobic conditions, magnetosome synthesis only occurs under microaerobic conditions. Magnetic bacteria biomineralize magnetite (and less commonly greigite) crystals within lipid vesicles arranged in chains along the cell (typically 2040 particles long), which are responsible for the magnetotaxis. The magnetosomes are highly consistent with respect to size and morphology defined for each strain, which suggests a large degree of genetic
control over the synthetic process. The bacteria have a sensitive iron-uptake system that can concentrate large quantities of iron within the cell to biomineralize magnetosomes, and it is this biomineralization process that has attracted the most biological and materials science interest (Staniland et al., 2007; Amemiya et al., 2007; Staniland et al., 2008; Tanaka et al., 2010; Staniland et al., 2010).

Magnetosomes produced by magnetotactic bacteria are of great interest for understanding bacterial biomineralization along with sedimentary magnetism and environmental magnetism. One of the most intriguing species, Magnetobacterium bavaricum can synthesize hundreds of bullet-shaped magnetite magnetosomes per cell, which contribute significantly to magnetic properties of sediments (Li et al., 2010).

Recently, magnetosomes have attracted much attention because

1. they serve as an ideal system to understand the biomineralization process and the magnetite-based magnetoreception;

2. fossil magnetosomes (also called magnetofossils) could be suitable biomarkers for searching early terrestrial or extraterrestrial life and as potential proxies for reconstructing paleoenvironment;

3. and functionalized magnetosomes have potential applications as novel magnetic nano-biomaterials in biomedical and biotechnological fields.

### 2.3 Magnetism

Magnetism originates from the movement of electrons, such as in atoms, and each atom represents a tiny permanent magnet in its own right. The electron orbits the nucleus of an atom and produces its own orbital magnetic moment. There is also a spin magnetic moment because the electron itself spins on its own axis (figure 2.2 below) like the earth as it orbits the sun. In most materials these magnetic moments cancel each other out,
and there is no overall magnetisation.

Figure 2.2: The orbit of a spinning electron about the nucleus of an atom (Magnetic Materials Group, University of Birmingham).

2.3.1 Magnetic behaviour

All materials can be classified in terms of their magnetic behaviour. The two most common types of magnetic behaviour are diamagnetism and paramagnetism. These account for the magnetic properties of most of the elements in the periodic table at room temperature (see figure 2.3). These elements are usually referred to as non-magnetic, and those which are usually referred to as magnetic are actually classified as ferromagnetic.
The only other type of magnetism observed in pure elements at room temperature is antiferromagnetism. Finally, magnetic materials can also be classified as ferrimagnetic although this is not observed in any pure element but can only be found in compounds, such as the mixed oxides, known as ferrites, from which ferrimagnetism derives its name.

2.3.1.1 Diamagnetism

The orbital motion of electrons (see figure 2.2) creates tiny atomic current loops, which produce magnetic fields. When an external magnetic field is applied to a material, these current loops will tend to align in such a way as to oppose the applied field. This may be viewed as an atomic version of Lenz’s law: induced magnetic fields tend to oppose the change which created them. Materials in which this effect is the only magnetic response are called diamagnetic. All materials are inherently diamagnetic, but if the atoms have some net magnetic moment as in paramagnetic materials, or if there is long-range ordering of atomic magnetic moments as in ferromagnetic materials, these stronger effects are always
dominant. Diamagnetism is the residual magnetic behaviour when materials are neither paramagnetic nor ferromagnetic.

Any conductor will show a strong diamagnetic effect in the presence of changing magnetic fields because circulating currents will be generated in the conductor to oppose the magnetic field changes. A superconductor will be a perfect diamagnet since there is no resistance to the forming of the current loops.

### 2.3.1.2 Paramagnetism

Several theories of paramagnetism exist, and these theories are valid for specific types of material. For example, the Langevin model states that each atom has a magnetic moment which is randomly oriented as a result of thermal agitation. The application of a magnetic field creates a slight alignment of these moments and hence a low magnetisation in the same direction as the applied field. As the temperature increases, so does the thermal agitation and it becomes more and more difficult for the atomic magnetic moments to align and thus the susceptibility will then decrease. This type of behaviour is known as the Curie law. It is represented mathematically in equation 1, shown below, where $C$ is a material constant known as the Curie constant

$$
\chi = \frac{C}{T}.
$$

The materials that obey this law are materials in which the magnetic moments are localised at atomic or ionic sites and where there is no interaction between neighbouring magnetic moments. The hydrated salts of the transition metals, e.g. CuSO$_4$·5H$_2$O, are examples of materials that exhibit this type of behaviour. The transition metal ions, which themselves have a magnetic moment, are surrounded by a number of non-magnetic ions or atoms, which then inhibit any interaction between neighbouring magnetic moments.

It was discovered, though, that the Curie law was in fact a special case of the more
The general Curie-Weiss law (shown in equation 2). This incorporates a temperature constant, $\theta$, and is derived from Weiss’ theory that incorporates the interaction between magnetic moments

$$\chi = \frac{C}{T - \theta}. \tag{2}$$

The values of $\theta$ in equation 2 can either be positive, negative or zero. When $\theta = 0$ then the Curie-Weiss law simply equates to the Curie law in equation 1. When $\theta$ is non-zero then there is an interaction between neighbouring magnetic moments and the material is only paramagnetic above a certain temperature. If $\theta$ is positive then the material is ferromagnetic below this temperature and the value of $\theta$ corresponds to a transition temperature known as the Curie temperature, $T_C$. If $\theta$ is negative then the material is antiferromagnetic below the this temperature, and it is then known as the Néel temperature, $T_N$. It is important to note that this equation is only valid when the material is in a paramagnetic state. It is also not valid for many metals as the electrons contributing to the magnetic moment are not localised, but it is valid for metals such as the rare-earths, as the electrons that create the magnetic moment are closely bound.

Another model of paramagnetism is the Pauli model. This represents materials where the electrons can interact to form a conduction band, and is valid for most paramagnetic metals. The conduction electrons are considered to be free, and under an applied field an imbalance between electrons with opposite spin is established leading to a low magnetisation in the same direction as the applied field. The susceptibility is independent of temperature. But the electronic band structure may be affected by temperature, and this will in turn have an effect on the susceptibility.

### 2.3.1.3 Ferromagnetism

Ferromagnetism is only possible when atoms are arranged in a lattice and the atomic magnetic moments can interact to align parallel to each other. This effect is explained
in classical theory by the presence of a molecular field within the ferromagnetic material, which was first postulated by Weiss in 1907. This field is sufficient to magnetise the material to saturation. In quantum mechanics, the Heisenberg model of ferromagnetism describes the parallel alignment of magnetic moments in terms of an exchange interaction between neighbouring moments.

Weiss postulated the presence of magnetic ‘domains’ within the material, regions where the atomic magnetic moments are aligned. The movement of these domains determines how the material responds to a magnetic field and as a consequence the susceptibility is a function of applied magnetic field. Therefore, ferromagnetic materials are usually compared in terms of saturation magnetisation (magnetisation when all domains are aligned) and not in terms of susceptibility.

The only elements to exhibit ferromagnetism at room temperature and above are iron (Fe), cobalt (Co) and nickel (Ni). As the temperature increases, so does the thermal agitation of the atoms, and thus the degree of alignment of the atomic magnetic moments decreases. This results in a decrease in the saturation magnetisation. When the thermal agitation is large enough then the material becomes paramagnetic. As mentioned above in section 2.3.1.2, the temperature of this transition is the Curie temperature, $T_C$ (the Curie temperatures for the ferromagnetic elements are: for Fe, $T_C = 770^\circ$C; for Co, $T_C = 1131^\circ$C; for Ni, $T_C = 358^\circ$C).

2.3.1.4 Antiferromagnetism

In the periodic table the only element exhibiting antiferromagnetism at room temperature is chromium. Antiferromagnetic materials are very similar to ferromagnetic materials but the exchange interaction between neighbouring atoms leads to the anti-parallel alignment of the atomic magnetic moments. Therefore, the magnetic field cancels out and the material appears to behave in the same way as a paramagnetic material. Like ferromagnetic materials these materials become paramagnetic above a transition temperature, known
as the Néel temperature, $T_N$. (e.g. for chromium, $T_N = 37^\circ C$).

### 2.3.1.5 Ferrimagnetism

Ferrimagnetism is only observed in compounds, which have more complex crystal structures than pure elements. Within these materials the exchange interactions lead to parallel alignment of atoms in some of the crystal sites and anti-parallel alignment of others. The material breaks down into magnetic domains, just like a ferromagnetic material and the magnetic behaviour is also very similar, although ferrimagnetic materials usually have lower saturation magnetisations. For example in barium ferrite (BaO-6Fe$_2$O$_3$) the unit cell contains 64 ions of which the barium and oxygen ions have no magnetic moment, 16 Fe$^{3+}$ ions have moments aligned parallel and 8 Fe$^{3+}$ aligned anti-parallel giving a net magnetisation parallel to the applied field, but with a relatively low magnitude as only 1/8 of the ions contribute to the magnetisation of the material.
<table>
<thead>
<tr>
<th>Type</th>
<th>Atomic / Magnetic Behaviour</th>
<th>( M )</th>
<th>( H )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diamagnetism</td>
<td>Atoms have no magnetic moment</td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
</tr>
<tr>
<td>Paramagnetism</td>
<td>Atoms have randomly oriented magnetic moments</td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
</tr>
<tr>
<td>Ferromagnetism</td>
<td>Atoms have parallel aligned magnetic moments</td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
</tr>
<tr>
<td>Antiferromagnetism</td>
<td>Atoms have anti-parallel aligned magnetic moments</td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
</tr>
<tr>
<td>Ferrimagnetism</td>
<td>Atoms have mixed parallel and anti-parallel aligned magnetic moments</td>
<td><img src="image" alt="Graph" /></td>
<td><img src="image" alt="Graph" /></td>
</tr>
</tbody>
</table>

Figure 2.4: Table summing up the different types of magnetic behaviour (Magnetic Materials Group, University of Birmingham).
2.3.2 Intrinsic Properties of Magnetic Materials

The intrinsic properties of a magnetic material are those properties that are characteristic of the material and are unaffected by the microstructure (e.g. grain size, crystal orientation of grains). These properties include the Curie temperature, the saturation magnetisation and the magnetocrystalline anisotropy.

2.3.2.1 Saturation Magnetisation

The saturation magnetisation ($M_S$) is a measure of the maximum amount of field that can be generated by a material. It will depend on the strength of the dipole moments on the atoms that make up the material and how densely they are packed together. The atomic dipole moment will be affected by the nature of the atom and the overall electronic structure within the compound. The packing density of the atomic moments will be determined by the crystal structure (i.e. the spacing of the moments) and the presence of any non-magnetic elements within the structure.

For ferromagnetic materials, at finite temperatures, $M_S$ will also depend on how well these moments are aligned, as thermal vibration of the atoms causes misalignment of the moments and a reduction in $M_S$. For ferrimagnetic materials not all of the moments align parallel, even at zero Kelvin and hence $M_S$ will depend on the relative alignment of the moments as well as the temperature.

The saturation magnetisation is also referred to as the spontaneous magnetisation, although this term is usually used to describe the magnetisation within a single magnetic domain.

2.3.2.2 Magnetic Anisotropy

In a crystalline magnetic material the magnetic properties will vary depending on the crystallographic direction in which the magnetic dipoles are aligned. Figure 2.5 demonstrates this effect for a single crystal of cobalt. The hexagonal crystal structure of Co can
be magnetised easily in the [0001] direction (i.e. along the c-axis), but has hard directions of magnetisation in the $<10\bar{1}0>$ type directions, which lie in the basal plane ($90^\circ$ from the easy direction).

A measure of the magnetocrystalline anisotropy in the easy direction of magnetisation is the anisotropy field, $H_a$ (illustrated in figure 2.5), which is the field required to rotate all the moments by $90^\circ$ as one unit in a saturated single crystal. The anisotropy is caused by a coupling of the electron orbitals to the lattice, and in the easy direction of magnetisation this coupling is such that these orbitals are in the lowest energy state.

The easy direction of magnetisation for a permanent magnet, based on ferrite or the rare earth alloys, must be uniaxial, however, it is also possible to have materials with multiple easy axes or where the easy direction can lie anywhere on a certain plane or on the surface of a cone. The fact that a permanent magnet has uniaxial anisotropy means that it is difficult to demagnetise as it is resistant to rotation of the direction of magnetisation.

Figure 2.5: The magnetocrystalline anisotropy of cobalt.
2.3.2.3 Magnetic Hysteresis

Ferromagnetic and ferrimagnetic materials have non-linear initial magnetisation curves (i.e. the dotted lines in figure 2.6), as the changing magnetisation with applied field is due to a change in the magnetic domain structure. These materials also show hysteresis and the magnetisation does not return to zero after the application of a magnetic field. Figure 2.6 shows a typical hysteresis loop; the two loops represent the same data, however the red loop is the polarisation \( J = \mu_0 M = B - \mu_0 H \) and the blue loop the induction, both plotted against the applied field.

Illustrated in the first quadrant of the loop is the initial magnetisation curve (dotted line), which shows the increase in polarisation (and induction) on the application of a field to an unmagnetised sample. In the first quadrant the polarisation and applied field are both positive, i.e. they are in the same direction. The polarisation increases initially by the growth of favourably oriented domains, which will be magnetised in the easy direction of the crystal. When the polarisation can increase no further by the growth of domains then the direction of magnetisation of the domains will rotate away from the easy axis to align with the field. When all of the domains have fully aligned with the applied field then saturation is reached and the polarisation can increase no further.
If the field is removed then the polarisation returns along the solid red line to the y-axis (i.e. $H = 0$), and the domains will return to their easy direction of magnetisation, resulting in a decrease in polarisation. In figure 2.6, the line from the saturation point to the y-axis is horizontal, which is representative of a well aligned material, where the domains are magnetised in the easy direction of the crystal at the saturation point.

If the direction of applied field is reversed (i.e. to the negative direction) then the polarisation will follow the red line into the second quadrant. The hysteresis means that the polarisation lags behind the applied field and will not immediately switch direction into the third quadrant (i.e. negative polarisation). The polarisation will only decrease after a sufficiently high field is applied to nucleate and grow domains favourably oriented with respect to the applied field or to rotate the direction of magnetisation of the domains towards the applied field. After applying a high enough field saturation polarisation will be achieved in the negative direction. If the applied field is then decreased and again applied in the positive direction then the full hysteresis loop is plotted.

If the field is repeatedly switched from positive to negative directions and is of sufficient
magnitude then the polarisation and induction will cycle around the hysteresis loop in an anti-clockwise direction. The area contained within the loop indicates the amount of energy absorbed by the material during each cycle of the hysteresis loop.

2.3.3 Magnetic nanoparticles

Magnetic nanoparticles can be found everywhere, and they are found in the strangest of places: the human brain contains over 10^8 magnetic nanoparticles of magnetite-maghemite per gram of tissue that may be responsible for a variety of biological effects (Kirschvink et al., 1992). They are found as geomagnetic navigational aids in bacteria, eukaryotic algae, and the bodies of higher animals (Kirschvink et al., 1985; Kirschvink, 1989; Wiltschko and Wiltschko, 1995) such as homing pigeons (Hanzlik et al., 2000), migratory birds, ants, bees, salmon, tuna, sharks, rays, salamanders, newts, mice, cetaceans, etc., as the ferricydrite-like mineral cores of the most common iron storage protein ferritin (Mann et al., 1989), present in almost every cell of plants and animals including humans, as keystone crystals in the cells of hornet combs (Stokroos et al., 2001), as bacterial micro-fossils (Kirschvink et al., 1985; Petersen et al., 1986), precipitated to bacterial cell walls (Fortin et al., 1997; Watson et al., 2000), etc. In medical diagnosis magnetic nanoparticles are used as magnetic resonance imaging (MRI) contrast agents (Grttner and Teller, 1999; Roch et al., 1999; Bonnemain, 1998).

2.3.4 Magnetic properties and particle size

The magnetic properties of magnetic materials can change significantly with decreasing particle size.

2.3.4.1 Magnetic domains

The concept of magnetic domains was proposed by Weiss who built on earlier work carried out by Ampre, Weber and Ewing, suggesting their existence. The findings of this work
revealed that, within a domain, large numbers of atomic moments are aligned, typically $10^{12} - 10^{18}$, over a much larger volume than was previously suspected (Magnetic Materials Group, University of Birmingham). The magnetisation within the domain is saturated and will always lie in the easy direction of magnetisation when there is no externally applied field. The direction of the domain alignment across a large volume of material is more or less random and hence the magnetisation of a specimen can be zero.

In order to explain the fact that ferromagnetic materials with spontaneous magnetisation could exist in the demagnetised state, Weiss proposed the concept of magnetic domains, building on earlier work carried out by Ampre, Weber and Ewing, that suggested their existence. The findings of this work revealed that within a domain large numbers of atomic moments are aligned, typically $10^{12} - 10^{18}$, over a much larger volume than was previously suspected. The magnetisation within the domain is saturated and will always lie in the easy direction of magnetisation when there is no externally applied field. The direction of the domain alignment across a large volume of material is more or less random and hence the magnetisation of a specimen can be zero.

Figure 2.7: Schematic illustration of the break up of magnetisation into domains (a) single domain, (b) two domains, (c) four domains and (d) closure domains.
Magnetic domains exist in order to reduce the energy of the system. A uniformly magnetised specimen as shown in figure 2.7(a) has a large magnetostatic energy associated with it. This is the result of the presence of magnetic free poles at the surface of the specimen generating a demagnetising field, $H_d$. From the convention adopted for the definition of the magnetic moment for a magnetic dipole the magnetisation within the specimen points from the south pole to the north pole, while the direction of the magnetic field points from north to south. Therefore, the demagnetising field is in opposition to the magnetisation of the specimen. The magnitude of $H_d$ is dependent on the geometry and magnetisation of the specimen. In general if the sample has a high length to diameter ratio (and is magnetised in the long axis) then the demagnetising field and the magnetostatic energy will be low.

The break up of the magnetisation into two domains as illustrated in Figure 5(b) reduces the magnetostatic energy by half. In fact if the magnet breaks down into $N$ domains then the magnetostatic energy is reduced by a factor of $1/N$, hence figure 2.7(c) has a quarter of the magnetostatic energy of figure 2.7(a). Figure 2.7(d) shows a closure domain structure where the magnetostatic energy is zero, however, this is only possible for materials that do not have a strong uniaxial anisotropy, and the neighbouring domains do not have to be at 180° to each other.

Although the magnetostatic energy decreases as the number of domains increases, the material will not continue to split into more and more domains because the introduction of a domain wall also raises the overall energy of the system. This is because the domain wall has an energy associated with it, proportional to its area. The schematic representation of the domain wall, shown in figure 2.8, illustrates that the dipole moments of the atoms within the wall are not pointing in the easy direction of magnetisation and hence are in a higher energy state. In addition, the atomic dipoles within the wall are not at 180° to each other and so the exchange energy is also raised within the wall. Therefore,
the domain wall energy is an intrinsic property of a material depending on the degree of magnetcocrystalline anisotropy and the strength of the exchange interaction between neighbouring atoms. The thickness of the wall will also vary in relation to these parameters, as a strong magnetcocrystalline anisotropy will favour a narrow wall, whereas a strong exchange interaction will favour a wider wall.

A minimum energy can therefore be achieved with a specific number of domains within a specimen. This number of domains will depend on the size and shape of the sample (which will affect the magnetostatic energy) and the intrinsic magnetic properties of the material (which will affect the magnetostatic energy and the domain wall energy).

A bulk single crystal is made up of many magnetic domains but as the particle size decreases it becomes closer to the equilibrium domain size of the bulk material (10^6 to 1 nm depending on the intrinsic material properties (Rancourt, 2001)).

At this size the particle changes from being a multi-domain bulk crystal to a single-
domain particle. This is an important boundary that dramatically affects the particle’s magnetic properties (Stoner and Wohlfarth, 1948). Goya et al. (2003) have studied the evolution of this transition using spherical magnetite nanoparticles.

2.3.4.2 Superparamagnetism

Superparamagnetism is a phenomenon by which magnetic materials may exhibit behaviour similar to paramagnetism even when at temperatures below the Curie or the Neel temperature.

In sufficiently small nanoparticles (≈ 1-10 nm), magnetization can randomly flip direction under the influence of temperature. The typical time between two flips is called the Neel relaxation time. In the absence of external magnetic field, when the time used to measure the magnetization of the nanoparticles is much longer than the Neel relaxation time, their magnetization appears to be in average zero: they are said to be in the superparamagnetic state.

In this state, an external magnetic field is able to magnetize the nanoparticles, similarly to a paramagnet (see 2.9). In this case even when the temperature is below the Curie or Neel temperature (and hence the thermal energy is not sufficient to overcome the coupling forces between neighbouring atoms), the thermal energy is sufficient to change the direction of magnetization of the entire crystallite. The resulting fluctuations in the direction of magnetization cause the magnetic field to average to zero.
Thus the material behaves in a manner similar to paramagnetism, except that instead of each individual atom being independently influenced by an external magnetic field, the magnetic moment of the entire crystallite tends to align with the magnetic field.

### 2.4 Colloidal stability

Aggregation occurs because a net attractive force exists between particles. These forces vary in type but also in range of action, being significant only over certain distances and a thorough summary of all types of intermolecular and surface forces was compiled by Israelachvili (1991).

#### 2.4.1 DLVO Theory

The DLVO theory, developed independently by Derjaguin and Landau (1945) and Verwey and Overbeek (1948), treats the stability of colloidal systems based on the energy changes
that take place when the particles approach one another. The total interaction energy of
the particles can be estimated from the summation of estimations of the energy due to
repulsion (from the overlap of electric double layers) and those due to attraction (London-
van der Waals energy). This can be expressed simply by

\[ V_T = V_A + V_R \]  (3)

where \( V_T \) is the total interaction energy, \( V_A \) is the attractive interaction energy and \( V_R \)
is the repulsive interaction energy. The stability of the colloidal system can then be
interpreted from the nature of the interaction energy-distance curve as illustrated in 2.10.
2.4.1.1 van der Waals interactions

The attractive forces, originally postulated by van der Waals to explain non-ideal gas behaviour, are divided into three types of intermolecular attraction (Shaw, 1992):

- Dipole-dipole interactions (also known as Keesom or orientation force) that result from the mutual orientation of molecules in such a way that there is a net attraction

- Dipole-induced dipole interactions (also known as Debye or induction force) that result in a net attraction due to dipolar molecules inducing dipoles in other molecules
Induced dipole-induced dipole interactions (also known as London or dispersion force), first explained by London (1930) and are due to the polarisation of one molecule by fluctuations in the charge distribution in a second molecule, and vice versa.

Generally, unless the materials are highly polar, London dispersion forces account for nearly all of the resultant van der Waals attraction. This London dispersion force is very short range, however, and decays rapidly with the intermolecular distance. The dispersion forces for an assembly of molecules, such as a colloidal particle, can be estimated from the summation of the attractions between all molecule pairs. Such summations predict that the dispersion forces between colloidal particles do not decay as rapidly as the dispersion forces between individual molecules.

In the case of two identical spheres, van der Waals interaction between particles can be calculated (Garcia-Martinez et al., 2004) by

\[
V_A = -\frac{A_{131}}{12} \left[ \frac{1}{h} - \frac{5.32}{\lambda} \ln \left( \frac{\lambda}{5.32h} \right) \right]
\]

where \( h \) is the interparticle distance, \( \lambda \) is the characteristic wavelength of the atoms and \( A \) is the Hamaker constant which may be obtained from Israelachvili (1991) as

\[
A_{131} \approx \left( \sqrt{A_{11}} - \sqrt{A_{33}} \right)^2
\]

2.4.1.2 Electrostatic interactions

When in contact with a polar medium, such as water, most substances acquire a surface charge which then influences the distribution of nearby ions in the polar medium. Ions of opposite charge (counter-ions) are attracted towards the surface and ions of like charge (co-ions) are repelled. This leads to a distribution of nearby ions known as the electric
double layer, with an excess of counter-ions near the surface and a diffuse layer of counter-ions and co-ions moving further away from the surface. This is illustrated in figure 2.11.

The double layer consists of two layers, the Stern layer and the Gouy layer (also called diffuse double layer), and the two layers are separated by the Helmholtz plane. Between the solid surface and the Helmholtz plane is the Stern layer, where the electric potential drops linearly through the tightly bound layer of solvent and counter-ions. Beyond the Helmholtz plane until the counter ions reach average concentration in the solvent is the Gouy layer or diffuse double layer. In the Gouy layer, the counter ions diffuse freely and the electric potential does not reduce linearly.

Verwey and Overbeek (1948) obtained an approximated analytical expression for the electric double-layer interaction energy by integrating the contributions over the entire surface. In the case of two dissimilar particles with a low surface potential and a small electric double-layer thickness compared to the size of the particles, the approximation
for the electric double layer interaction was given by Hogg et al. (1966) as

\[
V_R = \frac{\varepsilon a_1 a_2 (\psi_1^2 \psi_2^2)}{4(a_1 a_2)} \left[ \frac{2\psi_1 \psi_2}{\psi_1^2 + \psi_2^2} \ln \frac{1 + e^{-\kappa h}}{1 - e^{-\kappa h}} + \ln \left(1 - e^{-2\kappa h}\right) \right]
\]  

where \(\varepsilon\) is the dielectric permittivity of the medium (in \(F\ m^{-1}\)), \(a_i\) is the particle radius (in m), \(\psi_i\) is the outer Helmholtz plane potential of particle \(i\) (in V), \(\kappa\) is the Debye length (in m) and \(h\) is the interparticle distance (in m).

### 2.4.2 Extended DLVO Theory

Interest in the use of magnetic fields to separate mineral fines resulted in an extension of the DLVO theory to consider the magnetic interaction between the particles (Svoboda, 1981; van Kleef et al., 1983). The extended DLVO theory considers the total potential energy of interaction between magnetic particles in surrounding media as the sum of the attractive (van der Waals), repulsive (electrostatic) and magnetic interaction energies of the particles, thus

\[
V_T = V_A + V_R + V_M
\]  

where \(V_T\), \(V_A\) and \(V_R\) are the same as defined above and \(V_M\) is the magnetic interaction energy.

#### 2.4.2.1 Magnetic interactions

Materials can be classified by their response to an applied magnetic field resulting in the magnetic behaviours, as described in section 1.3.1. This is important as the magnetic interaction between ferromagnetic particles is different from that between paramagnetic particles, and an applied magnetic field will alter the interactions differently depending on the material’s magnetic behaviour. Equations for the estimation of the magnetic interaction can be found in the review by Garcia-Martinez et al. (2004), for example, for
ferromagnetic particles the interaction energy can be defined as

\[ V_{M,\text{ferromagnetic}} = \frac{\mu_1 \mu_2}{r^3} - \frac{3(\mu_1 r)(\mu_2 r)}{r^5} \]  

(8)

where \( \mu_i \) is the magnetic dipole moment of particle \( i \) (in A m\(^{-1}\)) and \( r \) is the separation between particle centres (in m). The magnetic interaction for paramagnetic particles can be defined as

\[ V_{M,\text{paramagnetic}} = \frac{4\pi a^6 \chi^2 B_0^2}{\mu_0 (2a + h)^2} \]  

(9)

where \( \mu_0 \) is the magnetic permeability of a vacuum (in H m\(^{-1}\)), \( a_i \) is the radius of particle \( i \), \( \chi \) is the magnetic susceptibility, \( B_0 \) is the magnetic induction (in T), \( h \) is the interparticle separation (in m).

### 2.5 Fractals and fractal aggregates

#### 2.5.1 Fractal geometry

Classical Euclidean geometry is based on objects that exist in integer dimensions. We imagine the world to be made up of objects which exist in integer dimensions - single dimensional points, one dimensional lines and curves, two dimension plane figures like circles and squares, and three dimensional solid objects such as spheres and cubes. However, many things in nature do not conform to these ideal forms. Clouds, mountain ranges, coastlines, trees; all are best described with a dimension somewhere between two whole numbers. While a straight line has a dimension of exactly one, a fractal curve will have a dimension between one and two, depending on how much space it takes up as it curves and twists. The more a fractal fills up a plane, the closer it approaches two dimensions. In the same manner of thinking, a wavy fractal scene will cover a dimension somewhere between two and three. Hence, a fractal landscape which consists of a hill covered with tiny bumps would be closer to two dimensions, while a landscape composed of a rough
surface with many average sized hills would be much closer to three dimensions.

Figure 2.12: Examples of fractals in nature - a snowflake.

Figure 2.13: Examples of fractals in nature - Tibet from space.
The concept of fractal geometry came about in the 1970s, and gained notoriety with the publication of Benoit Mandelbrot’s seminal work, *Les Objets Fractals: forme, hazard et dimension* (Mandelbrot, 1975). The book brought together observations from areas as diverse as coastline measurements, Brownian motion and a host of “monstrous” mathematical sets.

### 2.5.2 Aggregate structures

The relationship which embodies the whole concept of the fractal structure of aggregates is very simple:

\[ M \propto R^{D_f} \]  

(10)

where \( M \) is the mass of the aggregate, \( R \) is a linear measure of size an \( D_f \) is the fractal dimension.

This equation can take on two subtly different meanings without losing its validity.
The first meaning is the scaling in terms of the mass (number of particles) contained within aggregates of different sizes within a cluster polydisperse aggregating system. As a consequence of the fractal structure of the aggregates, the mass of each aggregate is related to its linear size by the above equation. The second meaning is in terms of the structure of within any individual aggregate. If an arbitrary particle within an aggregate is picked and an imaginary sphere centred upon it, the number of other particles enclosed within the imaginary sphere is related to the linear size of the sphere, R, by the above equation. This relationship is only asymptotically correct in the limit of large aggregates and is quite inaccurate for aggregates of only a few particles.

The fractal dimension cannot take on just any value. Although a set of disconnected points such as a Cantor dust can have a fractal dimension of less than one, for an object to remain a single connected entity its fractal dimension must be at least one because a line is the simplest possible way of connecting points. Likewise the fractal dimension must be less than or equal to the dimension of the space in which the fractal exists, or else the space cannot “contain” the fractal. Any object we can find in a natural or industrial process must therefore have a mass fractal dimension $1 \leq D_f \leq 3$. This idea is illustrated in figure 2.15.
2.5.3 Aggregation regimes

Real processes that form natural fractals probably impose even more strict limitations on the range of possible fractal dimensions. A simple computer simulation of colloidal aggregation that has been extensively studied (Meakin, 1988) is the cluster-cluster aggregation model. This type of simulation allows particles and clusters to diffuse according to a specified trajectory (usually Brownian or linear) and stick irreversibly with no re-structuring at their point of contact. This type of simulation imposes natural limits on the resulting fractal dimensions such that \( 1.8 \leq D_f \leq 2.1 \). The lower value comes about when a collision between clusters always results in the formation of a bond. This is known as the diffusion limited cluster aggregation, or DLCA, limit and produces quite tenuous, wispy structures. The higher value is a result of collisions almost never forming bonds, so that all physically possible conformations between clusters have an equal chance of forming a new bond and thus a new aggregate. This is known as the reaction limited cluster aggregation, or RLCA, limit and produces structures that are still quite tenuous.
and rugged but noticeably more compact and stronger-looking than DLCA aggregates. Despite the simplistic algorithm, there is good evidence that this type of model describes quite accurately a range of colloidal aggregates that can be observed in the laboratory. Thouy and Jullien (1996) reported that their cluster-cluster aggregation model could not produce structures with a fractal dimension higher than about 2.55 in three dimensional space because the geometry of the clusters prevented them being placed close enough together to produce higher fractal dimensions.

Although the formation process determines the fractal dimension, the fractal dimension is not sufficient to characterise the process. This is stressed by Meakin and Julien (Meakin, 1988; Jullien and Meakin, 1989) who show that DLCA with a simple restructuring algorithm produces structures with the same fractal dimension as the RLCA processes.

### 2.6 Light scattering

The principle of radiation scattering as a particle characterisation tool is that irradiated matter emits secondary or sympathetic radiation. If that scattered radiation is then measured as a function of the scattering angle then information about the structure of the matter as a function of the length scale can be determined. Varying the scattering angle can be likened to varying the magnification of a structural probe. The actual type of radiation used is of secondary importance to this feature.

X-rays (Axelos et al., 1986; Amal et al., 1994; Moonen et al., 1989), neutrons (Kjems et al., 1986; Foret et al., 1992) and light (Sorensen et al., 1995; Cai et al., 1993; Cametti et al., 1987, 1989; Sorensen et al., 1992; Zhou and Chu, 1991; Lin et al., 1989; Jung et al., 1995) have all been used in the characterisation of colloidal particles and, in particular, of fractal aggregates. Of these techniques, light scattering perhaps is the fastest, easiest and least expensive. The wavelength of light is much longer than either x-rays or neutrons, making it suitable for probing structures of the order of microns in size. X-rays and
neutrons are generally only useful for probing structures much smaller than a micron. The disadvantage of using light scattering is that the interpretation of the scattered intensity pattern is complicated by the strong interaction of light and matter. Different, sometimes complicated theories of scattering are required to accurately predict light scattering for particles of different sizes and optical properties. In contrast, x-rays and neutrons interact comparatively weakly with matter so that in practice a simple scattering theory such as Rayleigh-Gans-Debye can always be used.

The polarisation of the incident and scattered light is often described as having vertical and horizontal components with respect to a horizontal plane. The horizontal plane is defined as the plane in which the scattered light is measured as a function of angle.

2.6.1 Scattering theories

There are several scattering theories that can be used for the interpretation of the scattering intensity pattern. More details and the mathematical derivation of these theories can be found in van de Hulst (1981). The relationship between the size of the particle and the wavelength of the incident light usually determines which theory can be applied. Rayleigh theory and the Rayleigh-Gans-Debye (RGD) approximation both assume that the scattering particle is smaller than the wavelength of the incident light. Rayleigh scattering of sunlight in the clear atmosphere is the main reason why the sky is blue. Rayleigh and cloud-mediated scattering contribute to diffuse light (direct light being sunrays). Fraunhofer diffraction assumes the scattering particle is much larger than the wavelength of the incident light. In between small particles (where the Rayleigh and Rayleigh-Gans-Debye approximations are appropriate) and large particles (where Fraunhofer diffraction is appropriate), there is a range where none of these theories are accurate. When the scattering particles have a size of the order of the wavelength of the incident light, exact solutions are required.
Exact solutions to scattering problems require the full formal solution of Maxwell’s equations of electromagnetism (van de Hulst, 1981). The first solution of this kind was the full solution for scattering of an incident plane wave by a sphere, generally attributed to Gustav Mie in 1908 (Mie, 1908). The Mie solution represents the outgoing spherical scattered wave as an infinite series of spherical Bessel functions, and like all scattering problems framed in terms of Maxwell’s equations, requires numerical solution. Equivalent solutions have been derived for exact solutions for cylinders (Bohren and Huffman, 1981) and spheroids (Asano and Yamamoto, 1975).

Another way of calculating scattering from any arbitrarily shaped body is the discrete dipole approximation (DDA). As the name suggests, the body is described as an array of dipole scatterers. The difference between this and the RGD approximation is that interaction between dipoles is accounted for. This, of course, requires an iterative and hence numerical solution, as do other approaches.

2.6.2 Interpretation of scattering data

The scattered intensity can be interpreted in several ways to give properties of interest about the system under observation. Perhaps the most common usage is that of determining particle size distributions of suspended particles and emulsions, especially in industry where the technique can be used as an online control system. The scattered intensity’s angular dependence can reveal structural information and can be used to determine the fractal dimensions of aggregated matter, and also information about polymer and protein conformation. The relative molecular mass of particles can also be calculated using light scattering in appropriate conditions (Shaw, 1992).

A typical scattering graph of fractal aggregates is shown in figure 2.16. The axes represent the normalised scattered intensity on the y-axis and the wave vector q, which is a function of the scattering angle, on the x-axis. Logarithmic axes are used to plot this type
of graph. The slope of the fractal regime can be used to calculate the fractal dimension of the aggregates, thus yielding useful information about the aggregate structure. The technique of quantifying the structure of aggregates from their fractal dimensions should be employed with caution, however, as many aggregates do not exhibit fractal characteristics (although this can be deduced from the scattering data).

Figure 2.16: Typical $I$ versus $q$ plot of fractal aggregates (Selomulya et al., 2001).

In the Guinier regime, the scattered intensity is free from the effects of aggregate structure and is only a function of the linear measure of the aggregate size.

2.6.3 Dynamic light scattering

The discussion of light scattering has focused on static light scattering (also called laser diffraction). The technique has limitations at smaller length scales and it can be difficult to measure small particles accurately. However, there exists another light scattering
technique for the measurement of particles in this range. This is dynamic light scattering (DLS), also known as photon correlation spectroscopy and quasi-elastic light scattering.

2.6.3.1 Brownian motion

DLS measures Brownian motion and relates this to the size of the particles. Brownian motion is the random movement of particles due to the bombardment by the solvent molecules that surround them (see section 2.2.3). Normally DLS is concerned with measurement of particles suspended within a liquid.

The larger the particle, the slower the Brownian motion will be. Smaller particles are kicked further by the solvent molecules and move more rapidly. An accurately known temperature is necessary for DLS because knowledge of the viscosity is required (because the viscosity of a liquid is related to its temperature). The temperature also needs to be stable, otherwise convection currents in the sample will cause non-random movements that will ruin the correct interpretation of size.

The velocity of the Brownian motion is defined by a property known as the translational diffusion coefficient (usually given the symbol, \( D \)).

2.6.3.2 The hydrodynamic diameter

The size of a particle is calculated from the translational diffusion coefficient by using the Stokes-Einstein equation,

\[
d(H) = \frac{kT}{3\pi \eta D}
\]

where \( d(H) \) is the hydrodynamic diameter, \( k \) is the Boltzmann constant, \( T \) is the temperature, \( \eta \) is the viscosity and \( D \) is the translational diffusion coefficient.

Note that the diameter that is measured in DLS is a value that refers to how a particle diffuses within a fluid so it is referred to as a hydrodynamic diameter. The diameter that is obtained by this technique is the diameter of a sphere that has the same translational
diffusion coefficient as the particle.

![Illustration of the hydrodynamic diameter](image)

Figure 2.17: Illustration of the hydrodynamic diameter.

The translational diffusion coefficient will depend not only on the size of the particle “core”, but also on any surface structure, as well as the concentration and type of ions in the medium. Factors that affect the diffusion speed of particles are discussed in the following sections.

### 2.6.3.3 Ionic strength of the medium

The ions in the medium and the total ionic concentration can affect the particle diffusion speed by changing the thickness of the electric double layer called the Debye length ($\kappa^{-1}$). Thus a low conductivity medium will produce an extended double layer of ions around the particle, reducing the diffusion speed and resulting in a larger, apparent hydrodynamic diameter. Conversely, higher conductivity media will suppress the electrical double layer and the measured hydrodynamic diameter.

The performance of a DLS instrument is normally verified by measurement of a suitable polystyrene latex standard. If the standard needs to be diluted prior to measurement,
then dilution in an appropriate medium is important. The International Standard on DLS (ISO13321 Part 8 1996) says that dilution of any polystyrene standard should be made in 10mM NaCl. This concentration of salt will suppress the electrical double layer and ensure that the hydrodynamic diameter reported will be the same as the hydrodynamic diameter on the certificate or the expected diameter.

2.6.3.4 Surface structure

Any change to the surface of a particle that affects the diffusion speed will correspondingly change the apparent size of the particle. An adsorbed polymer layer projecting out into the medium will reduce the diffusion speed more than if the polymer is lying flat on the surface. The nature of the surface and the polymer, as well as the ionic concentration of the medium can affect the polymer conformation, which in turn can change the apparent size by several nanometres.

2.6.3.5 Non-spherical particles

All particle-sizing techniques have an inherent problem in describing the size of non-spherical particles. The sphere is the only object whose size can be unambiguously described by a single figure.

Different techniques are sensitive to different properties of the particle, e.g. projected area, density, scattering intensity, and in general will produce different mean sizes and size distributions for any given sample. Even the size in a microscope image will depend on parameters set such as edge contrast etc. It is important to understand that none of these results are inherently “correct”

The hydrodynamic diameter of a non-spherical particle is the diameter of a sphere that has the same translational diffusion speed as the particle.

If the shape of a particle changes in a way that affects the diffusion speed, then the hydrodynamic size will change. For example, small changes in the length of a rod-shaped
particle will directly affect the size, whereas changes in the rods diameter, which will hardly affect the diffusion speed, will be difficult to detect.

The conformation of proteins and macromolecules are usually dependent on the exact nature of the dispersing medium. As conformational changes will usually affect the diffusion speed, DLS is a very sensitive technique for detecting these changes.

2.6.3.6 How DLS works

In dynamic light scattering, the speed at which the particles are diffusing due to Brownian motion is measured. This is done by measuring the rate at which the intensity of the scattered light fluctuates when detected using a suitable optical arrangement. How do these fluctuations in the intensity of scattered light arise?

![Figure 2.18: Schematic representation of a speckle pattern.](image)

Imagine if a cuvette, containing particles which are stationary, is illuminated by a laser and a frosted glass screen is used to view the sample cell. A classical speckle pattern would be seen (figure 2.18). The speckle pattern will be stationary both in speckle size and position because the whole system is stationary. The dark spaces are where the phase
additions of the scattered light are mutually destructive and cancel each other out (figure 2.19A). The bright blobs of light in the speckle pattern are where the light scattered from the particles arrives with the same phase and interfere constructively to form a bright patch (figure 2.19B).

![Figure 2.19: The observed signal depends on the phase addition of the scattered light falling on the detector. In example A, two beams interfere and ‘cancel each other out’ resulting in a decreased intensity detected. In example B, two beams interfere and ‘enhance each other’ resulting in an increased intensity detected.](image)

For a system of particles undergoing Brownian motion, a speckle pattern is observed where the position of each speckle is seen to be in constant motion. This is because the phase addition from the moving particles is constantly evolving and forming new patterns. The rate at which these intensity fluctuations occur will depend on the size of the particles. Figure 2.20 schematically illustrates typical intensity fluctuations arising from a dispersion of large particles and a dispersion of small particles. The small particles cause the intensity to fluctuate more rapidly than the large ones.
It is possible to directly measure the spectrum of frequencies contained in the intensity fluctuations arising from the Brownian motion of particles, but it is inefficient to do so. The best way is to use a device called a digital auto correlator.

2.6.3.7 How a correlator works

A correlator is basically a signal comparator. It is designed to measure the degree of similarity between two signals, or one signal with itself at varying time intervals.

If the intensity of a signal is compared with itself at a particular point in time and a time much later, then for a randomly fluctuating signal it is obvious that the intensities are not going to be related in any way, i.e. there will be no correlation between the two signals (figure 2.21). Knowledge of the initial signal intensity will not allow the signal
intensity at time $t = \infty$ to be predicted. This will be true of any random process such as diffusion.

![Diagram](image)

Figure 2.21: Schematic showing the fluctuation in the intensity of scattered light as a function of time.

However, if the intensity of signal at time $t$ is compared to the intensity a very small time later $(t + \delta t)$, there will be a strong relationship or correlation between the intensities of two signals. The two signals are strongly or well correlated.

If the signal, derived from a random process such as Brownian motion, at $t$ is compared to the signal at $t + 2\delta t$, there will still be a reasonable comparison or correlation between the two signals, but it will not be as good as the comparison at $t$ and $t + \delta t$. The correlation is reducing with time. The period of time $\delta t$ is usually very small, maybe nanoseconds or microseconds and is called the sample time of the correlator. $t = \infty$ maybe of the order of a millisecond or tens of milliseconds.

If the signal intensity at $t$ is compared with itself then there is perfect correlation as the signals are identical. Perfect correlation is indicated by unity (1.00) and no correlation
If the signals at \( t + 2\delta t, t + 3\delta t, t + 4\delta t \) etc. are compared with the signal at \( t \), the correlation of a signal arriving from a random source will decrease with time until at some time, effectively \( t = \infty \), there will be no correlation.

If the particles are large the signal will be changing slowly and the correlation will persist for a long time (figure 2.22). If the particles are small and moving rapidly then correlation will reduce more quickly (figure 2.23).

**Figure 2.22**: Typical correlogram from a sample containing large particles in which the correlation of the signal takes a long time to decay.

**Figure 2.23**: Typical correlogram from a sample containing small particles in which the correlation of the signal decays more rapidly.

Viewing the correlogram from a measurement can give a lot of information about the
The time at which the correlation starts to significantly decay is an indication of the mean size of the sample. The steeper the line, the more monodisperse the sample is. Conversely, the more extended the decay becomes, the greater the sample polydispersity.

2.6.3.8 The correlation function

It has been seen that particles in a dispersion are in a constant, random Brownian motion and that this causes the intensity of scattered light to fluctuate as a function of time. The correlator used in a PCS instrument will construct the correlation function $G(\tau)$ of the scattered intensity:

$$G(\tau) = \langle I(t).I(t + \tau) \rangle$$

(12)

where $\tau = \text{the time difference (the sample time) of the correlator.}$

For a large number of monodisperse particles in Brownian motion, the correlation function (given the symbol $[G]$) is an exponential decaying function of the correlator time delay $\tau$

$$G(\tau) = A \left[ B + \exp(-2\Gamma \tau) \right]$$

(13)

where $A$ is the baseline of the correlation function, $B$ is the intercept of the correlation function, and $\Gamma$ is given by the equation

$$\Gamma = Dq^2$$

(14)

where $D$ is translational diffusion coefficient, and $q$ is given by the equation

$$q = \left( \frac{4\pi n}{\lambda_0} \right) \sin \left( \frac{\theta}{2} \right)$$

(15)

where $n$ is refractive index of the dispersant, $\lambda_0$ is the wavelength of the laser, and $\theta$ is...
the scattering angle.

For polydisperse samples, the equation can be written as

\[ G(\tau) = A \left[ B + g_1(\tau)^2 \right] \]

(16)

where \( g_1(\tau) \) is the sum of all the exponential decays contained in the correlation function.

2.6.3.9 Obtaining size information from the correlation function

Size is obtained from the correlation function by using various algorithms. There are two approaches that can be taken

1. fit a single exponential to the correlation function to obtain the mean size (z-average diameter) and an estimate of the width of the distribution (polydispersity index) (this is called the Cumulants analysis and is defined in ISO13321 Part 8), or

2. fit a single exponential to the correlation function to obtain the mean size (z-average diameter) and an estimate of the width of the distribution (polydispersity index) (this is called the Cumulants analysis and is defined in ISO13321 Part 8), or

The size distribution obtained is a plot of the relative intensity of light scattered by particles in various size classes and is therefore known as an intensity size distribution.

If the distribution by intensity is a single fairly smooth peak, then there is little point in doing the conversion to a volume distribution using the Mie theory. If the optical parameters are correct, this will just provide a slightly different shaped peak. However, if the plot shows a substantial tail, or more than one peak, then Mie theory can make use of the input parameter of sample refractive index to convert the intensity distribution to a volume distribution. This will then give a more realistic view of the importance of the tail or second peak present. In general terms it will be seen that

\[ d(\text{intensity}) > d(\text{volume}) > d(\text{number}) \]

(17)
A very simple way of describing the difference between intensity, volume and number distributions is to consider 2 populations of spherical particles of diameter 5nm and 50nm present in equal numbers (figure 2.24). If a number distribution of these 2 particle populations is plotted, a plot consisting of 2 peaks (positioned at 5 and 50nm) of a 1 to 1 ratio would be obtained. If this number distribution was converted into volume, then the 2 peaks would change to a 1:1000 ratio (because the volume of a sphere is equal to \(4/3\pi(d/2)^3\)). If this was further converted into an intensity distribution, a 1:1000000 ratio between the 2 peaks would be obtained (because the intensity of scattering is proportional to \(d^6\) (from Rayleighs approximation)). Remember that in DLS, the distribution obtained from a measurement is based on intensity.

Figure 2.24: Number, volume and intensity distributions of a bimodal mixture of 5 and 50nm lattices present in equal numbers.

More information about dynamic light scattering, including in depth information about the mathematical approaches, is available in Berne and Pecora (1976); Johnson and Gabriel (1981); Dahneke (1983).
2.7 Applications

2.7.1 Magnetic separation of minerals

In 1792 a patent was filed by William Fullarton describing the separation of iron minerals with a magnet and the field of magnetic separations was born (Gunther, 1909; Parker, 1977). The early applications relied on the intrinsic magnetic properties of sediments for separation. In 1852, magnetite was separated from apatite by a New York company on a conveyor belt separator (Gunther, 1909). Later, a new line of separators were introduced for separation of iron from brass fillings, turnings, metallic iron from furnace products and magnetite from plain gangue.

Magnetic separation technology has also been used in kaolin benefication, the steel industry, power plants, water treatment and coal purification (Gerber and Birss, 1983). It has also found increasing use in biotechnology, being employed in cell separation (Melville et al., 1975; Safarik and Safarikova, 1999), protein and DNA purification (Safarik and Safarikova, 2004), drug delivery (Goodwin et al., 1999; Alexiou et al., 2000, 2005) and biocatalysis (Gao et al., 2003; Yang et al., 2004).

2.7.2 Magnetic fluids

Magnetic fluids, or ferrofluids, are an important class of magnetic nanomaterials. Ferrofluids are colloidal dispersions of magnetic particles in an appropriate carrier fluid. They were first synthesised in the mid-1960s giving rise to materials with novel physical, physio-chemical and hydrodynamic properties in the presence of a magnetic field. Since then a number of practical applications have been realised - examples include magnetofluidic seals, oscillation dampers, fluid bearings and magnetic lubricants, new sensors and elements for automation systems, magnetogravimetric analysers and separators, thermomagnetic converters of energy, magnetic guided drug delivery systems (Blums et al.,
The particles are usually made from magnetite and are around 10nm in size. The dispersions are stabilised by addition of an appropriate surfactant which coats the particles to prevent coagulation. The behaviour of such fluids is then determined by its magnetic properties. This can be surprising as there is an increase in initial magnetic susceptibility of a factor of $\approx 10^2$ in contrast to paramagnetic salt solutions. This means that the fluid can be controlled by weak magnets, of the order of 50 mT (Odenbach, 2003).

Internal structures also arise in magnetic fluids, the origin of which is generally recognised to be the dipolar interactions between magnetic grains (Odenbach, 2002). The effects of these interactions were outlined in the work of de Gennes and Pincus (1970) who foresaw the two possible consequences of magnetic interparticle interactions. These were the phase separation and the association phenomenon. Below a certain critical temperature, a magnetic fluid separates into the dilute vapour and condensed liquid phases (the phase separation), which is analogous to the case of simple fluids. In the presence of high external magnetic fields the dipoles align along the direction of the field and tend to form chains (the association phenomenon). Thus, the two interactions differ on the scale of their effects. The condensation is a macroscopic phenomenon whereas the grain association manifests itself as a microscopic phenomenon. De Gennes and Pincus also discussed chain-like structures appearing in the absence of an applied field, although the link between the two phenomena remained unclear.

### 2.7.3 Magnetic treatments

#### 2.7.3.1 Magnetic therapies

Magnetic devices that are claimed to be therapeutic include magnetic bracelets, insoles, wrist and knee bands, back and neck braces, and even pillows and mattresses. These devices are used in complementary and alternative medicine but the effects of such devices
are controversial and an editorial in the British Medical Journal (Finegold and Flamm, 2006) claimed that there are no proven benefits, although they still generate sales of a billion dollars (US) annually (Finegold and Flamm, 2006).

However, magnetic therapies used clinically include transcranial magnetic stimulation (TMS) (Fitzgerald et al., 2006; Strafella et al., 2006) for the treatment of various neurological conditions (e.g. migraine, stroke, Parkinson’s disease, dystonia, tinnitus) and psychiatric conditions (e.g. major depression, auditory hallucinations). Magnetic resonance imaging (MRI) is also now a common diagnostic tool which images the body by using a powerful magnetic field to align the nuclear magnetization of (usually) hydrogen atoms in water in the body (Haacke et al., 1999).

2.7.3.2 Magnetic nanoparticles in medicine

Magnetic nanoparticles for biological use usually have a size range from 1 to 100nm which puts them on a comparable size to biological macromolecules such as antibodies, receptors, nucleic acids and proteins.

**Diagnostics** Diagnostic uses of magnetic nanoparticles include magnetic cell separation, MRI contrast agents, drug delivery systems, and photodynamic therapy (quantum dot).

One particular use of magnetic nanoparticles is in hyperthermia therapy for the treatment of cancer. Hyperthermia treatment involves heating the tumour cells which are less resistant to heat than healthy cells. To do this, magnetic nanoparticles with surface molecules that allow them to bind to the tumour cells are guided using a magnetic field to the tumour. Heating is then induced via an AC magnetic which causes the nanoparticles to vibrate and produce heat. The advantage is that this process is local and targets the area of the tumour rather than more brute force treatments such as chemotherapy (Zhang et al., 2007; Laurent et al., 2011; Tietze et al., 2012).

Sufficient particle size is needed (80-150nm) to allow attraction from an external mag-
netic field as the magnetic force is dependent on particle size (proportional to $r^3$). The heating properties of magnetic particles are strongly dependent on composition. Failure of the colloidal stability could lead to thrombosis.

Iron oxide is tolerated by the body and ferrofluids are broken down metabolically in the liver and spleen as in physiological iron metabolism.

**Theragnostics** Magnetic particles can be used as carriers for active substances and can also be visualized and can thus serve as both a therapeutic and a diagnostic tool, termed ‘theragnostics’ in the growing field of nanomedicine (Tietze et al., 2012).

### 2.7.3.3 Magnetic water treatment

Many suggestions have been made about the influence of magnetic fields on scaling in water pipes but the effects are not well understood or even agreed upon (Powell, 1998). There is, however, some evidence that magnetic fields can affect the precipitation of certain substances in water and thus affect the scaling. Liburkin et al. (1986) found that magnets affected the structure of gypsum (calcium sulphate). The gypsum particles formed under a magnetic field were found to be larger and more regularly orientated than those formed in the absence of a magnetic field. Kronenberg (1985) reported that magnetic treatment changed the mode of calcium carbonate precipitation such that circular disc-shaped particles are formed rather than the dendritic (branching or treelike) particles observed in non-treated water. Fortin et al. (1997) found that the application of a magnetic field to hard water successfully prevents the growth and agglomeration of calcium carbonate as calcite, noting the importance of the magnetic field strength and direction. Donaldson and Grimes (1988) reported that a magnetic field altered the crystal nuclei of precipitating calcium carbonate causing the formation of larger crystals and altering the equilibrium between the fluid and the precipitate. Herzog et al. (1989) reported that magnetic treatment liberated Fe$^{2+}$ ions which inhibited calcite growth and thus would reduce scaling.
Others, e.g., Chechel and Annenkov (1972), and Martynova et al. (1967) have also found that magnetic treatment affects the structure of subsequently precipitated solids.

### 2.7.3.4 Magnetic fuel treatment

As pointed out by Powell (1998) there is very little literature on magnetic fuel treatment despite the abundance of vendors claiming improvements of up to 20 per cent on fuel consumption. A more recent report by the RAND Corporation (Bernstein et al., 2007) commissioned to study the effects of magnetic devices fitted to automobiles also found that there is scant scientific literature on the subject. However, research conducted for the report (Tao and Xu, 2006) found that a magnetic field can cause a reversible change in the viscosity of crude oil. The report also highlighted the need for more understanding and more research of these effects.

There are several companies selling such magnetic devices, whether they are small devices for automobiles or larger more costly devices for oil pipelines or industrial boilers, and while some seem to have empirical evidence to support their claims there is still no satisfactory scientific explanation. This has also led to certain companies making deceptive claims about their devices, and in the US has resulted in legal action by the Federal Trade Commission (FTC) against one company (Federal Trade Commission, Press Release).

### 2.7.4 Magnetic fields and biological systems

The behaviour of magnetic fields and biological systems is generally referred to as bioelectromagnetism and can be divided into two areas, (i) the production of magnetic fields in biological systems, commonly termed biomagnetism, and (ii) the effects of applied magnetic fields on biological systems, commonly termed magnetobiology.

Research has shown that a magnetic field can have an effect on chemical reactions and thus can also influence metabolic processes (Wadas, 1991). Most organic molecules are
diamagnetic but the production of susceptible free radicals during reactions allows the magnetic field to exert an influence. The time frame for this influence is very small, of the order of $10^{-10}$s, but is nonetheless sufficient to produce differences in reactions. Evidence has even been found that shows the growth of plants can be affected by a magnetic field (Dunlop and Schmidt, 1964, 1965; Wadas, 1991).

Possible physical causes for effects of magnetic fields on organisms are the action of a magnetic field on (Wadas, 1991):

- uncompensated electron spins, present in free radicals and molecules containing cations of transition group elements, e.g. active centres in enzyme molecules, myoglobin and hemoglobin;

- diamagnetic substances, including biological liquid crystals;

- moving charges, which occurs primarily in the nervous system.

More recent research by Hashimoto et al. (2007) has found that static magnetic fields affect cell migration. Gerardi et al. (2008) studied the effects of electromagnetic fields of low frequency and low intensity on rat metabolism and found evidence that long term exposure to electromagnetic fields with a well defined frequency may have relevant effects on parameters such as body weight, blood glucose and fatty acid metabolism. There is also a current investigation commissioned by the Home Office looking into the effects of electromagnetic fields on mice (Science, Research and Statistics, Home Office).

### 2.8 Summary

Nanoparticles are found throughout the environment as the result of natural processes. Many properties of nanoparticles are related to their size, and this includes their magnetic properties. Static light scattering has previously been shown to be a successful technique for monitoring the aggregation of particles and the concepts of fractal geometry can be
used to describe the structure of aggregates. The aggregation behaviour of particles in magnetic fields could thus provide one possible mechanism for the effects seen in magnetic treatments.
3.1 Previous work

The aggregation of small particles to form low density clusters and networks, such as flocs or gels, is a common phenomenon. It is important in many areas of science and has important applications in areas such as air pollution, water pollution and purification, the nuclear winter scenario, the formation of high performance ceramics and rheology control in paints, other coating systems and foods.

The modelling of colloidal aggregation generally follows one of two approaches: the microscopic approach or the macroscopic approach (Thomas et al., 1999; Taboada-Serrano et al., 2005). The macroscopic model, often referred to as the classical approach, is derived from Smoluchowski’s coagulation equation, which is basically a mathematical expression of the rate of successful collisions between discrete particles (Thomas et al., 1999). The microscopic, or molecular, approach avoids assumptions and approximations that are typical of the macroscopic approach but has the disadvantage of the complexity associated with the extrapolation of results to the macroscopic scale (Taboada-Serrano et al., 2005). Models have then progressively been extended to include magnetic interaction (Tsouris and Scott, 1995), floc structural variation (Selomulya et al., 2003), breakup of aggregates...
(Chin et al., 1998), magnetic chain aggregates (Mendelev and Ivanov, 2005) and heteroag-
ggregation (Rolli et al., 2009), amongst other effects. The review by Taboada-Serrano et al.
(2005) gives more details and examples about the various effects and interactions that have
been added to models over the years.

Tsouris and Scott (1995) used a Brownian flocculation model, in which hydrodynamic,
van der Waals, double-layer, and magnetic forces were incorporated. A population balance
was employed in conjunction with the flocculation model to predict the evolution of the
particle state with time. The effects of such parameters as strength of magnetic field,
magnetic susceptibility of particles, particle size and zeta potential were investigated. The
results showed that the particle size and magnetic susceptibility each play an important
role in the selective flocculation of particles of different properties.

Chin et al. (1998) investigated flocculation kinetics in a stirred tank under turbulent
shear flow using colloidal polystyrene and paramagnetic particles consisting of mixtures
of polystyrene and magnetite. A trajectory model applicable for shear-flow systems was
formulated to describe particle flocculation in stirred tanks. Results suggested that the
flocculation rate was enhanced by increasing the agitation speed, even though the collision
efficiency decreased at a higher agitation speed. It was also found that the collision rate
increased and the collision efficiency decreased as the particle size ratio increased. Results
also suggested that the breakup rate of aggregates in a turbulent shear flow could be
significant and may need to be included in the population balance modelling to correctly
predict the evolution of particle size distribution.

Ying et al. (2000) used a model combining trajectory analysis, a buildup model, and a
bivariate population balance model applicable for Brownian flocculation, to predict mag-
netically seeded filtration. Results indicated that the effect of hydrodynamic resistance
on the removal efficiency becomes important as the particle size and Reynolds number are
increased or the magnetic field is decreased. From magnetically seeded filtration experi-
ments, it was found that the removal efficiency increases with an increase in the magnetic field strength and particle size and a decrease in the flow rate. The differences between modelling predictions and experimental results are possibly due to the accuracy of particle size and magnetic susceptibility distributions, as well as due to model limitations.

The purpose of this chapter is to combine the models of particles interactions with a population balance model which is inclusive of restructuring and breakage of the particles. This achieved by the combing the population balance model of Selomulya et al. (2003) with the particle interaction model described by Tsouris and Scott (1995). The effects of various parameters can then be explored to provide theoretical insight into the aggregation process with a magnetic field.

3.2 Theory

The classical coagulation equation was introduced in a 1916 paper by the Polish physicist Marian Smoluchowski, and describes the evolution of the number density of particles of size $x$ at a time $t$. The discretised form of the equation is

$$\frac{\partial n(x_i,t)}{\partial t} = \frac{1}{2} \sum_{i \neq j}^N K(x_i - x_j, x_j)n(x_i - x_j, t)n(x_i, t) - \sum_0^K(x_i, x_j)n(x_i, t)n(x_j, t) \quad (1)$$

where $t$ is time, $i$ and $j$ are section intervals, $n$ is the number density and the operator $K$ is known as the aggregation kernel and can take one of three simple forms, that is

$$K = 1, \quad K = x + y \quad \text{or} \quad K = xy$$

known as the constant, additive, and multiplicative kernels respectively. However, in most practical applications the kernel takes on a significantly more complex form, for example
the free-molecular kernel which describes collisions in a dilute gas-phase system

\[ K = \sqrt{\frac{\pi k_B T}{2}} \left( \frac{1}{m(x)} + \frac{1}{m(y)} \right)^{\frac{3}{2}} (d(x) + d(y))^2 \]  

(2)

Generally the coagulation equations which result from such physically realistic kernels are intractable, and as such, it is necessary to appeal to numerical methods. There exist well-established deterministic methods that can be used when there is only one particle property, \( x \), of interest, the two principal ones being the method of moments and sectional methods.

The Smoluchowski equation is based on several assumptions about the particles and their aggregation. These include:

- every collision is successful
- the system is monodisperse
- binary collisions
- spherical particles
- laminar fluid motion
- no breakup of aggregates.

Modifications to this equation have been performed in the past to make it more relevant to real systems. For example, the presence of short range forces and fluid between particles could prevent an attachment or bond being formed with every collision, and thus the efficiency of collisions would be therefore much less than previously assumed.
3.3 Population Balance Model

The lumped discretised form of a population balance model, based on $v_{i+1} = 2v_i$, which describes the rate of change of the number concentration, can be written as

$$\frac{dN_i}{dt} = \sum_{j=1}^{i-2} 2^{i-j+1} \alpha_{i-1,j} \beta_{i-1,j} N_{i-1} N_j + \frac{1}{2} \alpha_{i-1,i-1} \beta_{i-1,i-1} N_{i-1}^2 - N_i \sum_{j=1}^{i-1} 2^{i-j} \alpha_{i,j} \beta_{i,j} N_j - N_i \sum_{j=i}^{\max} \alpha_{i,j} \beta_{i,j} N_j - S_i N_i + \sum_{j=i}^{\max} \Gamma_{i,j} S_j N_j$$

(3)

where $N_i$ is the number concentration of flocs containing $2^{i-1}$ particles (accordingly, $N_i$ is the number concentration of singlets or primary particles).

The first two terms from the right hand side of equation (3) describe the formation of aggregates in the interval $i$ from the collisions of aggregates from smaller size ranges. The third and fourth terms represent the loss of aggregates in interval $i$ by the agglomeration of aggregates from from section $i$ with those from other size ranges. The fifth term accounts for the loss of aggregates in interval $i$ via fragmentation, and the last term denotes the gain of aggregates in section $i$ through the fragmentation of larger aggregates.

The parameters $\alpha_{i,j}$ and $\beta_{i,j}$ are, respectively, collision efficiency and frequency between aggregates in sections $i$ and $j$. The parameter $S_i$ is the fragmentation rate of aggregates in the interval $i$, whereas $\Gamma_{i,j}$ is the breakage distribution function for the breakup of aggregates in the interval $j$, which generates fragments of sizes that fall in the interval $i$. The number of intervals can be selected to sufficiently represent the overall size distribution, e.g. with 25 intervals the model covers sizes ranging from primary particles to aggregates comprising $2^{24}$ particles.
3.4 Model Parameters

The model used here is that developed by Selomulya et al. (2003) which incorporates the breakage and restructuring of aggregates. This model is altered, however, by adding the particle interactions expressed in the form of the collision efficiency as provided by Tsouris and Scott (1995).

3.4.1 Collision efficiency

The collision efficiency function $\alpha$ is obtained from the solution of the generalised Smoluchowski equation for the diffusing particles under the action of interparticle forces

$$\alpha_{ij} = \left[ (1 + r_j/r_i) \int_{1+r_j/r_i}^{\infty} \left( \frac{D_\infty}{D_{i,j}} \right) \exp \left( \frac{V_T}{k_BT} \right) \right]^{-1}$$

where $D_\infty$ is the diffusion coefficient in the absence of particle interactions, $D_{i,j}$ is the relative diffusion coefficient between particles in the intervals $i$ and $j$, and the ratio $D_\infty/D_{i,j}$ incorporates the hydrodynamic interaction between the particles. The total particle interaction $V_T$ is given by

$$V_T = V_A + V_R + V_M$$

where $V_A$ is the van der Waals interaction, $V_R$ is the electrostatic interaction and $V_M$ is the magnetic interaction.

3.4.1.1 Hydrodynamic resistance

$D_\infty$ is the diffusion coefficient in the absence of any interparticle forces given by

$$D_\infty = D_i + D_j = \frac{k_BT}{6\pi\mu} \frac{r_i + r_j}{r_ir_j}$$

where $D_i$ and $D_j$ are the diffusion coefficients of particles $i$ and $j$ respectively, $k_B$ is the
Boltzmann constant, $T$ is the temperature, $\mu$ is the viscosity of the medium and $D_{i,j}$ is the relative diffusion coefficient between particles $i$ and $j$ defined as

$$D_{i,j} = b k_B T$$

(7)

where $b$ is the relative mobility of the particles, a function of particle separation. For two spheres moving along their centreline, the relative mobility $b$ can be obtained from the exact solution of Stokes’ equation (Spielman, 1970).

### 3.4.1.2 van der Waals interaction

Hamaker’s formula for the London-van der Waals attractive interaction energy $V_{vdw}$ between spherical particles is

$$\frac{V_{vdw}}{k_B T} = -\frac{A}{6k_B T} \left[ \frac{2r_i r_j}{r^2 - (r_i + r_j)^2} + \frac{2r_i r_j}{r^2 - (r_i - r_j)^2} + \log \left( \frac{r^2}{r^2 - (r_i - r_j)^2} \right) \right]$$

(8)

where $A$ is the Hamaker constant, $k_B$ is the Boltzmann constant, $T$ is the temperature and $r$ is the interparticle distance.

### 3.4.1.3 Electrostatic interaction

In the case of thin double layers, symmetrical electrolytes and dimensionless interparticle separations $\kappa l$ greater than 4 (where $\kappa$ is the inverse Debye-Huckel length, a measure of the double-layer thickness), the linear superposition approximation can be used
\[ V_{el} = \varepsilon \left( \frac{k_B T}{e} \right)^2 Y_i Y_j \frac{r_{ij}}{r} \exp(-\kappa l), \quad \text{for } \kappa l \geq 4 \]  

\[ Y_i = 4 \tanh \left( \frac{\psi_i}{4} \right), \quad \text{for } \kappa r \geq 10 \text{ and } \phi_i < 8 \]  

\[ \phi_i = ze\psi_{0i}/k_B T \]  

where \( z \) represents the valence of the electrolyte dissociated in the solution, and \( \phi_{0i} \) represents the surface potential of the particles \( i \). It is assumed that the potential of one particle remains undisturbed in the presence of the others. The inverse Debye-Huckel length \( \kappa \) is given by

\[ \kappa^{-1} \approx 2.8 \times 10^{-8} I^{-0.5} \]  

where \( I \) is the ionic strength of the solution.

### 3.4.1.4 Magnetic interaction

The magnetic interaction is calculated using the formula provided by Chan et al. (1985)

\[ V_{mag}/k_B T = s(x) \left( -\frac{x^2}{3} + \frac{1}{1 + 7x^2/150} \right) \]

\[ + (1 - s(x)) \left[ -2x + \log(6x^2) - \frac{2}{3x} - \frac{7}{9x^2} \right] \]  

where

\[ s(x) = \exp \left[ -\log(2) \left( \frac{x}{2.4} \right)^8 \right] \]
and

\[ x = \frac{1}{k_B T} \frac{\pi d_i^3 d_j^3 \chi_i \chi_j B^2}{144 \mu_0 r^3} \]  

(15)

where \( \mu_0 \) is the permeability of free space, \( \chi \) is the magnetic susceptibility, \( B \) is the strength of the magnetic field, \( d \) is the particle diameter and \( r \) is the separation of the particles.

3.4.2 Collision frequency

The collision frequency \( \beta_{ij} \) for perikinetic flocculation is applicable if both of the colliding particles are small (\(< 1 \mu m\)). Differential settling prevails when one particle is considerably larger than the other, otherwise \( \beta_{ij} \) is strongly dependent on the fluid velocity gradient in addition to the particle size (orthokinetic flocculation).

The frequency of binary collisions between spherical particles, which are due to Brownian motion, can be estimated by (Smoluchowski, 1916a)

\[ \beta_{ij,\text{perikinetic}} = \left( \frac{2 k_B T}{3 \mu} \right) \frac{(R_{ci} + R_{cj})^2}{R_{ci} R_{cj}} \]  

(16)

whereas the collision frequency for orthokinetic coagulation in isotropic turbulence is equal to (Saffman and Turner 1956)

\[ \beta_{ij,\text{orthokinetic}} = 1.294 \left( \frac{\varepsilon}{\nu} \right)^{\frac{1}{2}} (R_{ci} + R_{cj})^{\frac{3}{2}}. \]  

(17)

For fractal aggregates the collision, or effective capture, radius is

\[ R_{Ci} = r_0 \left( \frac{N_i}{k_c} \right)^{\frac{1}{D_f}} \]  

(18)

where \( r_0 \) is the primary particle radius, \( k_c \) is a proportionality constant relating to the packing density, generally assumed to be unity (Wiesner 1992), and \( D_f \) is the mass fractal
dimension. Thus, by substituting $R_{Ci}$ for fractal aggregates in equations (16) and (17) the structural effect can be accounted for when approximating the aggregate collision rates (Jiang and Logan 1991).

The overall collision frequency can therefore be calculated as the sum of frequencies due to Brownian motion and shear (assuming the two mechanisms are independent of each other, and that collision due to differential settling are negligible when $\rho_{\text{particle}} \approx \rho_{\text{water}}$) (Wiesner 1992).

### 3.4.3 Fragmentation rate

The fragmentation rate can be written (which is equal to the breakage frequency) can be written as

$$S_i = \left( \frac{4}{15\pi} \right)^{\frac{1}{2}} \left( \frac{\varepsilon}{\nu} \right)^{\frac{1}{2}} \left( \frac{-\varepsilon_{bi}}{\varepsilon} \right)$$

where $\varepsilon_{bi}$ is the critical energy dissipation rate that causes breakup. The estimate of $\varepsilon_{bi}$ can be related to floc size based on the relationship

$$\varepsilon_{bi} = \frac{B}{R_{Ci}}$$

where $B$ is the coefficient and $R_{Ci}$ is the effective captive radius. This basically states that the magnitude of energy dissipation rate required to induce breakage will be lower for larger aggregates.

### 3.4.4 Breakage distribution function

The breakage distribution function ($\Gamma_{ij}$) describes the distribution of fragments in $i$-interval from the break-up of flocs in $j$-interval. There are several forms of breakage distribution functions; e.g. binary breakage where the floc is split into two equal-sized aggregates, ternary breakage where the floc is broken into three daughter fragments, and...
normal breakage where the fragments are normally distributed in the lower size ranges. The binary breakage function was selected by Selomulya et al (2003). The binary breakage distribution function ($\Gamma_{ij}$) is expressed as

\begin{align}
\Gamma_{ij} &= \frac{V_j}{V_i} \text{for } j = i + 1 \\
\Gamma_{ij} &= 0 \text{for } j \neq i + 1
\end{align}

(21) \quad (22)

3.4.5 Estimation of size

One assumption of the model is that the particles are all spherical, but this is generally not the case in experimental systems and so on basis of comparison is the volume mean diameter of the particles. This is also known as volume moment mean of the particle, and normally noted as $d[4,3]$ (being a function of the diameter, $d$, to the fourth power over the diameter to the third power). In the model the number concentration of flocs in $i$-intervals ($N_i$) can be used to estimate the volume mean diameter, $d[4,3]$ through the following equation (Kusters, 1991)

\begin{equation}
(d[4,3] = \frac{\sum N_i D_i^4}{\sum N_i D_i^3})
\end{equation}

(23)

where

\begin{equation}
D_i = (2^{(i-1)/d_p}) \cdot d_0
\end{equation}

(24)
3.4.6 Structure variation

The coefficient $AB$ is used to represent the compounded effect of the amount of floc formation and breakup, to underscore the impact of both mechanisms on floc compaction

$$AB = \sum_{i}^{i_{\text{max}}} |\text{aggregation terms } i| \times |\text{fragmentation terms } i|$$  \hspace{1cm} (25)

where

$$|\text{aggregation terms } i| = \text{abs} \left[ \sum_{j=1}^{i-2} 2^{j-i+1} \alpha_{i-1,j} \beta_{i-1,j} N_i N_j + \frac{1}{2} \alpha_{i-1,i-1} \beta_{i-1,i-1} N_i^2 \right]$$

$$+ \text{abs} \left[ -N_i \sum_{j=1}^{i-1} 2^{j-i} \alpha_{i,j} \beta_{i,j} N_j - N_i \sum_{j=i}^{i_{\text{max}}} \alpha_{i,j} \beta_{i,j} N_j \right]$$

and

$$|\text{fragmentation terms } i| = \text{abs} \left[ -S_i N_i + \sum_{j=i}^{i_{\text{max}}} \Gamma_{i,j} S_j N_j \right]$$

The following empirical function is therefore used to approximate the change in $d_F$ with time as a cumulative effect of floc size and aggregate formation/breakup

$$\frac{dd_F}{dt} = \left[ c_1 \left( \frac{d}{d_o} \right)^{c_2} + c_3 AB \right] \times (d_{F,\text{max}} - d_F)$$  \hspace{1cm} (26)

where $c_1$, $c_2$, and $c_3$ are fitting parameters that embody additional factors such as binding strength or other intrinsic properties.
3.5 Simulation method

A MATLAB routine was written using a numerical technique (ODE23 in the MATLAB library) to solve the population balance equation. The collision efficiency was calculated using the \textit{quad} integral function in the MATLAB library. The MATLAB code for this routine can be found in the appendix.

3.6 Results

The effects of various parameters on the aggregation are explored in the model.

3.6.1 Particle interactions

The particle interactions as calculated for different values of the surface potential and with a magnetic field at surface potential values of 5 and 55mV are shown in figures 3.1, 3.2 and 3.3.

![Interaction profiles at different zeta potentials.](image)

Figure 3.1: Interaction profiles at different zeta potentials.
As can be seen in figure 3.1 an increasing amount of repulsion between the particles is calculated as the surface potential increases. At low values for the surface potential the overall interaction profile is attractive and thus provides favourable conditions for the
aggregation of particles. Changing the ionic strength does not alter the interactions in a significant way.

The applied magnetic field provides another source of attractive interactions which is reflected in the interaction profiles shown in figures 3.2 and 3.3. At small values for the applied magnetic field there is little difference but as it is increased the overall interaction profile becomes increasingly attractive, even at higher values of surface potential.

### 3.6.2 Collision efficiency

The effect of changing the surface potential in the model, akin to altering the pH in an experimental system, is to promote or prohibit aggregation as the value of the surface potential is increased. The evolution of the VMD is shown in figure 3.4. The number of size intervals used is 25 and the ionic strength is 0.1.

At high values, comparable to pH far from the isoelectric point of an experimental system, the VMD increases only slightly. At lower values of the surface potential, corresponding to values closer to the isoelectric point of the system, the VMD increases more as the value of the surface potential decreases. The evolution of the fractal dimension over time is shown if figure 3.5. The structure evolves more rapidly at lower values for the surface potential although it is unrealistic that there would be any fractal aggregates where there is little increase in the VMD and thus virtually no aggregation.
Figure 3.4: Evolution of VMD at different values of the surface potential.

Figure 3.5: Evolution of VMD at different values of the surface potential.
Altering the value of the ionic strength, \( I \), in the model is a way of simulating the electrolyte concentration in a suspension. The results of this are shown in figure 3.6 (VMD) and figure 3.7 (fractal dimension).

Figure 3.6: Evolution of VMD at different values of the ionic strength, \( I \).
Figure 3.7: Evolution of the fractal dimension at different values for ionic strength, $I$.

There is little difference in the results at different values of the ionic strength, indicating that the ionic strength, and thus the electrolyte concentration, does not have a significant effect on the aggregation. Experimental observations do not agree with this, as the addition of electrolytes to colloidal suspensions has been shown to destabilise the suspensions causing the formation of large aggregate structures. The evolution of the fractal dimension is identical in each case (see figure 3.7), once again highlighting the virtual indifference of the model to changes in ionic strength.

### 3.6.3 Collision Frequency

The collision frequency is altered by changing the value of the shear rate, which until now has been at zero. Altering the shear rate does not alter the interactions between the particles and thus is independent of collision efficiency. However, as the particles collide more frequently there is a greater chance that there will be more successful collisions and
thus more aggregation.

Figure 3.8: Evolution of the VMD for different values of shear rate.

Figure 3.9: Evolution of the fractal dimension at different shear rates.
Figure 3.8 shows the evolution of the VMD and figure 3.9 the evolution of the fractal dimension over the time of the simulation for a surface potential of 5mV and an ionic strength of 0.1. As before the number of size intervals is 25.

A large overshoot can be seen once the shear rate reaches $10\text{s}^{-1}$ and greater. This is due to an initial rapid aggregation which, reflected in both the VMD and the fractal dimension. This large overshoot in the calculation causes the simulation routine to end prematurely and thus the constant volume constraint must be disabled to allow the simulation to run.

At higher shear values ($60\text{s}^{-1}$) the VMD can be seen to oscillate.

### 3.6.4 Magnetic field

The simulation was run with the magnetic field turned on, thus adding the effect of the magnetic interaction to the interparticle interactions. This caused various problems in running the code, due to the way the magnetic interaction affects the simulated aggregation process.

In the code there is a condition to keep the volume of particles almost constant. This allows not more than a one per cent change in total volume of particles between time steps. This condition is broken after a certain number of time steps when the magnetic field is turned on, thus terminating the simulation. In order to allow the calculation to finish this condition was suspended and the results shown in figure 3.10 come from this.
Figure 3.10: Evolution of the VMD at different values of the applied magnetic field.

Figure 3.11: Evolution of the fractal dimension at different values of the applied magnetic field.
With the volume condition not in effect there is a loss in the total number concentration as the magnetic field is increased, interpretable physically by a loss of particles from the system.

Figure 3.12: Evolution of the VMD at different values of shear rate with an applied magnetic field of 0.1T.
Figure 3.13: Evolution of the fractal dimension at different values of shear rate with an applied magnetic field of 0.1T.

Figure 3.12 shows the evolution of the VMD at different shear rates for a magnetic field of 0.1T. There is little difference caused by altering the shear rate, the magnetic field having a greater effect on the aggregation.

3.7 Discussion

From the calculated particle interaction profiles it can be seen that decreasing the surface potential makes the overall interaction less and less repulsive until the interaction becomes attractive at 5mV. When a magnetic field is added into this calculation the interaction becomes more and more attractive. For the profiles calculated at a surface potential value of 5mV all the profiles are attractive and a magnetic field seems only to add to this attractive interaction. For the profiles calculated at 55mV the profiles are weakly repulsive until the field strength reaches 0.5T, after which the interaction profiles are attractive.
Running the simulation, it can be seen that the VMD increases significantly as the surface potential decreases, which corresponds with the calculated particle interactions. However, the ionic strength seems to have virtually no effect in the simulation, the VMD curves virtually on top of each other. The values of the fractal dimension are set points in the simulation. The minimum value of 1 (for linear structures) was used as the starting point and a maximum value of 1.8 was set. Thus in the simulation the evolution of aggregate structures is represented by the evolution of this value.

The model has certain limitations in practice. Certain constraints have to be broken to allow the simulation to run when changing certain parameters but useful information can nonetheless be extracted from these calculations.

In terms of interactions, while altering the surface potential and the magnetic field can significantly alter the interaction profile, the ionic strength has little effect (see figure 3.6). This is unrealistic as the addition of electrolyte to a suspension of particles raises the ionic strength and destabilises the suspension.

The ability of the simulation to model the aggregation with the magnetic field is severely limited. This limitation is a result of the overwhelmingly net attractive interaction that is calculated with an applied magnetic field included resulting in large values for the collision efficiency, $\alpha$. This highlights another problem in the method employed by Tsouris and Scott (1995) to calculate $\alpha$. The calculation is based on the inverse of the stability ratio $W$ and thus is not limited to values between 0 and 1 as might be expected for an efficiency factor.

The advantage of this approach is that is relatively quick (simulations can be run in only several minutes) and computationally inexpensive. However, certain limitations are inherited from the basis of the model and a slightly different solution, particularly as regards the calculation of the collision efficiency, would greatly improve the model and its usefulness.
Chapter 4

Aggregation of magnetite nanoparticles

Iron oxides are widespread in environmental systems as iron is the third most abundant element in the lithosphere (Cornell and Schwertmann, 1996), and magnetite, along with hematite, is one of the most common forms of commercial iron ore (Jorgenson, 2008). Magnetite nanoparticles have been and continue to be investigated extensively due to the large number of possible applications, particularly in paints and biomedical applications (Brigger et al., 2002; Ito et al., 2005). Often the surface of the magnetite nanoparticles is altered, either in order to stabilise the suspension, for example a surfactant in ferrofluids (Odenbach, 2003), or to functionalise the particle surface, for example with peptides, nucleic acids or antibodies (Shubayev et al., 2009). The attractiveness of such materials is in then being able to control them in their various applications using a magnetic field.

Early arguments by de Gennes and Pincus (1970) pointed to the existence of clusters and chains, which are due to the attractive parts of the dipolar magnetic interactions. Small chains (dimers, trimers) begin to form when the dipolar energy is greater than the thermal energy. By increasing the dipole moment (or lowering the temperature) the chains grow and reach an equilibrium state which consists of a distribution of chains, rings or
more complex structures of different lengths, breaking and reforming, with relative concentrations depending on density and temperature. Structure formation in suspensions of magnetic nanoparticles is highly dependent on the balance of attractive and repulsive forces, the dipolar magnetic interaction adding to the attractive force. The various interactions can be controlled by the particle size (or that of the magnetic core), thickness of the surfactant layer or the ionic strength of the solution in the case of electrostatically stabilized suspensions (Holm and Weis, 2005).

In investigating the fate of nanoparticles in natural systems Illes and Tombacz (2006) studied the effect of humic acid adsorption onto magnetite nanoparticles and its pH dependence. In this study they also investigated the pH dependent aggregation of magnetite nanoparticles by measuring the particle size using dynamic light scattering. It was found that the stable suspensions of clusters (∼100nm compared to less than 10nm primary particle size, with the possibility that there are fractal aggregates also present, as commented by the authors) formed at pH away from the point of zero charge (PZC) and that large aggregates formed closer to the PZC. This type of pH dependence was also found by Pang et al. (2007), who also measured the particle size using dynamic light scattering and used a primary particle size of 6-12nm.

Previous static light scattering studies have determined various fractal dimensions for aggregates of magnetite nanoparticles. Shen et al. (2001) found a fractal dimension of 2.5 for an aqueous based ferrofluid with ∼10nm primary particles stabilised by a surfactant bilayer. Martinez-Pedrero et al. (2005) found fractal dimensions close to 1 for magnetite particles embedded in polystyrene. Bica et al. (2007) investigated various sterically stabilised magnetite particles, all with primary particle diameter less than 10nm, and found fractal dimensions of 1.47 and 1.58 depending on the surfactant used for stabilisation. It was also found that there were two scattering levels, the difference being attributed to there being one scattering level for clusters of several particles and another for the larger,
4.1 Synthesis and Characterisation

4.1.1 Synthesis

Cubic magnetite particles were prepared by the aging of a ferrous hydroxide gel under controlled conditions (Sugimoto and Matijevic, 1980). The gel was prepared by mixing an 80ml solution of FeSO₄ (prepared from 0.6948g of crystalline FeSO₄ · 7H₂O (CAS number 7782-63-0, supplied by ACS Chemicals) in 80ml of distilled water; the water was first deoxygenated by bubbling nitrogen gas through for an hour) with 10ml of 2 M KNO₃ solution (taken from a stock solution made by mixing 202.2064g of crystalline KNO₃ (CAS number 7757-79-1, supplied by ACS chemicals) in 1000ml of distilled water). Nitrogen gas was then bubbled through the mixture for 15 minute before adding 10ml of 1 M NaOH solution (taken from a stock solution made by mixing 39.9971g of crystalline NaOH (CAS number 1310-73-2, supplied by ACS chemicals) in 1000ml of distilled water) which caused the precipitation of the ferrous hydroxide gel. This was then aged in a water bath at 90°C for two hours after which it was removed and allowed to cool. The particles were then separated using a magnet and then redispersed in distilled water.
4.1.2 Characterisation

4.1.2.1 TEM

Transmission electron microscopy was used to look at the size and shape of the particles after synthesis. The images were captured using a JEOL 1400 Microscope with a beam current of 100kV. A TEM image of the synthesised magnetite nanoparticles is shown in figure 4.1, where the particles can be seen to be cubic in shape.

![TEM image of magnetite nanoparticles](image)

Figure 4.1: TEM image of the magnetite nanoparticles.

The average particle size from TEM images was calculated, using the ImageJ software package, to be $32.92 \pm 4.58$ nm.

4.1.2.2 Dynamic Light Scattering

Dynamic light scattering (DLS) measurements were also performed using a Brookhaven ZetaPALS system, which uses a scattering angle of 90°. DLS measurements measure the hydrodynamic diameter, as opposed to the actual physical diameter as can be done from
a TEM image, and give an indication of the degree of aggregation in the suspension. The particles were first placed in an ultrasonic bath before being diluted in distilled water for the measurement. Extrapolating size data from a DLS measurement can be done based on one of two assumptions - (i) there is a single population of particles, or (ii) there are several populations of particles. In the first case this would mean the suspension is assumed to be monodisperse and could be represented by a single value. This is here called the effective diameter. In the second case polydispersity is assumed and the data is deconstructed and fitted to a size distribution.

The DLS measurement gave an effective diameter of 70.0nm ±7.8 for the magnetite particles. The intensity distribution obtained from DLS is shown in figure 4.2.

![Figure 4.2: DLS size distribution for the magnetite nanoparticles. (Combined results from 3 sets of measurements.)](image)

The intensity distribution shows a narrow peak, and also gives a larger size than the effective diameter. This, however, is misleading as it is merely a temporary state.
Magnetite nanoparticles aggregate rapidly to form large aggregates. After one hour the particles grow to micron size aggregates, and this is shown in figure 4.3, where the effective diameter is plotted against time. The polydispersity index is also shown to increase at the same time. The polydispersity index gives an indication of the validity of the assumption of a monodisperse population of particles. It is a measure of the difference between the measured data and the fitted data, with 0 indicating a good fit and 1 indicating no fit. Thus as the polydispersity index increases the monodisperse assumption loses its validity.

![Figure 4.3: Evolution of the particle diameter (in nm) and the polydispersity index of magnetite particles over 1 hour. (Combined results from 3 sets of measurements.)](image)

Thus measuring the particle size using DLS is difficult with an unstable suspension which is aggregating during the measurement. This is a well known problem and the colloidal stabilisation of magnetic nanoparticles is the subject of much current research due to their potential applications in medicine and nanobiotechnology.
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4.1.2.3 Zeta Potential

The zeta potential of the particles was measured at various salt concentrations and pH values using a Brookhaven ZetaPALS system with a pH titrator. The salt used was potassium nitrate ($\text{KNO}_3$). The system uses phase analysis light scattering (PALS) to determine the zeta potential of the particles at the measured pH. The results of these measurements are shown in figure 4.4.

![Figure 4.4: The zeta potential of the particles at various pH and salt concentrations. The salt used was potassium nitrate ($\text{KNO}_3$). (Combined results from 3 sets of measurements.)](image)

The isoelectric point was determined to be at pH 6.7 for the magnetite particles when dispersed in distilled water. This is similar to the values around pH 7 reported by other investigators (Regazzoni et al., 1983; Perales-Perez et al., 2000; Gómez-Lopera et al., 2001; Pang et al., 2007). Illes and Tobacz (Illes and Tombacz, 2006) reported a slightly higher isoelectric point of pH 7.9 for their magnetite nanoparticles, and also noted as other authors have (Perales-Perez et al., 2000) the effect of electrolytes on the surface
charge of the particles due to specific adsorption of ions onto the particle surface.

4.1.2.4 Magnetic Behaviour

The magnetic behaviour of the particles was measured using a vibrating sample magnetometer (VSM). The particles were dried to give a powder which was used to perform the measurement at a temperature of 300K. This is shown in figure 4.5.

![Plot of the magnetic behaviour of the spherical magnetite particles.](image)

The magnetite particles have a magnetic saturation of 88.4 emu/g similar to values found by other researchers.

4.1.2.5 Concentration of Particles

The concentration of the suspended hematite nanoparticles was determined using atomic absorption spectroscopy. 1ml of the suspension was added to approximately 10-15ml of strong hydrochloric acid (≈3M) in a 50ml flask. After several hours the hematite dissolved
to form a solution of Fe$^{3+}$. Distilled, deionised water was then added to make the volume up to 50ml. The solution prepared in this way was then diluted to a number of different concentrations and analysed using ICP.

The concentration of Fe was determined by this method to be 90.87 mg/l. Taking the molar mass of iron to be 55.84 g/mol and that of oxygen to be 15.99 g/mol that gives a concentration of Fe$_3$O$_4$ of 125.58 mg/l.

4.2 Experimental

4.2.1 Experimental setup

The aggregation process was monitored by small angle static light scattering using a Malvern Instruments Mastersizer S with the batch processing sample holder.

4.2.2 Experimental method

The stock suspension was sonicated and then 0.1ml was dispersed into 50ml of either 3.75mM HCl, distilled water or 3.75mM NaOH to give suspensions at pH 2.4, 7.0 and 11.5 respectively. The effect of added electrolyte was investigated in the same way by dispersion in 100mM potassium nitrate KNO$_3$. The aggregation was monitored over 1 hour and the experiments were repeated at least 3 times to ensure reproducibility.

4.2.2.1 Calculation of scattering exponents

The fractal dimension can be calculated from the gradient of the scattered intensity plot, but as fractal dimensions only take values from 1 to 3 (or 0 for points) this is referred to as the scattering exponent as the gradient could also be outside this range. If the scattering exponent is less than 1 this simply means that there are more likely to be small clusters (doublets, triplets, etc.) of particles as well as many single particles (which would theoretically have a scattering exponent of 0, being single points). The scattering
exponent was calculated from the scattering data using a Matlab routine (see Appendix A).

4.3 Results

As seen in the characterisation, magnetite nanoparticles aggregate rapidly to form large structures. However, in spite of this, the sedimentation of the particles was not observed during the timescale of the experiments.

4.3.1 Effect of pH

The aggregation can be affected by altering the pH and thus increasing or decreasing the electrostatic repulsion between the particles. The result of this is that aggregates of different size and also structure form at different pH.

At pH 2 and 11, which are further from the isoelectric point, the size distributions are similar and show large peaks at around 140um. The size distribution at pH 7, which is very near to the isoelectric point, is much broader and also shows the presence of very large aggregates. These size distributions are shown in figure 4.6.
This difference in aggregate size can also be seen in DLS measurements. The evolution of the effective diameter (size as calculated on the assumption of monodispersity, as discussed in the characterisation section 4.1.2.2) is similar at pH 2 and pH 11, but increases more rapidly when the suspension is closer to the isoelectric point at pH 7. This is shown in figure 4.7. The sizes derived from these DLS measurements are not accurate, especially as the population of particles aggregates into a more polydisperse suspension, but the effect of the pH on aggregate growth is apparent.
The structure of the aggregates changes with the pH as well as the size. The scattering exponents are similar at pH 2 and pH 11, with scattering exponents of 1.5, a value lower than that normally seen for diffusion limited aggregation (Meakin, 1983). There is also little change in the structure over time which is the case when aggregates grow fractally (the structure remains the same as the aggregate grows larger). At pH 7 the aggregates have scattering exponents closer to 2, thus implying a more compact structure. These differences in the size and structure of the aggregates at different pH can also be seen in TEM images. These are shown in figure 4.8, 4.9 and 4.10.
Figure 4.8: TEM image of the magnetite nanoparticles at pH 2.

Figure 4.9: TEM image of the magnetite nanoparticles at pH 7.
However, at pH 7, the structure does not appear to be that typically expected from a more compact aggregate with a fractal dimension close to 2. This can be explained further by looking at the scattering data, shown in figure 4.11. Two slopes can be distinguished in the scattering data, which implies a variation in the structure of the aggregates with the length scale. The lower slope has a shallower gradient, indicative of more open, linear structures, and the upper slope has a steeper gradient, indicative of more compact aggregates.
Figure 4.11: Scattering data for the magnetite nanoparticles at pH 7 after one hour.

This structural variation can also be better explained by looking at the TEM images. Large tenuous structures can be seen as well as more compact ones, which could account for the variations in the scattering exponents. However, at a greater magnification (figure 4.12) the aggregates can be seen to be composed of many chain type structures which could account for the low scattering exponents at shorter length scales.
This can also be seen by taking a closer look at the TEM images, such as that in figure 4.12. Linear, chain like structures and rings, such as those predicted by de Gennes and Pincus (1970) can be seen at small length scales, which could account for the shallow slope in the scattering data (figure 4.11).

At larger length scales, the structure is more compact as in figure 4.9, and as indicated by the upper slope of the scattering data (figure 4.11) which is much steeper.

4.3.2 Effect of electrolyte

The addition of electrolyte to the suspensions of magnetite particles reduces the effect of electrostatic repulsion through the suppression of the electric double layer, allowing the magnetic interaction an even greater influence on the aggregation process. The experiments were performed with suspensions at pH 7.
The size distributions for the magnetite particles with and without added electrolyte are shown in figure 4.13. The peaks are broader when electrolyte is added to the suspensions of magnetite particles, and the main peak is at a larger size as the amount of added electrolyte is increased.

![Graph showing size distributions of magnetite particles at different KNO₃ concentrations](image)

Figure 4.13: Size distributions of the magnetite particles at different concentrations of KNO₃ after 1 hour.

The structures of the aggregates, indicated by the scattering exponents, also vary with the concentration of electrolyte added. The scattering exponents calculated from the scattering data were 1.9 at 0mM, 1.5 at 100mM and 1.3 at 500mM. This trend implies that the aggregates grow into more open structures as the amount of electrolyte added to the system is increased. TEM images of the aggregates formed with added electrolyte are shown in figures 4.14, 4.15 and 4.16 (for 100mM KNO₃) and figures 4.17, 4.18 and 4.19 (for 500mM KNO₃).
Figure 4.14: TEM image of magnetite particles after 1 hour, aggregated using 100mM KNO$_3$.

Figure 4.15: TEM image of magnetite particles after 1 hour, aggregated using 100mM KNO$_3$.
Figure 4.16: TEM image of magnetite particles after 1 hour, aggregated using 100mM KNO₃.
Figure 4.17: TEM image of magnetite particles after 1 hour, aggregated using 500mM KNO$_3$. 
Figure 4.18: TEM image of magnetite particles after 1 hour, aggregated using 500mM KNO$_3$. 
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Figure 4.19: TEM image of magnetite particles after 1 hour, aggregated using 500mM KNO₃.

The structures seen in the TEM images are not in agreement with the type of structures expected from the corresponding scattering exponents. The aggregates appear to be denser than the type of structure seen without the addition of electrolyte (see figures 4.9 and 4.12). The structural variation seen in the scattering data without the addition of electrolyte is also not observed when electrolyte is added. In addition, while there is more variation of the scattering exponent as the particles aggregate without added electrolyte, this is not seen when the particles aggregate in the presence of the added electrolyte.

4.4 Discussion

The particles were synthesised following the method of Sugimoto and Matijevic (1980) and show the features of the magnetite particles produced (colour, shape and magnetic behaviour). However, equipment to perform x-ray diffraction (XRD) measurements on
the particles was not available and thus the crystal structure was not confirmed in this manner to be that of the iron oxide, magnetite ($\text{Fe}_3\text{O}_4$).

The magnetic interaction between the particles is of much greater importance in the interplay of interparticle forces in this system, and so the particles are easily separated from suspension by a magnetic field. The important contribution of the magnetic interaction is what is of interest in this chapter as it is an intrinsic property of the particle as opposed to an externally applied field (which is what becomes of interest in the next chapter on hematite).

The magnetic interaction is what accounts for the inherent instability of the particle system and its rapid aggregation characteristics. Contrary to most studies focusing on magnetite nanoparticles, the particles described here have no surfactant to stabilise the suspension and what is of interest is the aggregation behaviour of the bare particles which serves as a sort ‘benchmark’ for comparison with the hematite particles in the next chapter. No such comparable experimental study could be found in the literature at the time of writing to describe the aggregation of bare magnetite particles.

Comparison of TEM images, DLS results and static light scattering results show that the pH has a clear effect on the aggregation. In particular, the TEM images reveal the formation of long chains and ring structures close to the isoelectric point at pH 7 (see figure 4.4) not seen further from the isoelectric point at pH 2 and pH 11. This can be explained using the DLVO paradigm in terms of changes in the overall interaction energy as the pH is altered. The extended DLVO theory includes three terms - the attractive forces, the repulsive forces and the magnetic forces. The attractive van der Waals forces are very short range and only really come into play when particles are close to each other (within a few nanometres). The repulsive forces are electrostatic and expressed through the electric double layer, which is directly affected by changing the pH. The magnetic interaction acts over a longer range. Thus the chemical environment, in this case the
electric double layer, acts to slow down aggregation of the particles but is not sufficient to prevent it. According to the DLVO theory, the addition of electrolyte compresses the electric double layer thus lowering the repulsion between particles. This can be seen in the change of aggregates from long chains and rings (see figure 4.12) to much more dense aggregates (see figures 4.14 to 4.19).

The aggregation of the magnetite particles is characterised by the rapid formation of large aggregate structures with low scattering exponents. The scattering exponents are mostly in the fractal range (from 1 to 3) and thus can be referred to as the fractal dimension. These low fractal dimensions mean that whilst the aggregates formed are large, they are very open structures and thus have low densities. The low density of the aggregates could also account for why no sedimentation occurred during the experiments, despite the large sizes the aggregates reached. The formation of these structures is affected by the suspension conditions showing that the influence of the magnetic interaction can be altered by the chemical conditions. However, the suspension was never observed to be stable and, generally, this is only achieved by using smaller particles (Holm and Weis, 2005) or through the alteration of the particle surface with surfactants (Khalafalla and Reimers, 1980) and is made even more difficult when trying to simulate biochemical conditions where much greater ionic strengths occur (Zhang and Zhang, 2005).

The pH of the suspension clearly influences the degree of aggregation, in particular the overall aggregate size and structure, as can be seen from the TEM images in figures 4.8, 4.9 and 4.10. This follows the trend observed by Illes and Tombacz (2006), although the suspensions synthesised in that study were much more stable. This is most likely due to the smaller size of the primary particles which have a greater thermal motion, as remarked by Holm and Weis (2005), which were less than 10nm as compared to ≈25nm in this study.

The structures formed at pH 7 are more typical of those originally predicted by
de Gennes and Pincus (1970) consisting of agglomerated clusters of chain and rings (figure 4.12). At pH 2 and 11 the structures appear to be composed of slightly more compact clusters, with much less formation of the chain type structures seen at pH 7, although the scattering exponents are similar to those found by Bica et al. (2007) for surfactant stabilised particles. From the scattering data, the aggregate structures were also observed to show structural variation at pH 7, as was also observed by Bica et al. (2007), according to the length scale considered. For example, at larger length scales at pH 7 the structures appear more compact, whereas at a shorter length scale the structures appear more open. This could be due to the predominance of chain-like structures at a small length scale whereas the overall structure at a larger length scale is indeed more compact.

Structural variation at different length scales has also previously been observed in aggregates of silica nanoparticles (Hermawan et al., 2003, 2004). The investigators found the inverse of the situation observed here - more compact short range structures and more open long range structures. Similar scattering data has also been observed in shear flows where aggregates restructure (Selomulya et al., 2001). In that case restructuring occurred more rapidly at larger length scales due to the greater influence of hydrodynamic forces, resulting in a similar situation to that here with more open structures at smaller length scales.

The addition of electrolyte causes the suppression of the electrical double layer, as can be seen from the zeta potential curves in figure 4.4, providing even less resistance to the aggregation of the particles. The addition of electrolyte also seems to encourage the formation of a more uniform structure that exhibits a greater degree of the self-similarity that is characteristic of fractal aggregates. The overall structure is also more open than that at pH 7 without added electrolyte according to the scattering exponents, and the TEM images show these structures to be more similar to those formed at pH 2 and 11. There is however some of the chain and ring type formation found at pH 7, although
not to same degree. Thus, with the added electrolyte the particles form large aggregates, similar in size to those observed at pH 7 without any added electrolyte, but with a more open overall structure.

The aggregation of magnetite nanoparticles is thus greatly influenced by the chemical conditions of the suspension, and the pH can be used to reduce aggregation but not prevent it. The large magnetic interaction between the particles provides an attractive force that results in rapid aggregation kinetics. The resulting aggregates are large and have open structures with low fractal dimensions.
Chapter 5

Aggregation of hematite nanoparticles in a magnetic field

5.1 Previous work

Several studies have been done using hematite as model particles for investigations of magnetic effects on colloidal stability. Hematite is an attractive model system because it is easily synthesised at low cost and has already been well characterised (Amal et al., 1990).

Tombacz et al. (1991) studied the effect of a static magnetic field on stationary and (turbulent) flowing systems of hematite nanoparticles. The investigators found that a significant change was found only when the magnetic field was applied to a flowing system with an optimum electrolyte concentration which was below that of the critical coagulation concentration. The scattered light intensity increased under these conditions which the authors attributed to an increase in particle aggregates. This was also supported by dynamic light scattering measurements showing an altered size distribution with an increase of aggregates. Changes in zeta potential were also observed under these conditions, with the zeta potential changing by up to 10 mV.
In the static system the scattered light intensity decreased, and in a flowing system without the applied magnetic field there was a slight increase, but no significant change was observed as with both flow and magnetic field. Changes in zeta potential were also small compared to the changes seen with flow and magnetic field.

The effects were attributed to magnetohydrodynamic effects by the authors, in particular the interaction between the magnetic field and the electrical double layer, although no definitive explanation could be offered. Similar observations were also made for suspensions of cholesterol (stabilised by sodium taurodeoxycholate) and polystyrene latex in NaCl solutions (Busch et al., 1996), and the authors suggest that the magnetic aggregation does not appear to involve direct interaction between the field and the solid phase, but interpreted it in terms of orthokinetic effects involving magnetohydrodynamic changes in the flow profile resulting from the presence of the transverse field.

Other authors have also seen increases in the size of aggregates of hematite nanoparticles when a magnetic field is applied. Kendall and Kosseva (2006) observed an increase in the size of small aggregates in a static system, which is not in accordance with the results of Tombacz et al. (1991). It was found that the increase in aggregation was sensitive to the pH of the suspension and had no effect at a pH where the suspension was essentially stable. However, increasing the pH caused the formation of clusters, observed via dynamic light scattering, which were then susceptible to the influence of the magnetic field.

Earlier studies by Ozaki et al. (1986, 1988) on larger, micron-sized hematite particles demonstrated the reversible agglomeration of the particles through the application of a weak magnetic field ($\approx 100\text{Oe}$). The aggregates formed by the action of the magnetic field were easily broken up with shear or by ultrasound. The authors also noted, through their calculations, the increasing importance of the electrolyte concentration as the particle size decreased, and also the importance of the particle size itself as the magnetic interaction (as calculated by Ozaki et al. (1986, 1988)) is proportional to the square of the particle
This purpose of this chapter is to study the changes in aggregation with an applied magnetic field at the larger length scale accessible using static light scattering, and also to gather information about changes in the aggregate structure, information that cannot be extracted using the dynamic light scattering technique.

5.2 Synthesis and Characterisation

5.2.1 Synthesis

Spherical hematite nanoparticles were synthesised by the forced hydrolysis of homogenous FeCl$_3$ solutions under controlled conditions (Matijevic and Scheiner, 1978; Amal et al., 1990). 2.43 g of FeCl$_3$·6H$_2$O (CAS number 10025-77-1 supplied by ACS Chemicals) was diluted in 12.5 ml of 3.75 × 10$^{-3}$ M HCl and mixed with 487.5 ml of 3.75 × 10$^{-3}$ M HCl preheated to 100°C. Vigorous stirring was applied during addition to ensure a homogenous mixture. Growth of the hematite particles was achieved by incubating the mixture for 24hrs at 100°C. The particles were then washed of excess chlorides by adding KCl to flocculate the particles and then separated by centrifugation. The supernatant was then poured off and the particles were redispersed in water using an ultrasonic bath. This was repeated three times producing suspensions of particles at pH 3.

5.2.2 Characterisation

5.2.2.1 TEM

The particles are not perfect spheres, but rather are spheroidal in shape as can be seen in figure 5.1.
Figure 5.1: TEM image of the spherical hematite nanoparticles.

The average particle size from TEM images is 85.08 nm ± 13.63.

5.2.2.2 Dynamic Light Scattering

The DLS intensity size distribution is shown in figure 5.2.
The DLS measurement gave an ‘effective’ diameter of 107.8 ±36.7 for the particles, though the size distribution (figure 5.2) shows a peak at around 200nm. However, the method is very sensitive to larger particles which scatter light with more intensity than smaller particles, and thus can overemphasise the presence of small amounts of aggregates. Also, the particles are dispersed in distilled water which leads to a greater degree of aggregation as the pH of the suspension is close to the isoelectric point (IEP). The ‘effective’ diameter is in better agreement with the TEM images of the particles and thus is a more credible value than that shown by the size distribution.

5.2.2.3 Zeta Potential

The zeta potential titration measurements are shown in figure 5.3.
Figure 5.3: The zeta potential of the particles at various pH and salt concentrations. The salt used was potassium nitrate (KNO₃). (Combined results from 3 sets of measurements).

As can be seen, increasing the concentration of electrolyte reduces the variation of zeta potential with pH due to the suppression of the electrical double layer. The isoelectric point (IEP), is calculated by the instrument as the crossing point when the zeta potential changes signs. This is calculated as pH 8.33. This agrees with other IEP values found in the literature which vary from 7.2 to 9.5 (He et al., 2007) and are dependent on the method used for synthesising the particles and the experimental procedure used to determine the IEP (Kosmulski, 2002, 2004, 2006).

5.2.2.4 Magnetic Behaviour

The magnetic behaviour of the particles is shown in figure 5.4.
The hysteresis phenomenon (see section 2.3.2.3) can easily be seen, as has been observed by other investigators of hematite nanoparticles (Shi et al., 2007; Cao et al., 2006; Jing and Wu, 2005). The particles have a remanent magnetisation of 0.06158 emu/g and a coercivity of 220 Oe, which are similar to other reported values for hematite nanoparticles.

5.2.2.5 Concentration of Particles

The concentration was determined using ICP as described in chapter 4. The concentration of Fe was determined to be 69.15 mg/l. Taking the molar mass of iron to be 55.84 g/mol and that of oxygen to be 15.99 g/mol that gives a concentration of Fe$_2$O$_3$ of 98.87mg/l
5.3 Experimental

5.3.1 Experimental Setup

The aggregation process was monitored by small-angle static light scattering using a Malvern Instruments Mastersizer S with the batch processing sample holder. A magnetic field was applied to the particles by placing magnets directly into the sample cell, creating a ‘magnetic cell’. This arrangement is shown schematically in figure 5.5. Rare earth magnets (Nd$_2$Fe$_{14}$B) were used and had a remanence of around 1 Tesla (as provided by the manufacturer, AMF Magnetics).

![Figure 5.5: Schematic of the ‘magnetic cell’.

5.3.2 Experimental Method

The stock suspension was sonicated and then 0.5ml was dispersed into 50ml of 3.75mM HCl, distilled water or 3.75mM NaOH to give suspensions at pH 2.4, 7.0 and 10.8 respectively. The effect of added electrolyte was investigated in the same way by dispersion in 100mM potassium nitrate KNO$_3$. The aggregation was monitored over 13 hours so
as to ensure sufficient time for the slow growth of aggregates and the appearance of any differences due to the presence of the magnetic field. The experiments were repeated at least 3 times to ensure reproducibility.

5.4 Results

5.4.1 The effect of pH

The stability of colloidal suspensions can be altered by changing the suspension pH. The suspension pH affects the zeta potential of the particles and thus alters the electrostatic repulsion between the particles. No significant growth of the particles at the different pH was measured. While there was some growth at pH 7, which was close to the particles isoelectric point, resulting in the formation of small aggregates, there was no development of structures that could be considered fractal aggregates.

The application of the magnetic field caused no increase in the aggregation of the particles, and in fact the scattered intensity decreased throughout the experiment. The evolution of the scattered intensity in the Guinier regime is shown in figure 5.6.
This decrease in intensity is associated with a phase separation, as the particles are removed from suspension by the magnetic field. This was confirmed visually at the end of the experiment, when the separated particles were seen to have formed a film at the sides of the sample cell where the magnets were. The decrease in intensity with the magnetic field was fastest at pH 7 until the point where a useful measurement could not be performed. This is most likely due to the formation of aggregates which are then separated more easily by the magnetic field. The separation also occurred in what would normally be considered stable suspensions at pH 2 and 11, at a much slower rate. At these pH the suspension is considered monodisperse and thus the separation of the particles occurs at a much slower rate.
5.4.2 The effect of electrolyte

The addition of electrolyte suppresses the electric double layer around the particles and so reduces the electrostatic repulsion. This destabilisation encourages the growth of large, fractal aggregates (Amal et al., 1990) and should be more susceptible to the influence of the magnetic field.

The addition of the electrolyte to the suspension causes the growth of large aggregates, particularly as compared to the aggregation without the addition of electrolyte. This can be seen in the evolution of the size distributions over the length of the experiment shown in figure 5.7. The aggregation of the particles can be observed through growth of the peak at around 35μm and the diminishing of the peak at around 1μm as the primary particles and small clusters form larger aggregates.

![Figure 5.7: Size distributions of spherical hematite particles in 100mM KNO₃ without a magnetic field over 13 hours.](image)

Figure 5.7: Size distributions of spherical hematite particles in 100mM KNO₃ without a magnetic field over 13 hours.
The evolution of the size distributions in the presence of a magnetic field is shown in figure 5.8. A similar pattern of aggregate growth is seen initially, but the particles form aggregates of around 5µm, significantly smaller size than without the magnetic field.

![Figure 5.8: Size distributions of spherical hematite particles in 100mM KNO₃ over 13 hours with a magnetic field.](image)

This difference in the sizes of the aggregates with and without a magnetic field, as seen by comparing figures 5.7 and 5.8, can be explained by the observation that the phase separation that was seen with the particles at different pH values with the magnetic field is once again observed here. This was again confirmed visually at the end of the experiment. The volume mean diameters (VMDs) of the particles over the length of the experiment are shown in figure 5.9 and show the similar initial growth of the aggregates. Without the magnetic field the particles continue to aggregate, while with the magnetic field the VMDs remains virtually constant.
Figure 5.9: The evolution of the volume mean diameter (VMD) of spherical hematite particles in 100mM KNO$_3$ with and without the presence of a magnetic field. (Combined results from 3 sets of measurements).

The scattering exponents of the aggregates formed with a magnetic field are lower than those formed without a magnetic field. The evolution of the scattering exponents is shown in figure 5.10. The initial growth stage is similar with and without a magnetic field, but without a magnetic field the aggregates form into the large, more compact structures with scattering exponents of $\approx 1.8$ typically expected of the diffusion limited aggregation (DLA) process whereas with the magnetic field the aggregates remain smaller with lower scattering exponents.
TEM images also show the particles to be similar in the earlier stages of aggregation with and without the magnetic field, as can be seen in figures 5.11 and 5.12.
Figure 5.11: TEM image of hematite particles after 3 hours aggregated using 100mM KNO$_3$ \textit{without} a magnetic field.
Figure 5.12: TEM image of hematite particles after 3 hours aggregated using 100mM KNO$_3$ with a magnetic field.

This can also be seen by comparing the scattered intensity from the Guinier scattering region, shown in figure 5.13. Initially the scattered intensity is similar but then decreases and remains constant with a magnetic field present while the intensity increases as the particles form larger aggregates without the magnetic field.
Figure 5.13: The evolution of the scattering in the Guinier region in 100mM KNO$_3$ with and without the presence of a magnetic field.

Thus the magnetic field is able to separate the particles from suspension, but does not seem to cause any significant difference in the aggregation behaviour.

5.5 Discussion

As in chapter 4, a method was followed for the synthesis of hematite particles but XRD measurements could not be performed. Thus, once again the particles exhibited the expected characteristics of hematite (colour, shape, magnetic properties) but the crystal structure could not be confirmed.

As explained in the introduction this work investigates the hypothesis that an externally applied magnetic field can contribute to the overall particle interaction to increase aggregation. Thus, in chapter 4 particles with an intrinsically high magnetic interaction were investigated as a basis for comparison.
The particularity of the magnetic field also needs consideration. The experimental setup produces a magnetic gradient with a low magnetic field strength at the point of observation. This is in keeping with the low field strengths used in previous work (Kendall et al., 2007) and also with the largest increase in aggregation found in a previous work by the author (Bradford, 2007).

The work of Ozaki et al. (1986) found that reversible chains of hematite could be formed using particles of approximately 1000nm. The pH affects the particle suspension as would be expected. The suspension is far away from the isoelectric point at pH 2 and pH 11 and thus, as discussed in the previous chapter 4 (see section 4.4) the electric double layer provides a repulsive force. The difference here is that the magnetic interaction between particles is relatively weak and thus the pH serves to effectively stabilise the suspension when it is far from the isoelectric point. However, close to the isoelectric point at pH 7 the particles aggregate steadily although much more slowly than the magnetite particles discussed in chapter 4.

With the magnetic field, the particles are separated from suspension at all pH values measured. The main difference is the rate of separation. At pH 7 where the repulsion from the electric double layer is lower, the particles are separated significantly more quickly than at pH 2 and 11 (see figure 5.6).

The separation of the particles from suspension due to the applied magnetic field demonstrates that the magnetic field is acting on the particles. A decreasing intensity in a static magnetic field was mentioned in an earlier work by Tombacz et al. (1991), although it was not mentioned if the particles were separated from suspension as was observed here. The results imply that there is no change in the aggregation of the particles as a result of applying the magnetic field. It is clear that the particles are affected by the magnetic field as they are physically removed from suspension, even in otherwise stable conditions (at pH far from the IEP without added electrolyte).
This could imply that the magnetic contribution to the overall interaction energy is too small here to cause any changes in the aggregation of the particles beyond that observed on smaller length scales by previous investigators (Tombacz et al., 1991; Tsouris and Scott, 1995; Kendall and Kosseva, 2006), who predominantly used dynamic light scattering. Or, it could mean that an applied magnetic field does not affect the interaction energy of weakly magnetic particles in the way that has previously been assumed. The magnetic field does act on the particles, as their phase separation demonstrates, and the chemical conditions have a clear influence on the kinetics of this separation.

The differences in the rate of the phase separation at different pH can be explained by considering the particle size when the magnetic field is present. The stable, monodisperse suspensions at pH 2 and 11 undergo a phase separation that takes a much greater amount of time. The Brownian diffusion is much more difficult to overcome for such small particles, although the phase separation is achieved. At pH 7 there is a noticeable degree of aggregation although there is no growth of the large aggregates seen when electrolyte is added. The particles are separated much more quickly in this condition, and this can be explained through the larger size of the aggregates, composed of several particles, as compared to the primary particles alone.

This preferential size separation can also help to explain the aggregation behaviour with addition of electrolyte. The addition of the electrolyte destabilises the suspension so that aggregation occurs more quickly and encourages the growth of fractal aggregates. The suspensions initially aggregate in the same manner as a result of the suppression of the electric double layers. However, when the magnetic field is present these large aggregates become separated whilst in the suspension without the magnetic field the aggregates continue to grow, as expected from previous work (Amal et al., 1990). After this initial growth stage it could be argued that the system achieves a sort of dynamic equilibrium between aggregate growth from primary particles or smaller aggregates and
the subsequent separation of the larger aggregates. The scattering data shows a decay of data at low $q$ values with time, corresponding to the separation of the larger structures which can be seen initially. The size distributions also support this interpretation, showing a fairly consistent size distribution of larger aggregates but with a decreasing supply of smaller aggregates. The smaller aggregates and any remaining primary particles are separated from suspension more slowly, as seen in the suspensions at different pH, and thus aggregate due to the chemical environment, which destabilises the suspension.

The magnetic field also appears to be sufficient to overcome the random Brownian motion of the particles and move the particle toward the magnetic field, but the particle size, or rather the aggregate size, appears to have a significant influence on this behaviour. Future investigators using in situ magnetic fields with dynamic light scattering instruments, or other diffusion based instruments, may wish to consider this when interpreting results as the diffusion of weakly magnetic particles seems no longer to be strictly Brownian in the presence of a magnetic gradient, and thus could create errors for such measurements.
6.1 Previous work

The aggregation behaviour of particles is affected by the properties of the aggregating particles. The size, shape and magnetic properties of particles can all contribute to make the aggregation behaviour different.

The size affects both the movement of the particles and the aggregation process. It is a characteristic of Brownian motion that the rapidity of the motions of the particles increase with decreasing particle size (Mazo, 2002), and it has been noted by previous authors that the particle size affects the aggregation. Kallay and Žalac (2002) showed that extremely small particles cannot be stabilized by an electrostatic repulsion barrier. The authors also pointed out that at the same mass concentration, nanoparticles aggregate more rapidly than ordinary colloidal particles due to their higher number concentration. He et al. (2007) found that at the same ionic strength and pH conditions, for hematite
nanoparticles, different particle sizes show a different tendency to aggregate.

The particle shape also affects the particles' Brownian motion, and thus their movement in suspension. In particular the rotational movement of rod-like or ellipsoidal particles will differ significantly from that of the spherical particles upon which most theory is based, including the classical theories of Smoluchowski (1906, 1916a,b), Einstein (1905) who gave some consideration to the rotational diffusion of particles, and Debye (1929) who produced the first theory of rotational diffusion in an external field based on the Smoluchoswki equation. The shape can also affect the surface chemistry of the particles and Ho and Ottewill (1998) have suggested that the distribution of surface charge on ellipsoidal particles is not uniform, which could have significant implications for particle aggregation.

The particle size also affects the magnetic properties as the magnetic moment of the particles is proportional to its size (Garcia-Martínez et al., 2004), and thus larger particles possess a higher magnetisation than do smaller ones. The particle shape also affects the magnetic properties, as has been postulated by other investigators. Usov et al. (2002) also predicted differences in the magnetisation of spheroidal and ellipsoidal particles due to differences in the orientations of the magnetic axes.

The particle shape also affects the fractal dimensions of the aggregates. The fractal aggregate models developed during the 1980s established the two aggregation regimes of DLA and RLA, but were based on the assumption of spherical particles. Typical fractal dimensions generated were ≈ 1.8 for DLA and ≈ 2.1 for RLA (Meakin, 1999). Mohraz et al. (2004) showed that the aspect ratio of rod-like particles determined the fractal dimension in the DLA regime due to the anisotropic interaction of the particles. Philipse and Wierenga (1998) discussed the density and structure formation in clusters and gels of colloidal rods and fibres and noted the lower fractal dimensions produced, for example, a fractal dimension of 1.95 for rod-like iron hydroxide particles in the RLA.
regime (as measured by Brunner et al. (1995)). Mohraz and Solomon (2006) found that internal dynamics of fractal cluster gels of colloidal boehmite rods differed to that of polystyrene spheres, specifically in that the critical volume fractions of gelation were dependent on the aspect ratio and significantly lower for rods than for spheres, and also that the fractal cluster size of rod gels was not the determinant of the relaxation time of density fluctuations as is found in spherical particle gels.

A previous study on the magnetic agglomeration of hematite particles of different shape was performed by Ozaki et al. (1988). They observed the aggregation of cubic and spindle-like hematite particles in a metallurgical microscope, although these particles were much larger than what are now considered nanoparticles. It was found that the ordered agglomeration in dispersions of uniform colloidal hematite occurs under the influence of exceedingly weak magnetic fields without the addition of any electrolyte for the cubic particles. The addition of a minimum amount of electrolyte was necessary to observe similar effects in smaller cubic particles. It was also observed that the spindle-type particles aligned along the major axis perpendicular to the direction of the external magnetic field.

Considering the effects that the particle shape has on both the magnetic properties of the particles and the aggregation process itself, the purpose of this chapter is thus to investigate the aggregation of ellipsoidal hematite particles and how that aggregation is affected by the application of magnetic field (as used in chapter 5) and the differences apparent as compared to the spheroidal particles.

6.2 Synthesis and Characterisation

6.2.1 Synthesis

Needle shaped hematite particles were prepared by aging $2.00 \times 10^{-2} \text{ mol dm}^{-3} \text{ FeCl}_3$ (CAS number 10025-77-1 supplied by ACS Chemicals) containing $4.50 \times 10^{-4} \text{ mol dm}^{-3} \text{ KH}_2\text{PO}_4$
(CAS number 7778-77-0, supplied by ACS Chemicals) at 100°C (standard conditions) for 5 days (Ozaki et al., 1984; Sugimoto and Muramatsu, 1996). The particles were then washed by separating the particles by centrifugation, pouring off the supernatant and then redispersing the particles in distilled water. This was repeated three times to produce a suspension at pH 3.

### 6.2.2 Characterisation

#### 6.2.2.1 TEM

The TEM image in figure 6.1 shows the particles to be ellipsoidal.

![TEM image of the needle shaped hematite nanoparticles.](image)

Figure 6.1: TEM image of the needle shaped hematite nanoparticles.

#### 6.2.2.2 Dynamic Light Scattering

The DLS measurement gave an effective diameter of 85.1 nm ±0.8 for the needle shaped particles. The size distribution (figure 6.2) shows only a single peak, indicating the system
is fairly monodisperse. However, the particles can clearly be seen to be larger in the TEM image (figure 6.1).

![DLS size distribution for the needle shaped hematite nanoparticles.](image)

Figure 6.2: DLS size distribution for the needle shaped hematite nanoparticles. (Combined results from 3 sets of measurements).

Most dynamic light scattering instruments work on the assumption of spherical particles, and calculate a diameter using the Stokes-Einstein equation from the obtained diffusion coefficient, which is the translational diffusion coefficient (Tracy and Pecora, 1992). Other relations by Broersma (1960a,b) and Tirado and de la Torre (1979, 1980) exist for the translational and rotational diffusion coefficients of rigid rod-like particles, but measurement of the rotational diffusion coefficient is more difficult though it can be done via techniques such as depolarised DLS, electric dichroism decay and transient electric birefringence decay (TEB), and DLS-polarised photon correlation techniques. The dimensions of rodlike particles in dilute solution may be obtained by combining measurements of rotational and translational diffusion coefficients.
6.2.2.3 Zeta Potential

The zeta potential titration measurements are shown in figure 6.3.

![Zeta Potential Graph](image)

Figure 6.3: The zeta potential of the needle shaped particles at various pH and salt concentrations. The salt used was potassium nitrate (KNO₃). (Combined results from 3 sets of measurements).

6.2.2.4 Concentration of Particles

The concentration was determined using ICP as described in chapter 4. The concentration of Fe was determined to be 38.28 mg/l. Taking the molar mass of iron to be 55.84 g/mol and that of oxygen to be 15.99 g/mol that gives a concentration of Fe₂O₃ of 53.73mg/l

6.3 Experimental

6.3.1 Experimental Setup

The experimental setup was the same as that used in chapter 5.
6.3.2 Experimental Method

The experimental method was the same as that used in chapter 5.

6.4 Results

6.4.1 The effect of pH

The ellipsoidal hematite particles show similar aggregation behaviour to that of the spherical particles in chapter 5. Both systems are sensitive to the suspension pH which can prevent (or promote) aggregation. While there was some growth at pH 7, which was close to the particles’ isoelectric point, resulting in the formation of small aggregates, there was no development of the large structures seen in chapter 4 with magnetite.

The ellipsoidal particles are also separated from suspension, as were the spherical particles. The Guinier scattering for the ellipsoidal particles at different pH and with and without a magnetic field are shown in figure 6.4. The continuous decrease in scattered intensity is due to the particles being separated from suspension, effectively decreasing the concentration over time.
The separation occurs more rapidly at pH 7, close to the isoelectric point, and the same was found of the spherical particles in chapter 5.

### 6.4.2 The effect of electrolyte

The destabilising effect of the added electrolyte causes the growth of large aggregate structures, as was seen in chapter 5. The size distributions for the ellipsoidal particles with and without a magnetic field are shown in figures 6.5 and 6.6.
Figure 6.5: Size distributions of the ellipsoidal particles in 100mM KNO₃ over 13 hours without a magnetic field.

Similar behaviour can be seen here as was observed with the spherical hematite particles in chapter 5. The particles form much larger aggregates without the magnetic field, as can be seen from the evolution of the size distributions in figure 6.5. With the magnetic field the aggregates formed are much smaller as can be seen from the evolution of the size distributions in figure 6.6.
Figure 6.6: Size distributions of the ellipsoidal particles in 100mM KNO$_3$ over 13 hours with a magnetic field.

This can once again be explained by the phase separation that occurs in the presence of a magnetic field, which was confirmed visually at the end of the experiment. Although this results in size differences similar to that seen in the previous chapter, there is very little difference in structure. This can be seen in figure 6.7. The values of the scattering exponents themselves are also different from those of the spherical particles, due to the difference in the particle shape.
Figure 6.7: The evolution of the scattering exponent for the ellipsoidal hematite particles in 100mM KNO$_3$. (Combined results from 3 sets of measurements).

TEM images of the aggregates, shown in figure 6.8, also show little difference between the particles aggregated in the presence of a magnetic field and those aggregated without.
Figure 6.8: TEM images of ellipsoidal particles in 100mM KNO$_3$ without a magnetic field.
Thus the aggregation of the ellipsoidal particles in a magnetic field is similar to that of the spherical particles observed in the previous chapter.

### 6.5 Discussion

As in chapter 5, a method was followed for the synthesis of hematite particles but XRD measurements could not be performed. Thus, once again the particles exhibit the expected characteristics of hematite (colour and shape) but the crystal structure could not be confirmed. An important limitation here is that VSM measurements could not be performed on these particles. The magnetic behaviour is, however, more comparable to
that of the hematite particles in chapter 5 than those of the magnetite particles in chapter 4. The particles were not easily separated by a magnetic field, but as in chapter 5 the particles were separated over a longer timescale.

The particles in this chapter, as can clearly be seen in TEM images (see figure 6.1), are both a different shape and also larger than the particles in the previous chapter. The shape of the particle makes it interesting as, in theory, both the magnetic axes and the charge distribution are non-uniform, unlike in a spherical particle.

The particles had a major axis of 521.76nm ±44.56 and a minor axis of 113.58nm ±13.22 which gave an aspect ratio of 4.62 ±0.38. These particles are comparable to those used by Ozaki et al. (1988) which had a similar aspect ratio but were several times larger, with a length of ≈2.5µm.

The particles’ shape also means that their motion will differ from that of spheres. The ellipsoidal shape of the particles is not isotropic, unlike spheres. This gives rise to different types of diffusion, both rotational and translational.

The particles’ shape also means that they can aggregate in more than one way. There are two principal ways in which the particles can aggregate - tip to tip and side to side (much like a raft). The type of aggregation also affects the density of the aggregate. Aggregates formed from particles arranged tip to tip are more linear and have a fractal dimension closer to 1 whereas when the particles aggregate side by side the aggregate formed is more closely packed and thus has a higher fractal dimension.

The aggregation of the ellipsoidal particles shows similarities to the aggregation of the spherical particles in chapter 5. The pH has a marked effect on the aggregation of the particles, a greater amount of growth occurring when the pH is nearer to the isoelectric point, and a phase separation also occurs with the applied magnetic field at all pH values measured, as seen with the spherical particles. This phase separation also takes place most effectively at pH 7, close to the isoelectric point, as was found in chapter 5.
The addition of electrolyte causes the formation of large aggregate structures, as would be expected from destabilising the suspension and it is in these conditions that differences in the aggregates can be seen. In this respect, the aggregation of the ellipsoidal particles is consistent with previous work in the literature. The structures formed exhibit lower fractal dimensions (scattering exponents in the fractal range) than that of the spherical particles which is similar to the findings of Mohraz and Solomon (2006).

However, while the aggregation of the ellipsoidal particles differs from that of the spherical particles by the formation of structures with lower fractal dimensions, the differences in aggregation with an applied magnetic field are similar. The particles form smaller aggregates in the presence of the magnetic field, in a similar manner to that observed with the spherical particles. This difference can once again be explained by the phase separation that takes place with the magnetic field. The particles aggregate in the same way as those without a magnetic field forming similar, but smaller structures (as confirmed by the scattering exponents in figure 6.7 and TEM images in figure 6.8). As was discussed with the spherical hematite particles in chapter 5, this would imply that the interactions between the particles are not altered sufficiently by the magnetic field that the aggregation of the particles changes, but the magnetic field is sufficient to overcome the Brownian motion of the particles to separate it from suspension. Again, a sort of dynamic equilibrium appears to be established whereby the particles aggregate a certain amount before being separated from suspension.

Thus, the magnetic field has the same effect on the ellipsoidal hematite particles as on the spherical hematite particles. While the aggregation of the ellipsoidal particles forms structures with lower scattering exponents with the addition of electrolyte, the effect of the magnetic field is the same. Without added electrolyte the particles are separated from suspension, most effectively when the pH is close to the isoelectric point. With added electrolyte the particles aggregate a certain amount due to the influence of the electrolyte.
but are separated from suspension by the magnetic field before further aggregation can take place.
Chapter 7

Aggregation of Magnetite Nanoparticles in a Stirred System

7.1 Previous work

The orthokinetic aggregation of particles generally leads to the formation of larger, more compact aggregate structures, and indeed orthokinetic flocculation is used as a separation process in the minerals industry. The aggregates formed in orthokinetic aggregation have been shown to undergo breakage and restructuring, caused by the hydrodynamic forces from the shear, and also to show a dependence on the shear rate (Selomulya et al., 2001, 2004).

No literature could be found at the time of writing on the aggregation of bare magnetite particles in a sheared system. However, a study by Chin et al. (1998) used colloidal polystyrene and paramagnetic particles consisting of mixtures of polystyrene and magnetite to experimentally investigate flocculation kinetics in a stirred tank under turbulent shear flow. The results suggested that the flocculation rate was enhanced by increasing the agitation speed, even though the collision efficiency was decreased at a higher agitation speed. It was also found that the collision rate increased and the collision efficiency
decreased as the particle size ratio was increased.

There are also several studies on the microstructures formed in ferrofluids and their effects on rheological behaviour. Simulations of ferromagnetic colloids by Satoh et al. (1996, 1999, 2000) have shown the formation of thick chain-like clusters which are significantly influenced by an oscillatory shear flow, even if the amplitude was relatively small. Yamada and Enomoto (2006) used a molecular dynamics simulation to investigate the type of structures formed in a ferrofluid in an oscillatory shear flow. It was found that the shear rate affected how the particles aggregated, starting from chains, which were then broken into clusters at a low shear rate, to larger networks at a higher shear rate. Pop et al. (2005); Pop and Odenbach (2006) investigated the magnetoviscous effect in ferrofluids using small angle neutron scattering (SANS) and found that the microstructure produced the changes in viscosity. The viscosity increased with the strength of the applied magnetic field (magnetoviscous effect) but decreased as the shear rate increased. Brunet et al. (2005) found that a flowing suspension of superparamagnetic particles in a magnetic field formed chains, whose growth rate was proportional to the shear rate.

Small angle light scattering has been shown to be an effective method in previous investigations to monitor the aggregation process of colloidal particles, and can also yield information about changes in aggregate structure in sheared systems (Amal et al., 1990; Jung et al., 1996; Bushell and Amal, 1998; Selomulya et al., 2001).

From the literature it can be seen that shear affects the aggregation of magnetic particles, although how exactly the aggregation is altered cannot be determined based on the previous work. The purpose of this chapter is to investigate the aggregation of magnetite particles, which have a large magnetic interaction, in the presence of shear, thus increasing the collision frequency.
7.2 Synthesis and Characterisation

The same magnetite particles were used as in chapter 4. See chapter 4 for synthesis method and characterisation.

7.3 Experimental

7.3.1 Experimental Setup

A stirred beaker was used to generate shear and thus increase the frequency of collisions between the particles. The setup was very simple consisting of just a beaker and a stirrer, shown schematically in figure 7.1. The purpose of this setup was not to generate a uniform shear, but merely to use a very simple setup to observe the difference in aggregation when the system was not quiescent.

The aggregation process was again monitored by small angle static light scattering using a Malvern Instruments Mastersizer S, this time using the flow cell sample holder. The suspensions were introduced into the flow cell by using a syringe, attached by a tube to the top side of the flow cell, to draw the liquid from the beaker via another tube attached to the bottom of the flow cell with the other end placed in the beaker.
7.3.2 Experimental Method

0.3 ml of the stock suspension was added to 150ml of either 3.75mM HCl, distilled water or 3.75mM NaOH to give suspensions at pH 2.4, 7.0 and 11.5 respectively. The effect of added electrolyte was investigated in the same way by dispersion in 150ml of 100mM potassium nitrate \( \text{KNO}_3 \). The stirrer speeds used were 0, 60, 100 and 200rpm. The suspensions were sampled and measured every 5 minutes during half an hour by drawing the suspensions into the flow cell using a syringe (as described above).

The stirrer blade measured 4.5cm x 2.5cm (with a thickness of 0.3cm). The Reynolds number \( \text{Re} \) can be determined using the following formula (Paul et al., 2004)

\[
\text{Re} = \frac{\rho ND^2}{\mu}
\]
where $\rho$ is the density of the liquid (kg m$^{-3}$), $N$ is the impeller rotational speed (s$^{-1}$), $D$ is the diameter of the impeller (m) and $\mu$ is the viscosity of the liquid (Pa s). The flow regime was calculated to be in the transition region ($10^2 \leq Re \leq 10^4$) for all the stirrer speeds used. This gives a Reynolds number of $2.025 \times 10^3$ at 60rpm, $3.375 \times 10^3$ at 100rpm and $6.75 \times 10^3$ at 200rpm.

The density and viscosity were taken to be that of water ($\rho = 1000$ kg m$^{-3}$; $\mu = 0.001$ Pa s).

7.4 Results

7.4.1 The effect of pH

The pH affected the aggregation of the magnetite suspensions in a stirred system as it did in quiescent conditions. The pH did not prevent the aggregation of the magnetite particles but did reduce the amount of aggregation the further as the pH moves away from the isoelectric point. The size distributions of the particles at different pH and a stirrer speed of 200rpm are shown in figure 7.2. The size distributions, however, do not show the difference in the degree of aggregation as well as the scattering data shown in figure 7.3.
Figure 7.2: Size distributions for the magnetite particles at different pH and a stirrer speed of 200rpm after 30 minutes.

The scattering data better shows the difference in the amount of aggregation. At pH 2 and 11, far from the isoelectric point, there is still a significant amount of aggregation resulting in the formation of micron-sized aggregates.
Figure 7.3: Scattering data for the magnetite particles at different pH at a stirrer speed of 200rpm.

At pH 7, which is close to the isoelectric point, there is a greater amount of aggregation, resulting in the formation of much larger aggregates. The size and structure of these aggregates was then observed to be dependent on the stirrer speed. The size distributions of the particles at pH 7 and at different stirrer speeds are shown in figure 7.4.
Figure 7.4: Size distributions for the magnetite particles at pH 7 at different stirrer speeds.

The aggregates initially increase in size as the system is stirred and the aggregate size then decreases as the stirrer speed increases. This is due to the structure of the aggregates changing as the stirrer speed is increased. The scattering exponents are 2.23 at 60rpm, 2.44 at 100rpm and 2.65 at 200rpm. Thus the aggregates become denser and hence smaller as the stirrer speed increases. This structural difference can also be seen in TEM images such as those shown in figures 7.5 to 7.8.
Figure 7.5: TEM images of the magnetite particles at pH 7 after 30 minutes at 0rpm.

Figure 7.6: TEM images of the magnetite particles at pH 7 after 30 minutes at 60rpm.
Although the aggregation shows a dependence on the stirrer speed, there is no indication from the scattering data that the aggregates are restructuring, as has been observed in other particle systems (Jung et al., 1996; Selomulya et al., 2001). The scattering data
shows one slope as opposed to the two distinct slopes that indicate that the aggregates have undergone restructuring.

### 7.4.2 The effect of electrolyte

The size distributions for the suspensions at different stirrer speeds with added electrolyte (100mM KNO₃ at pH 7) are shown in figure 7.9. The pattern observed without added electrolyte is not seen here, and the size distributions are more similar. The dependence of the aggregation on the stirrer speed is not observed here and the results are similar for all stirrer speeds, and this similarity can best be seen by comparing the scattering data at different stirrer speeds. This is shown in figure 7.10.

![Figure 7.9: Size distributions for the magnetite particles in 100mM KNO₃ at different stirrer speeds.](image)

The scattering data also shows similar slopes at different stirrer speeds which indicate
that the structures of the aggregates at different stirrer speeds are also similar. The scattering exponents obtained for the magnetite particles are 2.46 at 60rpm, 2.39 at 100rpm and 2.55 at 200rpm. These values indicate dense aggregates with a more compact structure, as is illustrated by the TEM image in figure 7.11.

![Figure 7.10: Scattering data for magnetite particles in 100mM KNO₃ at different stirrer speeds.](image)

The scattering data shows only one distinct slope at different stirrer speeds, and therefore there is no indication of restructuring of the aggregates. This observation is the same as that made without the addition of electrolyte.
7.5 Discussion

The particles used were the same as used those used in chapter 4 and so discussion of particle characterisation can be found there.

Adding to the combination of different forces acting on the particles is now that of fluid motion. This has been observed to increase the size and density of aggregates, which is due to the increase in the frequency of collisions between particles.

The aggregates formed in these conditions are large and dense with scattering exponents greater than 2. The TEM images also show these large dense aggregates.

The aggregation of the magnetite particles in the stirred system is dependent on the stirrer speed in addition to the suspension pH and the electrolyte concentration, as was observed in chapter 3. The pH affects significantly the size of the aggregates formed, with much larger structures being formed at pH 7, which is closer to the isoelectric point. At pH 2 and 11 the structures are significantly smaller due to the much greater electrostatic repulsion between the particles, which is not, however, sufficient to stabilise
the suspension from aggregation. These structures are then dependent on the stirrer speed and the structures become more compact as the stirrer speed is increased. The size of the aggregates is also dependent on the stirrer speed, with smaller aggregates being formed at 200rpm as compared to 60rpm.

The structures also show much less evidence of the restructuring that has been observed in other systems (Jung et al., 1996; Selomulya et al., 2001). This is most likely due to the strong attraction between the particles due to their magnetic moments, which make the aggregate structures, particularly the more compact structures, more resilient to breakage or restructuring as a result of the shear forces.

The addition of electrolyte reduces the dependence of the aggregation on the stirrer speed, as can be seen from the similarity of the scattering data in figure 7.10 and comparison of VMDs in figure 7.12 below. The most compact structures are still formed at higher stirrer speeds as determined from the scattering exponents. The structures are also similar to those formed at pH 7 at 200rpm without the addition of electrolyte, as can be seen from the TEM images of the aggregates (see figures 7.8 and 7.11) and the similarity in the scattering exponents.
Thus the aggregation of the magnetite particles in a stirred system show differences from previous studies on non-magnetic systems. The aggregates do not seem to form in the same manner through restructuring via the breakup of aggregates, as there is no evidence of this in the scattering data. The electric double layer seems to be able to influence the aggregation without the addition of electrolyte, providing a certain amount of repulsion between the particles. However, with the addition of electrolyte and the suppression of the double layer the attractive magnetic interaction seems to dominate and there is little difference with increasing stirrer speed.

Figure 7.12: VMDs for magnetite particles at pH 7 and in 100mM KNO$_3$ at different stirrer speeds.
Chapter 8

Aggregation of hematite nanoparticles in a magnetic field in a stirred system

8.1 Previous work

A previous study by Jung et al. (1996) on the effect of shear on hematite aggregates showed that the aggregates restructured at low shear rates, and underwent breakup and restructuring at high shear rates. Small angle light scattering was used to monitor the formation and structure of iron hydroxide aggregates from the hydrolysation of FeCl3 solution. The freshly formed aggregates had a fractal dimension of 2.25 and as the hydrolysation proceeded the aggregates grew to larger sizes with a fractal dimension of 2.52, which was attributed to the restructuring of the aggregates. At low shear rates (stirring rate 60-200 rpm), the aggregates restructured but did not break up, while at a higher shear rate (2 min of 1500 rpm centrifugation), the aggregates broke up and restructured, showing that the iron hydroxide particles were only connected by a weak force. Subsequent studies (Selomulya et al., 2001, 2004) have also shown the dependence on shear rate
of restructuring and breakup in other sheared colloidal systems.

Tombacz et al. (1991) used dynamic light scattering to investigate the changes in the aggregation state of colloidal hematite in a flowing system with an applied magnetic field. They found an increase in average particle size when the suspension was flowing and the magnetic field was applied, but no significant change was observed for a flowing suspension without the applied field or a quiescent suspension with the applied field. Busch et al. (1996) found similar results for suspensions of colloidal latex and cholesterol and attributed the changes to magnetohydrodynamic effects, as both latex and cholesterol are diamagnetic.

Stuyven et al. (2009a,b) investigated suspensions of diamagnetic silica and alumina particles, aggregated using potassium nitrate, flowing with an applied magnetic field. Smaller average sizes were observed in a turbulent flow regime, at a Reynolds number of around 8000. In a laminar flow regime, at a Reynolds number of around 2000, the average size was observed to increase. This was attributed to Lorentz forces acting on the charged particles.

The purpose of this chapter is to study the changes in aggregation in a sheared system with an applied magnetic field using static light scattering, and thus to investigate the effects of increasing the collision efficiency on the growth and restructuring of the aggregates when the magnetic interaction is altered.

8.2 Synthesis and Characterisation

The same spheroidal hematite particles were used as in chapter 5. See chapter 5 for the synthesis method and characterisation.
8.3 Experimental

8.3.1 Experimental Setup

A magnetic field was applied to the particles by placing magnets either side of a stirred beaker. Rare earth magnets (Ne$_2$Fe$_{14}$B) with a magnetic flux of approximately 1 Tesla (value provided by the manufacturer, AMF Magnetics) were used. This is shown schematically in figure 8.1. This setup is simple and inexpensive, but is not effective if studying shear or mixing. However, the purpose of the setup was to alter the collision frequency of the particles by stirring, thus avoiding the separation of the particles from suspension observed in chapters 5 and 6.

![Figure 8.1: Schematic of the stirred beaker using a glass blade stirrer with an applied magnetic field.](image)

Both the beaker and the stirrer were made from glass so that there would be no effect from the magnetic field on either during the experiment.
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8.3.2 Experimental Method

1.5 ml of the stock suspension was added to 150ml of 3.75mM HCl, distilled water or 3.75mM NaOH to give suspensions at pH 2.4, 7.0 and 10.8 respectively. The effect of added electrolyte was investigated in the same way by dispersion in 150ml of 100mM potassium nitrate KNO₃. The stirrer speeds used were 0, 60, 100 and 200rpm. The suspensions were sampled and measured every 5 minutes during half an hour by drawing the suspensions into the flow cell using a syringe (see section 7.3.1).

8.4 Results

8.4.1 The effect of pH

The main effect of stirring is to increase the collision frequency between the particles, resulting in faster aggregation and the formation of denser aggregate structures through the breakage and restructuring of the aggregates (Selomulya et al., 2001, 2004). The pH still provides a repulsive barrier as it moves further away from the isoelectric point and thus influences the aggregation.

At a stirrer speed of 200rpm little aggregation was observed at pH 2 and 11, as was the case in chapter 5 and the aggregation was unaffected by a magnetic field. At pH 7, which is close to the isoelectric point, there was a greater degree of aggregation as the electrostatic repulsion is reduced, as was also observed in chapter 5. There is no formation of fractal aggregates as the scattering exponents obtained from the scattering data are less than 1, and thus are not in the fractal regime (between 1 and 3).

The application of the magnetic field did not alter the aggregation and similar results were obtained with and without the magnetic field. The size distributions of the particles aggregated at pH 7 with and without the magnetic field are shown in figure 8.2. The size distributions are similar, although there is a difference in intensity in the first peak.
Figure 8.2: Evolution of the scattering exponents of the spherical hematite particles at pH 7 with a stirrer speed of 200rpm, with and without an applied magnetic field after 30 minutes.

However, the similarity can be seen even more clearly when comparing the scattering data (figure 8.3), and thus there is no observable difference with a magnetic field.
Thus, without the addition of electrolyte, the pH still has the greatest influence on the aggregation, no significant difference being observed with the presence of the magnetic field.

### 8.4.2 The effect of electrolyte

The addition of electrolyte causes the particles to grow into large aggregate structures, and these large structures undergo breakage and restructuring, as has been observed previously (Jung et al., 1996).

The size distributions for the spherical particles in 100mM KNO₃ are shown in figure 8.4 at different stirrer speeds. As the stirrer speed increases the size distributions become narrower and the particle sizes increase. The narrowing of the peaks in the size distributions is due to the difference in structure of the aggregates, which become more compact
as the stirrer speed increases.

Figure 8.4: Size distributions for spherical hematite particles in 100mM KNO₃ at different stirrer speeds after 30 minutes without a magnetic field.

The size distributions for the spherical particles in 100mM KNO₃ with a magnetic field at different stirrer speeds are shown in figure 8.5. The trend is very similar to that seen without the magnetic field, and this is further confirmed by directly comparing the scattering data with and without the magnetic field. The scattering exponents are also similar with the magnetic field present, indicating that there is no change in the aggregate structure as a result of the magnetic field. The only exception to all this is at a stirrer speed of 200rpm.
Figure 8.5: Size distributions for spherical hematite particles in 100mM KNO$_3$ with a magnetic field at different stirrer speeds after 30 minutes.

The size distributions at a stirrer speed of 200rpm with and without a magnetic field are shown in figure 8.6. The aggregates are smaller in the presence of a magnetic field, which can be seen in the differences in the size distribution.
Figure 8.6: Size distribution for spherical hematite particles in 100mM KNO$_3$ at a stirrer speed of 200rpm after 30 minutes.

This difference at 200rpm can be seen even more clearly by directly comparing the scattering data, shown in figure 8.7.
This size difference can also be seen by comparing TEM images of the aggregates with and without a magnetic field, shown in figures 8.8 to 8.13. The dense structures have similar scattering exponents of $\approx 2.5$, and can be considered as fractal aggregates, but the difference in size is apparent.
Figure 8.8: TEM image (1) of the spherical hematite particles in 100mM KNO$_3$ after 30 minutes at a stirrer speed of 200rpm \textbf{without} a magnetic field.

Figure 8.9: TEM image (2) of the spherical hematite particles in 100mM KNO$_3$ after 30 minutes at a stirrer speed of 200rpm \textbf{without} a magnetic field.
Figure 8.10: TEM image (3) of the spherical hematite particles in 100mM KNO$_3$ after 30 minutes at a stirrer speed of 200rpm **without** a magnetic field.

Figure 8.11: TEM image (1) of the spherical hematite particles in 100mM KNO$_3$ after 30 minutes at a stirrer speed of 200rpm **with** a magnetic field.
Figure 8.12: TEM image (2) of the spherical hematite particles in 100mM KNO$_3$ after 30 minutes at a stirrer speed of 200rpm with a magnetic field.

Figure 8.13: TEM image (3) of the spherical hematite particles in 100mM KNO$_3$ after 30 minutes at a stirrer speed of 200rpm with a magnetic field.

The TEM images show similar compact structures, as indicated by the scattering exponents, but the overall aggregate size is much smaller with the applied magnetic field.
8.5 Discussion

The particles used were the same as used those used in chapter 5 and so discussion of particle characterisation can be found there.

In a stirred system the frequency of collisions between particles is increased allowing the particles to come into contact more easily to form large aggregates. These large structures are then vulnerable to the shear forces which break the aggregates into smaller aggregates. These then form other aggregates and through this process of breakage and formation of other aggregates, large compact structures are formed as previously observed (Jung et al., 1996; Selomulya et al., 2001, 2004).

The stirred system does not significantly alter the aggregation of the particles without the addition of electrolyte. The surface forces are still dominant and thus the pH is the dominant factor in controlling the aggregation. At pH 7, which is close to the isoelectric point, there is some aggregation, but this is not greatly increased by stirring the system and no change is observed when the magnetic field is applied.

The addition of electrolyte to the suspension causes the particles to grow into large structures and the aggregation of the particles shows a dependence on stirrer speed, as observed previously (Jung et al., 1996). The aggregates also showed evidence of restructuring as the stirrer speed was increased, with two distinct slopes observable in the scattering data (see figure 8.7), as has been demonstrated previously (Selomulya et al., 2001, 2004). The magnetic field did not alter the aggregation behaviour of the particles until the highest stirrer speed of 200rpm was used. The effect of the magnetic field is to cause the formation of aggregates that are smaller than without the magnetic field. This finding agrees, in part, with the findings of Stuyven et al. (2009a,b) from suspensions of silica and alumina particles, but not with the findings of Tombacz et al. (1991) and Busch et al. (1996).
In fact, the findings by Stuyven et al. (2009a,b), Tombacz et al. (1991) and Busch et al. (1996) are seemingly contradictory, stating that aggregation is both increased and decreased in turbulent flow. However, the difference in the region of turbulent flow investigated is perhaps important. Stuyven et al. (2009a,b) observed the defragmentation effect in systems with low turbulence, greatest at a Reynolds number of $8 \times 10^3$, and the effect lessened with greater turbulence, the maximum Reynolds number investigated being $6.4 \times 10^4$. Tombacz et al. (1991) and Busch et al. (1996) studied systems with much greater turbulence, with Reynolds numbers of $1.4 \times 10^6$ and $7.8 \times 10^5$ respectively, and saw increases in the average size. Also, Stuyven et al. (2009a,b) found that the average size increased in a laminar flow regime with a Reynolds number of $2 \times 10^3$.

The previous findings observed small changes using dynamic light scattering and thus focused on a length scale of less than a micron. Using static light scattering increases the length scale up to hundreds of microns and thus large changes can be observed. The smaller aggregates formed at a high stirrer speed thus agree with Stuyven et al. (2009a,b), although no increase was observed at lower stirrer speeds that would correspond to the increase in average size observed by these authors.

Thus, taking the previous work into account it would seem that the effect of the magnetic field is also dependent on the flow regime, particularly the balance between the shear forces and the Lorentz force induced by the magnetic field on the particles.
Chapter 9

Aggregation of ellipsoidal hematite nanoparticles in a magnetic field in a stirred system

9.1 Previous work

The particle shape can affect both how the particles aggregate and their magnetic properties as discussed in the previous work and chapter 6. When the suspension of particles is flowing the particle shape can also have an effect on the transport properties of the particles.

Zhang et al. (2001) studied the transport and deposition of ellipsoidal particles using direct numerical simulation (DNS) of the Navier-Stokes equation. They noted that the aspect ratio plays an important role in the deposition rate of the particles and that ellipsoidal particles tend to align themselves in the flow direction and rotate mostly around the z-axis due to the streamwise mean field with little rotation about the y-axis perpendicular to the shear field. Kim et al. (2004), using a homogeneous simple shear flow analysis, found that the initial particle size, and also the particle mass, significantly affects
particle collisions and, in turn, the extent of agglomeration or cluster formation. Gunes et al. (2008) investigated medium viscoelasticity and particle characteristics on the flow-induced orientational transitions in suspensions of spheroidal articles using microscopic and rheo-optical methods. Results showed that when elastic effects start to become significant, particle rotation slows down and the particle orbits drift toward the vorticity direction, thus producing a log-rolling state. Mortensen et al. (2008) calculated that as the aspect ratio of the particles increase the particles tend to line up more and more in the mean flow direction. Results also indicated that, in the near-wall region, prolate ellipsoids tend to orient in the mean flow direction. The effect was observed to be more pronounced as the aspect ratio increased. Cleary (2008) investigated the effects of particle shape in a shear granular flow using a discrete element method (DEM) simulation. It was found that there was a slow increase in solid fraction near the wall, and a lower central solid fraction, creating a more even distribution of particles across the shear flow. Gregorova et al. (2009) investigated the influence of particle shape on suspension rheology using different suspensions of kaolin particles. It was found that the intrinsic viscosity increased with the particle aspect ratio, such that an average aspect ratio of around 20 results in an intrinsic viscosity of about 10, as compared to 2.5 for spherical particles.

The purpose of this chapter is to investigate the aggregation of ellipsoidal hematite particles in a sheared system, given the differences in both aggregation and flow behaviour due to the particle shape, and how that aggregation is affected by the application of a magnetic field (as used in the previous chapter) and the differences apparent when compared to the spheroidal particles.

9.2 Synthesis and Characterisation

The same ellipsoidal hematite particles were used as in chapter 6. See chapter 6 for the synthesis method and characterisation.
9.3 Experimental

The experimental setup and method was the same as that used in chapter 8. See chapter 8 for details.

9.4 Results

9.4.1 The effect of pH

The size distributions for the particles at different pH and at a stirrer speed of 200rpm are shown in figure 9.1. The greatest amount of aggregation occurs at pH 7, with much smaller aggregates formed at pH 2 and pH 11. This is similar to the aggregation of the spherical particles, except there is a greater amount of aggregation with the ellipsoidal particles. The aggregation was then unaffected by the application of a magnetic field.

Figure 9.1: Size distributions for the ellipsoidal particles at different pH at 200rpm.
As there was a significant amount of aggregation at pH 7, the particles were also tested at different stirrer speeds with and without a magnetic field to see the effects on the growth of the aggregate structures. The size distributions for this are shown in figure 9.2 without a magnetic field and figure 9.3 with a magnetic field.

![Figure 9.2: Size distributions for ellipsoidal particles at pH 7 at different stirrer speeds after 30 minutes without a magnetic field.](image)

The aggregate structure shows some dependence on the stirrer speed, the scattering exponents increasing as the stirrer speed increased. This means the aggregates formed became denser as the stirrer speed increased. The scattering exponents are 1.77 at 60rpm, at 1.89 at 100rpm and 2.23 at 200rpm.
Figure 9.3: Size distributions for ellipsoidal particles at pH 7 at different stirrer speeds after 30 minutes with a magnetic field.

The size and structure of the aggregates remained unchanged by the application of a magnetic field, except at a stirrer speed of 60rpm. At 60rpm the aggregates are larger in the presence of a magnetic field as can be seen in the comparison of the size distributions in figure 9.4.
Although the aggregates are larger at 60rpm with the magnetic field, the aggregates have a similar structure to the aggregates without a magnetic field, as indicated by their scattering exponents. The magnetic field seems thus to affect the ellipsoidal particles at low stirrer speeds at pH 7, resulting in the formation of larger aggregates.

### 9.4.2 The effect of electrolyte

The addition of electrolyte reduces the electrostatic repulsion between particles promoting the growth of large aggregate structures. The size distributions for the suspensions with and without the applied magnetic field are shown in figures 9.5 and 9.6.
Figure 9.5: Size distributions of ellipsoidal particles in 100mM KNO₃ at different stirrer speeds **without** a magnetic field.

The aggregate size increases as the stirrer speed is increased as was seen with spherical particles. The scattering exponents also increase with the stirrer speed, indicating the formation of more dense structures. The scattering exponents are 1.88 at 60rpm, 1.96 at 100rpm and 2.56 at 200rpm.
The application of a magnetic field does not alter the aggregation, with aggregates of similar size and structure being formed. However, at 200rpm the aggregates are smaller with the presence of the magnetic field, as was found with the spherical particles. This can be seen from the comparison of the size distributions shown in figure 9.7. The aggregates formed are smaller when the magnetic field is applied.
This difference can be seen clearly in the scattering data shown in figure 9.8. In both cases there is evidence for the restructuring of the particles, as two distinct slopes can be seen in the data.
Figure 9.8: Scattering data for the ellipsoidal particles in 100mM KNO₃ and at a stirrer speed of 200rpm after 30 minutes.

TEM images of the particles at 200rpm with and without the applied field agree with the size distributions in figure 9.7. These images are shown in figures 9.9 to 9.14. The aggregates formed in the presence of the magnetic field can be seen to be smaller when compared to the aggregates formed without the applied field.
Figure 9.9: TEM image of the aggregates in 100mM KNO$_3$ and at a stirrer speed of 200rpm after 30 minutes without an applied magnetic field.

Figure 9.10: TEM image of the aggregates in 100mM KNO$_3$ and at a stirrer speed of 200rpm after 30 minutes without an applied magnetic field.
Figure 9.11: TEM image of the aggregates in 100mM KNO₃ and at a stirrer speed of 200rpm after 30 minutes without an applied magnetic field.

Figure 9.12: TEM image of the aggregates in 100mM KNO₃ and at a stirrer speed of 200rpm after 30 minutes with an applied magnetic field.
Figure 9.13: TEM image of the aggregates in 100mM KNO$_3$ and at a stirrer speed of 200rpm after 30 minutes with an applied magnetic field.

Figure 9.14: TEM image of the aggregates in 100mM KNO$_3$ and at a stirrer speed of 200rpm after 30 minutes with an applied magnetic field.
9.5 Discussion

The particles used were the same as used those used in chapter 6 and so discussion of particle characterisation can be found there.

The ellipsoidal particles exhibit somewhat different behaviour to the spherical particles. The aspects of behaviour associated with increasing the collision frequency through stirring are also evident here. With the addition of electrolyte, large, compact aggregates are formed and evidence of restructuring can be seen in the scattering data (the two slopes that can be seen figure 9.8), indicating the breakage and reformation process also occurs in the aggregation of the ellipsoidal particles.

The effect of the magnetic field is also found to be dependent on the stirrer speed, as was found with the spherical particles. At 200rpm smaller aggregates are formed with the applied magnetic field, which again partly agrees with the findings of Stuyven et al. (2009a,b) as discussed in chapter 8. The balance of the shear forces and the Lorentz forces affect the aggregation more than the particle interactions.

However, without the addition of electrolyte the behaviour of the ellipsoidal particles shows a significant difference. While aggregation is limited far from the isoelectric point at pH 2 and 11, at pH 7 there is a significant amount of aggregation when the suspension is stirred resulting in large compact aggregates. This difference is likely due to the uneven distribution of charge on the particle surface, as discussed in chapter 6. There is no evidence of restructuring in the scattering data, as only one slope is distinguishable, which would tend to indicate that the aggregates grow without being broken up by the stirring. The stirrer speed again plays an important role in the effect of the magnetic field. At 60rpm larger aggregates are formed with the application of the magnetic field, whereas at higher stirrer speeds this effect is not observed.

If the particle interactions were responsible for this increase in aggregate size then it
is likely that it would be observed at all stirrer speeds, as there is no indication that the aggregates are being broken up and undergoing restructuring, which would also imply that the aggregates are more resistant to shear when formed without the addition of electrolyte. Simulations (Mortensen et al., 2008) have indicated the importance of the flow on the alignment of ellipsoidal particles, and the tendency for the particles to line up or fall into a log-rolling state (Gunes et al., 2008). The alignment of the magnetic moment in ellipsoidal particles (Usov et al., 2002) could then induce the formation of larger aggregates.
Chapter 10

Conclusions and Recommendations

10.1 Conclusions

One way to summarise the aim of this investigation would be as the study of the differences in aggregation behaviour due to the magnetic contribution to the overall particle interaction, specifically focusing on the iron oxide nanoparticles hematite and magnetite (for various reasons which were outlined in the introduction).

The different types of magnetic interaction produce different results. While the particles react to the chemical environment in a comparable manner (pH, electrolyte concentration) the differing magnetic behaviour of the particles leads to very different aggregation behaviour.

Near the isoelectric point more aggregation was observed for both hematite and magnetite particles. However, the aggregation of magnetite nanoparticles resulted in large aggregate structures with scale dependent aggregate densities whereas the hematite particles formed smaller aggregates with none of the nebulous features of the magnetite aggregates.

Externally applying a magnetic field to the hematite particles in these conditions resulted in the separation of the particles from suspension. This separation was also
observed at other pH values, although it took place at a significantly slower rate.

The effect of an externally applied magnetic field on the aggregation of hematite nanoparticles in various conditions was investigated and compared to the aggregation of magnetic magnetite nanoparticles in the same conditions.

The hypothesis that magnetic fields can increase the aggregation of weakly magnetic nanoparticles has been tested using iron oxide nanoparticles and static magnetic fields. The results indicate that such a general hypothesis is inappropriate to describe the behaviour of weakly magnetic nanoparticles in magnetic fields. Conditions were found in which the application of a magnetic field caused changes in the behaviour of the particles, but not those expected from the initial hypothesis and previous theoretical predictions (Svoboda, 1981; Tsouris and Scott, 1995).

In static systems the previously observed slight increases in aggregation observed using dynamic light scattering (Tombacz et al., 1991; Tsouris and Scott, 1995; Kendall and Kosseva, 2006) were not seen at the larger length scale probed by static light scattering. It was found that the magnetic field did not alter the particle interactions sufficiently to alter the aggregation between the particles, but that it was sufficient to overcome the Brownian motion of the particles resulting in their separation from the suspension.

In stirred systems the effect of the magnetic field was found to be dependent on the flow regime. Smaller aggregates were found to form at higher stirrer speeds. However, this effect is not attributed to the changes in the particle interactions but rather to the interaction of the charged particle surfaces and the magnetic field resulting in Lorentz forces. This explanation is put forward in agreement with the investigation by Stuyven et al. (2009a,b) who found similar results for diamagnetic particles. The balance of shear forces and Lorentz forces has a greater effect than the particle interactions on the aggregation. The importance of the flow regime is also highlighted by comparing previous work (Tombacz et al., 1991; Busch et al., 1996; Stuyven et al., 2009a,b) where seemingly
contradictory results are found in different flow regimes.

Thus while the initial hypothesis may be appropriate at smaller scales where small changes are observed, at larger scales this hypothesis is found to be inappropriate to describe the behaviour of the particles. Increasing the particle interactions using a magnetic field was found to be ineffective in altering the aggregation of the particles, and observed effects from the application of a magnetic field were attributed to other causes.

10.2 Recommendations

The practical and financial constraints of this project have allowed only certain issues to be explored within what is an extremely large interdisciplinary area of research extending from magnetic nanoparticles in bacteria to the underlying processes of planetary formation. However, certain questions arise that can be asked and answered with the appropriate experimental apparatus. The study of the aggregation process in fluids at could be achieved with the appropriate dedicated static light scattering setup which could then monitor aggregation as it happens.

An external magnetic field could be applied in this setup through use of an electromagnet which would allow different field strengths to be tested and ideally the effect of alternating fields as well as direct fields.

This setup would allow the evolution of the aggregation to be followed for different particle systems and information such as particle size distribution and aggregate density to be observed and the effect of chemical environment, fluid motion and possibly even temperature to be investigated.

One important factor not investigated in this study was the effect of temperature. It is already known that aggregation and magnetic behaviour are affected by temperature but how these changes affect particle aggregation when magnetic interactions become important (due to the application of an external magnetic field or because the particles
themselves are magnetic) is yet to be researched. All of this information will be useful for helping to understand the behaviour of nanoparticles in the body, in the environment and in industrial setting as well as contributing to more fundamental understanding of the role of a magnetic field in particle interactions at the nanoscale.

The construction of a dedicated experimental setup where both the flow and the magnetic field could be altered could identify conditions in which other types of behaviour are observed. This would most probably be some sort of closed loop using a pump to generate the flow, which could then be well characterised. The type of pump would also have to be carefully chosen to avoid breaking up any aggregates that form in the suspensions flowing in the system.

A setup using an electromagnet capable of generating a magnetic field of different strengths would best serve this purpose. This could then be used to produce both direct current (d.c.) and alternating current (a.c.) fields, as some commercial devices use a.c. fields claiming that this helps with the claimed benefits.

Ideally, an in-line static light scattering system could be used to monitor the aggregation and (virtually) real-time measurements. Sampling points should also be included so that samples can be taken for measuring using dynamic light scattering and also TEM. This would enable the detection of changes at the length scale not easily accessible using static light scattering.

This experimental setup could then be used to test many different types of suspensions. Of interest would be particles of differing magnetic properties including mixtures of these particles, particles with altered surfaces for stability or for functional reasons, and also non-aqueous suspensions which could provide a greater understanding the role of the particle interactions in such a process.

Further understanding of the underlying processes could be garnered from computer simulations of the aggregation process. One suggestion would be a molecular dynamics
simulation that would include the particle interactions, the magnetic field and could also provide detailed information about aggregate structure by tracking the linked particles in the simulation. Graph theory (in the mathematical sense, often used in networking theories) could then provide a way of processing this detailed structural data of the aggregates, providing both size distributions and three dimensional images of aggregates.
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APPENDIX A

DETERMINATION OF SCATTERING EXPONENT

This set of Matlab subroutines was provided by Dr. Graeme Bushell (School of Chemical Sciences and Engineering, UNSW, Sydney, Australia) in order to determine the fractal dimension and cluster size distribution from static light scattering data.

A.1 Key Assumptions

- Rayleigh - Gans - Debye (RGD) scattering theory holds. This means that the primary particles are small, non-absorbing and have fairly low refractive indices.
- The scatterers are fractal, and all have the same fractal dimension (ie it does not vary with size).
- The cluster size distribution can be adequately described by a "skewed" log-normal distribution, ie two log normal functions stitched together at the vertex, with different decay constants to the left and right of the vertex.
- The aggregates are well modelled by the overlapping spheres cut-off function.
- It is OK to get the fractal dimension by fitting a straight line. This may not be the case if Df is much higher than 2.

A.2 How to use it

- your input data needs to be matlab vectors, lets call them "q" and "I"
- to run the model, type \[Df, Rg, csfRg, csdRg\] = model(q, I) and press enter
- a graph will appear, use the mouse to select two points (click once for each point), being a range of q in which to calculate the average radius of gyration (this is just used as an initial guess for the curve fitting)
• another graph will appear, use the mouse again to select a range of q in which to fit a linear slope. This is the value of Df. This is not used as a guess. It will be the actual value returned by the model.

• the fitting procedure will work its magic Caution: the GIGO principle applies: Garbage In - Garbage Out The procedure will not work well if you have data points affected by gross experimental error such as bubbles. Data should be filtered before it goes into the procedure, that’s up to you.

• The output data are:
  – Df - mass fractal dimension
  – Rg - mass squared mean radius of gyration
  – csfRg - cluster size fractions as radius of gyration
  – csdRg - cluster size distribution, mass squared weighted.

• Mass squared distributions are used because that is what the technique is sensitive to. If you want to transform the distribution, that is up to you.

A.3 How it works

A.3.0.1 Model.m

Is the overseeing file. It takes the input and returns the output. First it converts the input data to column vectors if they are not. Then it makes the data equally spaced (in a log sense) and have thirty values using splines, in case they are not. Equal log spacing is critical to how size differences are accounted for (and hence calculation speed) in merror.m.

It then calls getrg.m which takes care of the initial guess for Rg

It then calls getslopelin.m which fits Df to the linear part of the graph

It makes initial guess of 100 for s1 and s2, the cluster width parameters for the size distribution.

Normalises I so that the maximum I is 1 (makes the initial guess easier and does not affect the problem).

Makes a vector called qRg, of length 59 such that the middle value is 1. This is used to calculate (using smono.m) a basis function a, which is the scattering by a single aggregate. This is passed to merror through fmins.

It then invokes the matlab routine fmins to minimise the error returned by merror.m

At the end, the cluster size distribution is calculated from s1, s2 for output.

A.3.0.2 Getrg.m

Plots the data and asks for an input range to be used for calculating Rg. It then takes that data selection and passes it to fitguinier.m
A.3.0.3 Fitguinier.m
Invokes the matlab function fmins to minimise the error returned by guinier.m

A.3.0.4 Guinier.m
Returns the error between data and a fit to the equation

\[ I = I_0 \left( 1 - \frac{1}{3} (qR_g)^2 \right) \]

A.3.0.5 Getslopelin.m
Plots the data and asks for an input range. Passes this data to the matlab procedure poyfit, to fit a first order polynomial to the data (linear fit)

A.3.0.6 Merror.m
Takes data passed from fmins and uses it to calculate the scattered intensity:
- \( k \): constant of proportionality (fudge factor)
- \( R_g \): mode size of the cluster size distribution
- \( s_1 \): decay constant for “smaller than mode size” side of the distribution
- \( s_2 \): decay constant for “larger than mode size” side of the distribution

Cluster size fractions, \( csfR_g \), are calculated as 1/q where q is your spaced data. This means there will be 30 cluster size fractions.

It then makes a matrix B, each column i of which represents the (I(0)=1 normalised) scattering by an aggregate of size csfRg(i). It does this by sampling 30 points from the basis function a. So the largest size fraction will be the points 1 to 30 from the 59 basis points. The smallest size fraction will be points 30 to 59.

Using the passed values of \( R_g \) (mode size, remember), \( s_1 \) and \( s_2 \), calculates the cluster size distribution, csdRg.

The intensity is then calculated by \( I = B \times csdR_g \) (matrix multiplication) and multiplied by the constant of proportionality, \( k \).

Finally, it calculates and returns the sum of squares error (in a log sense). Fmins tries to minimise this by manipulating the cluster size distribution parameters.

A.3.0.7 Smono.m
Given q, Df and the external radius \( R_e \), it calculates the scattering for a single aggregate based on the incomplete gamma function expansion of the structure factor based on the overlapping spheres cut-off function.

A.3.0.8 Csd.m
Calculates the cluster size distribution. Makes a Gaussian curve with two different halves, so you better feed it log of the cluster size fractions!

A.3.0.9 Rg2Re.m
Converts radius of gyration to external radius, given the Df and the fact that we are using the overlapping spheres cut-off function.
A.4 Matlab code

A.4.0.10 Model.m

function [Df, Rg, csfRg, csdRg] = model(qq, II);

% Determine the fractal dimension and cluster size distribution from
% scattering experiments using the overlapping spheres cutoff function
% 
% [Df, Rg, csfRg, csdRg] = model(q, I);

% manipulate input data
% to make sure they are column vectors
[rows, cols] = size(qq);
nq = length(qq);

if (rows < cols)
    qq = qq';
end

[rows, cols] = size(II);

if (rows < cols)
    II = II';
end

% manipulate input data to make them log spaced
% just in case they aren't already
lqmin = log10(min(qq));
lqmax = log10(max(qq));
dlq = (lqmax - lqmin);
q = logspace(lqmin, lqmax, nq)';

I = spline(qq, II, q);
I = I / max(I); % Normalise the data to make fitting easier

% Get starting guesses and basis curve for the measured Df
[Rg, I0] = getrg(q, I);
[slope, dummy] = getslopelin(log(q), log(I)); % Determine Df by linear fit
Df = -slope
s1 = 100;
s2 = 100; % initial guesses for cluster distribution width parameters
X0 = [1, Rg/2, s1, s2]';

qRg = logspace(0 - dlq, 0 + dlq, 2*nq - 1)';
a = Smono(qRg, Df, Rg2Re(1, Df));
fop = foptions;
fop(14) = 5000;
X = fminsearch('merror', X0, fop, [], Df, q, I, qRg, a);

k = X(1);
Rg = X(2);
s1 = X(3);
s2 = X(4);

csfRg = 1./q;
csdRg = csd(log(csfRg), log(Rg), s1, s2);

% Rg has been used up to now as the mode size, but will now % be output as the mass mean Rg
Rg = sum(csdRg .* csfRg) / sum(csdRg);

A.4.0.11 Getrg.m

function [R, I0] = getrg(q, I);
% Measure the radius of gyration from a loglog
% Intensity plot
%
% [R I0] = getrg(data, q, area, n);

loglog(q, I, 'b.'

A.4.0.12 Fitguinier.m

function [Rg, I0] = fitguinier(q, I);
% Fits guinier equation to input q and Intensity
%
% Rg = fitguinier(q, I);

In = I/I(2);

X = fminsearch('guinier', [30 1], optimset, [], q, In);
Rg = X(1);
I0 = X(2)*I(2);

A.4.0.13 Guinier.m

function[E]=guinier(X,q,I);
% Error function to fit the guinier regime
% 
% Rg = X(1);
I0 = X(2);

Icalc = I0*(1-1/3*((q*Rg).^2));
E = sum((I-Icalc).^2);

A.4.0.14 Getslopelin.m

function[slope,intercept]=getslopelin(x,y);

plot(x,y,'b.').
hold on
text(x(1),y(1)-.2,'Please click to indicate lower and')
text(x(1),y(1)-.4,'upper range for fitting linear slope')
[X,Y]=ginput(2);
x1=sum(x<X(1))+1;
x2=sum(x<X(2));
[out]=polyfit(x(x1:x2),y(x1:x2),1);
intercept=out(2);
slope=out(1);
ymodel=intercept + slope*x;
plot(x(x1:x2),ymodel(x1:x2),'r-');
hold off

A.4.0.15 Merror.m

function[E]=merror(X,Df,q,I,qRg,a);
% Error function for the model
%
% returns the sum of squares error between the intensity
% and the current calculated intensity
% E = merror(X,Df,q,I,qRg,a);

nq = length(q);

% Unpack the variables
k = X(1);
Rg = X(2);
s1 = X(3);
s2 = X(4);

% Calculate the size distribution
csfRg=1./q;
csdRg=csd(log(csfRg),log(Rg),s1,s2);

% Calculate the matrix 'B'
for i=1:nq
    B(:,i)= a(nq+1-i:2*nq-i).*((csfRg(i)^Df));
end

% Calculate intensity
Icalc = B*csdRg;
Icalc = k*Icalc/max(Icalc);

% Plot graphics
if (rand<0.1)
    subplot(2,1,1)
    loglog(q,I,'b.',q,Icalc,'r-');
    text(q(1),I(1)/2,['Df = ' num2str(Df)])
    text(q(1),I(1)/3,['Rg = ' num2str(Rg)])
    text(q(1),I(1)/4.5,['s1 = ' num2str(s1)])
    text(q(1),I(1)/6.75,['s2 = ' num2str(s2)])
    xlabel('q, /nm');
    ylabel('Intensity');
    subplot(2,1,2)
    semilogx(csfRg,csdRg,'k-')
    xlabel('Rg, nm');
    ylabel('Mass ^2');
    drawnow;
end

% Calculate the error
E = sum((log(I)-log(Icalc)).^2);

A.4.0.16 Smono.m

function[S] = Smono(q,Df,Re);
% Returns the structure factor for a monodisperse
% fractal aggregate with external radius Re
\[
B_1 = \frac{i}{2}(i^* q)^{(1-D_f)} \cdot (\text{gammainc2}(2i^* q \cdot R, D_f - 1) \cdot \gamma(D_f - 1)) - \frac{i}{2}(-i^* q)^{(1-D_f)} \cdot (\text{gammainc2}(-2i^* q \cdot R, D_f - 1) \cdot \gamma(D_f - 1))
\]

\[
B_2 = \frac{i}{2}(i^* q)^{(-D_f)} \cdot (\text{gammainc2}(2i^* q \cdot R, D_f) \cdot \gamma(D_f)) - \frac{i}{2}(-i^* q)^{(-D_f)} \cdot (\text{gammainc2}(-2i^* q \cdot R, D_f) \cdot \gamma(D_f))
\]

\[
B_3 = \frac{i}{2}(i^* q)^{(-D_f-2)} \cdot (\text{gammainc2}(2i^* q \cdot R, D_f+2) \cdot \gamma(D_f+2)) - \frac{i}{2}(-i^* q)^{(-D_f-2)} \cdot (\text{gammainc2}(-2i^* q \cdot R, D_f+2) \cdot \gamma(D_f+2))
\]

\[
S = \frac{(B_1) - 3/(4 \cdot R) \cdot (B_2) + 1/(16 \cdot R^3) \cdot (B_3)}{q \cdot R \cdot D_f} ;
\]

\[
S = S / \text{max}(S);
\]

**A.4.0.17 Csd.m**

function [n] = csd(N, No, s1, s2);
% Gaussian type cluster size distribution
% with different parameters either side of the mode
% n = csd(N, No, s1, s2)

\[
n = \exp(-s1 \cdot (N-\text{No})^2) \cdot (\text{No} < N) + \exp(-s2 \cdot (N-\text{No})^2) \cdot (N \geq \text{No});
\]

**A.4.0.18 Rg2Re.m**

function [R] = Rg2Re(Rg, Df);
% This is cutoff specific, convert Rg to Re
% R = Rg2Re(Rg, Df);

\[
R = Rg / \sqrt{2 \cdot D_f \cdot (D_f + 1) / ((D_f + 2) \cdot (D_f + 5))};
\]
APPENDIX B
POPULATION BALANCE MATLAB CODE

B.1 Main.m

% Main m-file
%-----------------------------------------------------------------
function [time,number,Totalvol,VMD,dF] = popbaldF
% ODE23 (low order non-stiff equation)
% N=Ncurrent+dN/dt*dt
% dF=dFcurrent+ddF/dt*dt

% Input Variables
G=64; % Shear rate s-1
B=1; % fitting parameter for breakage function, cm-3a/s
do=100; % primary particle diameter, nm

phi0 = 0.035; % Surface potential (V)
I = 0.001; % Ionic strength

Bmag = 0.1; % Magnetic field strength (T)
chi = 0.002; % Magnetic susceptibility
magflag = 0; % Include magnetic interaction (= 1) or not (= 0)

imax=25; % maximum size interval

% Original number distribution
% no concentration, no/cm3
% B#6 (404nm) or 380nm (TEM)
a=[1.099E9 1.87e5 3.08e4];
%a = [1.099e9 1.87e5];
sizea=size(a,2);
sizeb=imax-sizea;
b=zeros(1,sizeb);
no=[a,b]; % size(no)=1 x imax
Totalvol1=solvol(no,do); % Reference for total volume of solid
dFo=1.05; % dF at t=0
dcurrent=do;

% Time Span
t=0;
tmax=30; % min

% Output printout
time(1)=t;
number(1,:)=no;
VMD(1)=do*1e-3; % VMD in micron
dF(1)=dFo;

% Generate collision efficiency matrix
%[Alpha] = test(dFo,do,imax,Bmag,chi,phi0,I,magflag);
i=1;

% Loop
while t<tmax,
    ti= t + 1;
tspan= t:1:ti;
Y0=[no dFo]; % size(Y0)=1 x (imax+1)

% Generate collision efficiency matrix
[Alpha] = test(dFo,do,imax,Bmag,chi,phi0,I,magflag);

%options=odeset('AbsTol',1e-4,'OutputFcn','odeprint');
options=odeset('AbsTol',1e-4);
[tf,Yf]=ode23('aggregationdF',tspan,Y0,options,imax,
Alpha,B,G,dcurrent,do);
tfrow=size(tf,1);
[Yfrow,Yfcol]=size(Yf); % Yfrow=tfrow, Yfcol=imax+1
j=1;
while j<=(Yfcol-1),
    if Yf(Yfrow,j)<0
        Yf(Yfrow,j)=0;
    else
        Yf(Yfrow,j)=Yf(Yfrow,j);
    end
    j=j+1;
end
Totalvol2=solvol(Yf(Yfrow,1:(Yfcol-1)),do);
dTotalvol=((abs(Totalvol2-Totalvol1))/(Totalvol1))*100;
if dTotalvol>1
    save final.m time number VMD dF -ascii -double -tabs;
    error('calculation terminated');
else
    no=Yf(Yfrow,1:(Yfcol-1));
t=tf(tfrow);
dFo=Yf(Yfrow,Yfcol);
dcurrent=convertVMDsingle(no,dFo,do); % dcurrent in nm
i=i+1;
time(i)=t;
number(i,:)=no;
dF(i)=dFo;
VMD(i)=dcurrent*1e-3; % VMD in micron
end
end
[Totalvol]=solvol(number,do);
figure
plot(time,VMD,'b*-');
title('VMD versus time');
xlabel('Time (min)');
ylabel('VMD,micron');
title('100nm');
timeprint=time';
VMDprint=VMD';
dFprint=dF';
figure
plot(time,dF,'b*-');
title('dF versus time');
xlabel('Time (min)');
ylabel('dF');
title('100nm');

save dF38064.m timeprint number VMDprint
dFprint -ascii -double -tabs;

B.2 aggregationdF.m

% Calculate dN/dt
%-----------------------------------------------
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function [dYdt]=aggregationdF(t,Y,flag,imax,Alpha,B,G,dcurrent,do)
%function [dYdt]=aggregationdF(t,Y,flag,Alpha,B,G,dcurrent,do);
% full term
% dF effect (using Rc)
% Accounting for Brownian motion
% Breakage using exponential model (Kuster, 1991)
% Y=[N dF] is a row vector
% dYdt=[dNdt;ddFdt] return a column vector
% dNdt
%
% k=1;
dYdt=zeros(imax+1,1); % a column vector of size (imax+1)x1

% dNdt
v=1.07e-2; % kinematic viscosity for latex/salt, cm2/s
e=G^2*v; % energy dissipation rate, cm2/s3
m=2;
temp=298; % absolute temperature, K
kb=1.380622e-23; % Boltzman’s constant, J/K
miu=1e-3; % Viscosity of surrounding medium, Pas
N=Y(1:imax,1); % size(N)=imax x 1
Np=volspicer(do,imax,dcurrent); % will return V, r, Np, Rc

for k=1:imax,
    % First term: birth in interval i due to collision
    % between particles in intervals i-1 and 1 to i-2
    % j=1 to j=i-2: 2^(j-1+1)*Alpha*Beta[i-1,j]*N[i-1]*N[j]
    % i=k;
    if (i-2)>=1
        first=zeros(i,1);
        j=1;
        for j=1:(i-2),
            Fuchs = quad(@efficiency, 2, 10, [], [], Rc, do, i, j); % will return Betaa and Betab
            Betaa=1.294*G*(Rc(i-1)+Rc(j))^3; % shear kernel, cm3/s
            Betab=((2*kb*temp)/(3*miu)*((1/(Rc(i-1)*1e-2))....
                +(1/(Rc(j)*1e-2)))*(Rc(i-1)*1e-2)....
                +(Rc(j)*1e-2))*1e6; % Brownian kernel, cm3/s
            Beta1=Betaa+Betab;
    end
end
\[
\text{first}(j) = 2^{(j-i+1)}\text{Alpha}(i-1,j)\text{Beta1}\text{N}(i-1)\text{N}(j);
\]
\[
j = j + 1;
\]
end
\[
\text{sumfirst} = \sum\text{first};
\]
else
\[
\text{sumfirst} = 0;
\]
end

% 2nd term: birth in interval i due to collisions between particles in
% intervals i-1 and i-1 (the no of particles available is N_{i-1})
% 1/2\text{Alpha}\text{Beta}[i-1,i-1]\text{N}[i-1]^2
i = k;
if (i-1) == 0
\[
\text{second} = 0;
\]
else
\[
\text{Beta2a} = 1.294\times G\times (Rc(i-1) + Rc(i-1))^3; \text{ Shear kernel, cm}/s
\]
\[
\text{Beta2b} = (2\times kb\times temp)/(3\times miu)\times (1/(Rc(i-1)\times 1e-2)) +
(1/(Rc(i-1)\times 1e-2))\times (Rc(i-1)\times 1e-2) \times 1e6; \text{ Brownian kernel, cm}/s
\]
\[
\text{Beta2} = \text{Beta2a} + \text{Beta2b};
\]
\[
\text{second} = (1/2)\text{Alpha}(i-1,i-1)\text{Beta2}\times (\text{N}(i-1))^2;
\]
end

% 3rd term: death by aggregation in interval i due to collision of
% particles in intervals i and 1 to i-1
% j = 1 to j = i-1: N_{i}\sum(\text{Alpha}\text{Beta}[i,j]\text{N}[j])
i = k;
if (i-1) >= 1
\[
\text{third} = \text{zeros}(i,1);
\]
\[
j = 1;
\]
for j = 1:(i-1),
\[
\text{Beta3a} = 1.294\times G\times (Rc(i) + Rc(j))^3; \text{ shear kernel, cm}/s
\]
\[
\text{Beta3b} = (2\times kb\times temp)/(3\times miu)\times (1/(Rc(i)\times 1e-2)) +
(1/(Rc(j)\times 1e-2))\times (Rc(i)\times 1e-2) \times 1e6; \text{ Brownian kernel, cm}/s
\]
\[
\text{Beta3} = \text{Beta3a} + \text{Beta3b};
\]
\[
\text{third}(j) = 2^{(j-i)}\text{Alpha}(i,j)\text{Beta3}\text{N}(j);
\]
\[
j = j + 1;
\]
end
\[
\text{sumthird} = (\sum\text{third})\times \text{N}(i);
\]
else
\[
\text{sumthird} = 0;
\]
end
% 4th term: death by aggregation of particles in intervals i and i to
% imax j=i to j=imax: Ni*sum(Alpha*Beta[i,j]*N[j])
i=k;
fourth=zeros(imax,1);
j=i;
p=1;
if j<imax
  for j=i:imax,
    Beta4a=1.294*G*(Rc(i)+Rc(j))^3; % shear kernel, cm3/s
    Beta4b=((2*kb*temp)/(3*miu)*((1/(Rc(i)*1e-2))+
      (1/(Rc(j)*1e-2)))*((Rc(i)*1e-2)+
      (Rc(j)*1e-2)))*1e6; % Brownian kernel, cm3/s
    Beta4=Beta4a+Beta4b;
    fourth(p)=Alpha(i,j)*Beta4*N(j);
    j=j+1;
    p=p+1;
  end
  sumfourth=sum(fourth)*N(i);
else
  sumfourth=0;
end

% 5th term: death by fragmentation of flocs in interval i
% Si*Ni
i=k;
if i>1
  ebi=B*(Rc(i))^-2/m;
  Si=(4/(15*pi))^(1/2)*G*exp(-ebi/e);
  fifth=Si*N(i);
else
  fifth=0;
end

% 6th term: breakage of flocs greater than i into flocs of size i
% binary breakage: R(i,j)=V(j)/V(i) for j=i+1, and R(i,j)=0 otherwise
i=k;
if i<imax
  R=2; % V(i+1)/V(i)
  ebi=B*(Rc(i+1))^-2/m;
  Si=(4/(15*pi))^(1/2)*G*exp(-ebi/e);
  sixth=R*Si*N(i+1);
else
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sixth=0;
end

agg(k)=sumfirst+second-sumthird-sumfourth;
frag(k)=-fifth+sixth;
dNdt(k,1)=(agg(k)+frag(k))*60;
k=k+1;
end
dYdt(1:imax,1)=dNdt;

% ddFdt=[(constant1*(dcurrent/do))+(constant2*AB)]*(dFmax-dFcurrent)
constant1=0.100; % constant for dcurrent/do
constant2=1e-10; % constant for AB
dFmax=2.55; % Maximum fractal dimension

aggsum=sum(abs(agg));
fragsum=sum(abs(frag));
ABcurrent=aggsum*fragsum; % (sum of aggregation i=1 to imax)*
                        % (sum of fragmentation i=1 to imax) at time t
ddo=(dcurrent/do)^(1/5);
ddFdt=((constant1*ddo)+(constant2*ABcurrent))*(dFmax-dFcurrent);
dYdt(imax+1,1)=ddFdt;

B.3  test.m

function [Alpha] = test(dFo,do,imax,Bmag,chi,phi0,I,magflag)

%dFo = 1;
Rc = zeros(imax,1);
for i = 1:imax
    %Rc(i) = 0.5*(2^-((i-1)/dFo))*do*1e-9; % Characteristic floc radius
    Rc(i) = 0.5*(2^-((i-1)/1))*do*1e-9;
end

Fuchs = zeros(imax,imax);
Alpha = zeros(imax,imax);

for i = 1:imax
    for j = 1:imax
        if j <= i
            rmin = 2;
        end
    end
end
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rmax = 1e4*rmin;
Fuchs(i,j) = quad(@efficiency, rmin, rmax, [], [], ...
   Rc,chi,phi0,I,Bmag,magflag,i,j);
Alpha(i,j) = 1/Fuchs(i,j);
end
end
end

for i = 1:imax
   for j = 1:imax
      if j > i
         Alpha(i,j) = Alpha(j,i);
      end
   end
end

%i = 1:imax;
%j = 1:imax;
%figure
%mesh(i,j,Alpha(i,j));
%title('Collision efficiency');
%xlabel('Size interval (i)');
%ylabel('Size interval (j)');
%zlabel('Alpha');
%grid on
%axis square
%hold on

B.4  efficiency.m

% Calculate collision efficiencies
%---------------------------------
function [Fuchs] = efficiency(s,Rc,chi,phi0,I,Bmag,magflag,i,j)

% Physical constants
A = 5e-20; % Hamaker constant
kb = 1.380622e-23; % Boltzman constant(J/K)
T = 298; %Temperature (K)
mu0 = 8.8541878176e-12; % Permitivitty free space (F/m)
muv = 1e-3; % Viscosity, water (Pa s)
epsilon = 6.9417e-10; % Permittivity (C V-1 cm-1)
%epsilon = 89e-10; % Dielectric constant for water (C V-1 m-1)
e = 1.6e-19; % Elementary charge (C)
z = 1; % Valence of dissociated electrolyte
\%
\%phi0 = 0.015; % Surface potential (V)
\%I = 0.001; % Ionic strength
\%
\% Derived constants
r1 = Rc(i); % Particle 1 radius (m)
r2 = Rc(j); % Particle 2 radius (m)
r = s*Rc(i);
phii = (z*e*phi0)/(kb*T);
Y = 4*tanh(phii/4);
kappa = 1/(2.8e-6*(I^0.5)); % Debye-Huckel length
\%
\% Interaction Potentials
\%------------------------------------------
\% Van der Waals Potential, actually Vvdw/kT
Vvdw = (-A/(6*kb*T))*...
((2*r1*r2))./((r.^2) - (r1 + r2)^2)+...
((2*r1*r2))./((r.^2) - (r1 - r2)^2)+...
log(((r.^2) - (r1 + r2)^2)/((r.^2) - (r1 + r2)^2)));
\%
\% Electrostatic Potential
l = r - r1 - r2; % Separation
Vel1 = epsilon*(((kb*T)/e)^2)*(Y^2)*((r1*r2)./r).*exp(-kappa.*l);
Vel = Vel1/(kb*T);
\%
\% Magnetic Potential, actually Vmag/kT
di = 2*r1;
dj = 2*r2;
x = (1/(kb*T))*(pi()*(di^3)*(dj^3)*chi*chi*(Bmag^2))./(144*mu0*(r.^3));
sx = exp(-log(2).*((x/2.4).^8));
Vmag = sx.*(-(x.^2)/3).*((1.)/(1 + (((7.*(x.^2))/150)))) +...
(1 - sx).*(-2.*x + log(6*(x.^2)) - (2./(3.*x)) - (7./(9.*(x.^2))));
\%
\% Total potential, actually VA/kT
\%--------------------------------
if magflag == 1
VA = Vvdw + Vel + Vmag;
else
VA = Vvdw + Vel;
end
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Dhyd = 1; %1/0.1064;

Fuchs = (1 + (r1/r2))*Dhyd*exp(VA).*(1./(s.^2));

### B.5 solvol.m

% Calculate total solid volume of aggregates
%-----------------------------------------------------------------
function [TotalVol]=solvol(Y,do);
% calculate total solid volume for
% lumped discrete population balance (minimum limit)
% lower limit, ie. 4 for i=3,8 for i=4 etc
% vi=2^(i-1)*vo

ro=(do/2)*1e-9; % in m
u1=4/3*pi*ro^3; % in m^3
[m,jmax]=size(Y);
j=1;
for j=1:jmax,
    u=u1*(2^(j-1)); % in m^3
    vo(j)=u;
    j=j+1;
end
vi(:,1)=vo';
Vol=[vi];
i=1;
Y=Y';
Totalvoli=zeros(jmax,m);

for i=1:m,
    Totalvoli(:,i)=Y(:,i).*Vol;
    Sumvoli(i,1)=sum(Totalvoli(:,i));
    i=i+1;
end
TotalVol=[Sumvoli];

### B.6 volspicer.m

% Calculate collision radius of aggregates
%-----------------------------------------------------------------
function [V,r,Np,Rc]=volspicer(do,jmax,dF);

% do: diameter of primary particle, nm
% Vi: characteristic solid volume = u1*2^(i-1), cm³
% ri: characteristic solid floc radius = (Vi/(4/3*pi))^(1/3), cm
% ro: primary particle radius, cm
% u1: primary particle volume, cm³
% Np: number of primary particle comprising a floc of size i=2^(i-1)
% (Flesch, Spicer, & Pratsinis, 1999)
% Rc: maximum collision radius = ro*(Np/k)^(1/dF)
% dF: fractal dimension

ro=do/2*1e-7; % in cm
u1=4/3*pi*ro^3; % in cm³
kc=1; % lacunarity
j=1;
for j=1:jmax,
    u=u1*2^(j-1); % in cm³
    rm=((u/(4/3*pi))^(1/3))*1e4; % radius of i in micron
    vo(j)=u;
    rn(j)=rm;
    npo(j)=(2^(j-1)); % characteristic number of particles in section i
    if j<=2
        rco(j)=rn(j)/1e4;
    else
        rco(j)=ro*((npo(j)/kc)^(1/dF));
    end
    j=j+1;
end
vi(:,1)=vo';
ri(:,1)=rn';
npi(:,1)=npo';
rci(:,1)=rco';

% print characteristic volume (cm³)
V=[vi];
% print radius of particle i (micron)
r=[ri];
% print Np (number of primary particles comprising
% a single floc i: 2^(i-1))
Np=[npi];
% print Rc (maximum collision radius, cm)
Rc=[rci];

B.7 convertVMDsingle.m

% Calculate volume mean diameter of aggregates
function [VMDm]=convertVMDsingle(N,dF,do);

% Calculating volume mean diameter (VMD) from number
% concentration of flocs of size i (Ni)
% and characteristic floc diameter (Di)
% Kuster,1991
% input dF
% single calculation
% size N = 1xn

d1=do*1e-7; % primary particle diameter,cm
i=1;
[m,n]=size(N);

% Di:characteristic floc diameter
% Di=2^-((i-1)/dF)*d1
% VMD=sum(Ni*Di^4)/sum(Ni*Di^3)
for i=1:n,
    if dF >= 1
        Di(i)=(2^-((i-1)/dF))*d1;
        i=i+1;
    else
        dF = 1;
        Di(i)=(2^-((i-1)/dF))*d1;
        %Di(i)=i*d1;
        i=i+1;
    end
end
D=[Di];

% col=n (section i)
col=1;
for col=1:n,
    TopVMDi(col)=N(1,col)*D(col)^4;
    BotVMDi(col)=N(1,col)*D(col)^3;
    col=col+1;
end
TopVMD=sum(TopVMDi);
BotVMD=sum(BotVMDi);
VMD=TopVMD/BotVMD;
VMDm=VMD*1e7; % in nm
B.8  convnumberdF.m

% Plot number distributions of aggregates

function [D,Numcalc]=convnumberdF(t,do,N,dF);

% Plot number fraction versus characteristic floc diameter
% Kusters, 1991
% Spicer and Pratsinis, 1996
% do: primary particle diameter, nm
% dF variation
[m,n]=size(N);
v1=(4/3)*pi*(do/2*1e-7)^3; % volume of primary particle, cm3
d1=do*1e-7; % diameter of primary particle, cm
i=1;

Di=zeros(m,n); % Di: characteristic floc collision diameter
Di=(2^((i-1)/dF))*d1 % row=m (time)
% col=n (section i)
row=1;
Nest=zeros(m,n);
TotalN=zeros(m,1);
for row=1:m,
col=1;
for col=1:n,
    Nest(row,col)=N(row,col)*2^(col-1);
col=col+1;
end
TotalN(row)=sum(Nest(row,:));
row=row+1;
end
row=1;
Ni=zeros(m,n);
for row=1:m,
col=1;
dFrow=dF(row);
for col=1:n,
    Ni(row,col)=Nest(row,col)./TotalN(row);
    Di(row,col)=(2^((col-1)/dFrow))*d1;
col=col+1;
end
end
row=row+1;
end