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Abstract

The growing demand for development and deployment of new wireless services has influenced the hardware design procedure including antennas and radio frequency (RF) front end, particularly in portable devices. Hence, novel solutions that are multiband, multimode, low profile, low cost and easy to integrate into the feature-rich compact devices are required.

The research described in this thesis concerns integrating wideband and narrowband functionality and therefore adding to the versatility of the antenna systems in various wireless scenarios. The integration concept is based on sharing some sections of one antenna between several other antennas. This approach may be useful in designing multimode wireless terminals while keeping the required antenna footprint small. Based on this concept a demonstrator antenna is designed and verified. The power coupling between the two modes is studied and several solutions are presented.

To demonstrate the versatility of this concept, the possibility of frequency reconfiguration is explored for narrowband mode using matching circuits with fixed elements. Wideband and reconfigurable narrowband functionality may potentially be of advantageous in emerging wireless communication systems such as software defined radio and cognitive radio for wideband sensing and reconfigurable narrowband communication procedure.

Furthermore, the antenna integration within a device platform is studied. A technique is proposed to mitigate the unwanted effects of printed circuit board on the printed wideband antenna characteristics. As a result the radiation pattern, gain and group delay are stabilised across the band.
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</tr>
<tr>
<td>USB</td>
<td>Universal Serial Bus</td>
</tr>
<tr>
<td>UWB</td>
<td>Ultra WideBand</td>
</tr>
<tr>
<td>VHF</td>
<td>Very High Frequency</td>
</tr>
<tr>
<td>WiMAX</td>
<td>Worldwide Interoperability for Microwave Access</td>
</tr>
<tr>
<td>WLAN</td>
<td>Wireless Local Area Network</td>
</tr>
</tbody>
</table>
Chapter 1  Introduction

1.1  Background

The large (more than 25cm long) and heavy (about two Kilograms) Motorola DynaTAC 8000X analogue mobile phone in 1983 was just a beginning to probably one of the most successful inventions in the history. Since then, mobile phones have evolved immensely both in design and function; the bulky devices that were once used exclusively for making and receiving voice calls are currently light and compact and used to send and receive emails, take pictures, play music, game, FM radio and TV. Moreover, easy access to internet for the internet-obsessed societies opens a world of opportunities to every user and yet, this is just the beginning.

It is the demand and appetite for innovations which is driving the overall rapid growth of wireless technology and literally changing people’s lives in all sorts of useful ways. Telecommunication industry is not the only market that benefits from the advances in wireless technology; the healthcare, medical diagnosis, treatment and monitoring systems, automotive production and industrial remote monitoring systems have also considerably gained from improvement of the wireless systems. There is a vast opportunity for wearable and logistic applications in security systems and these are just a few applications among many
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others. What is really interesting is the fact that it appears that there will be further developments in due course that will challenge the understanding of wireless technology.

1.2 Motivation and Objectives

The impacts of advances in wireless technology deployment are the primary motivations for this research.

Wireless communication systems have evolved substantially over the last two decades. Along with the explosive growth in the number of wireless communication users and applications, the number of wireless standards has been growing and is expected to continue in future, as the demand for various types of wireless services is increasing. Consequently, the regulatory agencies, scientists, engineers and wireless product manufacturers are all facing some tough challenges in realizing efficient wireless communication systems (i.e. networks and terminals). The escalating number of emerging services and standards is reflected in two aspects: 1) spectrum crowding and 2) hardware design complications.

As more and more devices go wireless, spectrum regulatory bodies will confront spectral crowding and coexistence of wireless services with different bandwidth requirements [1]. In general there are four approaches for managing the spectrum access [2].

1) Licensed spectrum for exclusive usage, in which the licensee has exclusive usage rights for a specific spectrum.

2) Licensed spectrum for shared usage, which restricts the licensed spectrum for shared usage to a specific technology. An example of this approach could be the spectrum used for public safety services.

3) Unlicensed spectrum, where the spectrum is available to all radio systems operating according to the regulated standards. The industrial, scientific and medical (ISM) 2.4 GHz band and the unlicensed national information infrastructure (U-NII) 5–6 GHz bands are examples of unlicensed or license exempt spectrum.
4) *Open spectrum*, in which everyone is allowed to access any range of the spectrum without any restriction. However, in order to maintain the quality of service and avoid interference and complexity a minimum set of rules should be respected in this approach.

With the licensed spectrum approach, spectrum resources could often be wasted. For instance, in some cases the spectrum allocated to a communication system is more than what is required. Therefore, only part of the allocated spectrum is used by that specific service and other portions of the spectrum become unused. Similarly, if a service with allocated spectrum is not commercially successful, the licensed spectrum might remain unused. Hence, large parts of the spectrum are currently used inefficiently. Paradoxically, 90-95% of the licensed radio spectrum is not in use at any location at any given time especially that the current radio regulatory regime is too complex to handle the increasingly dynamic nature of emerging wireless applications [2]. Added to the facts that the number of wireless services collocated in a limited range of frequency and also the demand for additional spectrum for higher data rate is growing fast, the regulatory bodies are motivated to employ new strategies in order to resolve the spectrum scarcity in some bands and inefficient use of spectrum in other bands.

Aiming at relaxing the spectrum crowding, in 2002 the Federal Communication Commission (FCC) authorized the unlicensed use of ultra wideband (UWB) technology. Since then, the UWB technology has received significant attention from industry and academia. However, as more parties and technologies utilize unlicensed spectrum, it is becoming more crowded and consequently less available to all. This again necessitates the availability of more spectrum, or more efficient ways to access the spectrum. Cognitive radio (CR) is the key enabling technology which provides the capacity to share the wireless channel with the licensed and unlicensed users in an opportunistic way. Moreover, it can be envisaged that combining UWB and cognitive radio might be promising for resolving the spectrum scarcity and crowding in near future.

As pointed out earlier, the growing demand for development and deployment of new technologies and services has also influenced the hardware design procedure including antennas and radio frequency (RF) front end, particularly in portable devices. To support
multiple services (each with a different RF frequency, bandwidth, modulation etc.) such devices require antenna and RF circuitry with specific characteristics. In order to be fitted into the modern, light and compact terminals, the antennas need to be small and low profile as well as being able to support as many services as possible. Predictably, compact multiband and wideband antennas are necessary for such feature-rich devices.

On the other hand, emerging wireless networks such as CR also impose new requirements on the antenna. Networks with dynamic access to the spectrum might require wideband spectrum sensing running in the background while the system is functioning in its conventional mode of operation. If necessary, the sensing block then feeds back to the communication block for the essential reconfigurations. Realization of such networks involves designing antenna and RF solutions with specific characteristics such as frequency, pattern or polarization reconfigurability.

In the modern compact terminals the antenna is in close proximity of other components such as the printed circuit board (PCB) (populated with all the RF and electronic components), battery and display. Hence, the electromagnetic interaction between the antenna and the other parts should be controlled to avoid any possible degradation of antenna radiation characteristics.

The main objectives for this research are as follow:

- to develop antenna solution for dynamic spectrum access,
- to model and develop antenna concept for compact portable devices in emerging multi standard radios,
- to integrate small antennas into a compact device.

1.3 Layout of Thesis

The thesis is organized as follows. Chapter 2 is dedicated to a brief review of antenna design parameters and elements. UWB antenna elements together with the parameters for characterizing them are reviewed since a large portion of this research focuses on this class of antennas.
Chapter 3 reviews the current and future spectrum management approaches. Due to their higher efficiency the focus is on open and flexible spectrum access techniques. Therefore, their requirements and challenges imposed on designing antennas are explored. In the second part the antenna requirements for multimode terminals are studied and some of the previous works are reviewed.

An antenna solution for multi standard radios is introduced in Chapter 4. A novel concept for efficiently using the space allocated for the antenna is detailed. A two port hybrid wideband-narrowband antenna is introduced as a demonstrator for the proposed concept. The antenna operation principle, design procedure, simulated and measured results are presented in Chapter 4.

The problem of mutual coupling between the ports of the proposed hybrid antenna is addressed in Chapter 5 where two decoupling techniques are introduced, verified and compared.

Chapter 6 introduces another feature of the proposed antenna solution. In addition to a fixed wideband and narrowband functionality, it is also possible to tune the narrowband antenna across a wide range of frequencies. This feature might be promising for operation in networks with dynamic access to the spectrum. The antenna with several matching circuits is examined and verified.

Chapter 7 investigates the practical challenges in designing and integrating small printed UWB antennas into the device platform. The design procedure of a printed planar disc monopole for integration into a large PCB is explored in this chapter. The main goal in the proposed approach is to de-embed the effect of the PCB in order to reasonably maintain radiation characteristics of the antenna in isolation. The antenna together with the PCB is manufactured and measured and simulated results are compared.

Finally Chapter 8 draws conclusion to the work. The primary objectives are reviewed and the significant achievements are highlighted. Furthermore, this chapter presents the challenges which are still remained and worthwhile to investigate as future research topics.

Fig. 1.1 illustrates the issues addressed in this thesis in summary.
Fig. 1.1 Challenges in wireless technology. The highlighted boxes are discussed in this dissertation.
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Chapter 2    Antenna Theory

2.1   Introduction

An antenna is defined by the IEEE Standard Definitions [1] as “a means for radiating or receiving radio waves”. It transforms the electric energy to electromagnetic energy and vice versa. In other words the antenna enables the transition of energy between a guiding device, such as coaxial line or a waveguide to free-space as shown in Fig. 2.1[2]. In a radio link the antenna is the final block on the transmission side and is the first block on the receiving side. Thus, the antenna is a fundamental and essential component of all wireless communication systems.

As the most fundamental antenna element, the Hertzian dipole is elaborated in this chapter. It will then be used to define the common antenna parameters and terminology. Antennas can be classified into numerous groups according to their radiation principle, physical structure, manufacturing technology and/or radiation characteristics. However, only some antenna elements which have been commonly used in small wireless devices will be reviewed here. In order to complement the next chapters the antenna definitions and parameters relevant to wideband and UWB systems will also be reviewed and the evolution of the UWB antennas from simple forms to current types will be described.
2.2 Hertzian Dipole

A wire of infinitesimal length $dl$ ($dl \ll \lambda$) is known as a Hertzian dipole. The wire is very thin and its radius $a$ is much smaller than the wavelength. It is the fundamental antenna element since any finite-length antenna can be modelled as an infinite number of Hertzian dipoles. As shown in Fig. 2.2 the dipole is positioned symmetrically at the origin of the coordinate system and excited by a current $I(t)$ along the $z$-axis. Since the antenna is very short, the dipole is equivalent to a constant current source $I_{dl}$.

Fig. 2.2 Coordinate system for Hertzian dipole.
To obtain the radiated electromagnetic fields, it is required to solve Maxwell’s equations \([2]\). First the vector potential \(\vec{A}\) needs to be calculated by (2.1). It is important to note that throughout this thesis all calculations are done for the waves propagating in free space.

\[
\vec{A} = \frac{\mu_0 I_0 dl}{4\pi r} e^{-jkr} \hat{z} \tag{2.1}
\]

It is then transformed to spherical coordinates with

\[
A_r = A_z \cos \theta = \frac{\mu_0 I_0 dl}{4\pi r} e^{-jkr} \cos \theta \tag{2.2}
\]

\[
A_\theta = A_z \sin \theta = \frac{\mu_0 I_0 dl}{4\pi r} e^{-jkr} \sin \theta
\]

\[
A_\varphi = 0.
\]

The relation between \(\vec{A}\), \(\vec{H}\) and \(\vec{E}\) can be defined by Maxwell’s equation:

\[
\nabla \times \vec{E} = -j\omega \mu \vec{H} \tag{2.3}
\]

\[
\vec{H} = \frac{1}{\mu} \nabla \times \vec{A}
\]

Following this procedure the \(E\)- and \(H\)-field can be found with (2.4).

\[
H_r = H_\theta = 0 \tag{2.4}
\]

\[
H_\varphi = j \frac{\mu_0 I_0 dl \sin \theta}{4\pi r} \left[ 1 + \frac{1}{jkr} \right] e^{-jkr}
\]

\[
E_r = \eta \frac{\mu_0 I_0 dl \sin \theta}{2\pi r^2} \left[ 1 + \frac{1}{jkr} \right] e^{-jkr}
\]

\[
E_\theta = j\eta \frac{\mu_0 I_0 dl \sin \theta}{4\pi r} \left[ 1 + \frac{1}{jkr} - \frac{1}{(kr)^2} \right] e^{-jkr}
\]
where \( k = \frac{2\pi}{\lambda} \) is the wave number and \( \eta = \sqrt{\mu/\epsilon} \) is the intrinsic impedance in \( \Omega \).

The fields can be simplified by defining three sub-regions around the antenna; reactive region, radiating near-field and far-field region. The far-field region is characterized by \( kr >> 1 \) in which the fields can be simplified to (2.5).

\[
H_\varphi \approx j \frac{\mu_0 I_0 dl \sin \theta}{4\pi r} e^{-jkr} \tag{2.5}
\]

\[
E_\theta \approx j \eta \frac{\mu_0 I_0 dl \sin \theta}{4\pi r} e^{-jkr}
\]

\[
E_\varphi \approx E_r = H_r = H_\theta = 0
\]

In this region the angular field distribution is essentially independent of the distance from the antenna. The field components are perpendicular to each other and transverse to the direction of propagation.

### 2.3 General Antenna Parameters

#### 2.3.1 Antenna Impedance

The antenna impedance, \( Z_a \), is defined as the ratio of the voltage at the feeding point of the antenna \( V(0) \) to the resulting current flowing in the antenna \( I \) as shown in (2.6).

\[
Z_a = \frac{V(0)}{I} \tag{2.6}
\]

\[
Z_a = R_a + X_a
\]
where $X_a$ is the antenna reactance and $R_a = R_r + R_l$ is the antenna resistance, $R_r$ is the radiation resistance and $R_l$ is the Ohmic loss occurring in the antenna. The equivalent circuit for an antenna system is depicted in Fig. 2.3.

![Fig. 2.3 Equivalent circuit of an antenna](image_url)

### 2.3.2 Impedance Matching

In order to deliver the maximum power from the source to the antenna the antenna impedance should be matched to the generator impedance. This means that the conditions in (2.7) should be satisfied.

\[
R_s = R_a \quad (2.7)
\]

\[
X_s = -X_a
\]

### 2.3.3 Reflection Coefficient

Reflection coefficient is a measure of effectiveness of power delivered to a load such as an antenna. If the power incident on the antenna is $P_{in}$ and the reflected power from the antenna to the source is $P_{ref}$, the degree of mismatch between the reflected and incident power is given with (2.8).

\[
\text{Reflection coefficient} = -10 \log_{10} \left( \frac{P_{in}}{P_{ref}} \right) (dB) \quad (2.8)
\]
2.3.4 Antenna Bandwidth

Antenna bandwidth is defined as “the range of frequencies within which the performance of the antenna, with respect to some characteristic, conforms to a specified standard” [1]. It can be determined either as absolute bandwidth or a fractional bandwidth. Taking \( f_l \) and \( f_h \) as the lower and higher ends of the bandwidth the absolute bandwidth is simply defined as the difference of the two ends \((f_h - f_l)\). It is within this range that the antenna characteristics such as input impedance, pattern, beamwidth or gain are within the acceptable values specified by the standard. The fractional bandwidth is expressed as the percentage of the frequency difference over the centre frequency as shown in (2.9).

\[
\text{Fractional bandwidth (\%)} = \frac{f_h - f_l}{f_h + f_l} \times 100
\]  

(2.9)

An antenna is classified as narrowband if the fractional bandwidth is below 1% otherwise it is wideband [3]. A UWB antenna, according to the FCC, is an antenna with a bandwidth exceeding 500 MHz. In 2002, the FCC also authorized the unlicensed usage of the 3.1-10.6 GHz for UWB applications [4]. The European regulation sets the 6-8.5 GHz as the UWB band [5].

Generally in wireless communications, the impedance bandwidth is defined as the range of frequencies over which the antenna reflection coefficient is less than -10 dB. However for most wireless, device-integrated small antennas such as digital video broadcasting- high definition (DVB-H) antennas, due to the limitations the standard is relaxed and the reflection coefficient of -6 dB and even lower may be acceptable [6]. It is important to note that the reflection coefficient is a measure of reflected power at the antenna port. Therefore, low reflection coefficient shows that most of the incident power is not reflected to the port. However, it does not show if the power is radiated or dissipated as loss. Thus, the reflection coefficient is not sufficient for characterizing the antenna and other parameters such as efficiency should also be taken into consideration.
2.3.5 Radiation Pattern

According to IEEE standard definition the antenna radiation pattern is “a mathematical function or a graphical representation of the radiation properties of the antenna as a function of space coordinates. In most cases, the radiation pattern is determined in the far-field region and is represented as a function of the directional coordinates”. The two- or three-dimensional spatial distribution of radiated energy in the coordinate shown in Fig. 2.2 is of most concern. The three-dimensional pattern can be constructed using multiple two-dimensional patterns. In practice, few plots of pattern at certain $\phi$ and $\theta$ values are used to derive the required information.

For a linearly polarized antenna, performance is often described in terms of its principal $E$- and $H$-plane patterns. The $E$-plane is defined as “the plane containing the electric field vector and the direction of maximum radiation,” and the $H$-plane as “the plane containing the magnetic-field vector and the direction of maximum radiation” [1].

The antenna radiation pattern can be described using three main radiation patterns. A hypothetical lossless antenna having equal radiation in all directions provides an isotropic pattern [1]. Such radiator is not physically realizable; however, it is often taken as a reference for expressing the directive properties of actual antennas. A directional pattern is provided by an antenna which radiates or receives electromagnetic waves more effectively in some directions than in others. In case that the pattern is essentially non-directional in a given plane and directional in any orthogonal plane then the pattern is called omni-directional. An omni-directional pattern is then a special type of a directional pattern.

Polarization of an antenna in a given direction is defined as “the polarisation of the wave transmitted (radiated) by the antenna.” Polarization of a radiated wave is defined as “that property of an electromagnetic wave describing the time-varying direction and relative magnitude of the electric-field vector; specifically, the figure traced as a function of time by the extremity of the vector at a fixed location in space, and the sense in which it is traced, as observed along the direction of propagation.” Polarization then is the curve traced by the end
point of the arrow (vector) representing the instantaneous electric field. The field must be observed along the direction of propagation.

Polarisation may be classified as linear, circular, or elliptical. If the vector that describes the electric field at a point in space as a function of time is always directed along a line, the field is said to be linearly polarized. In general, however, the figure that the electric field traces is an ellipse, and the field is said to be elliptically polarized. Linear and circular polarizations are special cases of elliptical, and they can be obtained when the ellipse becomes a straight line or a circle, respectively. The figure of the electric field is traced in a clockwise (CW) or counter clockwise (CCW) sense. The ratio of orthogonal components of the radiating field is known as axial ratio.

It is important to note that other than the antenna impedance bandwidth, the antenna bandwidth can be defined for other parameters such as polarization or axial ratio.

2.3.6 Directivity, Gain and Efficiency

The ratio of the radiation intensity $U$ in a given direction from the antenna to the radiation intensity of an isotropic antenna $U_0$ is known as the directivity $D$ of an antenna [1]. In mathematical form, it can be written as (2.10)

$$D = \frac{U}{U_0} = \frac{U}{\left(\frac{P_{rad}}{4\pi}\right)}$$

(2.10)

where $P_{rad}$ is the total radiated power. If the direction is not specified, the direction of maximum intensity is used to describe the antenna directivity.

Another useful parameter for describing the antenna radiation characteristics is antenna gain $G$. Its definition is closely related to the directivity. Unlike directivity which only describes the directional properties of the antenna, the antenna gain is a measure that takes into account the radiation efficiency $\epsilon_{rad}$ as well as the directivity.

Using the equivalent circuit of the antenna in (2.6) the radiation efficiency of the antenna is the ratio of power delivered to the radiation resistance $R$, to the power delivered to
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the total antenna resistance, that is \( R_a = R_r + R_i \). So, the radiation efficiency can be written as (2.11) and the antenna gain can then be calculated using (2.12).

\[
e_{\text{rad}} = \frac{1}{2} \frac{R_r |I|^2}{R_r |I|^2 + \frac{1}{2} R_i |I|^2} = \frac{R_r}{R_r + R_i}
\]  

(2.11)

\[
G = e_{\text{rad}} D.
\]  

(2.12)

2.4 UWB Antenna Characterization

Narrowband antenna characteristics are typically described in frequency domain. Such characteristics are normally assumed to be constant over the narrow bandwidth. For UWB systems, the frequency-dependent characteristics of the antennas together with the frequency-dependent behaviour of the channel have to be considered. UWB systems are often realized in impulse-based technology, and therefore the time-domain properties have to be considered as well [4]. Hence there is a demand for both a frequency domain representation and a time domain representation of the system description.

2.4.1 Frequency Domain Signal Link

The following parameters are required to express the frequency domain link:

- amplitude of transmit signal \( U_{Tx}(f) \) in [V],
- amplitude of receive signal \( U_{Rx}(f) \) in [V],
- radiated field strength at distance \( r E_{Tx}(f, r, \theta_{Tx}, \phi_{Tx}) \) in [V/m],
- transfer function of the transmit antenna \( G_{Tx}(f, r, \theta_{Tx}, \phi_{Tx}) \) in [m],
- transfer function of the receive antenna \( G_{Rx}(f, r, \theta_{Tx}, \phi_{Tx}) \) in [m],
- characteristic transmit antenna impedance \( Z_{C,Tx}(f) \) in [Ω],
- characteristic receive antenna impedance \( Z_{C,Rx}(f) \) in [Ω],
- distance between Tx-Rx antennas \( r_{Tx,Rx} \) in [m].
The transmitting antenna transfer functions $G_{Tx}(f, r, \theta_{Tx}, \phi_{Tx})$ relates the transmit signal to the radiated field strength for an antenna in the transmit mode (see (2.13)). The antenna transfer functions represent a two dimensional vector with two orthogonal polarization components $G_{co}$ (co-polar) and $G_{c}$ (cross-polar). The channel transfer function for free space is defined in (2.13), where $c_0$ is the speed of light in free space. For rich scattering environments, e.g., indoor, the influence of the channel can be described by a frequency-dependent channel transfer matrix calculated by, for example, ray-tracing techniques.

$$E_{Tx}(f) \quad \text{Channel} \quad E_{Rx}(f)$$

$$U_{Tx}(f) \quad G_{Tx}(f, \theta_{Tx}, \phi_{Tx}) \quad U_{Rx}(f)$$

$$U_{Tx}(f) = G_{Tx}(f, \theta_{Tx}, \phi_{Tx}) \frac{U_{Tx}(f)}{\sqrt{Z_{C,Tx}}}$$

$$G_{channel}(f, r_{TXRX}) = e^{-j \omega r_{TXRX} / c_0} 2 \sqrt{\pi} r_{TXRX} c_0$$

The total description of a free space UWB propagation link is given by (2.15).

$$U_{RX}(f) = G_{Rx}(f, \theta_{Rx}, \phi_{Rx}) \frac{e^{-j \omega r_{TXRX} / c_0} 2 \sqrt{\pi} r_{TXRX} c_0}{G_{Tx}(f, \theta_{Tx}, \phi_{Tx}) \frac{U_{Tx}(f)}{\sqrt{Z_{C,Tx}}}}$$

With these parameters, the Tx-Rx link is illustrated in Fig. 2.4, including the channel. The small graphs symbolize the typical influence of the link contributions. Both transmit and receive transfer functions are related to each other by Lorentz theorem of reciprocity. An
expression that takes into account the UWB properties of the system has been derived in [7] and shown in (2.16).

\[ j\omega G_{RX}(f, \theta_{RX}, \varphi_{RX}) \sim G_{TX}(f, \theta_{TX}, \varphi_{TX}) \] (2.16)

In the typical system shown in Fig. 2.4 the system transfer function \( H_{sys} \) is defined as in (2.17).

\[ G_{sys} = \frac{U_{RX}(f)}{U_{TX}(f)} \] (2.17)

\[ = G_{RX}(f, \theta_{RX}, \varphi_{RX}) \frac{e^{-j\omega r_{TXRX}/c_0}}{2\sqrt{\pi r_{TXRX}\epsilon_0}} G_{TX}(f, \theta_{TX}, \varphi_{TX}) \frac{\sqrt{Z_{C,RX}}}{\sqrt{Z_{C,TX}}} \]

### 2.4.2 Time Domain Signal Link

In UWB systems the antenna may be excited with an impulse. The elements of the UWB time domain link characterization are:

- amplitude of transmit signal \( u_{Tx}(t) \) in [V],
- amplitude of receive signal \( u_{Rx}(t) \) in [V],
- impulse response of the transmit antenna \( g_{Tx}(t, \theta_{Tx}, \varphi_{Tx}) \) in [m/ns],
- impulse response of the receive antenna \( g_{Rx}(t, \theta_{Rx}, \varphi_{Rx}) \) in [m/ns],
- radiated field strength \( e_{Tx}(t, r, \theta_{Tx}, \varphi_{Tx}) \) in [V/m].

In the time domain, the antenna transient response \( g(t, \theta, \varphi) \) becomes more adequate for the description of impulse systems. The transient response is dependent on time, but also on the angles of departure \( (\theta_{Tx}, \varphi_{Tx}) \), respectively, angles of arrival \( (\theta_{Rx}, \varphi_{Rx}) \), and polarization [8]. Consequently, the antennas do not radiate the same pulse in all directions. This may cause severe problems in communications. Therefore, in characterizing a UWB system it is important to consider the contribution of the antenna angular behaviour.

The Tx-Rx link in time domain is illustrated in Fig. 2.5. The small graphs symbolize the typical influence of the link contributions. The received signal can be related to the
transmitted signal as given in (2.18). The multiplication in frequency domain (see (2.13)) is substituted by convolution operation (*) in time domain. In a line of sight free-space propagation channel the channel transient response is calculated by (2.19).

\[
\frac{u_{RX}(t)}{\sqrt{Z_{C,RX}}} = g_{RX}(t, \theta_{RX}, \varphi_{RX}) \ast g_{\text{channel}} \ast g_{TX}(t, \theta_{TX}, \varphi_{RX}) \ast \frac{u_{TX}(t)}{\sqrt{Z_{C,TX}}}
\]  \hspace{1cm} (2.18)

\[
g_{\text{channel}}(t, r_{TXRX}) = \frac{1}{2\sqrt{\pi}r_{TXRX}c_0} \delta \left( t - \frac{r_{TXRX}}{c_0} \right).
\]  \hspace{1cm} (2.19)

![Diagram of UWB system link level characterization in time domain.]

The relation between the transient responses for transmit and receive mode in time domain can be written as (2.20).

\[
\frac{\partial u_{RX}(t)}{\partial t} \sim u_{TX}(t).
\]  \hspace{1cm} (2.20)

### 2.4.3 UWB Parameters

Depending on the application of the UWB antenna the relevant parameters from the time or frequency domains can be selected. The Fourier transform is used to switch from the frequency domain to the time domain. The following are important parameters of UWB antennas.
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- **Peak value of the impulse response** $P(\theta,\phi)$ is the maximal value of the strongest peak of the antenna transient response.

- **Pulse width** is a measure for describing the broadening of the radiated impulse. This value should not exceed a few hundred picoseconds in order to ensure high data rates in communication.

- **Ringing** is an undesired effect in UWB antenna. The energy storage or multiple reflections in the antenna result in oscillation of the radiated pulse after the main peak. This energy is of no use and lowers the peak value. The duration of ringing $\tau_r$ is expressed as the time until the pulse amplitude has fallen from the peak value below a certain lower limit $\alpha$. The ringing is expressed in $ns$ and should be small, i.e. less than a few pulse width.

- **Group delay** $\tau_g(\omega)$ quantitatively evaluates the dispersive performance of the antenna. It is defined in frequency domain as given in (2.21).

$$
\tau_g(\omega) = -\frac{d\psi(\omega)}{d\omega} = -\frac{d\psi(f)}{2\pi df}
$$

where $\psi(f)$ is the phase component of the system transfer function $G_{sys}$. A constant group delay implies a non-distorted structure with a linear phase variation versus frequency. The non-linear phase indicates the resonant character of the device, which implicates the ability of the structure to store the energy. It results in ringing and oscillations of the antenna impulse response $g(t)$ [9]. A measure for the constancy of the group delay is the deviation from the mean group delay. Non-resonant structures such as Vivaldi antenna provide slowly oscillating group delay over the whole frequency band. On the other hand frequency independent structures such as a log-periodic antenna show strong and sharp oscillations over the whole frequency band. This is caused by frequency dependant phase centre movement. In practice to investigate the system performance two similar antennas (Tx and Rx) are positioned in their far-field region (see Fig. 2.6). The system transfer function would be then measured for two orientations of the antennas, namely face to face and side by side.
In case the group delay in other directions are required, it can be calculated by measuring the antenna transfer function in the required direction or plane. The system transfer function can then be calculated using (2.16) and (2.17).

- **Fidelity** of an antenna is a measure of how accurately the received voltage available at the antenna terminal reproduces the behaviour of the transient field incident upon the antenna, or for the transmitting case how accurately the time integral of the transmitted field reproduces the behaviour of the voltage applied to the antenna terminals. It should be clear that the antenna fidelity is waveform specific; that is, an antenna may provide a high-fidelity reproduction for some waveforms and be unable to provide equivalent fidelity for many other waveforms [10].

![Diagram showing group delay measurement system set-up. Two main orientations are face to face and side by side.](image)

**Fig. 2.6** Group delay measurement system set-up. Two main orientations are face to face and side by side.
2.4.4 Antenna Elements

2.4.4.1 Finite Length Dipole

Earlier in this chapter the electromagnetic (EM) fields from a Hertzian dipole were calculated. A dipole with finite length \( l \) can be analysed as a superimposition of infinite number of Hertzian dipoles. That allows us to integrate the Hertzian dipole far-field EM fields over the dipole length. Finite length dipoles are of practical interest, an example of which is depicted in Fig. 2.7a. If the antenna is fed by a sinusoidal voltage source, the current distribution on the dipole is approximately proportional to its maximum value \( I_{\text{max}} \). Assuming the far-field component of the Hertzian dipole is \( dE_\theta \) then the far-field components of a finite length dipole is given by (2.22).

\[
E_\theta = \int_{-\frac{l}{2}}^{\frac{l}{2}} dE_\theta
\]

\[
E_\theta \approx j\eta \frac{I_{\text{max}} e^{-jkr}}{2\pi r} \left[ \cos \left( \frac{k}{2} \cos \theta \right) - \cos \left( \frac{k}{2} \right) \right]
\]

\[
H_\phi = \frac{E_\theta}{\eta}
\]

Using (2.22) it is possible to calculate the fields for a dipole with a certain length. For instance a half-wavelength dipole shows a radiation resistance of \( R_r = 75\Omega \) and directivity \( D = 1.64 \). It has an omni-directional radiation pattern in azimuth plane (\( xy \)-plane in Fig. 2.2) and in the elevation plane it has a figure of eight shape pattern with one main lobe. However, by increasing the dipole length multiple lobes would be developed in the radiation pattern. This implies that the power radiated along the main lobe decreases once multi lobes develop, which is detrimental in most wireless applications. Such variation in radiation patterns also indicates the change that occurs with frequency, since the radiation characteristics depend on the ratio between the physical length \( L \) and the wavelength \( \lambda \).
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When a dipole is fed by a two-wire balanced (symmetrical) transmission line, the feeding current in a half-cycle of one wire is of the same magnitude but 180° out-of-phase from that in the corresponding half-cycle of the other wire. If in addition the spacing between the two wires is very small \((s<<\lambda)\), the fields radiated by the current of each wire are essentially cancelled by those of the other. The net result is an almost ideal (and desired) non-radiating transmission line. This feeding arrangement is known as balanced feeding [2]. A coaxial cable on the other hand is inherently unbalanced. The inner and outer conductors of the coax are not coupled to the antenna in the same way; therefore, they provide an unbalance. The unbalance is caused by a net current which flows to ground on the outside part of the outer conductor. Hence, the cable radiates and affects the radiation patterns. This phenomenon is shown in Fig. 2.7b.

Fig. 2.7 Dipole antenna with (a) balanced feeding (b) unbalanced feeding (c) balun.
The current $I_3$ which flows on the outside of the outer conductor is determined by the impedance $Z_g$ seen from the outer shield to the ground. If $Z_g$ can be made very large, $I_3$ can be reduced significantly. Devices that can be used to balance inherently unbalanced systems, by cancelling or choking the outside current, are known as baluns (balance to unbalance). One type of a balun is that shown in Fig. 2.7c, known as a bazooka balun. It is a shorted $\lambda/4$ long metal sleeve which encapsulates the coaxial line. Using this technique the impedance between the outer coaxial shield and ground can be made very large and $I_3$ can be reduced significantly. Electrically the input impedance at the open end of this $\lambda/4$ shorted transmission line, which is equivalent to $Z_g$, will be very large (ideally infinity). Therefore, the unwanted current $I_3$ will be choked, if not completely eliminated, and the system will be nearly balanced.

2.4.4.2 Monopole

When one arm of the dipole is replaced with a large ground plane the new arrangement is a monopole antenna (see Fig. 2.8). If the ground plane is large enough the monopole radiation matches the dipole radiation behaviour, since the ground plane acts as electric mirror and creates the other half. A monopole antenna is inherently unbalanced. Hence, it is suitable to be connected directly to the centre conductor of a coaxial cable and grounded to the outer shield.

Comparing to the dipole, just half of the power is radiated above the ground and hence the radiation resistance of a monopole is half and directivity is double that of a dipole.
Fig. 2.8 Geometry of a monopole antenna. The ground plane acts as an electric mirror, hence, a monopole with length $l/2$ is equivalent to a dipole with length $l$.

### 2.4.4.3 Planar Inverted F Antenna

Fig. 2.9 shows the two variations of monopole antenna. A monopole bent to reduce the height is an inverted L antenna (ILA). As a consequent this antenna has a very low radiation resistance and a high capacitive reactance. Therefore, the radiation efficiency is low and matching requires a high inductive load. Inverted F antenna (IFA) is an enhanced version of ILA. By implementing a parallel shorting pin between the feeding point and the ground plane the inductive component of the impedance can be improved. Benefiting from profile features ILA and IFA have been widely used in wireless communication.
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An IFA has an inherently low impedance bandwidth, typically 2%. By replacing the top horizontal arm with a planar element parallel to the ground plane as depicted in Fig. 2.10, it is possible to increase the bandwidth. In addition to their good radiation characteristics, PIFAs are also very versatile. By adjusting the position and shape of the feeding and shorting plate it is possible to improve certain radiation characteristics such as bandwidth [11]-[15]. It is possible to design multiband or wideband PIFAs by introducing extra shorting plates or slots and slits at proper positions on the top plate or ground plane [17]-[19]. Therefore, they are very popular in internal handset antennas.

Fig. 2.10 Planar inverted F antenna (PIFA)

2.4.4.4 Printed Antennas

Antennas can also be made using printed circuit techniques. Various shapes and structures can be etched on a single- or double-sided copper-clad dielectric. Different classes of antennas can be manufactured using this method. Due to their many advantages patch antennas are very popular. They are low profile, conformable to different surfaces. A tremendous amount of work has been done on microstrip antennas over the past 25 years. The principal shapes of patch antenna and possible variants on them are shown in Fig. 2.11a and b, respectively. The main feeding techniques of a patch antenna are depicted in Fig. 2.12. Combining different patch shapes and feeding arrangement would increase the multiplicity of possible microstrip patch antenna designs. Fig. 2.13 shows an example of a very well-known microstrip square patch antenna [20]. It radiates in the x direction. By adjusting the patch
length \( l \) it is possible to tune the resonance frequency. Variations in \( w \) mainly change the radiation resistance. Microstrip antennas are relatively narrowband.

![Principal shapes](image1)

![Variants on principal shapes](image2)

Fig. 2.11 Various shapes of the patch antenna [20].

![Fig. 2.12 Variants on patch antenna feed arrangements](image3)

Fig. 2.12 Variants on patch antenna feed arrangements [20].

![Fig. 2.13 Geometry of a typical square microstrip patch antenna](image4)

Fig. 2.13 Geometry of a typical square microstrip patch antenna.
2.4.4.5 *Wideband Antennas*

**Dipoles and Monopoles**

Resonant antennas such as finite length thin wire dipoles and monopoles do not provide good radiation characteristics over a wide range of frequencies. However, due to their simplicity and good radiation characteristics, there have been attempts to improve the bandwidth.

![Dipole Diagram](image)

Fig. 2.14 Geometry of a centre fed thick dipole.

The impedance bandwidth of a dipole is mainly a function of its wire radius-to-length ratio or $d/l$ (see Fig. 2.14) [2]. By calculating the input impedance of a thick dipole it can be confirmed that for a given length wire its impedance variations become less sensitive as the $d/l$ ratio increases. Thus, more broadband characteristics can be obtained by increasing the volume of the dipole with a fixed length. This observation also follows the Chu-Harrington theory on the antenna bandwidth and its volume [21], [22].

Similarly it is also possible to increase the volume and therefore the bandwidth by replacing the wire element with a volumetric structure. As an example the conical antenna is demonstrated in Fig. 2.15. The conical or rotationally symmetric monopoles are bulky and not suitable for some applications.
Fig. 2.15 Geometry of conical antennas. Increasing the volume of the poles increases the bandwidth.

Alternatively, planar elements have been used to replace the wire elements of the monopoles to broaden the impedance bandwidth and keep the size acceptable [23]-[24]. Several examples are depicted in Fig. 2.16. To further improve the bandwidth numerous techniques have been proposed such as notching or bevelling the bottom edge of the plate [25], [26], multiple point feeding [28] or shorting the plate [26]. There have also been configurations with orthogonal plates to improve the radiation pattern stability [29]. Simple demonstrations of such configurations are shown in Fig. 2.17.

Fig. 2.16 Vertical planar monopole antennas with various shapes (a) square, (b) trapezoid, (c) triangular, (d) circle, (e) ellipse.
Fig. 2.17 Vertical planar monopole antennas with improved characteristics. (a) square monopole with notches, (b) square monopole with bevels, (c) shorted square monopole with bevels, (d) square monopole with fork-shape feeding, (e) cross square monopole.

In order to design more practical antennas for small and compact wireless devices, the printed versions of above mentioned monopoles were developed [24], [30]-[32]. Some typical designs are shown in Fig. 2.18. Similar to vertical monopoles various patch shapes can be used in such antennas. Feeding mechanism can be microstrip, coplanar waveguide (CPW), aperture or capacitive coupling.

Fig. 2.18 Typical configurations of printed UWB antennas. (a) microstrip fed bevelled square
monopole, (b) CPW fed circular disc monopole, (c) printed circular dipole antenna, (d) slot antenna, (e) elliptic monopole with elliptic ground plane.

**Frequency Independent Antennas**

Frequency independent antennas also show stable performance over a wide range of frequencies. They have a self-scaling structure which is described by angles [2]. Typical design are the self-complementary log-periodic structures, such as planar log-periodic slot antennas, bidirectional log-periodic antennas, log-periodic dipole arrays, two/four-arm log spiral antennas, and conical log-spiral antennas [33]. Some examples are shown in Fig. 2.19. Although such antennas are wideband, they are not suitable for the impulse based communication link. The multi resonant nature of such configurations results in a non-stable phase centre versus frequency- this would distort the received pulse.

![A planar log-periodic slot antenna](image1)

![A log-periodic dipole array](image2)

Fig. 2.19 Geometry of common frequency independent antennas.

**2.5 Summary**

Antennas are essential parts of a radio link. The main antenna characteristics were reviewed in this chapter. A radio link was defined in both frequency and time domain. Specifically, in an impulse based system, the UWB antenna has to satisfy certain
requirements. In the frequency domain the antenna requires to have a wide bandwidth, stable radiation pattern and group delay. Pulse widening and strong ringing effects are not desirable in UWB time domain characterization. Some commonly used antenna elements were also introduced in this chapter. Among them, wideband printed monopoles and PIFA form the base of antenna designs in next chapters.
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Chapter 3  Antenna Design Challenges for
Emerging Wireless Services

3.1  Introduction

Coexistence of several wireless standards in a limited bandwidth, increasing demand for high data rate applications, and rising traffic are some of the drivers for new spectrum management techniques. The introduction of UWB technology which allows unlicensed use of a specific band with limited transmitted power was one step towards relaxing the spectrum usage regulations. Due to the wide bandwidth and lower transmission power, UWB technology provides unique features for many applications. These benefits and applications are reviewed in 3.2.

Although the UWB systems are being deployed in many situations, mobile operating bands are still over-crowded while other bands such as TV or satellite are under-utilized. Cognitive radio is the key solution for improving the spectrum usage efficiency. The definition and working principles of CR are explained in 3.3. Along with the intelligent, software controlled sub-systems CR requires special hardware arrangement for sensing and searching the spectrum and communication which are discussed in 3.3.1. CR needs to work within the existing systems with different carrier frequencies and bandwidth requirements which means wideband and multiband antennas are still required in CR networks. Therefore, a brief review is carried out in sections 3.4 and 3.5 on the available wideband and multiband
antenna design techniques. Optimal performance in CR networks and users is linked with the ability to change the communication parameters. In terms of hardware requirements, reconfigurable antennas become essential. Hence, section 3.5 goes through the available frequency reconfiguration techniques mainly for small and printed antennas. Then the recently proposed antenna solutions specifically for CR are also introduced. It is important to note that there is an extensive literature available on the above mentioned topics; however, the best effort has been made to select and present part of the literature which is in the same direction of the whole thesis.

3.2 Ultra Wideband Technology

Considering the regulated access to the spectrum and the limited bandwidth availability, responding to the demand for higher capacity and data rates requires innovative technologies that can coexist with devices operating at various frequency bands. UWB communication which is an underlay (or sometimes referred as shared unlicensed) system, coexists with licensed and unlicensed narrowband systems. According to the FCC rulings, UWB is defined as any wireless scheme that occupies either a fractional bandwidth greater than 20% or more than 500 MHz of absolute bandwidth. The FCC has also permitted the UWB radio transmissions in the unlicensed frequency band from 3.1 GHz to 10.6 GHz. The European Communication Commission has also published the regulations for the 6-8.5GHz band for UWB applications [1]. The coexistence of UWB system with other technologies is on condition that a strict transmission power regulation, shown in Table 3.1, is followed. A UWB signal occupies extremely large bandwidth (i.e. more than 500MHz) where the radio frequency (RF) energy is spread over an enormous spectrum which is wider than any licensed narrowband wireless system and invisible to them due to the low power emission (see Fig. 3.1).
Table 3.1 FCC emission power limit for various UWB applications in each operating band

<table>
<thead>
<tr>
<th>Operation Band (GHz)</th>
<th>Application</th>
<th>0.96 to 1.61</th>
<th>1.61 to 1.99</th>
<th>1.99 to 3.1</th>
<th>3.1 to 10.6</th>
<th>10.6 to 22.0</th>
<th>22.0 to 29.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indoor Communications</td>
<td>-75.3</td>
<td>-53.3</td>
<td>-51.3</td>
<td>-41.3</td>
<td>-51.3</td>
<td>-51.3</td>
<td></td>
</tr>
<tr>
<td>Outdoor Imaging</td>
<td>-75.3</td>
<td>-63.3</td>
<td>-61.3</td>
<td>-41.3</td>
<td>-61.3</td>
<td>-61.3</td>
<td></td>
</tr>
<tr>
<td>Vehicular radar</td>
<td>-75.3</td>
<td>-63.3</td>
<td>-61.3</td>
<td>-41.3</td>
<td>-61.3</td>
<td>-51.3</td>
<td></td>
</tr>
</tbody>
</table>

In spite of the low power transmission, UWB offers attractive solutions in many wireless communication areas, including wireless personal area networks, wireless telemetry and telemedicine, and wireless sensors networks. With its wide bandwidth, UWB has a potential to offer a capacity much higher than the current narrowband systems for short-range applications.

A possible technique for implementing UWB is impulse radio (IR), which is based on transmitting extremely short (in the order of nanoseconds) and low power pulses. Other implementations, such as direct sequence spreading, are also popularly used with impulse radio-based implementations. Impulse radio is advantageous in that it eliminates the need for up- and down-conversion and allows low- complexity transceivers [2]. It also enables various types of modulation to be employed, including on–off keying, pulse-amplitude-modulation, pulse-position-modulation, phase-shift-keying, as well as different receiver types such as the energy detector, rake, and transmitted reference receivers.

![Fig. 3.1 UWB supports large relative and absolute bandwidth compared to narrowband and wideband communication.](image-url)
Another strong candidate for UWB is multicarrier modulation, which can be realized using orthogonal frequency division multiplexing (OFDM). OFDM has become a very popular technology due to its special features such as robustness against multipath interference, ability to allow frequency diversity with the use of efficient forward error correction coding, capability of capturing the multipath energy efficiently, and ability to provide high bandwidth efficiency through the use of sub-band adaptive modulation and coding techniques. OFDM can overcome many problems that arise with high bit rate communication, the most serious of which is time dispersion. In OFDM, the data-bearing symbol stream is split into several lower rate streams, and these sub-streams are transmitted on different carriers. Since this increases the symbol period by the number of non-overlapping carriers (sub-carriers), multipath echoes affect only a small portion of neighbouring symbols. Remaining inter-symbol interference can be removed by cyclically extending the OFDM symbol [2].

### 3.2.1 UWB Benefits

UWB (both impulse radio and multicarrier) also offers great flexibility of spectrum usage. This system is characterized in fact by a variety of parameters that can enable the design of adaptive transceivers and that can be used for optimizing system performance as a function of the required data rate, range, power, quality of service, and user preference. UWB technology provides high data rates over very short range. The data rate can, however, be traded-off for extension in range. Similarly, data rate and range can be traded-off for power, especially for low data rate and short range applications. Most importantly, the same device can be designed to provide service for multiple applications with a variety of requirements without the need for additional hardware [2].

The high temporal resolution of UWB signals results in low fading margins, implying robustness against multipath. Since UWB signals span a very wide frequency range they show relatively low material penetration losses, giving rise to better link margins [2].
Excellent time resolution is another key benefit of UWB signals for ranging applications. Due to the extremely short duration of transmitted pulses, sub decimetre ranging is possible. In IR-UWB systems, no up/down-conversion is required at the transceivers, with the potential benefit of reducing the cost and size of the devices. Other benefits of UWB include low power transmission and robustness against eavesdropping (since UWB signals look like noise) [2]. On the other hand, it is important to note that UWB receivers are a little bit difficult to build, due to the need to synchronise the TX and RX.

### 3.2.2 UWB Applications

UWB has several applications all the way from wireless communications to radar imaging, and vehicular radar. The ultra wide bandwidth and hence the wide variety of material penetration capabilities allows UWB to be used for radar imaging systems, including ground penetration radars, through-wall radar imaging, surveillance systems, and medical imaging. Images within or behind obstructed objects can be obtained with a high resolution using UWB [2].

Similarly, the excellent time resolution and accurate ranging capability of UWB can be used for vehicular radar systems for collision avoidance, guided parking, etc. Positioning location and relative positioning capabilities of UWB systems are other great applications that have received significant attention. Last but not least is the wireless communication application, which is arguably the reason why UWB became part of the wireless world, including wireless home networking, high-density use in office buildings and business cores, UWB wireless printer, keyboard, wireless speakers, wireless universal serial bus (USB), high-speed wireless personal area networks, wireless body area networks, wireless sensors networks, wireless telemetry, and telemedicine [2].

### 3.3 Cognitive Radio

As mentioned in the introduction the fourth approach for spectrum management is the evolution towards dynamic and open access spectrum which requires some level of
intelligence in the networks and is not achievable by pure hardware-based radios. In the early 1990s Joseph Mitola introduced the idea of combining the hardware and software; software defined radio (SDR) [3]. These radios typically have a RF front end with a software-controlled tuner. Baseband signals are passed into an analogue-to-digital converter. The quantized baseband is then demodulated in a reconfigurable device such as a field-programmable gate array, digital signal processor, or personal computer. The reconfigurability of the modulation scheme makes it a software-defined radio. In his 2000 dissertation, Mitola took the SDR concept one step further, coining the term cognitive radio [4]. CRs are essentially SDRs with artificial intelligence, capable of sensing and reacting to their environment.

A CR system employs technology that allows the system to obtain knowledge of its own operational and geographical environment, established policies and its internal state; to dynamically and autonomously adjust its operational parameters and protocols according to its obtained knowledge in order to achieve predefined objectives; and to learn from the results obtained [5].

In terms of spectrum use the above definition can be translated as below: CR system employs technology that allows the system to obtain knowledge about the spectrum usage in its surrounding environment, to dynamically and autonomously adjust the transmission channel (carrier frequency and bandwidth) according to the current spectrum usage and requirements and learn from the results obtained by focusing on the most promising channels. This procedure is demonstrated in Fig. 3.2.
The approaches to dynamically manage the access to the spectrum can be categorized to three main groups: the dynamic exclusive use model, the open sharing model, and the hierarchical access model [6]. This classification is illustrated in Fig. 3.3

Similar to the current spectrum regulation policy, in the dynamic exclusive use model, specific bands are allocated to services for exclusive use. However, to improve the spectrum efficiency some level of flexibility is introduced. Two approaches go under this category: spectrum property rights and dynamic spectrum allocation. In the first approach, the spectrum property rights, the licensees are allowed to sell and trade spectrum and to freely choose technology.

On the other hand in the second approach, spatial and temporal traffic statistics of different services are exploited to improve the spectrum usage efficiency.
The open sharing model is mainly based on the huge commercial success of wireless services operating in the ISM band, in which all users have equal opportunities to access the spectrum. A hierarchical access model is based on the hierarchical priority of primary users over secondary users. In this model, the spectrum allocated to the primary users is available to the secondary users until they do not interfere with the primary users’ transmission. The two approaches proposed for spectrum sharing in this model are spectrum underlay and spectrum overlay (also known as opportunistic spectrum access or OSA). In the spectrum underlay approach the secondary users are allowed to transmit with low transmit power as if they are invisible to the primary users. On the other hand in spectrum overlay the secondary users are allowed to use the licensed bands in case they are not used by the primary users at the time. Therefore, in order to avoid primary users this technique is based on identifying and exploiting the spectrum holes (spectrum white space) defined in space, time and frequency. In comparison, the underlay approach does not rely on detection and exploitation of spectrum holes due to the low power transmission. Whereas, with the added cost and complexity for detecting spectrum white space in the overlay approach, the secondary users can transmit with higher power and therefore can be used for medium or high range applications as well. Both approaches are shown in Fig. 3.4 [7].
3.3.1 Spectrum Sensing and Allocation

In order to identify the spectrum holes in OSA model, CR systems need to scan the spectrum and spot the vacant or idle parts of the spectrum which is known as spectrum sensing. Based on the information CR knows about its own internal state and surrounding environment, it then determines the optimum frequency band and subsequently starts the communication. This procedure is referred to as communication. Two main approaches for spectrum sensing and communication are as follow:

A. The continuous spectrum sensing is carried out in a process in parallel to the communication link as shown in Fig. 3.5.

B. A single channel is used for both spectrum sensing and communication as shown in Fig. 3.6.

A two antenna system is proposed for approach (A) [8]. One antenna is wideband and omni-directional, feeding a receiver capable of both coarse and fine spectrum sensing over a broad bandwidth. The second antenna is directional and feeds a frequency agile front end that can be tuned to the selected band. A single wideband antenna feeding both spectrum sensing module and the frequency agile front end can also be a solution for approach (A) [9].
In approach (B), spectrum sensing and radio reconfiguration are performed when the communication link quality falls below defined thresholds. In [10], two thresholds are used. Link quality falling below the first threshold triggers spectrum sensing, so that a better system configuration can be identified that will meet the link quality requirements. When the quality degrades below a second lower threshold, the system is reconfigured.

Considering the system requirements discussed above a potential antenna solution for CR might be an antenna with multiple functionalities. The potential system might include an antenna with wideband frequency response and omni-directional radiation pattern for spectrum sensing together with reconfigurable narrowband functionality. Narrowband functionality can be achieved by supplementary filtering in the RF stage; however, this might add to the complexity of the RF front end circuitry. Filtering and reconfiguration can be included into the antenna in order to reduce the complexity of the filtering circuits in RF stage.

**3.3.2 Ultra Wideband Cognitive Radio**

Considering that UWB technology is based on the underlay spectrum access, it can be beneficial to CR systems based on underlay spectrum sharing approach. Moreover, since the
UWB signal power is below noise level it is very hard to be detected therefore it provides highly secure communication.

If the regulations are revised, then the UWB can also be used for overlay spectrum sharing where it transmits with higher power in case the target spectrum is free. Then it is also possible to use it for combined underlay and overlay. This feature can be very helpful in some scenarios. For instance, if UWB is in overlay mode, and the call drops and it is not possible to continue, it switches to underlay mode and maintains the communication even with lower quality. Pulse shaping and therefore spectrum shaping is one of the UWB features which can be valuable in environments with rapid changes. For instance, an IR-UWB system can respond to a decrease in available bandwidth by switching to a different wider pulse shape, and can do the opposite if there is more bandwidth to use. Therefore, the introduction of cognitive features along with opportunistic spectrum usage will further enhance current spectrum efficiency.

### 3.4 Antenna Requirements for Multi Standard Radio

The increasing numbers of new wireless services have resulted in growing demand for wireless devices in different applications. More and more applications and services are added into the wireless devices. The antennas in such devices should support all the required frequency bands which indicates that the antennas need to be either wideband or multiband. Various techniques have been practiced and presented in the literature to design antenna solutions for multi standard radios. Some of the main approaches are reviewed in the next sections.

#### 3.4.1 Wideband Antennas

Several types of wideband antennas were reviewed in Chapter 2. Specifically this section looks over the printed wideband antennas. It is due to their low profile, light weight and low manufacturing costs that printed antennas are very common in small wireless devices. It is also easy to completely integrate a microstrip patch antenna on a PCB with other
planar circuitries. In addition to their attractive physical and manufacturing advantages, microstrip antennas are very versatile in terms of impedance, resonant frequency, radiation pattern, polarization and operating mode, by choice of shape and feeding arrangement. Many techniques, such as adding shorting pins, varactor diodes, loading and slotting the patch, or introducing parasitic elements, can be applied to the antenna to enhance specific radiation characteristics [11]-[14].

Microstrip patch antennas in their basic forms are considered as narrowband antenna (typically between 1% and 10%). This essentially limits the application of this type of antenna. For this reason, much effort has been devoted to the development of broadband techniques. The techniques can be categorized to two main groups: impedance matching techniques and multiple resonances introduction. By incorporating a broadband impedance matching technique between the antenna and the feeder, good matching over a broad frequency range can be attained. The matching network can be a quarter-wavelength impedance transformer, tuning stubs, active components and many more combinations [14]. Alternatively, if closely distributed resonances are well excited simultaneously, the bandwidth can be enhanced. The simple configuration based on this approach would be to use multiple parasitic elements to add extra resonant path and therefore increase the bandwidth [15].

3.4.1.1 Ultra Wideband Antennas

UWB communication demands ultra wide bandwidth which basic patch antennas cannot support. It was pointed out in Chapter 2 that monopole antennas can be modified to provide wide bandwidth. Printed monopoles are the planar versions of the wire monopoles. Similar to wire antennas, printed UWB monopoles are composed of two major parts, namely the radiator and the ground plane. In order to achieve the desired impedance matching variations can be made to the radiator as depicted in Fig. 3.7. It can be a polygon being fed either from one of straight edges (Fig. 3.7a) or from one of the corners (Fig. 3.7b). In order to enhance the performance of the antenna, the radiator may have a smooth bottom (Fig. 3.7c), bevels or notches (Fig. 3.7d), different cut outs (Fig. 3.7e), added stubs or parasitic elements.
The radiation in such antennas is not only dependant on the size and shape of the radiator. Investigations show that the ground plane also contributes to the radiation. Therefore, the shape and dimensions of the ground need to be optimized to accomplish good UWB radiation. In view of that there could be various modifications in the ground plane as shown Fig. 3.8. The ground plane may have notches, slots and slits (Fig. 3.8a), bevels (Fig. 3.8b) and cut outs and bevels at the feed point (Fig. 3.8c) [15]-[24].

In printed monopole antennas, the feeding configuration has considerable effect on the impedance matching. Several feeding arrangements are illustrated in Fig. 3.9. In comparison with microstrip designs coplanar waveguide (CPW)-fed UWB antennas are better candidates due to their simple configuration, manufacturing advantages, repeatability, and low cost. The radiator can be fed asymmetrically, or be connected to the ground plane via a shorting pin as shown in Fig. 3.9a. In order to control the current distribution on the radiator, it can be fed through multiple points either by having multiple feed lines or having a fork shaped feed line as it is depicted in Fig. 3.9b. These are just few examples of planar feeding and many other types of feeding are possible as well. The impedance matching is optimized by the shaping of the radiator and controlling the height of the feeding gap and the size and shape of the ground plane [15]-[17].

Although various shapes and types of feeding have been examined in the literature, most of the antennas in this class operate based on one principle that is overlapping of closely distributed several resonance modes. Investigations show that the first resonance is determined by the overall height of the radiator, which implies that at lower end of the frequency band the antenna operates in an oscillating mode i.e. standing wave mode. At the high frequency end, the slot formed by the lower edge of the radiator and the top edge of the ground plane supports the travelling wave. In the middle of the band, the antenna operated in a hybrid mode of standing and travelling waves. The principle of the antenna operation across the whole spectrum is illustrated in Fig. 3.10 [16].
Since the targeted application for the antennas studied and proposed in this thesis is small wireless consumer products, the focus is on omni-directional antennas and therefore directional solutions such as Vivaldi or log periodic antennas are not reviewed in this chapter.

Fig. 3.7 Various shapes of the radiators for CPW fed UWB monopoles.
Fig. 3.8 Various modified ground plane for UWB monopoles, (a) have notches, slots and slits, (b) bevels, (c) cut outs and bevels at the feed point.

Fig. 3.9 Various feeding structures for UWB monopoles, (a) asymmetrically feeding, (b) multiple feeding points.

Fig. 3.10 Schematic of UWB antenna operation principle [16].
3.4.2 Multiband Antennas

Another antenna solution for feature-rich devices is the compact multiband antenna which has received considerable amount of attention [25]-[48]. During the past years the traditional external monopole antenna (whip antenna) has evolved to internal antennas in handsets. The requirement for multiband operation began with the widespread use of GSM in two frequency bands. In Europe, two widely separated bands, band III (Tx: 1710–1755 MHz, Rx: 2110–2155 MHz) and band VIII (Tx: 880–915 MHz, Rx: 925–960 MHz), were the first to be used. This introduced a need to design an antenna with a single feed that could operate in two relatively narrow bands, with one band centred at a frequency that is approximately twice that of the other. Due to their low profile nature (planar) inverted F antennas (PIFAs) and (planar) inverted L antennas (PILAs) have been widely utilized in various devices.

Although the classic PIFA or PILA are not wideband, depending on the application and manufacturing technology, several methods are suggested to develop wideband or multiband (P)IFAs and (P)ILAs [25]-[47] (see Fig. 3.11). Approaches such as replacing the shorting wire by a shorting strip [25], adding parasitic radiators coupled to the driven element [26]-[31], modifying the feeding structure [32]-[34], cutting slot(s) or slit(s) from the radiator or ground plane [35]-[39], loading the radiators with resistive, capacitive, inductive or dielectric material [40]-[45] or a combination of the above mentioned techniques [46], [47] were followed in practice to improve the bandwidth.
Fig. 3.11 Examples of dual band inverted F and L antennas. (a) A double inverted-L antenna for dual-band operation, (b) An inverted-L antenna with a parasitic inverted-L (PIL) element for bandwidth enhancement, (c) An inverted-FL antenna for dual-band operation, (d) An inverted-FL antenna with a parasitic inverted-L element for bandwidth enhancement.

Fig. 3.12 Some dual band top patches for PIFA. Dual band is achieved by creating two resonant paths on the patch by cutting slots and slits [48].

Cutting slots or slits out of the PIFA radiator results in a meandered radiator (see Fig. 3.12). Meandering effectively elongates the surface current path on the antenna and adds to the number of operating modes while maintaining the dimensions compact. Using this technique it is possible to design antennas with multiple resonant paths, and hence, by closely
distributing or overlapping the resonances multiband or broadband performance can be achieved. This technique is summarized symbolically in Fig. 3.13. By adding extra resonating paths ($L_2$ and $L_3$), a single antenna can then be responsive to multiple narrow bands of interest ($f_1$, $f_2$ and $f_3$). Although very popular in handset antenna design, elongating or adding extra resonant path is not applicable to non-resonating antennas such as printed UWB monopole antennas.

Fig. 3.13 Multiband antenna design technique using additional resonating path (Note that this diagram is a symbolic representation of the technique).

Fig. 3.14 Multiband antenna design technique using filtering structures (Note that this diagram is a symbolic representation of the technique).
Another technique for accomplishing multiband functionality is to use the combination of a wideband antenna and a filtering structure as shown symbolically in Fig. 3.14. The filtering can be done after the antenna by means of transmission line (see Fig. 3.15) or lumped element filters [49]-[51]. The transmission line structures at microwave frequencies require large space which might not be available in some applications. Even if lumped element filters were used, they need to be connected to the antenna through transmission line which may add to the cost and complexity of the system. On the other hand, it is possible to integrate the filtering operation into a wideband antenna. This will result in a multiband antenna. The possibility to provide this function in the antenna can significantly relax the requirements imposed upon the filtering electronics within the wireless device. Moreover, the resulting bands in this technique are not necessarily narrowband. In fact it depends on the bandwidth of the original antenna and the filtering technique incorporated. As is shown in Fig. 3.16, a dual band operation (2.4 and 5.2 GHz band) was accomplished by cutting a notch from the radiating patch of a CPW fed monopole in [52]. Various filtering techniques have been reported in the literature [53]-[62]. Probably, the most common method to introduce band notch in the frequency response of a wideband antenna is to etch slots on the radiators or feeding structures, such as U-shaped slots [53], [54], L-shaped slots [55], and H-shaped slots [56]. Adding a parasitic strip [57], [58] near the radiation elements or the ground planes is another way to create stop bands. In addition, loading resonators to the feeding line is also a good way to realize band-notched characteristics. Several types of resonators such as split ring resonators [59], complementary split ring resonators [60], coplanar waveguide resonant cells [61], and half-mode substrate integrated waveguide cavities [62], were proposed for the band notched UWB antennas. The schematic of some of these examples are shown in Fig. 3.17.
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Fig. 3.15 A band notched antenna using a wide slot antenna and an interdigital hairpin resonator filtering structure [51].

Fig. 3.16 Dual band antenna based on band notching a wideband antenna [52].
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Fig. 3.17 Several examples of various band rejection techniques using, (a) U shaped slot [54], (b) L shaped slot (spurline) [55], (c) split ring resonator [56], (d) parasitic element [57].
3.4.2.1 Multi Element Antennas

An alternative approach to design antennas suitable for multi standard radio applications is to employ several antennas (see Fig. 3.18). In its simplest case that multiple antennas are placed next to each other, this technique might not seem very promising for compact devices. However, together with an efficient integration concept this technique can prove valuable.

A dual port antenna for operation at international mobile telecommunications-2000 (IMT-2000), global positioning system (GPS) and wireless local area network (WLAN) bands was proposed in [63]. As shown in Fig. 3.19a it consists of two radiating elements; PIFA with folded branches for GPS and WLAN band, and a PILA for IMT-2000 band. The two antennas were printed next to each other on the top layer of the substrate. The approach might be effective when there is less limitation on antenna space requirements. Furthermore, the close proximity of the ports might result in mutual coupling between the ports. A more efficient approach was presented in [64], where two slot antennas were combined together (see Fig. 3.19b). The outer slot antenna operates at 2.37 to 2.55GHz (lower part of 802.11a/b/g) and the inner slot operates at 3.5 GHz worldwide interoperability for microwave access (WiMAX).
Fig. 3.19 Schematic diagrams of multiband antennas based on multiple antenna approach, (a) dual port PILA and PIFA [63], (b) dual port slot antenna [64], (c) monopole and disc cone antenna [65], (d) reconfigurable monopole and PIFA [66].

and 5.125 to 6GHz (higher part of 802.11a/b/g) bands. Low port mutual coupling was achieved by the specific configuration of the ports. This approach is not only limited to wireless radio applications. In [65] a dual feed broadband antenna is introduced which is suitable for high frequency (HF) and very/ultra high frequency (V/UHF) communication or electromagnetic compatibility (EMC) applications. The antenna was composed of a monopole and a disc-cone antenna. Two coaxial cables were used for feeding. The first cable is inserted in the centre canal (Fig. 3.19c) and connected to the disc-cone structure and near the sleeve it is bent and fixed under the ground plane. The second one fed the monopole with the aid of the sleeve (Fig. 3.19c). This technique is also very popular for designing reconfigurable antennas, where each element can be tuned independently [66]-[67]. For instance in [66] a PIFA is combined with a monopole within space taken by the PIFA, and a switch is used in the PIFA.
for frequency reconfiguration, as shown in Fig. 3.20d. With the switch on and off this antenna covers long term evolution (LTE), global system of mobile communication (GSM) 900, personal communications service (PCS) 1900, m-WiMAX (3.6GHz) and WLAN 802.11a. A two port coupling element chassis antenna was proposed in [67]. Two sets of matching circuit were allocated to each antenna to achieve wide reconfiguration. Overall, each technique has its own benefits and drawbacks. Depending on the application and requirements a suitable technique should be adopted. In the next section the techniques to overcome the port coupling in multi element antenna systems are reviewed.

### 3.4.2.2 Port Isolation

In multi standard radio systems with simultaneously operating antennas, excellent isolation between antenna ports is a requirement. In the case that operating frequency bands are sufficiently widely separated, embedded or external filtering structures can be used to provide the required isolation. On the other hand, there are applications where bands have to be closely spaced or even have to occupy the same band such as multiple input multiple output system (MIMO), where in principle the demanded isolation cannot be achieved with microwave filters or where isolation provided by filters is not sufficient. Various port decoupling techniques have been reported in the literature [69]-[86].

![Fig. 3.20](image)

Fig. 3.20 15 different two-antenna configurations on a finite ground plane. The matchsticks symbolize the PIFAs, and the dot on the matchstick denotes the location of the shorting pin [70].
High antenna port isolation is well-known to be available from widely spaced antennas. Good isolation can be achieved by separating antennas by much more than half a wavelength. However, not always half a wavelength is available on the device especially at low frequencies. To achieve maximum separation for instance in a typical mobile phone or laptop the antennas are distributed around the periphery of the device.

When multiple antennas are collocated on a single device, some factors such as the antenna positions relative to each other and to the ground influence the radiation. Moreover, in applications such as mobile phones, the ground plane or device chassis is considered as part of the antenna and therefore contributes to the radiation. Hence, it is important to find the appropriate configuration of antennas which can satisfy all the system requirements. In [70] Jakobsen et al. related the antenna mutual orientations and locations to the mutual coupling between two identical antennas on an infinite ground plane. They investigated 15 symmetrical as well as asymmetrical coupling scenarios using two identical PIFAs located close to each other on the finite ground plane as shown in Fig. 3.20. They concluded that in MIMO application in addition to low mutual coupling, the bandwidth should also be maintained to achieve good MIMO performance. Therefore, taking into account bandwidth and mutual coupling configuration B4 has the best performance although it is not the case with the largest spacing.

In some applications, due to the constraint of the spacing of the antenna elements, polarization diversity is preferred. It has even been suggested by Andrews et al. [71] that, with three orthogonal components of the electric field and three of the magnetic field, it is possible to obtain six independent channels at a single point. In other word, the relative orientation and position of the antennas can improve the port isolations. In [72] two orthogonal polarization-diversity printed dipole antennas are presented (see Fig. 3.21). A three-port antenna consisting of three mutually perpendicular dipole antennas as shown in Fig. 3.22, has been suggested by [73]. The mutual couplings between the antenna elements in such configuration are less than 18 dB. A four port slot antenna was proposed in [74]. Each antenna element is designed on each side of the square shaped board. In order to further
improve the mutual coupling a cross slot is inserted in between the antenna elements (shown in Fig. 3.23). The slot can on one hand reduce some of the mutual coupling through separating the common shared small ground plane and on the other it helps maintaining the bandwidth.

Fig. 3.21 Schematic diagram of the 2.4-GHz planar polarization-diversity antenna with a polarization-selection p-i-n diode circuit [72].

Fig. 3.22 Schematic diagram of the three port orthogonal dipole antenna with integrated baluns for polarization diversity [73].

Fig. 3.23 Schematic diagram of the four port orthogonal slot antenna with a cross slot inserted in between elements for port isolation and bandwidth enhancement [74].
In fact, isolation between the antenna ports can be enhanced by employing cancellation techniques [75]. These techniques require a modification of the antenna structure such that in addition to the already existing “propagation path A” (Fig. 3.24, left) a second path B is created (Fig. 3.24, right) whose parameters can be adjusted to cancel the unwanted transmission via path A. The cancellation path can be formed through various techniques [76]-[84].

A well-known practice is the introduction of resonant defects such as slots, slits and stubs on the ground plane between the antennas [76]-[79]. In [76] two PIFAs are placed on the top and bottom of the mobile chassis to achieve the largest spacing possible (see Fig. 3.25a). Furthermore, two coupled quarter-wavelength slits are inserted into the ground plane between the antennas. The slits introduce resonances and insert transmission zero in the coupling path between the PIFAs. This reduces the coupling without significantly disturbing antenna performance. This technique is also examined in [77] for printed PIFAs (see Fig. 3.25b) achieving $S_{21}$ less than -25dB. Fig. 3.25c shows another attempt for reducing port coupling between two PIFAs studied in [78]. They achieved coupling better than 15dB across the band. A printed WLAN MIMO antenna with reduced coupling is presented in [79]. A T-stub section is added to the ground plane as shown in Fig. 3.26a and about 50% improvement comparing to the conventional case is achieved. To support a wider bandwidth for UWB MIMO a multiple branch structure (see Fig. 3.26b) can be replaced with the T-stub [80]. In this work, $S_{21}$ less than -10dB is maintained for the UWB band. Lihao et al [81] included a split ring resonator on the common ground between the antennas as shown in Fig. 3.27a to limit the port coupling.
Furthermore, the cancellation technique is practiced in [82] by inserting a parasitic structure between the dipoles shown in Fig. 3.27b. In principle this method introduces one more coupling path and this coupling path creates another coupled current with predetermined magnitude and phase in order to cancel out the original coupling. Using this technique, measured $S_{21}$ better than -30dB for the band of interest at 2.45GHz has been achieved. In [83] a suspended transmission line is inserted between the PIFAs shorting and/or feeding points as the cancellation paths (see Fig. 3.27c). When the shorting strips face each other and linked via the bridging suspended transmission line, the transmission coefficient is stable and better than -20dB across the 0.8-2.6GHz band. This concept is combined with other techniques such as optimum antenna orientation and position in [84]. As shown in Fig. 3.28
two folded monopoles are printed orthogonally to achieve pattern and polarisation diversity at the same time. High port isolation is obtained by adding a connecting line to the face of the feedline. The connecting line linking the two antennas is used to cancel the reactive coupling between these antennas.

![Diagram](image)

Fig. 3.26 Schematic diagram of the MIMO antennas with stub (a) [78], (b) [78].

The isolation between the closely spaced antennas can also be improved by means of external microwave feed networks [85], [86]. In [85] a four-port decoupling network is proposed, with two output ports connected to the antennas, for reducing the coupling between the two resultant new input ports. Each input port is in turn connected to a matching network for improving the input impedance. Fig. 3.29 shows the function blocks of the decoupling structure. The decoupling network consists of two transmission lines in order to transform the complex trans-admittance to a purly imaginary one. A shunt reactive component is then attached in between the transmission lines ends to cancel the resultant imaginary trans-admittance. Finally, a simple lumped-element circuit is added to each port for input
impedance matching. This method is examined on two printed monopoles for operation at 2.4GHz. The transmission coefficient without the network is more than -5dB which reduces to -35dB when the technique is applied.

Fig. 3.27 Schematic diagram of the PIFAs with (a) split ring resonator [81] (b) parasitic decoupling element [82] (c) suspended transmission line [83].

Fig. 3.28 Schematic diagram of the antenna with combination of decoupling techniques [84].
To compensate the size of the microwave networks, particularly at low frequencies, a lumped element feed network is proposed in [86]. An LC-based branchline hybrid coupler has been integrated with the long term evolution (LTE) antenna array as shown in Fig. 3.30. The branchline hybrid coupler is designed at 710 MHz using the passive inductors and capacitors. Each quarter wavelength transmission line section of the branch line coupler has been replaced with its equivalent pi-network consisting of a series inductor and two parallel capacitors. Fig. 3.30 shows the configuration of the branchline coupler. Multi element antenna solutions offer extra degrees of freedom which can be beneficial to future radio applications. These features are reviewed in the next section.
3.5 Reconfigurable Radio

The user-device interactions, rich multipath environment, increasing number of users and services pose unpredictable and/or harsh electromagnetic environments for antennas in portable devices. This suggests that more robust antenna solutions are required for future devices. Antenna reconfigurability in such a situation could provide numerous advantages. For instance, the ability to tune the antenna’s operating frequency could be utilized to change operating bands, filter out interfering signals, or tune the antenna to account for a new environment. If the antenna’s radiation pattern could be changed, it could be redirected towards the access point and use less power for transmission, resulting in a significant savings in battery power [87].

An alternative approach towards the unpredictable and time variant environment, instead of increasing the sensitivity of the system components (such as antennas), is to react to the change and switch to a more optimum operating state. This is basically what CR is foreseen to do. Therefore, CR requires reconfigurable systems to complete the cognition cycle for enhanced performance. The reconfigurability can be added to different components of the system. However, reconfigurable antennas relax the complexity of the RF circuits. The literature on reconfigurable antennas is quite extensive. For this reason specifically some of the frequency-reconfigurable patch and PIFAs are reviewed to provide required background information for the next chapters [88]-[95].

Frequency reconfigurability in resonant antennas is mainly achieved by varying the effective length of the structure. Recently, a reconfigurable monopolar patch antenna was presented in [88]. Four open stubs are attached to the rectangular patch through four pin diodes, and hence eight different patch sizes and consequently eight operating frequencies are achieved. PIN diodes are used in a slotted rectangular patch loaded by a number of posts close to the patch edge [89] to tune the antenna from 620 to 1150MHz. A pin and a varactor diode are incorporated into a meander type monopole [90]. The pin diode is used for frequency switching (macro-tuning) between 2 GHz band and 5 GHz band. In addition, the varactor is
used for frequency tuning (micro-tuning) within wireless service bands (2.3–2.48 GHz and 5.15–5.35 GHz) to produce constant antenna gain.

The antenna can also be tuned by changing the path of radiating currents and yet maintaining the active footprint of the antenna. This approach was analysed in [91] by etching a slot in a conventional microstrip patch. The slot is perpendicular to the direction of the first resonance current path. The current path on the patch changes depending on the bias voltage of a PIN diode which is positioned in the centre of the slot. Similarly a fragmented patch antenna with three gaps in which varactors diodes are accommodated was suggested in [92]. Reconfigurable multiband performance can be achieved by this technique.

Another technique is to tune a specific band by means of external impedance matching circuits. In [93] an external re-matching circuit was used to switch a 0.748 to 0.912 GHz antenna to operate over a 1.84 to 2.185 GHz band. A reconfigurable tuning network was suggested in [94] to tune a coupling element cell phone antenna across a very wide range band (100MHz -2GHz). In [95], a variable capacitor and an inductor are placed at the antenna feeding of a microstrip patch to achieve tuning possibility from 2.6 to 3.35 GHz. The schematic of the above mentioned antennas are shown in Fig. 3.31.
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(a) Diagram showing a diode, shorting pin, and patch antenna configuration.

(b) Diagram illustrating coupling capacitors and resistors.

(c) Close-up view of a Varactor and Via connections on the top and bottom layers.

(d) Diagram of a + Volt input connected to different parts of the antenna design.

(e) Detailed view of the substrate with a patch and slot configuration.
Fig. 3.31 Schematic of the reconfigurable antennas, (a) [88], (b) [89], (c) [90], (d) [91], (e) [92], (f) [93], (g) [94], (h) [95].
3.6 Summary

The impacts of increasing number of wireless services and demand for higher data rate on spectrum management and hardware arrangement were elaborated in this chapter. The required background on involving topics including spectrum management approaches, UWB, CR technology and antenna design approaches and challenges for designing wideband, multiband and reconfigurable antennas were briefly reviewed in this chapter.
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Chapter 4  Integrated Wideband-Narrowband Antenna

4.1 Introduction

One of the main requirements of the emerging wireless technologies is the multiband operation. The main focus of this thesis is to propose multiband antenna solutions which can satisfy some of the requirements of such networks. Several techniques were introduced in the last chapter to design antennas with multiband functionality. Each method has its own advantages and limitations and might be more appropriate in some applications comparing to the other methods. Among the previously introduced methods, the multi element technique is the main focus of this chapter.

In this technique multiband operation is fulfilled by employing multiple antenna elements. In some cases this approach requires more space. However, it adds to the versatility of the solution since the antennas can be designed separately. On the other hand for an effective design more knowledge, understanding of the system and experience is required. In multiple antenna system the antenna interaction with its environment might be more complicated than a single antenna. The mutual coupling between the ports also needs to be considered. This is not an issue in multiband antenna design using filtering or extra resonating structure approach. Although developing a multi element antenna system might be demanding, it has more degrees of freedom in comparison to the other methods. The antenna
elements can be selected from a wide range of various types of antennas according to the desired radiation characteristics such as frequency of operation, radiation pattern and polarization or desired manufacturing technology such as printed, wire or volumetric antennas. Moreover, various bandwidth scenarios can be developed using this technique. Narrowband-narrowband, wideband-narrowband and wideband-wideband can be achieved due to the variety of antennas which can be used in this technique.

A multi element antenna solution is presented in this chapter. An integration concept is introduced to efficiently use the allocated space of the antenna while supporting multiband operation. In this concept the space assigned for one antenna is shared for use of additional antennas. This integration concept will be elaborated in the next section. To demonstrate the benefits of this technique for antenna solutions with multiple bandwidth scenarios, a hybrid wideband-narrowband antenna will be presented as a demonstrator for this concept. A printed UWB antenna is selected as the main antenna and then a shorted patch antenna is integrated into the main structure. Details of the design procedure and the final integrated wideband-narrowband configuration will be described. Finally, the important parameters which affect the antenna performance will also be investigated to obtain some insight into the antenna operation principles.

### 4.2 Integration Concept

In a typical multiple antenna system, the space required for the antennas grows with the number of antennas. This is more significant for wideband antennas, since they are generally larger in size comparing to narrowband antennas. To tackle this problem an integration solution is introduced in this section. The main concept is to use one antenna or part of it as part of the additional antennas. In this way a section of one antenna can be shared between several antennas. For instance, an antenna with a relatively large metallization area can be used as a ground plane for an additional antenna which requires large ground plane. Depending on the application and the amount of available space, the second antenna can be selected from a wide range of antennas, such as a vertical conventional monopole, or very
popular inverted L or F antenna or a slot antenna among others. A section of one antenna can also be used as parasitic element or reflector for the other antenna. Therefore, this technique offers a variety of combinations to efficiently utilize the space. This integration technique can be applied to various types of antennas including printed antennas to include more services in the limited space especially for small portable devices.

For a successful integration, the operation principles of each antenna should be considered. Importantly, in order to avoid design complexity the interaction between the antenna sections should be taken into account. By selecting an electromagnetically-quiet zone for integrating the second antenna, each antenna can be designed independently and issues such as mutual coupling and radiation pattern degradation can be controlled.

In the next section the design procedure of a hybrid wideband-narrowband antenna will be explored. A planar circular disc monopole antenna, which was used as a benchmark, will be first studied. Furthermore, the second antenna will be integrated with the main antenna. Subsequently, the improved integrated wideband-narrowband antenna will be discussed.

### 4.3 Antenna Geometry and Design

#### 4.3.1 Wideband Antenna- Circular Disc Monopole Antenna

Printed monopoles are basically evolved from vertical monopoles. In general, printed UWB monopoles are composed of two major printed parts, namely the radiator and the ground plane. The feeding system is either a coplanar waveguide (CPW) or a microstrip line [1]-[2]. Impedance matching is optimized by shaping the radiator and controlling the height of the gap between radiator and the ground plane. To improve the bandwidth of the antenna, various configurations of the radiator and ground plane have been documented [1]-[4]. These include circular [1], [2], square [3], and elliptical shapes [4]. Feeding structures based on microstrip or CPW lines are most suitable for printed antennas. In microstrip feeding, the
excitation signal is carried by a finite length line, printed above a ground plane. On the other hand, the CPW line consists of three coplanar finite length metallic sections as shown in Fig. 4.1. The centre line carries the excitation signal and the other two sections are grounded. Both techniques benefit from ease of fabrication. However, in CPW fed antennas there is lower crosspolarized radiation from the feed comparing to conventional microstrip patch antenna [5]. Moreover, weak cross talk effects between adjacent lines and the possibility to make denser CPW circuits comparing to microstrip circuits, makes CPW ideally suited for microwave integrated circuit applications [6]. Taking all these advantages into account, a CPW feeding structure is preferred for UWB printed antenna in this thesis.

Fig. 4.1 Coplanar waveguide configuration [6].

A planar disc monopole antenna with a CPW feeding is first designed as the base of the hybrid wideband-narrowband antenna. In a CPW fed antenna, the centre strip conductor is elongated and connected to the radiating element. The impedance of the line can be tuned by varying the gap between the centre and side conductors and also the width of the centre strip. The circular disc patch and feeding are both printed on the top layer of dielectric substrate. This configuration is designed on a Taconic TLC laminate with a relative permittivity of $\varepsilon_r=3\pm0.05$ and a thickness of 0.79 mm. The disc diameter determines the lower cut-off frequency and the gap between the feeding and the disc has more influence on the higher end of the frequency band. The width and length of the ground plane also influences the antenna matching [2]. Fig. 4.2 shows the detailed dimensions of the structure. The antenna is
modelled using the CST Microwave Studio™ package, which utilizes the finite integration technique for electromagnetic computation.

![Diagram of the CPW fed circular disc monopole antenna.](image)

**Fig. 4.2** The geometry of the CPW fed circular disc monopole antenna.

The simulated reflection coefficient of the circular disc monopole antenna is presented in Fig. 4.3. Multiple dips in the reflection coefficient curve are indications of closely distributed resonances in this configuration.
Subdividing the operating frequency band to three, low, mid and high bands, the antenna operates as a resonant structure in the low band and hence the radiation is based on standing wave mode. In the mid band the antenna starts to operate in a hybrid mode of standing and travelling waves. At the high band, the travelling wave becomes more critical to the antenna operation. The lower edge of the disc and upper edge of the CPW ground section forms a slot which supports the travelling wave (see Fig. 4.4).

Fig. 4.3 Simulated reflection coefficient of circular disc monopole antenna shown in Fig. 4.2.

Fig. 4.4 H-field distribution at (a) 3GHz and (b) 17 GHz.
4.3.2 Narrowband Antenna

The narrowband antenna is an adoption from the planar inverted F antenna (PIFA) concept. A microstrip patch is printed on the reverse side of the substrate, above the large metallization of the monopole. The patch is then shorted to the monopole radiator by means of a via. Hence, the UWB antenna is used as the ground plane for the shorted patch.

As mentioned in the Chapter 2, PIFAs are classified as resonant antennas. For a typical PIFA as shown in Fig. 4.5, the resonant frequency is defined by (4.1)

\[ f_r = \frac{C}{4(L + W + h)} \]  

(4.1)

where \( C \) is the speed of light and \( L, W \) and \( h \) are length, width and height of the planar element, respectively.

![Fig. 4.5 The geometry of a PIFA.](image)

For this arrangement the narrowband antenna is designed for operation in IEEE 802.11a 5GHz sub-bands, specifically, \( f_r = 5.15 \) GHz. Therefore, the length and width of the patch are set to be 7mm and 5mm, respectively.

4.3.3 Integrated Antenna-Circular Disc Monopole and PIFA Design

The geometry of the integrated disc monopole and shorted patch is shown in Fig. 4.6. The patch is printed above the circular disc on the rear side of the substrate, 7mm away from the board centre and is edge fed through a microstrip line. The 50 Ω microstrip feeding starts
from the edge of the board above the CPW ground and linearly tapers to 100Ω before it crosses the gap formed by the disc and the CPW ground and then it reaches the patch. This feeding arrangement adds to the complexity of the system and will be addressed in detail in the next sections.

In this structure in addition to the patch dimensions and shorting pin position, its lateral and vertical position relative to the wideband antenna also influence the resonant frequency of the narrowband antenna. The impact of some parameters on the antenna matching will be studied in the next section in detail.

Fig. 4.6 The geometry of the integrated circular disc monopole and PIFA.

Fig. 4.7 shows the reflection coefficient of the disc monopole and shorted patch antennas. These results are achieved by matching one port with a 50Ω load and exciting the other one. The -10dB impedance bandwidth is reasonably maintained over the whole UWB frequency band, i.e. 3.1 GHz-10.6 GHz. In the range of 6.5-9.5GHz the reflection coefficient is more than -10dB but still less than -7dB, and that is acceptable as a fairly good performance in practical mobile communication. For the narrowband antenna, the -10dB impedance bandwidth covers 5-5.5GHz, which is part of the WLAN 802.11a standard. The transmission coefficient between the two ports is depicted in Fig. 4.8 which is a measure of
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isolation between the ports. Transmission coefficient is less than -10 dB for the whole band except in the range of 4.7 GHz to 8.5 GHz which is approximately -5dB. Our investigations showed that the high level of coupling is due to the location of the narrowband antenna feeding. This issue will be addressed thoroughly in Chapter 5.

This configuration provides acceptable results; however there are few practical issues in manufacturing such antenna. In this arrangement the feeding of the narrowband antenna is very close to the wideband feedline. This leaves little space for the sub-miniature version A (SMA) connectors to be connected concurrently. In order to provide enough space for both connectors, it is required that the narrowband antenna is shifted away from the centre of the board which consequently degrades the performance of the wideband antenna. Therefore, it is essential to upgrade the wideband structure accordingly.

Fig. 4.7 The simulated reflection coefficients of narrowband PIFA and circular disc wideband antennas shown in Fig. 4.6.
4.3.4 Wideband Antenna - Hour Glass Monopole Antenna Design

To overcome the feeding problem, a CPW fed hour glass shape UWB monopole antenna has been designed. This shape provides slower transition from 50Ω CPW feedline to the monopole radiator. In this structure, a half ellipse has been used for the bottom part and a rectangle for the top part of the monopole radiator. Fig. 4.9 shows the geometry of the upgraded wideband antenna. The antenna has larger radiator and consequently wider ground plane in comparison with the disc monopole version. A prototype of this antenna was manufactured and examined. The reflection coefficient was measured and compared with the simulated result in Fig. 4.10. The measured resonances (at around 4.1GHz, 5.5GHz, 8GHz and 9.4GHz) are very close to those obtained in the simulation. The -10dB bandwidth spans the expected wide frequency range in both simulation and measurement.
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Fig. 4.9 The geometry of the CPW fed hour glass monopole antenna.

Fig. 4.10 Simulated and measured reflection coefficient of hour glass monopole antenna shown in Fig. 4.9.

4.3.5 Integrated Antenna-Hour Glass Monopole Antenna and PIFA

After improving the wideband antenna the narrowband shorted patch is integrated into it. Fig. 4.11 shows the top and bottom view of this arrangement. The PIFA feeding was moved away from the board centre to accommodate two connectors and improve the overall performance of the antennas.
In order to realistically model the antenna, the SMA connectors were also included in the simulations. The effect of the 50Ω SMA feeding ports should not be ignored, since they are very close to the antenna and their presence can change the current distribution on the antenna ground plane. Hence, they have been included in the simulation, but this does lead to a substantial computing overhead.

A prototype of the integrated hour glass monopole and PIFA was manufactured and measured. The measured and simulated reflection coefficients for wideband antenna are compared in Fig. 4.12. The wideband antenna provides reasonable match for the whole UWB spectrum. There is a good agreement between the simulated and measured results.

Fig. 4.13 shows the reflection coefficient of the narrowband antenna. The impedance bandwidth (reflection coefficient < -10 dB) is 0.45 GHz (4.9 GHz-5.35 GHz). It is slightly wider than that of the simulated result. This difference may be attributed to the actual substrate having a larger loss tangent than that used in simulation and the tolerance in manufacturing. The transmission coefficient between the ports is depicted in Fig. 4.14. Transmission coefficient is a measure of coupling between the antenna ports. It is less than -10 dB for the whole band except in the range of 4.7 GHz to 7.3 GHz. The coupling peaks (-4 dB) at 5.15 GHz. The investigations showed that the high level of coupling is due to the location of the narrowband antenna. This issue will be discussed in the next chapter.
Fig. 4.11 The geometry of the integrated hour glass wideband antenna and PIFA.
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Fig. 4.12 Simulated and measured reflection coefficient of the hour glass wideband antenna shown in Fig. 4.11.

Fig. 4.13 Simulated and measured reflection coefficient of the narrowband PIFA shown in Fig. 4.11.

Fig. 4.14 Simulated and measured transmission coefficient of the integrated hour glass monopole and PIFA shown in Fig. 4.11.
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The co-polar component of the antenna radiation patterns at the frequencies close to the resonances has been measured inside an anechoic chamber. The measured and simulated radiation patterns at 4.4 GHz and 10 GHz are plotted in Fig. 4.15 and Fig. 4.16, respectively. In general the printed symmetrical UWB antennas have an omni-directional radiation pattern in xy-plane. However, at 4.4 GHZ in the xy-plane an asymmetry with respect to x axis is noticeable. There is lower level of radiation in the direction of φ =-90º in comparison with φ =+90º. By referring to the geometry of the antenna in Fig. 4.9, it can be seen that the narrowband antenna is positioned in the direction which affects the radiation pattern. The difference between the simulated and measured result in that region might be due to perturbing effect of the narrowband connector and matched load which are close to the wideband antenna ground plane. In the zy-plane the pattern shows its monopole characteristics by a significant front lobe comparing to a back lobe. The asymmetry discussion is also valid in this plane.

Unlike the radiation pattern at low frequency, at 10 GHz the radiation pattern in the xy-plane is symmetrical and agrees well with the simulation. Comparing to the 4.4GHz patterns, the difference is due to the different operating principle of the printed UWB antennas across the operating band. At lower frequencies the antenna operates in the resonant mode, therefore, by placing the narrowband antenna along the resonance length, the original current distribution in that region, and as a result the UWB antenna performance, is significantly affected. However, at higher frequencies, the slot mode happens before it reaches the narrowband antenna. The current distribution will be studied later in this chapter. In the zy-plane multiple dips have appeared in the front lobe and the back lobe has split into minor lobes.

The simulated radiation patterns of the narrowband antenna at its resonance frequency, 5.15 GHz, are shown in Fig. 4.17. In the xy-plane, unsurprisingly, the main lobes are towards φ =-90º where the narrowband antenna is located. In zy-plane, with less than 10dB variation in all directions, the E₀ component is fairly omni-directional. The E₀
component has slightly rotated doughnut shape. In general the measured results convincingly agree with the simulated results.

Fig. 4.15 Simulated and measured radiation pattern of the wideband antenna shown in Fig. 4.11 at 4.4 GHz. (a) $xy$-plane, (b) $yz$-plane.

Fig. 4.16 Simulated and measured radiation pattern of the wideband antenna shown in Fig. 4.11 at 10 GHz. (a) $xy$-plane, (b) $yz$-plane.

Fig. 4.17 Simulated and measured radiation patterns of the narrowband antenna shown in Fig. 4.11 at 5.15GHz (a) $xy$-plane, (b) $xz$-plane.
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The corresponding impedance behaviour of the wideband and narrowband antennas are demonstrated in Fig. 4.18 and Fig. 4.19, respectively. Resonances occur when the input reactance is close to 0Ω and the input resistance is close to 50Ω. In Fig. 4.18, the first resonance happens at around 4.3GHz, the second at around 5.5GHz and the third around 9.5GHz. This agrees well with the reflection coefficient curve in Fig. 4.12. The narrowband antenna is designed for operation at 5.15GHz (Fig. 4.13). As shown in Fig. 4.19, the input reactance at 5.15GHz is close to 0Ω and input resistance is close to 50Ω. Another reactance zero crossing occurs at 7.8GHz, however since the resistance peaks to 330 Ω no resonance is excited at 7.8GHz.

Fig. 4.18 Simulated input impedance of the wideband antenna shown in Fig. 4.11.

Fig. 4.19 Simulated input impedance of the narrowband antenna shown in Fig. 4.11.
In order to explore the EM behaviour of the antenna, the current distributions on the antenna at different frequencies are shown in Fig. 4.20 and Fig. 4.21. Fig. 4.20 shows the current distribution on both sides of the whole structure when the UWB antenna is excited and the narrowband antenna is terminated to a 50Ω load. Fig. 4.20a shows the current pattern near the first resonance of UWB antenna at 4.4GHz. Currents are more concentrated on the edge of radiator and ground plane. Hence, a significant amount of power couples to the narrowband antenna. The strong current distributions on the ground plane support the argument that the ground plane contributes to the impedance matching of this structure. The asymmetrical current distribution on the UWB antenna is due to the presence of narrowband antenna.

Fig. 4.20 Current distributions when the wideband antenna is excited and the narrowband antenna is terminated to a 50Ω load. (a) 4.4GHz, (b) 10GHz.
Fig. 4.20b illustrates a more complicated current pattern at 10GHz. As discussed previously, at high frequencies antenna radiates in travelling wave mode and the slot region close to the feeding gap supports travelling waves, therefore the narrowband antenna, which is further away, does not disturb the wideband patterns at 10GHz and the current distribution stays symmetrical.

Fig. 4.21 shows the current distributions on the structure when the narrowband antenna is excited and the UWB antenna is terminated to a 50Ω load. Since the narrowband antenna is fed in this case, the currents are highly concentrated around it. At the narrowband antenna resonant frequency, 5.15GHz, high concentration of currents can also be observed on the edge of the UWB radiator and ground plane. However, at 10GHz the currents on the edge of UWB antenna is comparably lower. This observation agrees well with the transmission coefficient curve shown in Fig. 4.14, that peaks at 5.15GHz and drops at around 10GHz.

Fig. 4.21 Current distributions when the narrowband antenna is excited and the wideband antenna is terminated to a 50Ω load.(a) 4.4GHz, (b) 10GHz.
The simulated 3D radiation patterns of the wideband and narrowband antenna are shown in Fig. 4.22 and Fig. 4.23, respectively. They complement the 2D radiation patterns depicted in Fig. 4.15-Fig. 4.17 by including the contribution of both orthogonal components of the radiation pattern.

### 4.4 Parametric Analysis

In order to gain better understanding of the operating principle of this design, a parametric study has been carried out. The parameters influencing the performance of antenna could be classified into following three groups:
1. parameters that influence the wideband operation. Depending on the structure’s shape and feeding mechanism various parameters could be involved. However in general, dimensions of the radiator, the ground plane and the feed gap determine the impedance bandwidth.

2. parameters that influence the narrowband antenna performance. Specifically in this design, the patch dimensions, orientation, position of the shorting pin and the feeding mechanism are critical.

3. integration parameters, e.g. the relative positions of the patch and the feeding structure.

Classifying the parameters into three groups does not imply that the effect of each group is independent. In this section the effect of two fundamental parameters from each group on the antenna impedance matching will be studied and discussed. In order to lower the computational requirements, in this section the 50Ω SMA connector is not included in the simulated model. Through this analysis, the contribution of one parameter at a time is studied while other parameters are set to their suboptimal values showed in Fig. 4.11.

4.4.1 Wideband Antenna Parameters

4.4.1.1 Ground Plane Width ($W_g$)

The simulated reflection coefficients curves for different $W_g$ are presented in Fig. 4.24. Fig. 4.24a and Fig. 4.24b show the reflection coefficient variation for UWB and narrowband antenna, respectively, when $W_g$ is varied from 46mm to 62mm while other parameters are fixed. It is evident from Fig. 4.24a that both ends of the band are considerably affected by changing the ground width, while the band ranging from 4GHz to 7GHz stay less than -10dB for all values of $W_g$. While the first resonance is not significantly affected by the width of the ground plane the second resonance is shifted along the band. Considering that the optimal width of the ground plane is 54mm, it is important to note that the -10dB bandwidth has reduced for both narrower and wider ground plane. This observation implies that the
ground plane is considered as part of the antenna and contributes to the radiation. As shown in Fig. 4.20 the currents flow along the edge of the ground plane, hence changing the width of the ground plane changes the length of the current path.

Fig. 4.24b demonstrates that the narrowband antenna reflection coefficient is independent from the width of the ground plane. This is understandable since the wideband antenna ground plane is used as the ground plane for narrowband antenna microstrip feeding and therefore variation of ground plane width does not change the narrowband feeding impedance or the current distribution.

---

Fig. 4.24 Simulated reflection coefficient curves for different $W_g$ (a) wideband antenna, (b) narrowband antenna.
4.4.1.1 Ground Plane Length ($L_g$)

The reflection coefficient curves for different $L_g$ for wideband and narrowband antennas are shown in Fig. 4.25a and Fig. 4.25b, respectively. It is observed that increasing the length of the ground plane improves the return loss at lower frequencies and reduces the lower cut-off frequency. Increasing the ground length results in an increment in the number of closely distributed resonances across the band. As previously discussed in the section on the ground plane width, this phenomenon also confirms that the ground plane is part of the antenna. Variation in the size of ground plane changes the current path and therefore antenna matching.

For the narrowband antenna, the curves are shown in Fig. 4.25b. Increasing the length of the ground does not affect the main resonance. However, when $L_g=40$mm a second resonance also appears close to the first resonance.
4.4.2 Narrowband Antenna Parameters

4.4.2.1 Patch Length (L_p)

The patch dimensions determine the resonance frequency of the narrowband antenna. In this structure the length of the patch is a quarter of a wavelength at 5.15GHz. However, to design it for other frequencies, other parameters must also be optimised. It is important to
note that the position of the shorting pin on the patch also has to be tuned to achieve enough matching at the desired resonant frequency.

Fig. 4.26 shows the reflection coefficient curves for different values of patch length while the shorting pin position was fixed at the corner of the patch. As expected the narrowband resonance can be tuned by the length of the patch. However, surprisingly, the first resonance of the wideband antenna also follows the same trend, i.e. it shifts towards lower frequency when the patch becomes longer. The strong coupling between the narrowband and wideband antenna might cause this phenomenon. The coupling between the wideband and narrowband antenna changes the resonant current path around the narrowband antenna region and therefore affects the wideband matching and resonance.

4.4.2.2 Patch Width ($W_p$)

As previously pointed out in equation (4.1), both dimensions of the patch ($L_p$ and $W_p$) contribute in tuning the operating frequency. The impedance matching variation caused by increasing the width of the patch is shown Fig. 4.27. In addition to lowering the main resonance frequency, increasing the patch width shifts the out of band higher resonances towards lower frequencies for both antennas. As observed in Fig. 4.27b the frequency shifts in second resonances are higher than for first resonances. At $W_p=7$mm the first resonance is at 4.2GHz and the second at 10.9GHz, whereas at $W_p=11$mm, the first resonance shifts down to 3.2GHz and the second to 8.5GHz.
4.4.3 Integration Parameters

4.4.3.1 Narrowband Antenna Lateral Position (d)

Fig. 4.28 shows the reflection coefficient variations while the narrowband antenna is placed at different positions relative to the centre of the board. Fig. 4.28a shows that the closer the narrowband antenna is to the centre, the better is the wideband antenna matching in the mid band frequency range, i.e. 5-8GHz. This observation implies that less field coupling occurs when the narrowband feeding is above the narrower section of the wideband slot. Meanwhile, an increase in the value of $d$ reduces the resonant frequency and -10dB impedance bandwidth of the narrowband antenna (see Fig. 4.28b).
Fig. 4.27 Simulated reflection coefficient curves for different $W_p$.

It is important to note that the narrowband antenna feed line runs above the slot formed by the edge of the wideband antenna and its ground plane. Due to its tapered shape the impedance of the slot line varies along its length. Therefore, moving the feed line and thereby placing it above different slot line sections implies that various impedances might be seen from the narrowband antenna port.
Fig. 4.28 Simulated reflection coefficient curves for different $d$.

4.4.3.2 Narrowband Antenna Vertical Position ($h$)

As previously pointed out, since the current varies across the wideband radiator edge, the performance of the narrowband antenna is influenced by its position relative to the wideband antenna. Fig. 4.29 shows the simulated return loss of the antenna for different vertical positions of the patch. Fig. 4.29a shows that increasing the length of the narrowband antenna feeding ($h$) improves the matching at lower frequencies.
Fig. 4.29 Simulated reflection coefficient curves for different $h$ (a) wideband antenna, (b) narrowband antenna.

However, it has a reverse effect on the higher end of the frequency band ranging from 9GHz to 11GHz. Increasing the narrowband antenna height relative to the edge of the board introduces considerable variation in the return loss of the patch antenna at the frequency range of 6GHz to 11GHz, depicted in Fig. 4.29b. Increasing the length of the feeding from 13mm to 20.2 mm decreases the expected resonance frequency from 5.5GHz to 4.8GHz. In the frequency range of 6-11GHz it changes dramatically with no clear pattern, such that at $h = 20.2$mm a second resonance appears at approximately 9GHz. Increasing the feeding length changes its impedance; however this does not
follow a clear pattern which might be due to the effect of the feed crossing the gap between the monopole and its ground plane.

4.5 Discussion

The design of an integrated wideband-narrowband antenna was explored in this chapter. However, this arrangement is only a demonstrator for the proposed integration concept and numerous antenna structures can be designed using this method. Depending on the application and the space provided plenty of combinations can be designed. Several designs were published on the base of this integration concept. For instance, a similar wideband-narrowband combination is achieved in [7] by replacing the PIFA with a slot antenna as shown in Fig. 4.30. A microstrip resonator is also employed in order to produce a notch band at 5.2 GHz in the UWB frequency response. In [8], a circular disc radiator is shared between two modes of operation: one wideband mode achieved by CPW feeding and one narrowband mode with microstrip feeding from the opposite side as shown in Fig. 4.31.

Fig. 4.30 Integrated slot antenna and monopole [7].
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Fig. 4.31 Two port monopole antenna [8].

Fig. 4.32 Two port wideband and rotating narrowband antenna [9].

Fig. 4.33 Two port UWB MIMO antenna [10].
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This integration technique enables adding extra features to the antenna. For instance in [9] two modes of narrowband functionality is achieved by rotating the narrowband antenna which is integrated in the centre of a wideband monopole. The configuration is shown in Fig. 4.32.

This integration technique is not limited to wideband-narrowband operation. Other combinations such as two wideband antennas or a wideband and a multiband antenna may also be possible. Moreover, the number of antennas is not restricted to two antennas. Multiple antennas can be integrated into the main antenna. For instance, two similar narrowband antennas for MIMO diversity can be integrated into a wideband antenna.

In addition to various bandwidth scenarios, antennas with different polarization can also be integrated together. This could be useful for polarization diversity techniques [10]. Two orthogonal modes are achieved by integrating a Vivaldi and a wide slot antenna as shown in Fig. 4.33.

The additional antennas can be integrated into the main antenna in various forms. In order to avoid high interaction between the antennas, the additional antennas should not disrupt each other’s original radiation. In practice the ground plane is saved for RF front end, therefore, it is better not to place the additional antennas on the ground plane. Several modified configurations of the proposed integrated wideband-narrowband antenna will be presented in the next chapter. Improving the port isolation is the main goal in these modifications.

The wideband-narrowband combination could be of value in other scenarios as well. It is well known that a very reliable technique for outdoor positioning is GPS however it is not appropriate for indoor positioning. The UWB technology however, is capable of indoor tracking with acceptable accuracy. Therefore, the UWB-GPS combination enables the sought after continuous tracking for indoor and outdoor.

Covering a wide range of frequencies with quasi-omnidirectional radiation pattern the UWB antenna is a good candidate for RF energy harvesting. This would be a back-up approach for emergency cases when individual battery servicing becomes impractical.
4.6 Summary

An integration concept for multi-standard radios was proposed in this chapter. The method is based on sharing some parts of one antenna between additional antennas. An integrated wideband-narrowband antenna was presented as a demonstrator for this concept. The system consists of a wideband monopole and a narrowband shorted patch. The patch is printed above the main radiator of the wideband antenna on the reverse side of the substrate and fed by a microstrip line. A prototype of the demonstrator was manufactured and examined. A parametric study was carried out to provide design guidelines. The recent publications based on this technique are also reviewed.
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Chapter 5  Port Isolation

5.1  Introduction

A hybrid two port wideband-narrowband antenna was presented in the previous chapter. In addition to the conventional antenna parameters, the mutual field coupling between the antenna ports should also be studied in multiport antenna systems. For most systems low port coupling is essential. In Chapter 3 several major techniques for improving the isolation between antenna ports in multiple antenna systems were reviewed. Each decoupling mechanism has its own advantages and limitations which should be considered together with other factors such as antenna topology, manufacturing technology and system requirements prior to start the design process.

In order to enable simultaneous wideband and narrowband functionality in the previously proposed antenna, it is required that the antenna ports are isolated. In this chapter first the coupling phenomenon between the ports will be studied. Consequently several solutions for enhancing the port isolation in this antenna will be introduced.
5.2 Field Coupling in the Wideband-Narrowband Antenna

In Chapter 4, it was shown that the transmission coefficient between the ports peaks at the resonance frequency of the narrowband antenna. This phenomenon is caused by the field coupling between the narrowband feeding and wideband antenna. The narrowband feeding is orthogonal to the tapered slot formed by the monopole radiator and the ground plane on the top side of the substrate as it is shown in Fig. 5.1. In fact, this arrangement forms a microstrip to slot line transition. Considering $S_{21} = \frac{V_2}{V_1} = -4dB$, it is possible to calculate that approximately 40% ($10^{-4/10}$) of the power is coupled from one antenna into the other. This analysis can also be confirmed by studying the current distribution on the antenna at the resonance frequency of the narrowband antenna as shown in Fig. 5.2.

![Fig. 5.1 The schematic of the antenna with highlighted microstrip to tapered slot transition.](image)

![Fig. 5.2 Simulated current distribution at 5.15GHz. (a) top view (b) bottom view.](image)
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In Fig. 5.2 high concentration of currents can be observed around the antenna feeding. The width of the tapered slot varies along its length and so does its impedance. At the beginning of the slot where the gap is smaller, the impedance is relatively low (approximately 50Ω) and it increases when the gap grows (up to about 200 Ω). Strong field coupling in this region is perhaps a result of impedance matching between the strip and slot line. Considering the complicated field coupling in that region it is difficult to completely quantify this effect. Simulations show that when the narrowband antenna is shifted towards the board centre line the peak transmission coefficient drops a few dBs and therefore the isolation increases (see Fig. 5.3). However, as explained earlier it is not practically possible to place the narrowband antenna very close to the centre of the board where the wideband antenna is fed through.

In the conventional multiple antenna scenarios the antennas normally share a common ground plane which supports the coupled fields. Therefore, by modifying the ground plane it is possible to improve the coupling. However, in the proposed integrated wideband-narrowband antenna the field coupling is directly between the antennas and not a third element. Hence, it is challenging to isolate the ports in this configuration. One approach is to carefully avoid areas with high concentration of currents in the design procedure. This can be achieved by relocating the second antenna. However, it can always be useful to take into account practical considerations. There is less concentration of the surface current on the
ground plane of the wideband antenna which suggests that the second antenna can be placed at that region. However, in a typical mobile phone or a USB dongle, the ground plane is mainly used for mounting the RF front-end and baseband circuitry. Therefore, this area is normally tightly packed with elements and chipsets which make it not only unhelpful but impractical to be used as the ground plane for the additional antenna. In section 5.3 several modifications of the wideband-narrowband antenna with less coupling but based on the same integration concept are introduced.

The other approach to tackle the port isolation problem is to use external circuits or networks. This might add to the size of the antenna system which is not affordable for every application. On the other hand, the advantage of this technique is that it is possible to design the decoupling network independent from the antenna. The design principle of such network will be elaborated in the section 5.4.

5.3 Isolation Enhanced Wideband-Narrowband Antenna

In this section several modified configurations of the antenna with improved transmission coefficient will be introduced. All these configurations are based on avoiding the regions with strong field interactions.
5.3.1 Configuration A

Following the discussion in the previous section, in the first modification the narrowband antenna feeding is shifted away from the wideband tapered slot. Fig. 5.4 demonstrates the geometry of the first configuration (Configuration A). The modification involves shifting the patch feed line away from the tapered slot and bending it at a right angle.

Using this method, the peak value of mutual coupling drops from -4 dB to below -7 dB (see Fig. 5.5a). The reflection coefficients of the wideband and narrowband antenna are shown in Fig. 5.5b and c, respectively.

The reflection coefficient of the wideband port is better than -8dB at the whole UWB band. It is important to note that, considering that the main aim in this section is to demonstrate the coupling reduction, no attempt was made to optimise the wideband reflection coefficient. The narrowband antenna has a resonance at 4.81 GHz and a higher order resonance appears at the top end of the band. The second resonance might not be a problem since it is far enough from the first resonance.
Fig. 5.5 Simulated and measured S parameter of configuration A antenna. (a) Transmission coefficient, (b) wideband antenna reflection coefficient, (c) narrowband antenna reflection coefficient.
5.3.2 Configuration B

Investigating the current distribution reveals that there are less currents on the upper part of the monopole radiator representing a good location for the second antenna. Fig. 5.6 illustrates the second modified antenna (denoted Configuration B). The monopole radiator is elongated so that it extends to the edge of the board. The narrowband patch is printed on the reverse side of the substrate. The simulated and measured S parameters are demonstrated in Fig. 5.7a. In this configuration, the peak transmission coefficient is –18 dB. It remains below -25 dB throughout the majority of the UWB band. The discrepancy between simulated and measured data might be perhaps due to the tolerances in the manufacturing and manual assembling the shorting pin and connector in the final prototype. The reflection coefficient of the wideband antenna, in this configuration, is well below -10 dB from 3-11 GHz as shown in Fig. 5.7b. The narrowband antenna operates at 5.26 GHz where the reflection coefficient is -7.5 dB (see Fig. 5.7c).
Fig. 5.7 Simulated and measured S parameter of configuration B antenna. (a) Transmission coefficient, (b) wideband antenna reflection coefficient, (c) narrowband antenna reflection coefficient.
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5.3.3 Configuration C

For some applications, it may not be physically affordable for the designer to have ports on opposite sides of the board. Thus in the third arrangement of this structure the goal is to have two ports on the same side, while maintaining a good level of isolation. The geometry of the third antenna (Configuration C) is presented in Fig. 5.8. In this structure the wideband monopole has been shifted along the x-axis, from the middle of the substrate to one side. The UWB radiator and ground plane are printed onto the upper surface of the substrate. The UWB monopole is fed through a bent section of microstrip line which is printed onto the back of the substrate. The feed line is connected to the monopole radiator through a via hole. The narrowband antenna is located above the rectangular part of the monopole. The simulated and measured S parameters are shown in Fig. 5.9. This configuration provides approximately 18 dB of isolation between the two ports (see Fig. 5.9a). The -10dB impedance bandwidth of the wideband antenna has not been significantly changed. The narrowband antenna operates at 5.4 GHz. The discrepancy between the measured and simulated result might be due to human errors in manufacturing the printed antenna and assembling the connectors and shorting vias.

It is expected that the antenna radiation patterns will be affected due to the integration arrangement. However, in the target applications i.e. portable wireless devices due to rich multipath fading the radiation pattern are not of such importance.
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Fig. 5.9 Simulated and measured S parameter of configuration C antenna. (a) Transmission coefficient, (b) wideband antenna reflection coefficient, (c) narrowband antenna reflection coefficient.
5.4 External Decoupling Feed Network

In addition to the internal modifications that can be applied to the antenna structure, it is also possible to add external decoupling circuits to the antenna ports to improve the isolation. In this section the theory and calculations behind a linear decoupling feed network will be elaborated. Consequently the antenna together with the network is examined. It is important to note that, in this technique the assumption is to derive the decoupling conditions for a single frequency and there is no constraint on what happens at other frequencies.

5.4.1 Decoupling Network Design Theory

A four-port decoupling network, with two output ports connected to the antennas, is first assumed for reducing the coupling between the two resultant new input ports. The block diagram of the two port antenna together with the decoupling network is shown in Fig. 5.10.

Let the scattering matrix of the coupled antennas be denoted as \([S_A]\) at the reference plane \(t_f\). After connecting the network with scattering matrix \([S_N]\), the new scattering matrix at the reference plane \(t_2\) is expressed as \([S_T]\). In this technique we linearly combine the two input signals. Thus at the antenna inputs we would have
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\[ a_{A1} = b_{N3} = A \times a_{N1} + B \times a_{N2} \]  \hspace{1cm} (5.1) \\
\[ a_{A2} = b_{N4} = C \times a_{N1} + D \times a_{N2} \]

Where \( a_{Ai} \) is the incident normalised voltage wave into port \( i \) of antenna and \( b_{Ai} \) is normalised voltage reflected wave coming out of port \( i \) of antenna. \((i=1, 2)\). \( a_{Ni} \) and \( b_{Ni} \), respectively, represent the incident and reflected voltage waves at port \( i \) of the network, where \( i=1, \ldots, 4 \). In order to retain the power and satisfy the lossless network requirements [1], (5.2) needs to be satisfied.

\[ A^2 + B^2 = 1 \] \\
\[ C^2 + D^2 = 1 \]  \hspace{1cm} (5.2)

A simple solution for (5.2) would use Sine and Cosine-basis functions. Therefore \( A \), \( B \), \( C \) and \( D \) can be written as follows

\[
\begin{bmatrix}
A & B \\
C & D
\end{bmatrix} =
\begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix}.
\]  \hspace{1cm} (5.3)

Using (5.3), (5.1) can be written in matrix form as (5.4)

\[
\begin{bmatrix}
a_{A1} \\
a_{A2}
\end{bmatrix} =
\begin{bmatrix}
b_{N3} \\
b_{N4}
\end{bmatrix} =
\begin{bmatrix}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{bmatrix}
\begin{bmatrix}
a_{N1} \\
a_{N2}
\end{bmatrix}.
\]  \hspace{1cm} (5.4)

It is assumed that the four ports of the feed network are matched and isolated. This indicates that \( S_{N11}, S_{N22}, S_{N33}, S_{N44}, S_{N12}, S_{N21}, S_{N34}, \) and \( S_{N43} \) are all zero. Therefore, by assuming the whole feed network to be symmetrical and reciprocal the scattering matrix of the decoupling network can be written as (5.5).

\[
\begin{bmatrix}
0 & 0 & \cos \theta & \sin \theta \\
0 & 0 & -\sin \theta & \cos \theta \\
\cos \theta & -\sin \theta & 0 & 0 \\
\sin \theta & \cos \theta & 0 & 0
\end{bmatrix}
\]  \hspace{1cm} (5.5)
Using (5.4), the scattering matrix of the whole system (antenna and network) could be derived as (5.6).

\[
\begin{bmatrix}
  b_{N1} \\
  b_{N2}
\end{bmatrix} = \begin{bmatrix}
  \cos \theta & \sin \theta \\
  -\sin \theta & \cos \theta
\end{bmatrix} \begin{bmatrix}
  a_{N3} \\
  a_{N4}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
  \cos \theta & \sin \theta \\
  -\sin \theta & \cos \theta
\end{bmatrix} \begin{bmatrix}
  b_{A1} \\
  b_{A2}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
  \cos \theta & \sin \theta \\
  -\sin \theta & \cos \theta
\end{bmatrix} S_A \begin{bmatrix}
  a_{A1} \\
  a_{A2}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
  \cos \theta & \sin \theta \\
  -\sin \theta & \cos \theta
\end{bmatrix} S_A \begin{bmatrix}
  b_{N3} \\
  b_{N4}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
  \cos \theta & \sin \theta \\
  -\sin \theta & \cos \theta
\end{bmatrix} S_A \begin{bmatrix}
  \cos \theta & -\sin \theta \\
  \sin \theta & \cos \theta
\end{bmatrix} \begin{bmatrix}
  a_{N1} \\
  a_{N2}
\end{bmatrix}
\]

(5.6)

Since the specific element of any general scattering matrix can be determined as (5.7) the scattering matrix for the composite two port system, i.e. the antenna and decoupling network can be defined as (5.8).

\[
S_{ij} = \frac{V_j^-}{V_j^+} \quad \forall k \neq j
\]

(5.7)

\[
S_T = \begin{bmatrix}
  \cos \theta & \sin \theta \\
  -\sin \theta & \cos \theta
\end{bmatrix} S_A \begin{bmatrix}
  \cos \theta & -\sin \theta \\
  \sin \theta & \cos \theta
\end{bmatrix}
\]

\[
= \begin{bmatrix}
  \cos \theta & \sin \theta \\
  -\sin \theta & \cos \theta
\end{bmatrix} \begin{bmatrix}
  S_{A11} & S_{A12} \\
  S_{A21} & S_{A22}
\end{bmatrix} \begin{bmatrix}
  \cos \theta & -\sin \theta \\
  \sin \theta & \cos \theta
\end{bmatrix}
\]

\[
S_{T11} = S_{A11} \cos^2 \theta + S_{A22} \sin^2 \theta + S_{A12} \sin 2\theta
\]

\[
S_{T21} = S_{T12} = (S_{A11} - S_{A22}) \sin 2\theta - 2 \cos 2\theta S_{A12}
\]

\[
S_{T22} = S_{A22} \cos^2 \theta + S_{A11} \sin^2 \theta - S_{A12} \sin 2\theta
\]

To decouple the two ports of the composite network and force \( S_{T12} \) and \( S_{T21} \) to be zero, \( \theta \) should satisfy (5.9).
\[
\theta = \frac{1}{2} \tan^{-1} \left( \frac{2S_{A12}}{(S_{A11} - S_{A22})} \right) \quad (5.9)
\]

Since the antennas are reciprocal we have \( S_{A12} = S_{A21} \).

In general, \( \theta \) is complex and it will be real if the argument of the inverse tangent function in (5.9), i.e. (5.10), is real.

\[
\frac{2S_{A12}}{(S_{A11} - S_{A22})} \quad (5.10)
\]

In order to compensate the imaginary part of (5.10) two pieces of transmission lines are required to be added to the input ports of the antennas before connecting to the network.

The schematic diagram of the antenna with the compensating transmission lines is shown in Fig. 5.11. The new antenna scattering matrix at the reference plane \( t' \), can be written as (5.11).

Using (5.11), (5.10) can be rewritten as (5.12)

\[
S'_A = \begin{bmatrix}
S_{A11}e^{j\varphi_1} & S_{A12}e^{j(\varphi_1 + \varphi_2)} \\
S_{A21}e^{j(\varphi_1 + \varphi_2)} & S_{A22}e^{j2\varphi_2}
\end{bmatrix} \quad (5.11)
\]

\[
\frac{2S'_{A12}}{S'_{A11} - S'_{A22}} = \frac{2S_{A12}e^{j(\varphi_1 + \varphi_2)}}{S_{A11}e^{2j\varphi_1} - S_{A22}e^{2j\varphi_2}} \quad (5.12)
\]

Fig. 5.11 Block diagram of the antenna with the decoupling network and compensating transmission lines.
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By substituting $S_{Ai j} = |S_{Ai j}| e^{i \alpha_{ij}}$, where $\alpha_{ij}$ is the phase value of the $ij$ component of the scattering matrix of the antenna, into (5.12), it can be rewritten as (5.13).

\[
\frac{|S_{A12}| e^{j \alpha_{12}} e^{j(\phi_1 + \phi_2)}}{|S_{A11}| e^{j \alpha_{11}} e^{2j \phi_1} - |S_{A22}| e^{j \alpha_{22}} e^{2j \phi_2}}
= \frac{|S_{A12}|}{|S_{A11}| e^{(\phi_1 - \phi_2 + \alpha_{11} - \alpha_{12})} - |S_{A22}| e^{(\phi_2 - \phi_1 + \alpha_{22} - \alpha_{12})}}
\]

(5.13)

The numerator in (5.13) is real, so just the denominator needs to be real. By setting the imaginary part of the denominator to zero we have

\[
|S_{A22}| \sin(\phi_2 - \phi_1 + \alpha_{22} - \alpha_{12}) = |S_{A11}| \sin(\phi_1 - \phi_2 + \alpha_{11} - \alpha_{12})
\]

and the above then reduces to

\[
\sin(\phi_2 - \phi_1) (|S_{A22}| \cos(\alpha_{22} - \alpha_{12}) + |S_{A11}| \cos(\alpha_{11} - \alpha_{12}))
= \cos(\phi_2 - \phi_1) (|S_{A11}| \sin(\alpha_{11} - \alpha_{22}) - |S_{A22}| \sin(\alpha_{22} - \alpha_{12}))
\]

The phase difference we require to apply between the antenna ports would be as

\[
(\phi_2 - \phi_1) = \tan^{-1} \left( \frac{|S_{A11}| \sin(\alpha_{11} - \alpha_{12}) - |S_{A22}| \sin(\alpha_{22} - \alpha_{12})}{|S_{A22}| \cos(\alpha_{22} - \alpha_{12}) + |S_{A11}| \cos(\alpha_{11} - \alpha_{12})} \right)
\]

(5.14)

The absolute values of $\phi_1$ and $\phi_2$ are not critical, but $\phi_2 - \phi_1$ must be calculated. Finally the new $\theta'$ can be recalculated from (5.15).

\[
\theta' = \frac{1}{2} \tan^{-1} \left( \frac{2 S_{A12} e^{j(\phi_1 + \phi_2)}}{S_{A11} e^{2j \phi_1} - S_{A22} e^{2j \phi_2}} \right)
\]

(5.15)

The scattering matrix of the decoupling network can then be recalculated from (5.16).
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\[ S_N = \begin{bmatrix} 0 & 0 & \cos \theta' & \sin \theta' \\ 0 & 0 & -\sin \theta' & \cos \theta' \\ \cos \theta' & -\sin \theta' & 0 & 0 \\ \sin \theta' & \cos \theta' & 0 & 0 \end{bmatrix} \]  

(5.16)

It is important to once more note that the only goal in the above design procedure is to minimize the mutual coupling between the two antennas at a certain frequency and there is no constraint on the performance of the antennas at other frequencies. In other words, this technique does not guarantee to maintain the original radiation characteristics of the antennas.

Fig. 5.12 Decoupling network design steps.

### 5.4.2 Decoupling Network for Integrated Wideband-Narrowband Antenna

The design procedure of decoupling network is summarized in Fig. 5.12. The scattering matrix of the antenna is first utilized to calculate the electrical length of the compensating transmission lines, \( \phi_1 \) and \( \phi_2 \). Consequently the \( \theta' \) and \( S_N \) can be calculated and the network can then be realized accordingly.

In this section this procedure is carried out for the integrated wideband-narrowband antenna. The original S parameters of the antenna are shown in Fig. 5.13. It is important to note that since the antenna scattering parameters vary with frequency the resulting parameters i.e. \( \theta' \), \( \phi_2 \) and \( \phi_1 \) are also functions of frequency. Fig. 5.14 shows the calculated value for \( \phi_2-\phi_1 \). It varies significantly across the band and there is no distinct pattern in this variation. The calculated \( \theta' \) is shown in Fig. 5.15. Similar to Fig. 5.14, the \( \theta' \) varies significantly with frequency. In these figures \( \theta' \) and \( \phi_2-\phi_1 \) are both calculated for the whole frequency range. However, this is not a practical case and it is not possible to design a single network which satisfies such variations of \( \theta' \). These results are shown here to demonstrate that this theory
provides at least one solution for any frequency and any value of scattering parameters. Fig. 5.16 shows the scattering parameters for the new two port system i.e. the antenna and network combination.

Fig. 5.13 S parameters of the integrated wideband-narrowband antenna.

Fig. 5.14 Calculated $\phi_2-\phi_1$.

Fig. 5.15 Calculated $\theta'$. 
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(a) Transmission coefficient.

(b) Wideband antenna reflection coefficient.

(c) Narrowband antenna reflection coefficient.

Fig. 5.16 Calculated scattering parameter with and without network for the whole 3-11GHz band.
As shown in Fig. 5.16a, the transmission coefficient has dropped to less than -45dB across the whole band. The wideband reflection coefficient is less than -10dB across the whole band except in a bandwidth of 4.8-5.35 GHz and 6-7.5 GHz where it peaks to -7 GHz (see Fig. 5.16b). Fig. 5.16c shows the reflection coefficient of the narrowband antenna with and without network. Although the main resonance is distinguishable, it is slightly detuned and not well-matched.

It is important to note that in this technique the calculated $\theta'$ and $\phi_2-\phi_1$ only satisfy the $S_{T12}=S_{T21}=0$ condition and there is no control over the port matching. The matching variations can be elaborated by expanding the elements of the $[S_T]$ matrix. In calculating each element, the calculated values for $\theta'$ and $\phi_2-\phi_1$ at each frequency are substituted to the corresponding formulation. In other words, at any frequency $f$ the total scattering parameters are calculated from (5.17).

$$S_{T12} = S_{T21} = 0$$

$$S_{T11}(f) = S'_{A11}(f) \cos^2 \theta'(f) + S'_{A22}(f) \sin^2 \theta'(f) + S'_{A12} \sin 2\theta'(f)$$

$$S_{T22}(f) = S'_{A22}(f) \cos^2 \theta'(f) + S'_{A11}(f) \sin^2 \theta'(f) - S'_{A12} \sin 2\theta'(f)$$

It can be seen from (5.17) that the antenna matching is affected after adding the network. Depending on the value of $\theta'$, $S_{A22}$ ($S_{A11}$) and $S_{A12}$, the overall port matching i.e. $S_{T11}$ ($S_{T22}$) would get better or worse. The effects of the network on antenna port matching with reference to (5.17) are shown in Fig. 5.17.

It can be concluded from the above analysis that this method is frequency dependant. Therefore, it is required to read the values of $\theta'$ and $\phi_2-\phi_1$ at the desired frequency and realize the network and compensating transmission lines. For instance, in the integrated wideband-narrowband antenna configuration the narrowband antenna is designed for the 5-5.3GHz in which the coupling peaks to -4dB. Therefore it is important to reduce the coupling specifically at this region.
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Fig. 5.17 Port matching variation after adding the network (a) wideband antenna (b) narrowband antenna.

For the integrated wideband-narrowband antenna the value of $\phi_2 - \phi_1$ and $\theta'$ can be extracted from Fig. 5.14 and Fig. 5.15, respectively. The value for $\phi_2 - \phi_1$ is about 90°. $\theta'$ is about 45°. Therefore the scattering matrix of the network can be written as (5.18).

$$S_N = \frac{1}{\sqrt{2}} \begin{bmatrix} 0 & 0 & 1 & 1 \\ 0 & 0 & -1 & 1 \\ 1 & -1 & 0 & 0 \\ 1 & 1 & 0 & 0 \end{bmatrix}$$  \hspace{1cm} (5.18)

The resulting matrix is the representation of the ideal 3 dB 180° hybrid or rat-race coupler. The 180° hybrid junction is a four port network which can be used as power combiner or divider [1]. With reference to the 180° hybrid schematic shown in Fig. 5.18, in the combiner mode port 1 and 2 are excited. The signals are added in phase at port 4 ($\Sigma$) and...
out of phase (Δ) at port 3. In divider mode if port 1 is excited then the signal will be evenly split into two out of phase components at ports 3 and 4, and port 2 is isolated. If port 2 is excited then the power is split into two in phase component at port 3 and 4 and port 1 is isolated. The ring hybrid or rat-race could be constructed in planar (microstrip or stripline) form, although waveguide version is also possible. The bandwidth of the ring hybrid is limited by the frequency dependence of the ring lengths, but is generally on the order of 20-30% [1]. In order to match the technology of the antenna a microstrip 180° hybrid has been modelled in AWR Microwave Office. It is modelled on the Taconic TLC-30 RF laminate with a relative permittivity of ε_r=3±0.05 and a thickness of 0.79 mm. The ports impedance are 50Ω. The ring has a characteristic impedance of factor √2 compared to port impedance.

![Fig. 5.18 The geometry of the 180° hybrid.](image)

Fig. 5.18 The geometry of the 180° hybrid.

Fig. 5.19a shows the simulated S parameter magnitude for the 180° hybrid coupler designed at 5.2GHz. All four ports are matched. The 3dB power coupling is achieved between the input and output ports. The input ports are isolated from each other (S_{12}<-10 @ 5.2GHz). The S parameters phase variations are shown in Fig. 5.19b. The 180° phase difference can be observed between S_{13} and S_{14}. The rat race is then connected to the antenna ports.
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The antenna together with the 180° hybrid coupler is simulated in AWR Microwave Office. The simulated S parameters are shown in Fig. 5.20. Very good isolation (-30dB) is achieved between the ports at 5.2GHz. This value is comparable with the calculated results shown in Fig. 5.16 at 5.2GHz. Both narrowband and wideband matching is affected by the network. This is due to the fact that the range of $\theta'$ and $\phi_2-\phi_1$ variation against frequency is quite large. This condition cannot be satisfied by a single network. Referring to Fig. 5.14 and Fig. 5.15 $\theta'$ and $\phi_2-\phi_1$ variations versus frequency can be quantified.
5.5 Concluding Remarks and Summary

In the previous sections two main methods of isolating the highly coupled ports were studied. In the first method the relative arrangement of the antennas are modified to achieve good isolation. In order to find the arrangement with higher isolation, the current distributions on the antennas are studied. The regions with high concentration of currents are avoided. In choosing the right location for the antennas it is important to take the practical issues into account. Some areas such as the ground plane, in practice, are reserved for mounting the RF components and are not suitable for antennas. Connecting the antennas to the RF circuit should be technically and economically achievable. In configuration B this might not be easily achievable. Therefore the level of isolation is not the only issue in choosing the right antenna arrangement. It is important to note that in developing these antennas the main application considered was portable wireless devices in which the radiation pattern is not of particular importance. However, depending on the application the influence of the antenna arrangement on the radiation patterns should also be taken into consideration. Fig. 5.21 compares the level of isolation achieved with each configuration.

In some cases changing the antenna arrangements is not possible. Therefore, an external decoupling technique is required. For this case, a design method was described in the
last section. In this method the goal is to achieve maximum isolation and no condition is applied on the port matching. The scattering parameters of a four port decoupling network at each frequency can be calculated. However, it is not possible to realize a single network which satisfies required scattering parameters at all frequencies in a wide frequency band. Therefore, this technique is more suitable for narrowband antennas, where a network can be specifically designed for the desired narrow bandwidth. For the integrated wideband-narrowband antenna configuration, the decoupling network appeared to be a 180° hybrid coupler at 5.2GHz. The coupler together with the antenna was simulated; however, it was not realized at this stage since the simulation results were not convincing enough. This was due to high variation of $\theta'$ and $\phi_2 - \phi_1$ versus frequency. As mentioned earlier in this method the condition is upon the transmission coefficient. To improve the input port matching results it is possible to add two more conditions on the ports matching. Otherwise, extra matching circuits are required to compensate the matching. This might be a challenge for wideband antennas. All these are planned for future extension of the method. This technique is more suitable for scenarios with less limitation on space. The radiation from the network and connecting transmission lines should also be taken care of.

Fig. 5.21 Measured transmission coefficient for all three configurations and the reference antenna.
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This study confirms the fact that integrating multiple antennas in small space results in high level of interaction between the antennas. Therefore, when designing multiband antennas it is important to make sure that the isolation level stays in the acceptable range. It is important to consider that regardless of the technique used to reduce the antenna port coupling the field interaction between the antennas can result in radiation pattern deformation. In some applications such as wireless communication this might not be of high importance due to the multipath effects. However, in other applications such as global positioning service or satellite radio, maintaining the shape of the pattern is very important. It is necessary to reemphasise that although integrating multiple antennas into small space might add to the versatility of the antenna it might also result in degradation of other radiation parameters.
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Chapter 6 Reconfigurable Wideband-Narrowband Antenna

6.1 Introduction

Antennas with reconfiguration capabilities (frequency, bandwidth, pattern, polarization) have the potential to open up a world of new possibilities for system performance, flexibility, and robustness. In current wireless networks reconfigurable antennas can be utilized to improve the system robustness in today’s harsh and time varying electromagnetic environments. In future, flexible transceivers are required for dynamically accessing the spectrum in CR networks. Reconfiguration can be achieved at different levels. Reconfigurable antennas might however, relax the reconfiguration complexities at the RF front end.

The combination of wideband and narrowband functionality adds to the versatility of the antenna systems in various wireless scenarios. This unique feature can be advantageous in CR networks for spectrum sensing and communication procedure. As such, wideband simultaneous spectrum sensing can be carried out using the wideband antenna, and once the vacant frequency is detected the narrowband antenna can be tuned accordingly. As it was reviewed in Chapter 3, there are various techniques to tune a narrowband antenna. The main technique for tuning the resonant antennas is to change the effective electrical length of the antenna which largely determines the operating frequency, its associated bandwidth and
radiation pattern. This can be carried out by modifying the length of the resonant paths in the antenna structure or loading the antenna internally or externally. Using switches (microelectromechanical systems (MEMS), PIN diode) for discrete tuning and varactors for continuous tuning or the combination for course and fine tuning are the very popular tuning mechanisms [1]. For the success of these techniques the compatibility of the antenna topology with the intended reconfiguration mechanism should also be considered. Sometimes, the only way to include a particular switch is to design the antenna around the switch’s geometry. Switches and varactors can also be used to design external tuning networks in case internally modifying the resonant path is not possible. This technique can be applied to wider range of antennas and is not necessarily restricted to resonant antennas. Moreover, the compatibility with the antenna topology is less limiting in this approach. Therefore, in this chapter tuning the narrowband antenna by means of external tuning circuits are examined.

For the CR application the narrowband antenna should be tuneable across a wide range of frequencies. Therefore, either a bank of matching circuits or several reconfigurable matching circuits need be used. Either of these techniques has both advantages and challenges. A continuously reconfigurable matching network would probably require less space. However, it would be more complicated to design. Most continuously reconfigurable matching circuits are based around a non-linear tuning element such as varactor diodes. This leads to intermodulation products, which are highly undesirable. It would also be necessary to design a bias circuit for varactor diode and that adds to the cost and complexity of the system. Although a bank of switched matching networks may require more space, it would be much easier to design. In a mass produced commercial system these matching circuits could be housed within a microwave integrated circuit (MIC) and that can be optimized to enhance performance and minimize the required space. A microprocessor would then be used to switch between each of the different circuits. It would be important to investigate the effect of component and switch losses, on the total efficiency of the antenna. If this is a problem it may be necessary to use a low loss component, such as a MEMS switch.
In view of the above, the possibility for tuning the narrowband antenna across the wide bandwidth (spectrum sensing range) is investigated in this chapter. For this purpose three tuning circuits based on fixed elements are designed and the measured and simulated results are studied.

### 6.2 Impedance Matching Circuit Design

In RF circuits the maximum transfer of power from a source to its load occurs when the load impedance \( Z_L \) is equal to the complex conjugate of the source impedance. This refers to a condition in which any source reactance is resonated with an equal and opposite load reactance; thus, leaving only equal resistor values for the source and the load terminations. The primary objective in any impedance matching scheme, then, is to force a load impedance to be the complex conjugate of the source impedance. Hereby, we briefly overview the design principles of L and \( \Pi \) matching circuits.

#### 6.2.1 The L Network

Probably the simplest and most widely used matching circuit is the L network shown in Fig. 6.1 where \( Z_L = R_L + jX_L, Z_S = R_S + jX_S, Z_1 = jX_1 \) and \( Z_2 = jX_2 \). This circuit receives its name because of the component orientation which resembles the shape of an L.

In order to transfer the maximum power to the load the condition in (6.1) should be satisfied.

\[
Z_{in} = Z_S^* \tag{6.1}
\]
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\( Z_{in} \) is the input impedance looking into the L-section and can be written for both normal and reversed cases (see Fig. 6.1) as shown in (6.2).

\[
Z_{in} = \frac{Z_1(Z_2 + Z_L)}{Z_1 + Z_2 + Z_L} \quad \text{(normal)}
\]

\[
Z_{in} = Z_2 + \frac{Z_1 Z_L}{Z_1 + Z_L} \quad \text{(reversed)}
\]  

(6.2)

In order to calculate the unknown elements of the network (6.2) is substituted into (6.1) and by equating the real and imaginary parts of the two sides two sets of values can be obtained for \( X_1 \) and \( X_2 \) [2]:

\[
X_1 = \frac{X_S \pm R_S Q}{R_S - 1}
\]

\[
X_2 = -\left( X_L \pm R_L Q \right) \quad \text{(normal)}
\]

\[
X_2 = -\left( X_S \pm R_S Q \right) \quad \text{(reversed)}
\]

\[
Q = \sqrt{\frac{R_S - 1 + \frac{X_S^2}{R_S R_L}}{R_L - 1 + \frac{X_L^2}{R_S R_L}}}
\]

(6.3)

According to (6.3) there is always at least one solution for any source and load impedance. When \( R_S > R_L \) a normal L-section always exists, and when \( R_S < R_L \) a reversed one always exists.

Equation (6.3) reveals a limitation of the two-element L-section matching network. The \( Q \)-factor and therefore the bandwidth of such circuits are fixed by the source and load impedance. In fact an L matching network provides the minimum achievable \( Q \)-factor. A third element in the network adds an extra degree of freedom to design a circuit with desired \( Q \)-factor.

6.2.2 The Π Network

A three-element Π network and its equivalent T network are shown in Fig. 6.2. In this section the design procedure for a Π network will be explained and the equivalent T network parameters can be derived using circuit transformation equation sets [2].
Fig. 6.2 Three-element matching network (a) Π network (b) T network.

Fig. 6.3 Equivalent L network for a Π network.

A Π network can be considered as two back-to-back L networks as shown in Fig. 6.3 where the series reactance is split to two parts; \( X_3 = X_4 + X_5 \). Referring to the Fig. 6.3 the impedance looking into the right L-section is \( Z \) and the impedance looking into the left L-section is \( Z^* \). Considering that \( Z_1 = jX_1 \), \( Z_4 = jX_4 \), \( Z_3 = jX_3 \) and \( Z_5 = jX_5 \), \( Z \) and \( Z^* \) can be written as

\[
Z_{left} = Z_4 + \frac{Z_1 Z_5}{Z_1 + Z_5} = Z^* \\
Z_{right} = Z_5 + \frac{Z_3 Z_L}{Z_3 + Z_L} = Z
\]  
(6.4)

As shown in Fig. 6.3 the right section and the load impedance can be replaced by an effective load \( Z_{right} = Z \). The conjugate matching condition can be rewritten as
From (6.4) and (6.5), it can be understood that in a Π network the matching is carried out in two stages: one that matches the source \( Z \) to the load \( Z_s \) using a reversed L-section and the other that matches the source \( Z' \) to the load \( Z_L \) using a normal L-section.

In order to satisfy the conditions for both matching sections we need to match each section to a virtual resistance \( R \) located at the junction between the two sections. Therefore, it is required to have \( R < R_S \) and \( R < R_L \) or

\[
R < R_{\text{min}} \quad R_{\text{min}} = \min(R_L, R_S)
\]

The network Q-factor would then be

\[
Q = \sqrt{\frac{R_{\text{max}}}{R} - 1} \quad R_{\text{max}} = \max(R_L, R_S)
\]

and the Q-factor of each section can be calculated from (6.8).

\[
Q_S = \sqrt{\frac{R_S}{R} - 1} = \sqrt{\frac{R_S}{R_{\text{max}}}(Q^2 + 1) - 1},
\]

\[
Q_L = \sqrt{\frac{R_L}{R} - 1} = \sqrt{\frac{R_L}{R_{\text{max}}}(Q^2 + 1) - 1}
\]

The reactances can then be calculated similar to an L-section network.

**6.2.3 Tuned Integrated Wideband-Narrowband Antenna**

Based on the design equations reviewed in the last section, in this section the matching circuits are designed to tune the narrowband antenna across a wide bandwidth. In
order to reduce the complexity of the manufacturing process, the matching circuit is designed
to be fabricated on the same substrate as the antenna. For the purpose of accommodating the
matching circuits on the antenna, the antenna ground plane was elongated by 10mm (see Fig.
6.4). The impedance reference plane was then shifted back to its original point and the data
was exported for matching circuit design. Using the CPW ground as the ground for the
circuits, the elements can be placed around the narrowband antenna feeding on the reverse
side of the substrate. The circuits are designed to retune the antenna from 5.2 GHz to 4, 8 and
10 GHz.

Fig. 6.4 The topology of the antenna with an integrated matching circuit.

A Matlab code was developed to calculate the matching network elements. They were
then replaced with the realistic model of the components provided by the manufacturer in
AWR Microwave office and CST Microwave Studio to achieve better prediction of the final
measured results. To cover some issues in matching circuit design, three different types of
matching circuits are designed in this section: two L networks, one low pass which is normal
and one high pass which is reversed and one Π network. As it was pointed out previously in
the design procedure of L networks, (6.3) gives two sets of results for any circuit. In choosing
between the elements their costs, dimensions and availability in the market were taken into
account. All three circuits are composed of just lumped element inductors and capacitors. All
components are surface mount and chosen from 0402 (1.0 mm × 0.5 mm), 0603 (1.6 mm ×
0.8 mm) and 0805 (2.0 mm × 1.25 mm) series. In some cases several components were used in series or parallel to build up the required value.

### 6.2.3.1 4 GHz-Normal Low Pass L Network

The antenna impedance at 4GHz was taken as the input to the design procedure. With reference to Fig. 6.1, the calculated parallel reactance $X_1$ and series reactance $X_2$ and their corresponding values based on $X_1=jωL, X_2=1/jωC$ and $ω=2πf$ at 4GHz are demonstrated in Table 6.1

<table>
<thead>
<tr>
<th>Reactance (Ω)</th>
<th>Corresponding value at f=4GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1=-13.75$</td>
<td>$C= 2.89$ pF</td>
</tr>
<tr>
<td>$X_2=46$</td>
<td>$L= 1.82$ nH</td>
</tr>
</tbody>
</table>

Fig. 6.5 Tuning circuit diagram for 4GHz.

Fig. 6.6 Simulated and measured reflection coefficient of the antenna with a 4 GHz matching circuit.
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The realistic models of the elements considering the known parasitic effects were included in the circuit simulation. To realize the circuit, one Coilcraft 1.8nH chip inductor from the 0603 series, and two AVX 1pF thin film capacitors from 0402 series were chosen. Fig. 6.5 shows the schematic diagram of the circuit. Two shorting pins between the top and bottom layer of the board were installed to solder the capacitors. The components were all hand soldered. Fig. 6.6 shows the simulated and measured reflection coefficient for the narrowband antenna. The measured resonance frequency matches very well with the modelled one. However, the discrepancy in the level of measured and simulated results indicates that there are some added losses in the system. Investigations show that the two ground connecting pins are the prime source of such discrepancy. The pin can be considered as a series resonant circuit.

6.2.3.2 8 GHz- High Pass Π Network

A Π network is designed for tuning the antenna to 8 GHz. This circuit is high pass and the element in the series branch is a capacitor. The elements values for achieving the Q-factor 10 are summarized in Table 6.2. However, the closest commercially available values were chosen for the final circuits. Four Coilcraft 0402 chip inductors and one AVX thin film 0402 capacitor were used in the realized circuits. To achieve \( L = 0.26 \text{nH} \), the three 0.8nH inductors are connected in parallel. For this purpose three shorting pins are included to connect the capacitors to the ground. A 0.3pF capacitor was placed on the feeding line between the port and the antenna. The circuit diagram is shown in Fig. 6.7. The simulated and measured reflection coefficient is shown in Fig. 6.8. The measured resonance frequency matches the predicted one in the simulated model. However, the measured -10dB impedance bandwidth is larger than the expected bandwidth. The difference is believed to be due to the added loss through the prototyping procedure. The four ground connecting vias in this circuit result in more loss and bandwidth.
Table 6.2 Calculated element values for the high pass Π network at 8GHz.

<table>
<thead>
<tr>
<th>Reactance (Ω)</th>
<th>Corresponding value at f=8GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1 = 13.14$</td>
<td>$L_1 = 0.26$ nH</td>
</tr>
<tr>
<td>$X_2 = -44.61$</td>
<td>$C = 0.44$ pF</td>
</tr>
<tr>
<td>$X_3 = 160$</td>
<td>$L_2 = 3.18$ nH</td>
</tr>
</tbody>
</table>

Fig. 6.7 Tuning circuit diagram for 8GHz.

6.2.3.3 10 GHz-Reversed High Pass L Network

To cover the higher end of the UWB band a two-element network is designed to tune the narrowband antenna to 10GHz. The element values for a reversed high pass L network are calculated and shown in Table 6.3. In the actual circuit a 0402 Coilcraft 0.8nH chip inductor was shorted to the ground as the shunt element and an AVX 0603 0.1pF capacitor is placed in
the gap on the feeding line between the connector and the antenna as the series element. The
circuit diagram with final values is shown in Fig. 6.9. The measured and simulated reflection
coefficients are compared in Fig. 6.10. Unlike the other two circuits 900MHz difference is
observed between the results. This might be due to other unknown parasitics of the elements
which are not considered in the simulation. Since the elements are not placed with a pick and
place machine on the PCB, positional errors also might give rise to this discrepancy. The
hand-made grounding vias can increase the loss and change the reactive values in each
branch.

Table 6.3 Calculated element values for the reversed high pass L network at 10GHz.

<table>
<thead>
<tr>
<th>Reactance (Ω)</th>
<th>Corresponding value at f=10GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1 = 52.85$</td>
<td>$L = 0.84 \text{ nH}$</td>
</tr>
<tr>
<td>$X_2 = -116.77$</td>
<td>$C = -0.13 \text{ pF}$</td>
</tr>
</tbody>
</table>

![Fig. 6.9 Tuning circuit diagram for 10GHz.](image1)

![Fig. 6.10 Simulated and measured reflection coefficient of the antenna with a 10 GHz matching circuit.](image2)
6.3 Discussion

It is important to note that since external matching circuits were used in this study the wideband matching was not affected by the narrowband matching networks.

Table 6.4 compares the total efficiency and realized gain of the tuning circuit when integrated with the original antenna. The total efficiency is defined as the ratio of radiated to stimulated power. The difference between the input power and the stimulated power is that the latter includes any reflections that may occur at the feeding location. The realized gain includes this impedance mismatch loss and is defined by $G \cdot (1 - S_{11}^2)$, where $G$ is the IEEE gain defined in [3]. The antenna becomes electrically larger as the frequency increases, and so the efficiency and gain increase. However, at lower frequencies the structure is electrically small and the level of total efficiency and realized gain is lower which agrees with the Chu-Harrington expression.

In developing and analysing the tuning networks for this structure several issues have been taken into account. A low pass network was chosen for matching at 4GHz in which the series inductor in the circuit filters out the higher frequency resonances. Similarly, at high frequencies a high pass structure with a series capacitor is more suitable for supressing any low frequency resonances. The circuits were all manufactured manually and no pick and place technique is used in the manufacturing procedure. Considering the small dimensions of

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Efficiency (%)</th>
<th>Realized gain* (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.15GHz**</td>
<td>54.6</td>
<td>0.6</td>
</tr>
<tr>
<td>4GHz</td>
<td>37.2</td>
<td>0.2</td>
</tr>
<tr>
<td>8GHz</td>
<td>56.7</td>
<td>1.9</td>
</tr>
<tr>
<td>10GHz</td>
<td>75</td>
<td>4.4</td>
</tr>
</tbody>
</table>

*Realized gain = $\text{Gain} \cdot (1 - S_{11}^2)$ **Original antenna
the components, accurately placing them on the feeding or between the feeding and shorting pins and soldering them were challenging. Therefore, errors in the components placement was inevitable. Due to practical limitations in prototyping of the antennas at the time, the ground connecting pins were also inserted manually by drilling through the board and filling them with thin wires. Moreover, the tolerances in the values of components when added to the other effects might be considerable. Although the best effort was made to include all the available information about the frequency behaviour of the elements in the circuit simulation, there might be still unknown effects which were not modelled.

Although the focus of this study was narrowband reconfigurability, specifically for this antenna configuration the matching circuits can also be of benefit in the design procedure. Given that the narrowband antenna is a resonant structure; its operation frequency is determined by its dimensions. Subsequently, for lower frequencies the required dimensions grow and therefore designing the antenna becomes challenging. Specifically for PIFA monopole combination, if the size of the PIFA plate is increased the dimensions of its ground plane, i.e. monopole in this case also needs to be increased which might not be feasible in some applications. In such cases, one solution can be to design the antenna for higher frequency with affordable dimensions and then tune it down to the desired frequency via a matching circuit.

### 6.4 Summary

The hybrid wideband-narrowband antenna supports two fixed modes of operation. The frequency agile functionality would add to the versatility of the antennas performance. In this chapter the possibility of tuning the narrowband antenna by means of an external matching circuit and maintain the wideband operation is demonstrated. Three sets of lumped elements tuning circuits were designed and examined. To cover the various types of circuits, a low pass L network for 4GHz, a high pass Π network for 8GHz and a high pass reversed L network for 10GHz were developed and examined.
References


Chapter 7  Device  Integrated  Printed  UWB

Antenna

7.1  Introduction

The recent advances in wireless technology have had a huge impact on our life. The mobile phone is no longer one of the modern technology’s wonders. Wireless technology is nowadays utilized in various applications such as health and care systems, home media networks, logistics and security. Antennas play the key role in wirelessly enabled devices. Depending on the application, the antennas need to have certain characteristics. Their size and shape are mostly influenced by the form factor of the device. First generation wireless devices normally have external antennas. As the demand for an aesthetic industrial design (ID) increases, so does the trend towards device-integrated antennas. “Internal”, “embedded” or “device-integrated” antennas are designed to fit inside the device casing. Selecting a suitable antenna concept involves considering both the system technical requirements and the device physical requirements. In other words, in order to ensure device optimal performance, it is important to take into account several parameters such as the device volume, shape and form factor. For instance, the Nike+ iPod sport set [1] has two components; a sensor and a receiver, both of which are about a 2.5 cm long (see Fig. 7.1). The sensor fits into a small space under the insole of a Nike+ shoe. The receiver plugs into an iPod Nano. A planar inverted F antenna
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(PIFA) is fit into the shoe sensor, however for the receiver which is packed with RF and electronic components a chip antenna is used. Importantly, for mass produced products all components including antenna need to be light and inexpensive.

Considering that the antenna is a radiating device that interacts with other components in its vicinity, it needs to be customized to operate in a specific assembly of different components in the device. In this stage the size of the device determines the complexity of the antenna integration procedure and the possible antenna technology. These basic rules are applicable to all wireless technologies and there is no exception for UWB communication.

In previous chapters some of the capabilities of the UWB technology have been pointed out. Benefiting from low power communication and large bandwidth UWB communication offers both performance and high data rate to a wide range of applications from military to commercial products [3],[4]. Various types of UWB antennas have been
studied in the literature [5]-[11]. Taking into account the costs, size, manufacturing technology and technical requirements, certain antenna solutions might be preferred. With the increasing demand for smaller wireless devices in recent years, small-size UWB antennas have received a considerable amount of attention [7]-[11].

Typically, the antenna characteristics are investigated in an ideal “isolated scenario” in which the effect of other structures in the vicinity of the antenna is undermined. However, ultimately the antenna must be mounted close to a (plastic) casing, camera, and/or battery, or onto a PCB. This case is addressed as “integrated” or “device-integrated scenario” in this chapter. As mentioned earlier, for proper integration of the antenna within the industrial design, one should take into account a variety of factors to ensure optimal device performance. Each application also introduces various restrictions for the antenna design and integration.

In some cases the designers can benefit from the structure of the final industrial design. Recently there has been significant increase in the number of radio systems built in handheld devices. Due to physical limitations, designing antennas for services such as digital TV (DTV) is very challenging. In order to avoid large and external antennas for such applications, a well-known technique is to excite the device PCB by a simple coupling element [12]. The coupling element introduces resonances across the length of the PCB. Studies show that the interaction between the antenna and the mobile phone chassis is quite strong. Hence, the antenna needs to be designed together with the chassis [13].

UWB antennas on the other hand are mostly designed without considering the mounting platform. This results in further modification after integration. Thevenard et. al in [14] suggested using a four sector Vivaldi antenna on a television camera shown in Fig. 2. They placed the antenna which occupies a volume of 90 mm × 90 mm × 39 mm at the rear of the camera. Despite choosing a relatively quiet location for the antenna, the camera structure affects the antenna radiation. The multi sector antenna radiation patterns are tilted when integrated. They also are more directive when compared to the isolated case (see Fig. 7.2).
Fig. 7.2 (a) Four sector Vivaldi antenna, (b) isolated antenna radiation pattern, (c) the four sector Vivaldi antenna mounted on a television camera (d) integrated antenna radiation patterns [14].

In [15] a vertical UWB monopole is integrated into the casing of a home entertainment device, a DVD player, as depicted in Fig. 7.3. The integration mainly affects
the radiation patterns. Despite of having a quasi-omnidirectional pattern in the isolated case the antenna shows a strong directive pattern in the integrated case. In this case the internal volume of the DVD player box is utilized to accommodate the antenna and its ground plane. However, the bulky structure and the need for a reasonable size ground plane limit the application of vertical monopole antennas for integration in small and thin devices.

Fig. 7.3 UWB mono-cone antenna integrated into a DVD player and the calculated radiation pattern at 7GHz [15].

Fig. 7.4 Internal 2.4 GHz UWB antenna for wireless dongle applications [16].

A small internal UWB antenna for a USB dongle was proposed in [16]. The antenna is a folded radiator with bent stubs mounted on the top of the PCB. The integrated antenna is
shown in Fig. 7.4. The interaction between the antenna and the PCB were controlled by covering the PCB with a small grounded metal box. This technique might solve the PCB and antenna interaction; however, the metal box contributes to the radiation as the antenna ground plane. Furthermore mass producing a folded antenna might not be very cost effective. Unlike folded monopoles and vertical monopoles, printed UWB antennas are low profile and suitable for compact devices. Such antennas provide good radiation characteristics while they are low cost and easy to manufacture.

As it has been discussed in previous chapters, the operation principle in printed UWB monopole antennas is based on the overlapping of the closely distributed resonance modes. At low frequency the antenna operates in a standing wave mode. With increasing frequency, the antenna operates in a hybrid mode of standing and travelling waves. At high frequencies, the travelling wave becomes more critical to the antenna operation. The structures formed by the lower edge of the radiating element and the upper edge of the ground plane support the travelling wave [11]. This implies that other than the main radiating element, the ground plane also contributes to the radiation. Thus, varying the dimensions and shape of the ground plane alters the antenna matching. This makes such antennas ground-dependant. Furthermore, when measuring the antenna characteristics, the currents on the ground plane leak to the measurement cable. Consequently the cable radiates and influences the measurement. Several techniques are reported in the literature to overcome this problem [17]- [32]. A well-known method is to use ferrite magnetic chokes to suppress the currents on the cable (see Fig. 7.5) [17]. By introducing two leakage blocking narrow slots on the antenna ground, the currents can be controlled, but not completely stopped [18]. If an omnidirectional symmetrical radiation pattern is not the system requirement, the ground surface currents can be reduced by asymmetrically feeding the antenna. In [32], the antenna is fed asymmetrically and a notch is cut off from the radiator while a strip is asymmetrically attached to the radiator.
Fig. 7.5 Reported solutions for ground plane surface current in UWB antennas. (a) Ferrite choke [17] (b) ground plane slots [18] (c) asymmetric feeding and radiator [32].

Ferrite chokes cannot be used when the antennas are integrated into the device. However, by some modifications the other two methods can be very useful for suppressing the unwanted RF currents in integrated cases. In integrated scenarios if the currents are not suppressed properly, further electromagnetic compatibility (EMC) problems might occur [31]. Like [16] the PCB can be covered by a metal box to avoid EMC problems. However, in that case the antenna excites the metal box or the chassis. Unlike mobile terminal antenna design [12], [13], chassis excitation is not desired in UWB applications. Chassis excitation would result in multiple radiation points on the structure and consequent alteration of radiation...
parameters. Hence, PCB or chassis originated resonances caused by RF interaction of the
antenna and its surrounding need to be controlled in UWB applications.

In order to attenuate the RF currents, methods such as defect ground structures (DGS)
[20], [21] and electromagnetic band gap (EBG) materials [22] have been utilised in the
literature. A DGS structure operates as a low pass filter stopping the high frequency signal
and an EBG structure is basically a notch filter that stops the specified frequency band. These
structures might be costly and add to the complexity of the design. The “RF choke” or
“wavetrap” is also another method to block the unwanted RF currents. It is widely used to
prevent RF signal from flowing in the DC bias circuits. The RF choke is usually implemented
by distributed elements. High impedance points implemented by short-circuited quarter-
wave transmission lines can enforce current minima and reduce the flow of RF
currents. RF choke structures are also used in antenna design for improving antenna
performance, such as bandwidth enhancement, multiple band operation, gain enhancement,
and the radiation pattern shaping. The sleeve (or bazooka) balun for dipole antenna feed is a
best example of using the short-circuited quarter-wavelength coaxial cable as an RF choke
[23]. A similar technique was also used in horn antennas- the coaxial cable choke was used to
prevent the current from flowing over the outer conductor of the horn [24]-[26]. These chokes
mounted on horns can improve the radiation patterns [24], [25] or enhance the antenna gain
[26]. Furthermore, a combination of ring chokes and EBG structures to reduce the surface
wave for a good radiation pattern was presented in [27], [28]. Since the RF choke can change
the current resonant length, the concept was also adopted to achieve multiband or wideband
operation. In [29] a choke, formed by a short-circuited quarter-wavelength microstrip stub,
was introduced to divide a monopole antenna into two sections so as to create two resonant
paths and thus achieve dual band operation. In [30] a bandwidth enhancement technique for
mobile phone antennas was developed by introducing a quarter-wavelength choke to the
chassis edge. By accurately determining the position of the choke, the bandwidth can be
improved dramatically.
Fig. 7.6 (a) edge current RF choke [32] (b) coaxial cable RF choke [23] (c) RF chokes on horn antenna [25] (d) RF choke on handset antenna [30] (e) RF choke on handset antenna [31].

In mobile phone application a pair of RF chokes is also used to control the near-fields of a mobile terminal antenna [31]. The local reduction of the near-fields is especially important for the operation of the hearing aid of the user. The reshaping of the near-fields may also enable reduced specific absorption rate (SAR) values [31]. In [32] an RF choke is
implemented using a printed inductor and a capacitor. This choke can be fabricated on the
periphery of the PCB ground plane for surface current blocking and thus shaping the ground
edge current. Most of the above mentioned methods (some shown in Fig. 7.6) are useful for
certain type of applications. Thus, it is important to consider the system requirements and
limitations when developing the integrated antenna.

An antenna is required for indoor positioning application. High data rate, low
equipment costs, multipath immunity, high penetration capability and low power
consumption are the outstanding features of UWB technology and make it suitable for indoor
positioning. The positioning procedure is based on radio ranging which basically is measuring
the distance between two terminals by recording the time of transmitted and received signal
and then converting them to distance.

The received signal arrives after a delay that is proportional to the distance it has
travelled, so each time a signal goes from one unit to another the distance between them can
be measured. Given the distances from one mobile unit to several other “reference” units at
known positions, as well as the positions of all the references, the mobile unit can be located
by triangulation. Multipath does not affect the UWB positioning accuracy since the direct
pulses are received prior to the reflected pulses and therefore they can be detected easily.

In this chapter the integration of a UWB antenna into a device PCB will be studied.
This follows the studies on UWB antennas in the previous chapters. To keep it consistent a
printed CPW fed UWB antenna has been selected as the basis of this integration. A relatively
large PCB represents the device PCB. The antenna feeding mechanism and its ground-
dependant behaviour need to be customized for the purpose of integration. In order to mitigate
the unwanted effects of surface currents on the edge of the PCB, two pairs of shorted RF
chokes are introduced into the design. By creating current minima the RF chokes reduce the
PCB contribution to the radiation. The important parameters which affect the antenna
performances will be investigated both numerically and experimentally. This study is carried
out for the European UWB frequency mask, which is partly focused on the frequencies
between 6-8.5 GHz [33].
Chapter 7- Device Integrated Printed UWB Antenna

7.2 Antenna Design

In order to model the device-integrated antenna in this study, the antenna is placed on a 100 mm by 160 mm PCB. For the indoor position application the system has the following key requirements:

- the operating frequency band is the European UWB mask i.e. 6-8.5 GHz.
- the antenna should occupy the smallest space possible within the device.
- the PCB should have a minimal effect on the antenna radiation performance.
- the antenna should have a quasi-omnidirectional radiation pattern in the plane in which the PCB is situated.
- the antenna should possess a fairly constant group delay across the frequency range of interest.

In this section, the antenna concept selected for this study is briefly reviewed and then the integrated structure is presented. The antennas have been modelled using the finite-difference time-domain (FDTD)-based field solver EMPIRE™ [34].

7.2.1 The Isolated Antenna

Similar to the previous chapter, for this application a printed CPW fed circular disc monopole antenna is selected [7]. The antenna is printed on the top layer of the PCB. The geometry of the antenna structure is depicted in Fig. 7.7. The dimensions such as disc radius, width and length of the antenna ground plane sections and the feed gap are optimized to achieve -10 dB input impedance matching across the 6-8.5 GHz band. The antenna is designed on a RO4350B substrate with 1.52 mm of thickness and $\varepsilon_r=3.48$. 
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7.2.2 Antenna Integration with the PCB

7.2.2.1 Feeding Mechanism

The 3D view of the integrated antenna is depicted in Fig. 7.8. The antenna is printed on top of the substrate and the bottom layer is the ground. In order to maintain the
symmetrical radiation pattern, the antenna symmetry line is aligned with the vertical symmetry line of the board. The metal layer of the top 30 mm by 100 mm part of the PCB is removed from the bottom side of the substrate in order to accommodate the antenna on the top side. The geometry and dimensions of the antenna are demonstrated in Fig. 7.9.

The antenna needs to be eventually connected to the off-the-shelf RF components on the board. Therefore, it is required to specially design a proper feeding mechanism. To achieve that, the CPW ground sections and centre strip conductor are extended to form a conductor-backed CPW (CBCPW) [35]. Fig. 7.10 is the schematic of a CBCPW. The CBCPW is basically a CPW with a lower ground plane. In order to attain a good matching the size and shape of the CPW ground sections are smoothly modified. The centre strip is then further extended and linearly tapered to get a 50Ω microstrip line. Fig. 7.11 shows the electric field variation at each section along the CPW to microstrip transition. In the microstrip line section, the electric field lines are mostly vertical as terminating perpendicularly at the ground of the substrate as shown in the A-A’ plot. In the CPW section, the electric field lines are mostly horizontal and concentrated between the centre strip and two ground strips as shown in C-C’. In order to gradually match the field distributions between the microstrip line and the CPW, a CBCPW (B-B’) is inserted. In this feeding technique there is no need to directly connect the antenna ground to the PCB.
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Fig. 7.9 The geometry of the antenna integrated with PCB. (The dotted rectangles represent areas of conventional CPW and conductor-backed CPW)

Fig. 7.10 Schematic of conductor-backed CPW on a dielectric substrate of a finite thickness [35].
Fig. 7.11 The CPW to microstrip transition feeding. Electric field at each cross-section along the transition, (a) microstrip, (b) CBCPW, (c) CPW.

7.2.2.2 RF Chokes

Once the antenna is integrated, it is possible to study the interaction between the antenna and PCB. Fig. 7.12 shows the surface current distribution in the integrated scenario at 7.25 GHz. There is high concentration of currents on the edge of the PCB. Thus, this structure is very ground dependent. To simplify, the arrangement can also be thought of having similarities to an asymmetrically fed dipole (see Fig. 7.13a). In this case, the current distribution is a combination of a standing and travelling wave [36]. The travelling wave mode affects the radiation pattern, in that the pattern is more directive towards the longer leg of the dipole. In order to reduce the PCB contribution to radiation it is important to force the currents to be concentrated around the antenna (see Fig. 7.13b). For this reason, two pairs of short circuit transmission lines, RF chokes, are printed at the top short edge of the PCB symmetrically. The currents on the PCB encounter a high-impedance interface at the open ends, enforcing current minima. The idea is similar to the well-known coaxial sleeve (or bazooka) balun [37] that chokes the unbalanced current flowing on the outside of a feeding coaxial cable.
Fig. 7.12 Surface current distribution on the ground plane of the integrated antenna at 7.25 GHz.

Fig. 7.13 Modeling the integrated antenna with an asymmetrically-fed dipole.
Fig. 7.14 The geometry of the antenna integrated with PCB with RF chokes.

In determining the length and positions of the chokes, it is required to maintain the good matching and stable gain and radiation pattern of the original antenna. Therefore, in this application the filtering function of the chokes is not desired. The goal is to concentrate all the radiating currents around the antenna and avoid scattered radiation points around the PCB. In order to cover the whole band of interest (6-8.5GHz) two pairs of shorted transmission lines are printed on the PCB side of the structure. The longer pair is further away from the centre and feeding. It suppresses the low frequency currents on the PCB. The shorter pair is closer to the centre where high frequency field coupling is stronger.

Extensive simulations were conducted in order to find a trade-off between the matching, stable gain and omni-directional radiation patterns. The best result was achieved when the length of the longer pair was a quarter of the guided wavelength at 6 GHz and the shorter pair was less than a quarter of the guided wavelength at 8.5 GHz. The dimensions of the final antenna with the RF chokes are presented in Fig. 7.14. In the next section the effects of integration and RF choke utilization are discussed.
7.3 Analysis

In this section the isolated antenna characteristics are compared with the PCB integrated antenna. The effectiveness of the RF chokes is also studied in this section.

7.3.1 Surface Currents

Once the antenna is integrated with the PCB, incorporating the RF chokes helps to electrically shorten the surface currents paths on the edge of the PCB. The surface current distributions on the PCB in the integrated antenna with RF chokes are shown in Fig. 7.15. Comparing Fig. 7.12 and Fig. 7.15, it is clear that by using RF chokes it is possible to concentrate the currents around the antenna and not the PCB.

Fig. 7.15 Surface current distribution on the PCB for integrated antenna with RF chokes at 7.25GHz.

7.3.2 Impedance Matching

The reflection coefficients of the antenna in isolated and integrated scenarios are compared in Fig. 7.16. The required -10 dB impedance bandwidth is satisfied in all cases for the required bandwidth i.e. 6-8.5GHz. However, it can be observed that the matching is affected by the integration. The overall bandwidth has reduced, and new resonances have
appeared in the reflection coefficient curve. RF chokes enhance the integrated antenna bandwidth at high frequency.

![Reflection Coefficient Curve](image)

Fig. 7.16 Simulated reflection coefficients of the isolated antenna and integrated antenna with and without RF chokes.

7.3.3 Radiation Pattern

As expected, the integration process alters the radiation patterns [14]-[16]. Fig. 7.17 compares the simulated gain patterns of the antenna in an isolated and integrated scenario with and without RF chokes at 6, 7.25 and 8.5 GHz. It is required that the antenna has stable gain and omni-directional pattern across the 6-8.5GHz band. In the $H$-plane, there are improvements in the pattern at all frequencies when utilizing the chokes. For the integrated antenna without chokes, the pattern variation increases with the increase of frequency. Introduction of higher modes are clearly visible at 8.5 GHz. In the $xy$-plane the radiation pattern of the antenna without chokes has got two dips at $\phi=\pm 90^\circ$ which are in the direction of the PCB edge. However, the dips disappear when the chokes are utilized confirming that the currents at the edges are reduced. Comparing the $H$-plane patterns, the chokes successfully stabilize the pattern across the frequency band. In the $E$-plane, the integration results in
Table 7.1 Gain variations for the three cases.

<table>
<thead>
<tr>
<th></th>
<th>Min (dBi)</th>
<th>Max (dBi)</th>
<th>Diff (dBi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isolated antenna</td>
<td>-0.56</td>
<td>4.58</td>
<td>5.15</td>
</tr>
<tr>
<td>Integrated antenna without RF chokes</td>
<td>-8.93</td>
<td>1.03</td>
<td>9.97</td>
</tr>
<tr>
<td>Integrated antenna with RF chokes</td>
<td>-1.84</td>
<td>2.86</td>
<td>4.71</td>
</tr>
</tbody>
</table>

slightly directive patterns at all frequencies. It also introduces dips at $\theta=\pm90^\circ$. However, the patterns can be smoothed to some extent and improved to look more similar to the isolated antenna patterns by using the chokes. Fig. 7.17 also shows that chokes improve the back radiation in the $xz$-plane. Overall, it can be confirmed that employing quarter wavelength chokes reduces the effect of the PCB surface currents in all planes of observation.

The simulations also show that (not presented here) the level of cross-polar component is higher in integrated case comparing to the isolated case. We interpret this due to the increase in the overall size of the complete structure.

### 7.3.4 Gain

A stable gain across the frequency band of interest (6-8.5 GHz) and in all directions is one of the main advantages of the small printed UWB monopoles. Therefore, it is important to maintain this characteristic to some extent after the integration. The gain-frequency and angle plot in the horizontal plane ($\theta=90^\circ$, $0<\varphi<360$) is displayed in Fig. 7.18.

The isolated antenna has a nearly omni-directional gain pattern (see Fig. 7.18a). Fig. 7.18b shows the gain versus frequency and angle for the integrated antenna without RF chokes. The integration clearly affects the antenna gain pattern. Comparing with the isolated antenna for the 6-8.5 GHz band, gain drops significantly. The minima are at $\varphi=\pm90^\circ$. Fig. 7.18c demonstrates the gain improvement after introducing the RF chokes in the design. Across the frequency range of interest, the gain has increased. It shows fairly stable gain for 6-8.5 GHz and along various directions and more than 50% improvement was achieved.
comparing to the integrated case without chokes (see Table 7.1). Table 7.1 shows the and minimum and maximum values in all planes/

Fig. 7.17 Simulated antenna gain patterns in H and E planes, (a) 6 GHz, (b) 7.25 GHz, (c) 8.5 GHz.
Fig. 7.18 The antenna gain pattern in xy-plane. RF chokes improve and stabilize the radiation pattern in H-plane in all frequencies.
Fig. 7.19 Simulated (a) reflection coefficient (b) radiation patterns of the integrated antenna for different lengths of the PCB. The stable results show that the PCB radiation is controlled.

### 7.3.5 Field Coupling to the PCB

In order to demonstrate that the coupling between the PCB and antenna has been minimised, a parametric study was conducted by varying the length and width of the PCB. Fig. 7.19a shows the simulated reflection coefficient for different lengths of the PCB. The differences caused by varying the PCB length are insignificant since the different curves are indistinguishable. This indicates that the approach described above works efficiently. A similar trend is observed in the radiation patterns. The radiation patterns for different lengths
of the PCB at centre frequency, 7.25 GHz are illustrated in Fig. 7.19b. A similar study has been carried out by varying the width of the PCB in which a same trend can be detected (see Fig. 7.20). These observations confirm that the PCB contribution to the overall radiation is well controlled.

![Simulated reflection coefficient and radiation patterns](image)

Fig. 7.20 Simulated (a) reflection coefficient (b) radiation patterns of the integrated antenna for different widths of the PCB. The stable results show that the PCB radiation is controlled.
Table 7.2 Group delay variation comparison for the two scenarios.

<table>
<thead>
<tr>
<th>Group delay (nsec)</th>
<th>Min</th>
<th>Max</th>
<th>Diff</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isolated antenna</td>
<td>2.3</td>
<td>2.4</td>
<td>0.1</td>
</tr>
<tr>
<td>Integrated antenna without RF chokes</td>
<td>2.58</td>
<td>3.45</td>
<td>0.86</td>
</tr>
<tr>
<td>Integrated antenna with RF chokes</td>
<td>3.02</td>
<td>3.40</td>
<td>0.38</td>
</tr>
</tbody>
</table>

7.3.6 Group Delay

Small printed UWB antennas are reported to have low dispersive behaviour [8]. Group delay is the parameter that can be used to quantitatively evaluate the dispersive performance of the antenna. It is defined as the derivative of far-field phase with respect to the frequency [38]. It quantifies the pulse distortion and far-field phase linearity.

The effect of integration on the group delay is studied by simulating a two antenna system excited by a Gaussian signal. The antennas face towards each other (θ=90º, φ=0º) and are separated by 60 cm. The transmission coefficient $S_{21}(\omega)=|S_{21}(\omega)|e^{j\phi(\omega)}$ of the two antenna system is then calculated. The group delay can then be calculated with (7.1)

$$\tau(\omega) = -\frac{d\psi(\omega)}{df} = -\frac{d\psi(f)}{2\pi df}. \quad (7.1)$$

The plots of group delay versus frequency and angle for the antenna with and without RF chokes are compared in Fig. 7.21. The isolated antenna shows a flat group delay [11] (not shown). As mentioned before, for the localization system, it is important to have a fairly constant group delay across the frequency range of interest (6-8.5 GHz). This is achieved by controlling the currents on the ground by utilizing the RF chokes. The improvement is more significant for 7-9 GHz. As shown in Table 7.2 incorporating the RF chokes results in more than 50% improvement comparing to the antenna without RF chokes.

7.3.7 Time Signals

The effect of integration on the time signals is studied. As mentioned in the
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previously, a configuration of two similar antennas which are separated by 60 cm is simulated. The antennas face each other (θ=90°, φ=0°). The transmitting antenna is excited by the pulse depicted in Fig. 7.22a. The received signal is shown in Fig. 7.22b. The same configuration is simulated for all three antennas. Fig. 7.22b shows that the ringing effect is more significant in the integrated case as compared to the isolated case. The amplitude of the signal is lower for the integrated antenna case than the isolated one. The RF chokes do not influence the received signal. The signal distortion in the integrated case can be due to the impedance bandwidth mismatch between the antenna and the excitation signal. The antenna impedance bandwidth is less than the -10 dB bandwidth of the excitation signal and therefore not all of the frequency components of the pulse can be transmitted efficiently. This leads to distortion.
Fig. 7.21 The antenna group delay in xy-plane, (a) isolated antenna, (b) integrated antenna without RF chokes, (c) integrated antenna with RF chokes.
Fig. 7.22 The time signals (a) excitation pulse (b) received signal at $\theta=90^\circ$, $\phi=0^\circ$. Integration results in smaller received signal level and stronger ringing effect.

7.4 Experimental Verification

The structure introduced in previous sections was developed on one layer of RO4350B with 1.52mm thickness and two layers of metallisation on top and bottom of the substrate. However, for the final product it is important to consider the multilayer structure of
the RF and digital board. The final board consisted of five dielectric layers with the total height of 1.23 mm. Fig. 7.23 shows a cross-section of the board layout. The width of the 50Ω microstrip feedline on a substrate with the height of 1.23mm and $\varepsilon_r=3.48$ would be 2.88 mm - this is wide enough for connecting to the RF chipset pin. Therefore, the width of the microstrip line is further tapered to 0.4 mm. To retain the 50Ω impedance the height of the substrate needs to be subsequently reduced. In order to save more space for the RF front end, the shape of the four inner layers i.e. LO2, 3, 3b, 4b are modified. Fig. 7.24 demonstrates the final prototype of the antenna.

![Fig. 7.23 Final prototype board cross-section.](image-url)
In the simulation procedure the antenna is designed to be excited through a microstrip port. However, for the purpose of test and measurement by a coaxial cable, several pads are printed on the top side and shorted by via pins to the PCB ground. The inner conductor of the coax can then be connected to the microstrip line and the outer to the shorted pads. The antenna geometry needs to be optimized again with the multilayer layout. The upper edge of the CPW ground of the antenna was modified to provide wider bandwidth after the integration. The photo of the fabricated prototype is shown in Fig. 7.25.
(a) Full view of the final prototype
Fig. 7.25 Photos of the final prototype.
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In order to measure the antenna characteristics, the antenna was end fed by a 13cm coaxial cable. Since the length of the cable is significant, the mismatch between the connector and cable was reflected back and forth along the cable. For this reason, multiple resonances can be detected in the measured scattering parameter. Time domain gating was carried out to remove the effects of discontinuities in S-parameter data caused by the test connector and the cable in the post processing [39]. Advanced network analysers can automatically perform the gating and remove the effect of connector mismatch. The frequency domain S-parameters were first converted to the time domain. Time domain gating was then used to remove reflections due to end connector or other discontinuities. The gated time domain result was then transformed back to the frequency domain. By removing the unwanted resonances the S-parameter data will be improved.

Fig. 7.26 Antenna reflection coefficient in time domain.

The reflection coefficient of the antenna in time domain is depicted in Fig. 7.26. The main peak which can be detected in Fig. 7.26 represents the antenna radiation. The mismatch at the connector can be detected as a peak happening before the main peak of the antenna.
order to remove the effect of connector mismatch the connector data has been replaced with zeros in the post processing calculation. The new set of data has then been transformed to frequency domain. The measured reflection coefficient before and after gating is demonstrated in Fig. 7.27.

![Graph showing the ungated and gated measured reflection coefficient](image)

Fig. 7.27 The ungated and gated measured reflection coefficient.

The simulated and measured gated reflection coefficients are compared in Fig. 7.28. The -10 dB impedance bandwidth covers the whole band of interest (6- 8.5 GHz). The gated measured reflection coefficient agrees well with the simulated result. The measured efficiency and peak gain are presented in Fig. 7.29. While the efficiency varies between 75% and 95%, the gain increases from 3dBi at 6GHz up to 8dBi at 8.75GHz. The efficiency is derived through 3D gain measurement. Fig. 7.30 compares the simulated and measured co-polar (E₀) component of the radiation pattern at 6, 7.25 and 8GHz, in the two main planes. Typical monopole behaviour can be observed in both planes over the whole frequency range.
Fig. 7.28 Simulated and measured reflection coefficient.

Fig. 7.29 The measured efficiency and peak gain.
Fig. 7.30 The simulated and measured radiation patterns at 8.5GHz, (a) 6 GHz, (b) 7.25 GHz, (c) 8.5 GHz.
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7.5 Summary

Design challenges of integrating a printed CPW fed UWB antenna into a PCB are elaborated in this chapter. In order to facilitate connecting the antenna to the off-the-shelf components, the original antenna feeding is transformed to a CCPW and then to a microstrip line. The PCB contribution to radiation is controlled by introducing two pairs of RF chokes to the arrangement. The RF chokes suppress the surface currents on the edge of the PCB and enhance the antenna radiation without degrading the matching. The study confirms that the antenna is well decoupled from the PCB. A five-layered prototype of the integrated antenna is manufactured and tested. The results show that the proposed technique significantly reduces the pattern degradation due to the presence of PCB.
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Chapter 8  Conclusions and Future Work

8.1  Conclusions

The wireless industry market has been witnessing unprecedented growth mainly driven by increasing number of emerging services and applications. As a result, regulatory bodies and designers face looming challenges in spectrum management and hardware implementation.

The newly-introduced standards together with the earlier generations of wireless services are collocated within a limited part of the spectrum. While these bands are heavily crowded other parts of the spectrum are under-utilized. The spectrum under-utilization occurs when either only a fraction of an assigned band is used at a time or the whole bandwidth is used but very occasionally. Hence, responding to the growing demand for bandwidth hungry applications such as online multimedia streaming appears to be challenging. All the above leads to the conclusion that the fixed and regulated access to the spectrum holds only limited promise for the expansion of wireless technology.

Aiming at the efficient use of spectrum, the regulatory bodies have considered sharing the spectrum between several standards. Following the same ambition, the unlicensed use of the 3.1-10.6 GHz band for UWB emission was authorized in 2002. Transmission of low power short impulses is the enabling principle for reliable, high data rate, multipath-tolerant and non-invasive communication in UWB technology. Prior to that, in 2000, Mitola
had introduced an intelligent and self-aware radio concept known as cognitive radio which has dynamic access to the spectrum for optimum performance. While this approach creates new opportunities to pursue the main goals, it comes with its own set of challenges, in particular the antennas.

For an optimum performance, the CR needs to be aware of its own state, collect information about the surrounding environment (i.e. spectrum sensing), process the new information together with the data fed back from previous operations and select the best standard accordingly (i.e. spectrum allocation). Successful completion of this cycle necessitates the collaborative use of software and hardware components (i.e. antenna and RF front end circuitry). Spectrum sensing and allocation procedure can be realized by means of two communications links; spectrum sensing link and communication link. In the sensing link, a wideband antenna may continuously monitors the spectrum in search of vacant or idle frequency bands (spectrum holes) while a narrowband reconfigurable antenna with wide tuning range is in charge of communication in the other link. Hence, an antenna solution with wideband and reconfigurable narrowband functionality is required for spectrum sensing and allocation task in CR.

The widespread deployment of wireless connectivity in various applications has resulted in strong demand for multi standard portable platforms. Antennas that can operate over several frequency bands are essential in order to support multi standard operation. The antenna bandwidth requirements vary for low, medium and high data rate applications. Hence, as well as supporting multiple frequency bands, the antennas need to satisfy several bandwidth requirements.

In view of the above argument on the necessity of developing antennas with wideband and narrowband functionality for current and future wireless networks, a hybrid wideband-narrowband antenna was designed in Chapter 4. The antenna is designed based on an integration concept aiming at efficiently using the spaced allocated for the antennas. The efficient integration relies on sharing part(s) of one antenna between other additional antennas. In the demonstrator antenna, a CPW fed UWB printed monopole was etched on the
top layer of the Taconic substrate. On the bottom layer, above the UWB antenna radiator, a microstrip fed shorted patch antenna was printed. It was then shorted through a via pin to the UWB antenna radiator. In this configuration the UWB radiator was also used as the ground plane for the narrowband shorted patch antenna. Therefore, the space of one antenna was used for two antennas. A prototype of this antenna was fabricated and measured. Good agreement was observed between the simulated and measured results. A parameter study was conducted to explain the antenna performance.

Other than the conventional parameters of each antenna in this configuration their relative position also affects the performance. Specifically, the transmission coefficient is strongly influenced by the position of the narrowband antenna. This issue was addressed in Chapter 5. Investigating the surface current distribution on the edge of the UWB radiator and the microstrip feeding of the narrowband antenna indicates that some percentage of power is coupled between the ports causing high transmission coefficient. To resolve this problem two techniques were applied; modifying the antenna structure and designing an external decoupling feeding network. In the first approach, the aim was to avoid the area that caused the power coupling; therefore, the narrowband feeding was shifted away from the board centre and a few dB reduction in the transmission coefficient was achieved. To further improve the port isolation, the narrowband antenna was placed on the top part of the radiator and fed from the opposite edge of the board. The resulting transmission coefficient was -18dB.

The design procedure of an external decoupling network was elaborated as the second approach. An unknown four port network is connected to the two port antenna. The scattering matrix of the total system was extracted and the unknowns were derived on the condition of no coupling. Considering that the antenna scattering matrix which was taken as the input data for this procedure was varying with frequency the resulting network scattering matrix was also a function of frequency. Therefore, realizing such network with frequency dependant components such as transmission lines is challenging.
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For a reliable wireless service in interference-rich harsh electromagnetic environments, the antennas should be robust and versatile. Reconfigurable antennas are the key components to increase the system tolerance against variations in the environment. Antenna frequency detuning due to the interaction with the user’s head or hand, variation of the interference signal or traffic can be under control with the help of reconfigurable antennas as they can react to the changes in the system and environment. Systems with reconfigurable antennas can be considered as preliminary models of intelligent and self-organizing networks such as CR. It can be envisaged that reconfigurable antennas and filters along with vast use of software controlled algorithms at different levels facilitate the realization of CR.

Reconfiguration is achievable by means of banks of external matching circuits and switching between them with when necessary. This feature was examined in Chapter 6. Three sets of matching circuits were designed to tune the narrowband antenna across the UWB band. The circuit antennas were fabricated and verified. Considering the manufacturing tolerance the measured and simulated results agreed well.

From the early large heavy terminals with protrusive external antennas to today’s trendy compact devices with unobtrusive antennas, the mobile handset have gone through an evolutionary journey which is now being followed by the other wireless enabled devices for various applications such as health and care system, public safety and logistics. Since they are installed on the terminal chassis, the external antennas have less interaction with other components of the device and therefore it is possible to design the antenna in isolation and afterwards add it to the final product with small variation in the desired characteristics. However, the internal antennas have to be placed in close vicinity of components such as screen, battery or the highly populated PCB where unsurprisingly their interaction might result in degradation of antenna characteristics. Hence, it is concluded that for a successful compact antenna design, the impact of other components on the antenna should be determined and reflected in the design procedure.

Taking to account, the unique features of UWB technology, a UWB antenna was designed to operate at 6-8.5GHz (European UWB mask) for indoor positioning application. It
was necessary that the antenna provided good impedance matching, stable radiation pattern and gain across the operating band. A printed disc monopole was selected for integration into a relatively large PCB. High concentration of the currents on the antenna ground plane resulted in strong field interaction between the antenna and the PCB which degrades the gain and radiation pattern of the antenna. Field coupling between the antenna and PCB is controlled in two stages. Firstly the antenna is fed by a CPW mechanism to separate the antenna (virtual) ground plane and the PCB. The CPW feeding is then transformed to microstrip feeding. In order to facilitate smooth field transition a conductor backed CPW was used between CPW and microstrip feeding. In the second stage, two pairs of RF chokes were printed on the PCB to reduce the flow of current on the edge of the PCB. This decreased the contribution of PCB in the radiation and therefore, the original radiation characteristics of the antenna were successfully maintained. A multilayer prototype of the antenna on the PCB was fabricated and measured and simulated results were compared. The performance of the final design was compared with the original antenna in isolation and the integrated antenna without RF chokes. The investigations showed that the RF chokes create high impedance point forcing the current minima.

Overall it can be concluded that in modern wireless applications the antenna performance is linked with other parameters such as the device industrial design, RF and digital circuitry sensitivity and complexity. Therefore, in order to propose a promising antenna solution, it is beneficial to take the corresponding system requirements into considerations. Fig. 8.1 summarizes the goals and achievements in this thesis.
Fig. 8.1 Summary of the areas covered and the main achievements in this dissertation.

### 8.2 Future Work

Although it has been more than a decade since Mitola introduced the cognitive radio concept the debates on its required regulations, architecture and algorithms is still on-going. To this time, most researchers have focused on developing intelligent software algorithms for spectrum sensing, sharing or allocation and significantly less interest was directed towards hardware implementation of CR in particular antennas. Therefore, it is assumed that there may be many more antenna designs suitable for CR. Increasing the versatility of the antenna and relaxing the RF front end by combining different bandwidth scenarios and including the filtering and tuning functions into the antenna to reduce the pressure of the RF front end.

The presented integration technique can be applied to wide range of antennas for different combinations, such as polarization or pattern combination. It is also not limited to two antennas; as with the right choice of antennas and arrangement, multiple antennas can be integrated using this technique. The principle can also be applied to low frequency antennas however, some miniaturization approaches will be necessary.
It is important to consider the arrangements which cause the least coupling between the ports. Otherwise decoupling feeding networks are necessary. Since the antennas are not similar (as in MIMOs) and have different frequency response, matching and decoupling at the same time over different range of frequencies is challenging. For more practical solution, there should be a trade-off between the required coupling and matching. This means instead of setting the condition to zero coupling, a higher feasible coupling together with an acceptable matching should be taken as the network design condition. Moreover, if required wideband matching techniques might be considered.

Reconfiguration in this antenna is an added feature and can vary for different choices of antennas. To increase the tuning range several matching circuits together with a decision making unit can be used. MEMS can also be used to reduce the loss. Circuits with variable components are suitable for continuously tuning.

The printed monopoles have been studied extensively in the literature and most authors report that the current distribution on the ground plane is quite strong. This makes the antenna integration into PCBs challenging. A PCB integration solution was presented in this dissertation for the European UWB mask i.e. 6-8.5GHz band. As an extension, various techniques for increasing the operating bandwidth can be studied. For instance using multiple RF chokes or reshaping the chokes (e.g. radial chokes) for wide band operation might be considered. Controlling the surface currents on the antenna ground plane before integration to the PCB is also another issue worth investigating. Finally, balanced antennas with minimum common mode currents on the ground might be an alternative solution to this problem.
Appendix A  Simulation Software

The exact knowledge of electromagnetic fields and the propagation of waves is a prerequisite for the design of radio frequency (RF) elements. In former times, RF design tasks were based on measurement and simple models, leading to time and costs consuming design procedures. Today, affordable computer hard- and software have established and simulation programs can accurately predict the electromagnetic behaviour of new products. So, field simulators have become a new standard for RF calculations.

A.1  Computer Simulation Technology (CST) [1]

Simulation plays an essential role regarding the evaluation and expectation of the antenna characteristics and behaviour. One of the commercial simulation software employed in this work is CST Microwave Studio®, which is the product of CST-Computer Simulation Technology [9]. The software package will be briefly introduced from its user manual, as well as the fundamental theory behind them.

CST Microwave Studio® is a fully featured electromagnetic software package based on the Finite Integration Technique (FIT). This numerical method provides a universal spatial discretization scheme, applicable to various electromagnetic analysis and design, ranging from static field calculations to high frequency applications whether in time or frequency domain.

The background theory of CST Microwave Studio so called Finite Integration Technique was first introduced by Weiland in 1977 [2]. FIT discretizes the integral form of
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Maxwell’s equations, rather than the differential one which is employed by Finite Difference Time Domain (FDTD) method. The FIT equations are presented in equation (A.1).

Faraday’s Law: \( \oint_{\partial A} E \cdot d\mathbf{s} = -\int_{A} \frac{\partial \mathbf{B}}{\partial t} \cdot d\mathbf{A} \)

Ampere’s Law: \( \oint_{\partial A} \mathbf{H} \cdot d\mathbf{s} = -\int_{A} \left( \frac{\partial \mathbf{D}}{\partial t} + \mathbf{J} \right) \cdot d\mathbf{A} \)

Gauss’s Law for electricity: \( \int_{\partial V} \mathbf{D} \cdot d\mathbf{A} = -\int_{V} \rho \cdot dV \)

Gauss’s Law for magnetism: \( \int_{\partial V} \mathbf{B} \cdot d\mathbf{A} = 0 \) \hspace{1cm} (A.1)

\( E \ [V/m] = \text{electric field vector; } B \ [Wb/m^2] = \text{magnetic flux density vector; } \)

\( H \ [A/m] = \text{magnetic field vector; } D \ [C/m^2] = \text{electric flux density vector; } \)

\( J \ [A/m^2] = \text{displacement current density; } \rho \ [C/m^2] = \text{volume charge density}. \)

In order to solve these equations numerically, a finite calculation domain must be defined, enclosing the necessary space region. The next step is to decompose the computational domain into a finite number of tetra- or hexahedra unit cells, and electric and magnetic field vectors can be aligned on the facet of these cells, as shown in Fig. A-1. Under the decomposition, all the cells have to fit exactly to each other. This decomposition yields the finite simplified cells complex \( G \), which serves as computational grid [3]. The spatial discretization of Maxwell’s equations is finally performed on these grid systems. The calculation process is repeated for all grid cells within the boundary until the desired accuracy is reached.
CST Microwave Studio contains three different simulation tools (transient solver, frequency domain solver, eigenmode solver) to best fit particular applications. The most flexible tool, transient solver, is a time domain simulator, which is also the mainly used solver in this project. It is remarkably efficient for the most kinds of high frequency applications. The entire broadband frequency behaviour of the simulated object can be obtained from only one calculation run. CST is also distinctive on its windows-based operating interface and graphic feedback for the definition of object that is being developed. Another outstanding feature of CST is that the mesh properties can be very flexible. The mesh of an objective can be defined in high density to achieve high accuracy result, or sub-grid mesh system can be used to save computational resources when processing electrically large objects.

Like other 3-D full wave simulation softwares, there are some disadvantages in CST Microwave Studio. For example, the software is based on a method which requires the discretization of the entire calculation volume; therefore the application is limited by the electrical size of the structure. In general, CST Microwave Studio is a reliable software tool for most microwave applications.

Fig. A-1 Decomposition of the computational domain in FIT [4].

\[ e_i: \text{electric voltage} \quad h_i: \text{magnetic voltage} \]
\[ B_i: \text{magnetic flux} \quad d_j: \text{electric flux} \]
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A.2   Empire XCcel [5]

Unlike the Finite Element Method, which has long been established in computing electromagnetic fields, the FDTD method had its breakthrough in the late 80’s when extensive research and development lead to a number of improvements in applying advanced boundary conditions, e.g. free space or waveguides, and, therefore, reducing significantly the area of simulation. Today, its applicability covers the whole area of three-dimensional (3D) field simulations for RF designer.

The EMPIRE XCcel™ simulator is another tool for solving Maxwell’s equations and modelling antenna structures used in this work. It is based on the Finite Difference Time Domain method (FDTD), which means that the equations are discretized in space and time. This is accomplished by mapping the structure of interest onto a rectangular grid where the unknown field components are located in each cell.

Because of the nature of the electromagnetic problem, an initial value problem has to be solved. This means that the unknown field for a certain time is calculated from the field values before. The FDTD method employs an efficient time stepping algorithm, known as the Yee’s leapfrog scheme [6]. The size of the time steps is related to the size of the grid for stability reasons and cannot, therefore, be defined independently. So the definition of a suitable grid is an important task for efficient simulation.

The aim of the FDTD method is to solve Maxwell’s equations and its associated material relations for a given structure and boundary conditions. Those equations yield

\[ \nabla \times \vec{H} = \vec{D} + \vec{J}, \quad \vec{B} = \mu \vec{H}, \]

\[ \nabla \times \vec{E} = -\vec{B}, \quad \vec{J} = \sigma \vec{E}. \]

\[ \vec{D} = \varepsilon \vec{E}, \]

(A.2)

where \( \vec{E} \) and \( \vec{H} \) are the electric and magnetic field vectors, \( \vec{D} \) and \( \vec{B} \) are the electric and magnetic flux density vectors and \( \varepsilon, \mu, \) and \( \sigma \) are permittivity, permeability, and conductivity.
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of the material, respectively. Some assumptions have to be made to derive the algorithm to solve these equations with numerical methods:

• Passivity

The structure does not contain any active element. These elements cannot be described by Maxwell’s equations and, therefore, have to be excluded from the simulation.

• Linearity

Non-linear elements, like semi-conductors and some dielectric or permeable materials, need special treatment in the algorithm, which is not considered here.

• No remedy effects

Hysteresis effects, which can occur in highly permeable materials, are not considered in the simulator.

• Isotropy

Anisotropic materials can be taken into account in the algorithm as long the material tensor can be described by a diagonal matrix which must coincide with the co-ordinate system of the grid. Because of higher memory requirements, this feature is not implemented yet.

• Absence of free charges

Free charges can be accelerated by electromagnetic fields and, therefore, have to be calculated with a combined set of Maxwell’s equations and movement equations, which is often implemented in so called Particle in Cell Codes.

• Frequency independent materials

For the applied algorithm, the material properties are assumed to be independent of frequency, because often a whole frequency range is covered by exciting with Gaussian-like pulses. If the frequency dependence can be described by simple differential equations in the time domain it can be considered but the algorithm has to be changed for those regions.

A.2.1 The Yee algorithm [6]

No assumptions have to be made for the shape and material distribution of the structure. The only limitation is that the structure has to be subdivided into cells in which the
material properties are constant. For the Finite Difference scheme, these cells are formed by intersecting planes of a Cartesian co-ordinate system. The basic idea of the algorithm is to place the unknown field components in a certain position of each cell so that every electrical field component $\vec{E}$ is surrounded by four circulating magnetic field components $\vec{H}$ and vice versa, as shown in Fig. A-2, and to approximate Maxwell’s differential equations by central differences.

For example, the corresponding approximate equation for the $\dot{\hat{B}}_x$ component gives

$$\dot{\hat{B}}_x = \frac{E_y(x, y, z + \frac{\partial z}{2}) - E_y(x, y, z - \frac{\partial z}{2}) - E_z(x, y + \frac{\partial y}{2}, z) + E_z(x, y - \frac{\partial y}{2}, z)}{\frac{\partial x}{2}}$$

(A.3)

Also the time derivative is approximated by central differences and arranged in such a way, that the computed values for $\vec{B}$ and $\vec{E}$ are shifted for a half step in time, yielding the well-known leapfrog scheme. For any component $A$, a numbering according to
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\[
A(x, y, z, t) = A \left( \sum_i \delta x_i, \sum_j \delta y_j, \sum_k \delta z_k, n \delta \right) \approx A_{i,j,k}^n
\]  

is introduced. The FDTD scheme can then be written as:

\[
E_{x,i,j,k}^{n+1} = \frac{1}{1 + \frac{\sigma_{ijk}}{2 \epsilon_{ijk}}} E_{x,i,j,k}^n + \frac{2}{\sigma_{ijk} \delta t} \left( \frac{H_{x,i+1/2,j,k}^{n+1/2} - H_{x,i-1/2,j,k}^{n+1/2}}{\delta y_j + \delta y_{j-1}} \right)
\]

\[
E_{y,i,j,k}^{n+1} = \frac{1}{1 + \frac{\sigma_{ijk}}{2 \epsilon_{ijk}}} E_{y,i,j,k}^n + \frac{2}{\sigma_{ijk} \delta t} \left( \frac{H_{y,i,j+1/2,k}^{n+1/2} - H_{y,i,j-1/2,k}^{n+1/2}}{\delta x_i + \delta x_{i-1}} \right)
\]

\[
E_{z,i,j,k}^{n+1} = \frac{1}{1 + \frac{\sigma_{ijk}}{2 \epsilon_{ijk}}} E_{z,i,j,k}^n + \frac{2}{\sigma_{ijk} \delta t} \left( \frac{H_{z,i,j+1/2,k}^{n+1/2} - H_{z,i,j-1/2,k}^{n+1/2}}{\delta x_i + \delta x_{i-1}} \right)
\]

\[
H_{x,i+1/2,j,k}^{n+1/2} = H_{x,i-1/2,j,k}^{n-1/2} + \frac{\delta t}{\mu_{ijk}} \left( \frac{E_{x,i+1/2,j,k}^{n+1/2} - E_{x,i-1/2,j,k}^{n+1/2}}{\delta \epsilon_k} - \frac{E_{x,i,j+1/2,k}^{n+1/2} - E_{x,i,j-1/2,k}^{n+1/2}}{\delta \bar{y}_j} \right)
\]

\[
H_{y,i,j+1/2,k}^{n+1/2} = H_{y,i,j-1/2,k}^{n-1/2} + \frac{\delta t}{\mu_{ijk}} \left( \frac{E_{y,i,j+1/2,k}^{n+1/2} - E_{y,i,j-1/2,k}^{n+1/2}}{\delta \epsilon_k} - \frac{E_{y,i+1/2,j,k}^{n+1/2} - E_{y,i-1/2,j,k}^{n+1/2}}{\delta \bar{x}_i} \right)
\]

\[
H_{z,i,j,k}^{n+1/2} = H_{z,i,j,k}^{n-1/2} + \frac{\delta t}{\mu_{ijk}} \left( \frac{E_{z,i,j+1/2,k}^{n+1/2} - E_{z,i,j-1/2,k}^{n+1/2}}{\delta \bar{y}_j} - \frac{E_{z,i+1/2,j,k}^{n+1/2} - E_{z,i-1/2,j,k}^{n+1/2}}{\delta \bar{x}_i} \right)
\]  

(A.5)

Here, the superscripts \( i^\pm \) denote a spatial shift of half a cell size. The discrete material parameters \( \sigma_{ijk}, \epsilon_{ijk}, \mu_{ijk} \), are obtained from the continuous ones by a special averaging scheme. They are stored in an efficient way, so that the memory requirement is approximately limited to the 6 components.

These equations can now be solved recursively if initial values \( \vec{E}^0 \) and \( \vec{H}^{1/2} \) and proper boundary conditions are given.
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The field values are updated in each time step and lost, if they are not explicitly saved as done when recording voltages, currents or field plots. As can be seen, no matrix inversion is needed and so the calculation with numbers having medium precision (4 Bytes) is sufficient for most applications, thus leading to a very low memory requirement (approximately 24 Bytes per cell) for the simulation.
Appendix B  Antenna Measurement Techniques

B.1  Background to Antenna Measurement

Antenna measurement is an important part for evaluating and verifying an antenna’s performance during the designing procedure. All the antennas can be specified by a common set of parameters. Typical parameters used in antenna evaluation include the input impedance, polarization, radiation pattern, radiation efficiency and gain. All of these parameters can be measured through various means.

B.2  Antenna Test Range

The choice of an antenna test range depends on many factors, such as the directivity of the antenna under test, frequency range and desired test parameters. Often the physical features of the antenna (size, weight and volume) can also have influence on the selection of an antenna range. During selecting an antenna range to evaluate antenna performance, care must be taken to ensure the performance metrics are measured with sufficient accuracy. Some commonly used antenna test ranges are shown in the Figure D-1.

B.3  Antenna Range Instrumentation [2]

Regardless of the type of antenna range to be chosen, the instruments which operate the range are very similar. The instrumentation for antenna measurement consists of four subsystems; 1) positioning and control, 2) signal source, 3) receiving and 4) recording and processing.

The test antenna is installed on a positioner and is usually tested as the receiving mode. The motion of the positioner, such as rotation of the test antenna, is controlled by a positioner control device which is usually located in the control room. The positioner control device provides position data for the positioner and the recording/processing subsystem. A signal source provides the RF signal for the remote receiving antenna. The signal source can
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be permanently fixed on the ground or floor, or located on a table near the source antenna, depending on the frequency of operation and mechanical considerations. The source control device is usually located in the control room with the measurement and control instrumentation.

Fig. B. 1 Antenna test ranges.

To process the received signal for recording, microwave receivers are employed on the antenna range to accept the receiving signals from the test antenna and to convert these signals to lower frequencies for processing. Since the signals are usually low level, microwave receivers offer many advantages including improved dynamic range, better accuracy, and rejection of unwanted signals that may be present in the area. Data storage is conveniently handled by a variety of media including a floppy disk, local hard drive, removable drives or bulk data storage on a local network. After data acquisition is completed, an analysis software can plot the measured data, such as return loss, radiation pattern, gain, and so on, into a variety of data plotting formats such as rectangular, polar and three-dimensional plots. Often, a computer subsystem is added to the instrumentation to automate the entire measurement procedure.
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B.4 Typical Applications of Antenna Range

Instrumentation

B.4.1 Near-Field Range

Near-field ranges are used where large antennas are to be tested indoors in a relatively small space. This type of range uses a small RF probe antenna that scans over a surface surrounding the antenna under test. Typically separation between the probe and the antenna structure is about 4 to 10 wavelengths. During the measurement, near-field amplitude and phase information is collected over a discrete matrix of points. This data is then transformed to the far-field using Fourier techniques. The resulting far-field data can then be displayed in the same formats as conventional far-field antenna measurements. Near-field ranges usually are configured for automatic control. Both the large numbers of measurements and the need of transformation from the near-field data to the far-field, require the use of a computer system for data acquisition, reduction and display. The antenna may be tested in the transmit mode, receive mode, or both. There are many scanning coordinate systems possible for collecting the near-field data. Three techniques are in common usage:

1. Planar near-field method

2. Cylindrical far-field method

3. Spherical near-field method

B.4.2 Indoor Far-Field Range

Anechoic chambers can be configured for either manual or automatic control. The RF anechoic chamber is covered with radiation absorbent material (RAM) and instrumented the same way as outdoor ranges except that the range length is much shorter since these systems are located indoors. The receiver front end is typically positioned near the positioner with the mixer connected directly to the test antenna port. The source is located near the source antenna. The control room is generally centrally located and connected to both ends of the...
antennas via cables. Usually the source antenna requires only polarization control, so a single positioner control unit is used to control all the range axes as well as the short range length.

![Diagram of Antenna Measurement Setup](image)

Fig. B. 2 Indoor far-field range.

**B.5 Special Precautions for Measurements**

The measurement techniques are similar for most antennas however, depending on the application, size or manufacturing technology some special care needs to be taken. For instance for handset antennas, not only the antenna characteristics are measured in free space, they are also measured in in-hand and head positions. Moreover, parameters such as specific absorption rate (SAR) or hearing aid compatibility should also be specified. The following gives a brief overview on the precautions required for small antenna measurement.

Due to the large effects of the antenna mounting platform, the handset or laptop antennas are not normally measured in free space. It is common that the antenna is mounted on the simplified model of the final product and measured through a cable of minimum
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diameter (usually around 1mm). If necessary the outer conductor of cable is soldered at regular intervals to the ground plane. For handset antennas it should exit the PCB close to the mid-point of the long edge of the ground plane, and the terminating connector (often type SMA) should project as little as possible. The reason for these important precautions is that the bandwidth available from an antenna is strongly dependent on its volume, so if the connection between the antenna and the measurement system will allow ground plane currents to flow along its outer conductor, the bandwidth will be enhanced by the presence of the cable. When the cable is removed the performance will be significantly changed – often for the worse [17]. This effect is less significant at the high bands, where performance is less dependent on length. It is usual to connect a quarter-wavelength sleeve choke (often referred to as a balun) directly to the connector on the handset Fig. B. 3 to prevent currents flowing in the outer conductor of the connecting cable [9]. Ferrite beads are lossy at the frequencies of the mobile radio bands; their use may create errors in efficiency measurements, so a choke is to be preferred. Positioning the point of connection at the centre of the PCB places it at the point of minimum voltage (minimum impedance) so the projecting connector has less influence on the measurements than it would if the cable were positioned at the end. It is often convenient to place the feed cable on the reverse side of the PCB to avoid any local influences on the fields surrounding the antenna.

Input impedance measurements are usually made using a vector network analyser (VNA). Two methods are available to allow accurate calibration to a reference plane at the input to the antenna matching circuit (P2 in Fig. B. 3).

- The VNA is calibrated to the end of the balun (P1). It is then connected to the feed cable while the cable is still open-circuit at the antenna matching circuit P2 and the electrical delay parameter of the VNA is adjusted to coalesce the trace to a point at the open-circuit point on the Smith chart. The value of electrical delay is recorded so the system can be recalibrated later without having to detach the measurement cable.

- Two identical feed cables are cut and terminated at one end. One is then fitted to the handset as shown, and the other is reserved for use as a calibrating cable. The same
internal cable and external balun are used for input impedance, radiation pattern and efficiency measurements.

Fig. B. 3 Antenna on PCB with measurement cable and chokes [ ].
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Capacitors

**Accu-F® / Accu-P®**

**Thin-Film Technology**

**THE IDEAL CAPACITOR**

The non-ideal characteristics of a real capacitor can be ignored at low frequencies. Physical size imparts inductance to the capacitor and dielectric and metal electrodes result in resistive losses, but these are often of negligible effect on the circuit. At the very high frequencies of radio communication (>100MHz) and satellite systems (>1GHz), these effects become important. Recognizing that a real capacitor will exhibit inductive and resistive impedances in addition to capacitance, the ideal capacitor for these high frequencies is an ultra-low loss component which can be fully characterized in all parameters with total repeatability from unit to unit.

Until recently, most high frequency/microwave capacitors were based on fired-ceramic planar-thin technology. Layers of ceramic dielectric material and metal alloy electrode pastes are interspersed and then sintered in a high-temperature oven.

This technology exhibits component variability in dielectric quality (losses, dielectric constant and resistive resistance), variabiliy in electrode conductivity and variability in physical size affecting inductance. An alternate thin-film technology has been developed which virtually eliminates these variabilities. It is this technology, which has been fully incorporated into Accu-F® and Accu-P® to provide high frequency capacitors exhibiting truly ideal characteristics.

The main features of Accu-F® and Accu-P® may be summarized as follows:

- High purity of electrodes for very low and repeatable ESR.
- High purity, low-K dielectric for high breakdown field, high insulation resistance and low losses to frequencies above 40GHz.
- Very tight dimensional control for uniform inductance, unit to unit.
- Very tight capacitance tolerances for high frequency signal applications.

**THIN-FILM TECHNOLOGY**

Thin-film technology is commonly used in producing semiconductor devices. In the last two decades, this technology has developed tremendously, both in performance and in process control. Today’s techniques enable line definitions of below 1μm, and the controlling of thickness of layers at 100Å (10-9m). Applying this technology to the manufacture of capacitors has enabled the development of components where both electrical and physical properties can be tightly controlled.

The thin-film production facilities at AVX consist of:

- Class 1000 clean rooms, with working areas under laminar-flow hoods of class 100, below 100 particles per cubic foot larger than 0.5μm.
- High vacuum metal deposition systems for high-purity electrode construction.
- Photolithography equipment for line definition down to 2.5μm accuracy.
- Plasma-enhanced CVD for various dielectric depositions (CVD-Chemical Vapor Deposition).
- High accuracy, microprocessor-controlled dicing saws for chip separation.
- High-speed, high accuracy sorting to ensure strict tolerance adherence.
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Accu-F® / Accu-P®
Thin-Film Chip Capacitors

**ACCU-F® TECHNOLOGY**
The use of very low-loss dielectric materials, silicon dioxide and silicon nitride, in conjunction with highly conductive electrode materials results in low ESR and high Q. These high-frequency characteristics change at a slower rate with increasing frequency than for ceramic microcapacitors. Because of this thin-film technology, the above-mentioned frequency characteristics are obtained without significant compromise of properties required for surface mounting. The main Accu-F® properties are:

- Internally agreed sizes with excellent dimensional control.
- Small size chip capacitors (0603) are available.
- Tight capacitance tolerances.
- Low ESR at VHF, UHF and microwave frequencies.
- High stability with respect to temperature, frequency and voltage variation.
- Nickel-plated-coated terminations to provide excellent solderability and leak resistance.

**ACCU-P® FEATURES**
Accu-P® meets the fast-growing demand for low-leak (high Q) capacitors for use in surface-mount technology especially for the mobile communications market, such as cellular radio at 450 and 900 MHz, UHF radio for mobiles, UHF cordless telephones, televisions, etc. Typical low ESR at VHF, UHF and microwave frequencies.

**Applications**
- Cellular Communications
- CDD/PCN (Cordless Telephone/Personal Comm. Networks)
- Satellite TV
- Cable TV
- GPS (Global Positioning Systems)
- Vehicle Location Systems
- Vehicle Alarm Systems
- Paging
- Military Communications

**APPROVALS**
ISO 9001

**ACCU-P® TECHNOLOGY**
As in the Accu F® series the use of very low-loss dielectric materials (silicon dioxide and silicon nitride) in conjunction with highly conductive electrode materials results in low ESR and high Q. At high frequency these characteristics change at a slower rate with increasing frequency than conventional ceramic microcapacitors. Using thin-film technology, the above mentioned frequency characteristics are obtained without significant compromise of properties required for surface mounting. The use of high thermal conductivity materials results in excellent RF power handling capabilities.

The main Accu-P® properties are:

- Enhanced power handling capability.
- Improved mechanical characteristics.
- Internally agreed sizes with excellent dimensional control.
- Ultra small size chip capacitors (0201) are available.
- Tight capacitance tolerances.
- Low ESR at VHF, UHF and microwave frequencies.
- High stability with respect to temperature, frequency and voltage variation.
- High-temperature nickel-plated-coated terminations as standard to provide excellent solderability and leak resistance.

**ACCU-P® FEATURES**
- Minimal batch to batch variability of parameters at high frequency.
- The Accu P® has the same unique features as the Accu F® capacitor such as low ESR, high Q, availability of very low capacitance values and very tight capacitance tolerances.
- The RF power handling capability of the Accu P® series for its usage in both small signal and RF power applications.
- The design and quality control procedures in accordance with ISO 9001, CECC, IMC and USA MIL Standards guarantee product of the highest quality.
- Hard soldering - Accu P®. Due to their construction utilizing relatively high thermal conductivity materials, Accu P® have become the preferred device in R & D labs and production environments where hard soldering is used. Accu-P®s are available in all sizes and are electrically identical to their Accu-F® counterparts.

**Applications**
- Cellular Communications
- CDD/PCN (Cordless Telephone/Personal Comm. Networks)
- Satellite TV
- Cable TV
- GPS (Global Positioning Systems)
- Vehicle Location Systems
- Vehicle Alarm Systems
- Paging
- Military Communications

**APPROVALS**
ISO 9001
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## Accu-P®

### Signal and Power Type Capacitors

### Accu-P® Capacitance Ranges (pF)

<table>
<thead>
<tr>
<th>Temp. Coefficient Code</th>
<th>+6x30ppm/°C (-55°C to +125°C)</th>
</tr>
</thead>
</table>

### Temp. Coefficient Code

- "J" = 0x30ppm/°C (-55°C to +125°C)
- "K" = 0x60ppm/°C (-55°C to +125°C)

### Table

<table>
<thead>
<tr>
<th>Size Code</th>
<th>0001</th>
<th>0012</th>
<th>0022</th>
<th>0032</th>
<th>0042</th>
<th>0052</th>
<th>0123</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cap to µF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Code</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- For capacitance values higher than listed in table, please consult factory.
- TC shown is per AVX/EU Specifications.
- These values are produced with "K" temperature coefficient code only.
- For all void ranges, please consult factory.

Intermediate values are available within the indicated range.
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#### 0402 Typical Electrical Tables

<table>
<thead>
<tr>
<th>Capacitance &amp; Tolerance</th>
<th>Self Resonance Frequency (MHz) [Typ]</th>
<th>Ref</th>
<th>Part</th>
<th>G</th>
<th>ESR</th>
<th>B</th>
<th>L</th>
<th>S</th>
<th>Ref</th>
<th>Part</th>
<th>G</th>
<th>ESR</th>
<th>B</th>
<th>L</th>
<th>S</th>
<th>Ref</th>
<th>Part</th>
<th>G</th>
<th>ESR</th>
<th>B</th>
<th>L</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.9pF ±5%</td>
<td>7.90 MHz</td>
<td>2.2</td>
<td>001</td>
<td>0.2</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.3pF ±5%</td>
<td>8.00 MHz</td>
<td>2.2</td>
<td>001</td>
<td>0.2</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0pF ±5%</td>
<td>8.10 MHz</td>
<td>2.2</td>
<td>001</td>
<td>0.2</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2pF ±5%</td>
<td>8.20 MHz</td>
<td>2.2</td>
<td>001</td>
<td>0.2</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0pF ±5%</td>
<td>8.40 MHz</td>
<td>2.2</td>
<td>001</td>
<td>0.2</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.22pF ±5%</td>
<td>8.60 MHz</td>
<td>2.2</td>
<td>001</td>
<td>0.2</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.12pF ±5%</td>
<td>8.80 MHz</td>
<td>2.2</td>
<td>001</td>
<td>0.2</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.047pF ±5%</td>
<td>9.00 MHz</td>
<td>2.2</td>
<td>001</td>
<td>0.2</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.025pF ±5%</td>
<td>9.20 MHz</td>
<td>2.2</td>
<td>001</td>
<td>0.2</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.012pF ±5%</td>
<td>9.40 MHz</td>
<td>2.2</td>
<td>001</td>
<td>0.2</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0063pF ±5%</td>
<td>9.60 MHz</td>
<td>2.2</td>
<td>001</td>
<td>0.2</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| Other tolerances are available. See page 5.
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#### Accu-F® / Accu-P®

<table>
<thead>
<tr>
<th>Capacitance &amp; Tolerance</th>
<th>Self Resonance Frequency</th>
<th>Ref Freq, MHz</th>
<th>Effective Capacitance Max/Min (pF)</th>
<th>Max ER (Ω)</th>
<th>Ref Freq, MHz</th>
<th>Effective Capacitance Max/Min (pF)</th>
<th>Max ER (Ω)</th>
<th>Ref Freq, MHz</th>
<th>Effective Capacitance Max/Min (pF)</th>
<th>Max ER (Ω)</th>
<th>Ref Freq, MHz</th>
<th>Effective Capacitance Max/Min (pF)</th>
<th>Max ER (Ω)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.47±10%</td>
<td>1.00</td>
<td>3.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>1.00±10%</td>
<td>1.00</td>
<td>3.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>2.20±10%</td>
<td>1.00</td>
<td>3.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>4.70±10%</td>
<td>1.00</td>
<td>3.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>10.0±10%</td>
<td>1.00</td>
<td>3.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>22.0±10%</td>
<td>1.00</td>
<td>3.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>47.0±10%</td>
<td>1.00</td>
<td>3.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>100.0±10%</td>
<td>1.00</td>
<td>3.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>220.0±10%</td>
<td>1.00</td>
<td>3.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>470.0±10%</td>
<td>1.00</td>
<td>3.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>1.00±10%</td>
<td>1.00</td>
<td>3.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>10.0±10%</td>
<td>1.00</td>
<td>3.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>22.0±10%</td>
<td>1.00</td>
<td>3.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
</tr>
<tr>
<td>47.0±10%</td>
<td>1.00</td>
<td>3.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
<td>1.00</td>
<td>1.00</td>
<td>4.00</td>
</tr>
</tbody>
</table>

*Other tolerances are available, see page 8.
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Accu-F®/Accu-P®
Automatic Insertion Packaging

TAPE & REEL
All tape and reel specifications are in compliance with JEITA 281-1-A (equivalent to IEC 295-1 part 9).
- 3mm carrier
- Reel dimensions: Reels of 3,000 pieces per 7" reel or 10,000 pieces per 13" reel
  0201 and 0402 = 5,000 pieces per 7" reel and 20,000 pieces per 13" reel

REEL
DIMENSIONS: millimeters (inches)

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>1.5</td>
<td>1.6</td>
<td>17.5</td>
<td>5.0</td>
<td>3.0</td>
<td>14.4</td>
</tr>
<tr>
<td>(0.0315 x 0.039)</td>
<td>(0.06 x 0.0789)</td>
<td>(0.067 x 0.067)</td>
<td>(0.7 x 0.76)</td>
<td>(0.2 x 0.26)</td>
<td>(0.12 x 0.12)</td>
<td>(0.567 x 0.567)</td>
</tr>
</tbody>
</table>

Metric dimensions will govern.
Inch measurements rounded and for reference only.
(1) 250mm (10 inch) reels are available.

CARRIER
DIMENSIONS: millimeters (inches)

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>3.5</td>
<td>1.8</td>
<td>2.0</td>
<td>4.0</td>
<td>1.5</td>
</tr>
<tr>
<td>(0.035 x 0.039)</td>
<td>(0.138 x 0.032)</td>
<td>(0.071 x 0.032)</td>
<td>(0.08 x 0.032)</td>
<td>(0.16 x 0.032)</td>
<td>(0.059 x 0.032)</td>
</tr>
</tbody>
</table>

NOTE: The nominal dimensions of the component compartment (WxH) are derived from the component size.

NOTE: AVX reserves the right to change the information published herein without notice.
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Accu-F® / Accu-P®
High Frequency Characteristics

Typical ESR vs. Frequency
Accu-P® 0402

Typical Q vs. Frequency
Accu-P® 0402

Typical Self Resonant Frequency vs. Capacitance
Accu-P® 0402

Measured on Bonnot 34A
(34-A limits measurements to 3GHz)

Typical ESR vs. Frequency
Accu-F®/Accu-P® 0603

Typical Q vs. Frequency
Accu-F®/Accu-P® 0603

Typical Self Resonant Frequency vs. Capacitance
Accu-F®/Accu-P® 0603

Measured on Bonnot 34-A
(34-A limits measurements to 3GHz)

Notes:
1. Self resonant frequency varies with the measured capacitance and dielectric properties of the capacitor.
2. Resonant frequency is the frequency at which the ESR of the capacitor is at a minimum.
3. Measured with a Bonnot 34-A.
### Environmental / Mechanical Characteristics

**ENVIRONMENTAL CHARACTERISTICS**

<table>
<thead>
<tr>
<th>TEST</th>
<th>CONDITIONS</th>
<th>REQUIREMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Life (Endurance)</td>
<td>MIL-STD-202F Method 108A</td>
<td>125°C, 2Uo, 1000 hours</td>
</tr>
<tr>
<td>Accelerated Damp Heat Steady State</td>
<td>MIL-STD-202F Method 103B</td>
<td>85°C, 85% RH, 1000 hours</td>
</tr>
<tr>
<td>Temperature Cycling</td>
<td>MIL-STD-883F Method 1010.7</td>
<td>-55°C to +125°C, 15 cycles - Accu-P® 55°C to +125°C, 5 cycles - Accu-P®</td>
</tr>
<tr>
<td>Resistance to Solder Heat</td>
<td>IPC-68-2-58</td>
<td>260°C ± 5°C for 10 secs</td>
</tr>
</tbody>
</table>

**MECHANICAL CHARACTERISTICS**

<table>
<thead>
<tr>
<th>TEST</th>
<th>CONDITIONS</th>
<th>REQUIREMENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solderability</td>
<td>IEC-68-2-58</td>
<td>Components completely immersed in a solder bath at 260°C for 3 secs.</td>
</tr>
<tr>
<td>Leach Resistance</td>
<td>IEC-68-2-58</td>
<td>Components completely immersed in a solder bath at 260°C ± 5°C for 60 secs.</td>
</tr>
<tr>
<td>Termination Bond Strength</td>
<td>IEC-68-2-21 Amend. 2</td>
<td>Tested as shown in diagram</td>
</tr>
<tr>
<td>Robustness of Termination</td>
<td>IEC-68-2-21 Amend. 2</td>
<td>A force of 5N applied for 10 secs.</td>
</tr>
<tr>
<td>High Frequency Vibration</td>
<td>MIL-STD-202F Method 201A, 204D (Accu-P® only)</td>
<td>55Hz to 2000Hz, 2.0g</td>
</tr>
<tr>
<td>Storage</td>
<td></td>
<td>12 months minimum with components stored in “as received” packaging</td>
</tr>
</tbody>
</table>

**QUALITY & RELIABILITY**

Accu-P® is based on well-established thin film technology and materials.

- **ON-LINE PROCESS CONTROL**
  - This program forms an integral part of the production cycle and acts as a feedback system to regulate and control production processes. The test procedures, which are integrated into the production process, were developed after long research work and are based on the highly developed semiconductor industry test procedures and equipment. These measures help AVX to produce a consistent and high quality line of products.

- **FINAL QUALITY INSPECTION**
  - Finished parts are tested for standard electrical parameters and visual/mechanical characteristics. Each production lot is 100% evaluated for capacitance and proof voltage at 2.5 Uo. In addition, production is periodically evaluated for:
    - Average capacitance with histogram printout for capacitance distribution.
    - IR and Breakdown Voltage distribution.
    - Temperature Coefficient.
    - Solderability.
    - Dimensional, mechanical and temperature stability.

**QUALITY ASSURANCE**

The reliability of these thin film chip capacitors has been studied intensively for several years. Various measures have been taken to obtain the high reliability required today by the industry. Quality assurance policy is based on well-established international industry standards. The reliability of the capacitors is determined by accelerated testing, under the following conditions:

- **Life (Endurance)** 125°C, 2Uo, 1000 hours
- **Accelerated Damp Heat Steady State** 85°C, 85% RH, Uo, 1000 hours.
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Accu-F® / Accu-P®
Performance Characteristics RF Power Applications

RF POWER APPLICATIONS
In RF power applications, capacitor losses generate heat. Two factors of particular importance to designers are:
- Minimizing the generation of heat.
- Dissipating heat as efficiently as possible.

CAPACITOR HEATING
The major source of heat generation is a capacitor in RF power applications, which is a function of RF current (I) and ESR, from the relationship:
Power dissipation = \( P_{\text{diss}} = I^2 \times R_{\text{ESR}} \)
- Accu-P® capacitors are specially designed to minimize ESR and therefore RF heating. Values of ESR for Accu-P® capacitors are significantly less than those of ceramic MLC components currently available.

HEAT DISSIPATION
- Heat is dissipated from a capacitor through a variety of paths, but the key factor in the removal of heat is the thermal conductivity of the capacitor material.
- The higher the thermal conductivity of the capacitor, the more rapidly heat will be dissipated.
- The table below illustrates the importance of thermal conductivity to the performance of Accu-P® in power applications.

<table>
<thead>
<tr>
<th>PRODUCT</th>
<th>MATERIAL</th>
<th>THERMAL CONDUCTIVITY W/mK</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accu-P®</td>
<td>Alumina</td>
<td>18.9</td>
</tr>
<tr>
<td>Microwave MLC</td>
<td>Magnesium Titanate</td>
<td>6.0</td>
</tr>
</tbody>
</table>

Power Handling
Accu-P® 10pF

Thermal Impedance
Thermal impedance of Accu-P® chips is shown below compared with the thermal impedance of Microwave MLCS.

<table>
<thead>
<tr>
<th>CAPACITOR TYPE</th>
<th>CHIP SIZE</th>
<th>THERMAL IMPEDANCE (°C/W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accu-P®</td>
<td>0603</td>
<td>0.5</td>
</tr>
<tr>
<td>1210</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>Microwave MLC</td>
<td>0606</td>
<td>12</td>
</tr>
<tr>
<td>1210</td>
<td></td>
<td>7.5</td>
</tr>
</tbody>
</table>

ADVANTAGES OF ACCU-P® IN RF POWER CIRCUITS
The optimized design of Accu-P® offers the designer of RF power circuits the following advantages:
- Reduced power losses due to the inherently low ESR of Accu-P®.
- Increased power dissipation due to the high thermal conductivity of Accu-P®.

PRACTICAL APPLICATION IN RF POWER CIRCUITS
- There is a wide variety of different experimental methods for measuring the power handling performance of a capacitor in RF power circuits. Each method has its own problems and few of them exactly reproduce the conditions present in "real" circuit applications.
- Similarly, there is a very wide range of different circuit applications, all with their unique characteristics and operating conditions which cannot possibly be covered by such "theoretical" testing.
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Accu-F® / Accu-P®
Application Notes

GENERAL
Accu-P® and Accu-P® SMD capacitors are designed for soldering to printed circuit boards or other substrates. The construction of the components is such that they will withstand the time/temperature profiles used in both wave and reflow soldering methods.

CIRCUIT BOARD TYPE
The circuit board types which may be used with Accu-P® and Accu-P® are as follows:
- Accu-P®: All flexible types of circuit boards (eg. FR-4, G-10).
- Accu-P®: All flexible types of circuit boards (eg. FR-4, G-10) and also alumina.
For other circuit board materials, please consult factory.

HANDLING
SMD capacitors should be handled with care to avoid damage or contamination from perspiration and skin oils. The use of plastic tipped tweezers or vacuum pick ups is strongly recommended for individual components. Bulk handling should ensure that at least and mechanical shock are minimized. For automatic equipment, taped and nested product gives the ideal medium for direct presentation to the placement machine.

COMPONENT PAD DESIGN
Component pads must be designed to achieve good joints and minimize component movement during reflow soldering. Pad designs are given below for both wave and reflow soldering.

The basis of these designs is:
- a. Pad width equal to component width. It is permissible to decrease this to as low as 85% of component width but it is not advisable to go below this.
- b. Pad overlap 0.5mm beneath large components. Pad overlap about 0.3mm beneath small components.
- c. Pad extension of 0.5mm for reflow of large components and pad extension about 0.3mm for reflow of small components. Pad extension about 1.0mm for wave soldering.

WAVE SOLDERING
DIMENSIONS: millimeters (inches)

[Diagram of wave soldering pads]

REFLOW SOLDERING
DIMENSIONS: millimeters (inches)

[Diagram of reflow soldering pads]
AVX offers s-parameters for all of the RF/Microwave products that are offered. The s-parameter files are in standard Touchstone format and can be used with any RF software package that will allow the user to import them. They are extremely helpful when trying to model a circuit prior to prototyping and can save valuable time on the front end of your design cycle [10].
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Inductors

Chip Inductors – 0402CS Series (1005)

Continuing in our long tradition of innovation and leadership, Coilcraft introduced the industry’s first 0402 wirewound inductor. This series shares all of the characteristics of Coilcraft’s other ceramic inductors: exceptionally high Q factors, especially at high frequencies, outstanding self-resonant frequency, tight inductance tolerance, and excellent batch-to-batch consistency.

Irms Derating

Typical L vs Frequency

Typical Q vs Frequency

Core material: Ceramic
Terminations: RoHS compliant silver-palladium-platinum-glass finish. Other terminations available at additional cost.
Weight: 0.8 – 1.0 mg
Ambient temperature: -40° C to +125° C with Irms current, +125° C to +140° C with derated current
Storage temperature: Component -40° C to +140° C
Packaging: 40° C to +80° C
Resistance to soldering heat: Max three 45 second reflows at +280° C, parts cooled to room temperature between cycles
Temperature Coefficient of Inductance (TCL): +25 to +125 ppm/° C
Moisture Sensitivity Level (MSL): 1 (unlimited footnotes at +30° C/85% relative humidity)
Failure in Time (FIT) / Mean Time Between Failures (MTBF)
One per billion hours / one billion hours, calculated per Telcordia SR332
Packaging: 2000 per reel, tape and reel, 0.6 mm wide, 0.68 mm thick, 2 mm pocket spacing
PCB washing: Only pure water or alcohol recommended

Specifications subject to change without notice.

Coilcraft
1102 Silver Lake Road Cary, Illinois 60013 Phone 847/939-6400 Fax 847/939-1489
E-mail info@coilcraft.com Web http://www.coilcraft.com
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## Appendix

### 0402CS Series (1005)

<table>
<thead>
<tr>
<th>Part number</th>
<th>Inductance (nH)</th>
<th>Percent tolerance</th>
<th>900 MHz L (mH)</th>
<th>900 MHz Q</th>
<th>1.7 GHz L (mH)</th>
<th>1.7 GHz Q</th>
<th>SRF min (GHz)</th>
<th>DCR max (Ohms)</th>
<th>Insursities (mA)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0402CS-5-10X0</td>
<td>1.0</td>
<td>±5</td>
<td>1.62</td>
<td>±77</td>
<td>1.02</td>
<td>±69</td>
<td>12.70</td>
<td>±645</td>
<td>1500</td>
</tr>
<tr>
<td>0402CS-5-10X1</td>
<td>1.2</td>
<td>±5</td>
<td>1.67</td>
<td>±36</td>
<td>1.17</td>
<td>±38</td>
<td>12.60</td>
<td>±690</td>
<td>740</td>
</tr>
<tr>
<td>0402CS-5-10X2</td>
<td>1.5</td>
<td>±5</td>
<td>1.78</td>
<td>±54</td>
<td>1.78</td>
<td>±75</td>
<td>12.00</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-10X3</td>
<td>1.9</td>
<td>±5</td>
<td>1.82</td>
<td>±83</td>
<td>1.82</td>
<td>±85</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-20X0</td>
<td>2.0</td>
<td>±5</td>
<td>2.03</td>
<td>±50</td>
<td>2.03</td>
<td>±50</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-20X1</td>
<td>2.2</td>
<td>±5</td>
<td>2.09</td>
<td>±50</td>
<td>2.09</td>
<td>±50</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-20X2</td>
<td>2.5</td>
<td>±5</td>
<td>2.14</td>
<td>±50</td>
<td>2.14</td>
<td>±50</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-20X3</td>
<td>2.8</td>
<td>±5</td>
<td>2.19</td>
<td>±50</td>
<td>2.19</td>
<td>±50</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-20X4</td>
<td>3.1</td>
<td>±5</td>
<td>2.25</td>
<td>±50</td>
<td>2.25</td>
<td>±50</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-20X5</td>
<td>3.4</td>
<td>±5</td>
<td>2.31</td>
<td>±50</td>
<td>2.31</td>
<td>±50</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-20X6</td>
<td>3.7</td>
<td>±5</td>
<td>2.37</td>
<td>±50</td>
<td>2.37</td>
<td>±50</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-20X7</td>
<td>4.0</td>
<td>±5</td>
<td>2.43</td>
<td>±50</td>
<td>2.43</td>
<td>±50</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-20X8</td>
<td>4.3</td>
<td>±5</td>
<td>2.49</td>
<td>±50</td>
<td>2.49</td>
<td>±50</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-20X9</td>
<td>4.7</td>
<td>±5</td>
<td>2.55</td>
<td>±50</td>
<td>2.55</td>
<td>±50</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-30X0</td>
<td>5.1</td>
<td>±5</td>
<td>2.61</td>
<td>±50</td>
<td>2.61</td>
<td>±50</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-30X1</td>
<td>5.5</td>
<td>±5</td>
<td>2.67</td>
<td>±50</td>
<td>2.67</td>
<td>±50</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-30X2</td>
<td>6.0</td>
<td>±5</td>
<td>2.73</td>
<td>±50</td>
<td>2.73</td>
<td>±50</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-30X3</td>
<td>6.5</td>
<td>±5</td>
<td>2.79</td>
<td>±50</td>
<td>2.79</td>
<td>±50</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-30X4</td>
<td>7.0</td>
<td>±5</td>
<td>2.85</td>
<td>±50</td>
<td>2.85</td>
<td>±50</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-30X5</td>
<td>7.5</td>
<td>±5</td>
<td>2.90</td>
<td>±50</td>
<td>2.90</td>
<td>±50</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
<tr>
<td>0402CS-5-30X6</td>
<td>8.0</td>
<td>±5</td>
<td>2.95</td>
<td>±50</td>
<td>2.95</td>
<td>±50</td>
<td>11.40</td>
<td>±670</td>
<td>1040</td>
</tr>
</tbody>
</table>

1. When ordering, specify tolerance, termination, and packaging code.

### Specifications

- **Material**: Ceramic chip inductor with high temperature and humidity resistant termination.
- **Temperature Tolerance**: ±2% @ 75°C (Table shows stock tolerances in bold.)
- **Termination**: DIP, SMD, or other customer specified.
- **Packaging**: In lead-free solderable tin-lead, lead-free solder, or other customer specified.
- **Application**: Suitable for use in applications requiring high performance and reliability.

---

**Coilcraft**

1182 Silver Lake Road
Cary, Illinois 60013
Phone 847-639-6400
Fax 847-639-1469
E-mail info@coilcraft.com
Web http://www.coilcraft.com
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Chip Inductors – 0603CS (1608)

Ultra-small size, exceptional Q and high SRFs make these inductors ideal for high frequency applications where size is at a premium. They also have excellent DCR and current carrying characteristics.

Typical Q vs Frequency

![Graph showing Q vs Frequency]

**Irms Derating**

<table>
<thead>
<tr>
<th>Ambient temperature (°C)</th>
<th>0</th>
<th>25</th>
<th>50</th>
<th>75</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRMS (mA)</td>
<td>1</td>
<td>0.71</td>
<td>0.64</td>
<td>0.60</td>
<td>0.56</td>
</tr>
</tbody>
</table>

Typical L vs Frequency

![Graph showing L vs Frequency]

Core material: Ceramic
Terminals: RoHS compliant silver-palladium-platinum-glass frit; Other terminations available at additional cost.
Weight: 32 – 3.7 mg
Ambient temperature: –40°C to +125°C with Irms current, +125°C to +140°C with derated current
Storage temperature: Component: –40°C to +140°C
Packaging: –40°C to +85°C
Resistance to soldering heat: Max. 40 second reflow at +260°C; parts cooled to room temperature between cycles
Temperature Coefficient of Inductance (TOL): ±25 to ±125 ppm/°C
Moisture Sensitivity Level (MSL): 1 (unlimited floor life at –40°C / 85% relative humidity)

Failures in Time (FIT) / Mean Time Between Failures (MTBF)
One per billion hours / one billion hours, calculated per Telcordia SR-332

Packaging: 2000 per 7” reel Paper tape: 0.5 mm wide, 0.0 mm thick, 4 mm center spacing

PCB washing: Only pure water or alcohol recommended

Coilcraft

www.coilcraft.com

Document 195-1 Revised 10/4/99

This product may not be used in medical or high risk applications without prior Coilcraft approval. Please contact our sales office or sales@coilcraft.com
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Implementing Models in Microwave Office

Coilcraft provides the current and accurate versions of the models for using in modelling softwares. This information can be downloaded from the manufacturer website Fig D. 1.

S-parameters
Appendix

The S-parameters are provided in a single compressed "zipped" file. The file must be "unzipped" after downloading to obtain the separate inductor value S-parameter files. One can either link to or import the S-parameter data files. Right click over the "Data Files" folder on the left. Select either "Link To Data File." or "Import Data File." Browse to the folder where the unzipped files are located and select the desired S-parameter file.

To place the data file on a schematic:
1. Select the "Elem" tab.
2. Click on the "Subcircuits" folder.
3. Click on the selected data file element.
4. Drag the element onto your schematic.

**Lumped element (SPICE) models**

To model the chip inductors, either select the CCIND element from the Lumped Element - Inductor menu or place each individual lumped element for the model onto the schematic. An example chip inductor schematic is shown in Fig D. 1.
For a frequency-dependent resistance (RVAR1, RVAR2)

Note: This example uses RVAR1 ( = k1 * sqrt(Frequency)).

1. Place an ideal resistor on the schematic.
2. Double click on the resistor to edit the value.
3. Rename it to identify it as a variable resistor (e.g. "Rvar1").
4. For the resistance value, enter the equation: k1*(_FREQ)^0.5.
5. Replace k1 with the value from the model table.

For a frequency-dependent inductance (LVAR)

Note: This element is used in some of our power inductor models.

1. Place an ideal inductor on the schematic.
2. Double click on the inductor to edit the value.
3. Rename it to identify it as a variable inductor (e.g. "Lvar").
Note: The "log" function in the following equation is the natural logarithm, base e, not base 10.
4. For the inductance value, enter the equation: k3-(k4*log(k5*_FREQ))
5. Replace k3, k4, and k5 with the values from the model table.

Graphing specific model inductance and Q results

The models represent de-embedded measurements in which fixture parasitic reactances have been removed. Fixture (or circuit board) parasitic reactances raise the effective impedance (and the effective inductance), lower the self-resonant frequency (SRF), and shift the Q curve. For the most accurate model of the inductors in a specific circuit environment, the circuit board model must be included in the simulation.

Inductance

To view the effective series inductance of the model in a graph:
1. Right click on the graph name.
2. Click on "Add Measurement."
3. In the "Add Measurement" dialog box, select "Linear" as the Meas. Type. and "L_SRL" as the Measurement.
4. Use your model schematic for the Data Source Name.
5. Check the "Sweep Proj. Freqs" box, and select the input port to your model.
6. Click "Add."

**Quality factor (Q)**

Q values and curves in the data sheets are typically based on measurements using an impedance analyser in a 50 Ohm environment, giving a 1-port (reflection) measurement result. If Q calculations are to be compared with data sheet values and curves, they should be based on a simulation with one port of the inductor model connected to ground.

If one is interested in the Q of the inductor in a 2-port series configuration, the additional 50 Ohms impedance of the second port results in a lower simulated Q value than the 1-port configuration. This result is logical considering that the additional 50 Ohms applies to the "Re [Z]" in the denominator of the Q calculation equation.

\[
Q = \frac{\text{Im} [Z]}{\text{Re} [Z]}
\]

**Im [Z] output equation**

1. Open the "Output Equations" window.
2. Click on the "Output Equation" icon or select it from the "Add" menu.
3. Enter a variable name, such as "x",
4. Select "Linear" as the Meas. Type and "ZIN" as the Measurement.
5. Select your model schematic for the Data Source Name.
6. Check the "Sweep Proj. Freqs" box.
7. Check "Imag" as the Complex Modifier.
8. Select the input port to your model.
9. Click "Add."
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**Re [Z] output equation**

1. Open the "Output Equations" window.
2. Click on the "Output Equation" icon, or select it from the "Add" menu.
3. Enter a different variable name than the one used in Im [Z], such as "y".
4. Select "Linear" as the Meas. Type and "ZIN" as the Measurement.
5. Use your model schematic for the Data Source Name.
6. Check the "Sweep Proj. Freqs" box.
7. Check "Real" as the Complex Modifier.
8. Select the input port to your model.
9. Click "Add."

**Q equation**

1. Open the "Output Equations" window.
2. Click on the "Equation" icon or select it from the "Add" menu.
3. Enter a variable name, such as "Q1port",
4. Complete the equation using your Im [Z] and Re [Z] variables (for example: Q1port = x / y).

**To view the Q vs. frequency of the model in a graph**

1. Right click on the graph name, and click "Add Measurement."
2. In the "Add Measurement" dialog box, select "Output Equations" as the Meas. Type, and "Eqn" as the Measurement.
3. Use your Q equation variable name for the Data Source Name.
4. Check "Mag" as the Complex Modifier.
5. Check the "Sweep Proj. Freqs" box, and select the input port to your model.
6. Click "Add."
Appendix D  Substrate Datasheet

TLC laminates are engineered to provide a cost-effective substrate suitable for a wide range of microwave applications. TLC laminates offer superior electrical performance compared to thermoset laminates (e.g., FR-4, GPO, PE, polyimide and cyanate ester). TLC's construction also provides exceptional mechanical stability.

TLC laminates can be drilled, punched, milled and plated using standard methods for PTFE/woven fiberglass materials. The laminates are dimensionally stable and exhibit virtually no moisture absorption during fabrication.

Taconic is a world leader in RF laminates and high speed digital materials, offering a wide range of high frequency laminates and prepregs. These advanced materials are used in the fabrication of antennas, multilayer RF and high speed digital boards, interconnections and devices.

Benefits & Applications:
- Low cost
- Tightly controlled Dk
- Low Df
- Excellent dimensional stability
- High flexural strength
- UL-94 V-0 rating
- LNBs
- Power amplifiers
- PCS/PCN large format antennas
- Passive components

An ISO 9001:2000 Registered Company
www.taconic-add.com

North & South America
Taconic - Headquarters
Pittsburgh, PA 15211
Tel: 800-959-1095
info@taconic.com

Europe/Middle East/Australia
Taconic International Ltd.
Republic of Ireland
Tel: +353 49 974 4700
info@taconic.com

Asia
Korea Taconic Company
Republic of Korea
Tel: 383-824-1500
sales@taconic.co.kr

China
Taconic Advanced Materials (Guangzhou) Co., Ltd.
Shunde City, China
Tel: +86-0757-22310801
sales@taconic.cn
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TLC-32 Typical Values

<table>
<thead>
<tr>
<th>Property</th>
<th>Test Method</th>
<th>Unit</th>
<th>Value</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dk at 10 GHz</td>
<td>IPC-650 2.5,5,5</td>
<td>3.20</td>
<td>3.20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Df at 10 GHz</td>
<td>IPC-650 2.5,5,5</td>
<td>0.0030</td>
<td>0.0030</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moisture Absorption</td>
<td>IPC-650 2.6,2.1</td>
<td>%</td>
<td>&lt;0.02</td>
<td>%</td>
<td>&lt;0.02</td>
</tr>
<tr>
<td>Dielectric Breakdown</td>
<td>IPC-650 2.5,6</td>
<td>kV</td>
<td>&gt;60</td>
<td>kV</td>
<td>&gt;60</td>
</tr>
<tr>
<td>Volume Resistivity</td>
<td>IPC-650 2.5,7,1</td>
<td>Mohms/cm</td>
<td>10⁷</td>
<td>Mohms/cm</td>
<td>10⁷</td>
</tr>
<tr>
<td>Surface Resistivity</td>
<td>IPC-650 2.5,7,1</td>
<td>Mohms</td>
<td>10⁷</td>
<td>Mohms</td>
<td>10⁷</td>
</tr>
<tr>
<td>Arc Resistance</td>
<td>IPC-650 2.5,1</td>
<td>seconds</td>
<td>&gt;180</td>
<td>seconds</td>
<td>&gt;180</td>
</tr>
<tr>
<td>Flexural Strength (MD)</td>
<td>IPC-650 2.4,4</td>
<td>lbs./inch</td>
<td>&gt;40,000</td>
<td>N/mm²</td>
<td>&gt;276</td>
</tr>
<tr>
<td>Flexural Strength (CD)</td>
<td>IPC-650 2.4,4</td>
<td>lbs./inch</td>
<td>&gt;35,000</td>
<td>N/mm²</td>
<td>&gt;241</td>
</tr>
<tr>
<td>Peel Strength (1 oz. copper)</td>
<td>IPC-650 2.4,8</td>
<td>lbs./linear inch</td>
<td>12.0</td>
<td>N/mm</td>
<td>2.1</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>ASTM F 433</td>
<td>W/m/K</td>
<td>0.24</td>
<td>W/m/K</td>
<td>0.24</td>
</tr>
<tr>
<td>CTE (x-y axis)</td>
<td>ASTM D 3386/TMA</td>
<td>ppm/°C</td>
<td>9 - 12</td>
<td>ppm/°C</td>
<td>9 - 12</td>
</tr>
<tr>
<td>CTE (z axis)</td>
<td>ASTM D 3386/TMA</td>
<td>ppm/°C</td>
<td>70</td>
<td>ppm/°C</td>
<td>70</td>
</tr>
<tr>
<td>UL-94 Flammability Rating</td>
<td>UL-94</td>
<td>V-0</td>
<td>V-0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

All reported values are typical and should not be used for specification purposes. In all instances, the user shall determine suitability in any given application.

![Dielectric Constant vs Frequency](image1)

![Loss vs Frequency](image2)

<table>
<thead>
<tr>
<th>Designation</th>
<th>Dc</th>
<th>Dielectric Thickness (inches)</th>
<th>Dielectric Thickness (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TLC-27</td>
<td>2.75 +/- 0.05</td>
<td>0.0145</td>
<td>0.37</td>
</tr>
<tr>
<td>TLC-30</td>
<td>3.00 +/- 0.05</td>
<td>0.0200, 0.0020</td>
<td>0.50, 0.15</td>
</tr>
<tr>
<td>TLC-32</td>
<td>3.20 +/- 0.05</td>
<td>&gt;0.0300</td>
<td>&gt;0.76</td>
</tr>
</tbody>
</table>

Heavy metal claddings (aluminum, brass & copper) may also be available upon request. Standard sheet size is "48" x 24" (1219 mm x 610 mm). Please contact our Customer Service Department for the availability of other sizes and claddings.

An example of our part number is: TLC-32-0620-CH/CH - 18" x 24" (457 mm x 610 mm)

Available Copper Cladding

<table>
<thead>
<tr>
<th>Designation</th>
<th>Weight</th>
<th>Copper Thickness (inches / µm)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>1/2 oz / ft²</td>
<td>-0.0007 / -18</td>
<td>Electrodeposited</td>
</tr>
<tr>
<td>C2</td>
<td>1 oz / ft²</td>
<td>-0.0014 / -35</td>
<td>Electrodeposited</td>
</tr>
<tr>
<td>C3</td>
<td>2 oz / ft²</td>
<td>-0.0028 / -70</td>
<td>Electrodeposited</td>
</tr>
</tbody>
</table>

Available Sheet Sizes

<table>
<thead>
<tr>
<th>Inches</th>
<th>mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 x 18</td>
<td>304 x 457</td>
</tr>
<tr>
<td>16 x 18</td>
<td>406 x 457</td>
</tr>
<tr>
<td>18 x 24</td>
<td>457 x 610</td>
</tr>
<tr>
<td>16 x 36</td>
<td>406 x 914</td>
</tr>
<tr>
<td>24 x 36</td>
<td>610 x 914</td>
</tr>
<tr>
<td>18 x 48</td>
<td>457 x 1220</td>
</tr>
</tbody>
</table>

RoHS Compliant
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### Standard Thickness

<table>
<thead>
<tr>
<th>RO4003C</th>
<th>RO4010</th>
<th>RO4010S</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0036&quot; (0.0864mm)</td>
<td>0.012&quot; (0.305mm)</td>
<td>0.016&quot; (0.4064mm)</td>
</tr>
</tbody>
</table>

Material clad with Lpfo foil thickness 0.0007" (0.018mm) to dielectric thickness.

### Standard Panel Size

<table>
<thead>
<tr>
<th>RO4003C</th>
<th>RO4010</th>
<th>RO4010S</th>
</tr>
</thead>
<tbody>
<tr>
<td>12&quot; x 18&quot; (305 x 457mm)</td>
<td>24&quot; x 18&quot; (610 x 457mm)</td>
<td>24&quot; x 36&quot; (610 x 915mm)</td>
</tr>
</tbody>
</table>

### Standard Copper Cladding

<table>
<thead>
<tr>
<th>RO4003C</th>
<th>RO4010</th>
<th>RO4010S</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 oz. (254mg)</td>
<td>1 oz. (305mg)</td>
<td>2 oz. (705mg)</td>
</tr>
</tbody>
</table>

Lpfo Resin Treated EBC for PFA Sensitive Applications:

9 oz/1.17 (170mg), 1 oz/53 (35gm)

Note: Lpfo EBC foils add 0.0055" to the panel thickness per side.

### World Class Performance

Rogers Corporation (NYSE: ROG), headquartered in Rogers, Conn., is a global technology leader in the development and manufacture of high-performance, specialty material-based products for a variety of applications in diverse markets including, portable communications, communications infrastructure, computer and server equipment, consumer products, ground transportation, aerospace and defense. In an ever-changing world where product design and manufacturing often have to be done in different cycles, Rogers has the global reach to meet customer needs. Rogers operates facilities in the United States, Europe, and Asia, the world runs better with Rogers.

### CONTACT INFORMATION:

USA:
Rogers Advanced Circuit Materials, ISO 9002 certified
Tel: 400-941-3304  Fax: 400-941-4333
Belgium:
Rogers - EMEA Belgium
Tel: 32-9-2353631  Fax: 32-9-2353638
Japan:
Rogers Japan Inc.
Tel: (81) 3-5000-2200  Fax: (81) 3-5000-2201
Taiwan:
Rogers Taiwan Inc.
Tel: (886) 2-8940-9065  Fax: (886) 2-8940-9537
Korea:
Rogers Korea Inc.
Tel: 02-31-7140-112  Fax: 02-31-7140-130
Singapore:
Rogers Asia Technologies Singapore Inc.
Tel: 65-747-3311  Fax: 65-747-7423
China:
Rogers (Shanghai) International Trading Co. Ltd (Shanghai Office)
Tel: 86-21-6211-5199  Fax: 86-21-6211-9113
Rogers (Shanghai) International Trading Co. Ltd (Beijing Office)
Tel: 86-10-3808-7667  Fax: 86-10-3808-7697
Rogers (Shanghai) International Trading Co. Ltd (Shenzhen Office)
Tel: 86-755-8236-6060  Fax: 86-755-8236-6123

The information in this data sheet is intended to assist you in designing with Rogers' circuit material laminates. It is not intended to and does not create any warranties express or implied, including any warranty of merchantability or fitness for a particular purpose or that the results shown on this data sheet will be achieved by a user for a particular purpose. The user should determine the suitability of Rogers' circuit material laminates for each application.

Prolonged exposure in an oxidizing environment may cause changes to the dielectric properties of hydrocarbon-based materials. The rate of change increases at higher temperatures and is highly dependent on the circuit design. Although Rogers' high frequency materials have been used successfully in innumerable applications and reports of oxidation resulting in performance problems are extremely rare, Rogers recommends that the customer evaluate each material and design combination to determine fitness for use over the entire life of the end product.

These commodities, technology and software are exported from the United States in accordance with the Export Administration regulations. Diversion contrary to U.S. law prohibited.

Publication #3.004
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Advanced Circuit Materials

RO4000® Series High Frequency Circuit Materials

Features:
- RO4000® materials are reinforced hydrocarbon ceramic laminates
- Low dielectric tolerance and low loss
- Stable electrical properties vs. frequency
- Lead/less process compatible
- Low CTE expansion
- Low in-plane expansion coefficient
- Volume manufacturing process

Benefits:
- Designed for performance sensitive, high volume applications
- Excellent electrical performance
- Allows applications with higher operating frequencies
- Ideal for broadband applications
- No blistering or delamination
- Reliable plated through holes
- Remains stable over entire range of circuit processing temperatures
- RO4000 laminates can be fabricated using standard glass epoxy processes
- Competitively priced

Typical Applications:
- Cellular base station Antennas and Power Amplifiers
- RFID Identification Tags
- Automotive Radar and Sensors
- LHC's for Direct Broadcast Satellites

RO4000® hydrocarbon ceramic laminates are designed to offer superior high-frequency performance and low cost circuit fabrication. The result is a low loss material which can be fabricated using standard epoxy/glass (FR-4) processes offered at competitive prices.

The selection of laminates typically available to designers is significantly reduced once operational frequencies increase to 500 MHz and above, RO4000 material possesses the properties needed by designers of RF microwave circuits and matching networks and controlled impedance transmission lines. Low dielectric loss allows RO4000 series material to be used in many applications where higher operating frequencies limit the use of conventional circuit board laminates. The temperature coefficient of dielectric constant is among the lowest of any circuit board material (Chart 1), and the dielectric constant is stable over a broad frequency range (Chart 2). This makes it an ideal substrate for broadband applications.

RO4000® material's thermal coefficient of expansion (CTE) provides several key benefits to the circuit designer. The expansion coefficient of RO4000® material is similar to that of copper which allows the material to exhibit excellent dimensional stability, a property needed for multilayer board constructions. The low CTE of RO4000 laminates provides reliable plated through-hole quality, even in severe thermal shock applications. RO4000 series material has a Tg of +185°C (365°F) so its expansion characteristics remain stable over the entire range of circuit processing temperatures.

RO4000 series laminates can easily be fabricated into printed circuit boards using standard FR-4 circuit board processing techniques. Unlike PTFE based high performance materials, RO4000 series laminates do not require specialized pre-preg preparation processes such as sodium etch. This material is a cold, press-laminated laminate that is capable of being processed by automated handling systems and standard equipment used for conventional preparation.

RO4000® laminates are currently offered in various configurations utilizing both 1030 and 1624 glass fabric styles, with all configurations meeting the same laminate electrical performance specification. Specifically designed as a drop-in replacement for the RO4000® material, RO4000® laminates utilize RoHS compliant flame-retardant technology for applications requiring UL-94V0 certification. These materials conform to the requirements of IPC-4103, class 1/10 for RO4002C and 1/1 for RO4350B materials.

The world runs better with Rogers.®
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Chart 1: RO4000B Series Materials
Dielectric Constant vs. Temperature

Chart 2: RO4000 Series Materials
Dielectric Constant vs. Frequency

Chart 3: Microstrip Insertion Loss
(0.030" Dielectric Thickness)
## Appendix

<table>
<thead>
<tr>
<th>Property</th>
<th>Typical Value</th>
<th>Direction</th>
<th>Units</th>
<th>Condition</th>
<th>Test Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diel. Constant, εr</td>
<td>3.38 ± 0.05</td>
<td></td>
<td>Z</td>
<td>—</td>
<td>10 GHz/25°C</td>
</tr>
<tr>
<td><strong>D</strong> Diel. Constant, εr (Recommended for high-speed designs)</td>
<td>3.25</td>
<td></td>
<td>Z</td>
<td>—</td>
<td>15 GHz/25°C</td>
</tr>
<tr>
<td>Disruption Factor, α</td>
<td>0.0027/6</td>
<td></td>
<td>Z</td>
<td>—</td>
<td>10 GHz/25°C</td>
</tr>
<tr>
<td>Thermal Coefficient, α</td>
<td>40</td>
<td></td>
<td>Z</td>
<td>ppm/°C</td>
<td>-5°C to 105°C</td>
</tr>
<tr>
<td>Volume Resistivity</td>
<td>1.7 × 10¹⁰</td>
<td></td>
<td>MΩcm</td>
<td>COND A</td>
<td>IPC-T800-2.2.1.1</td>
</tr>
<tr>
<td>Surface Resistivity</td>
<td>4.2 × 10¹⁰</td>
<td></td>
<td>MΩ</td>
<td>COND A</td>
<td>IPC-T800-2.2.1.1</td>
</tr>
<tr>
<td>Electrical Strength</td>
<td>31.2</td>
<td></td>
<td>Z</td>
<td>mm Hg</td>
<td>0.31 mm</td>
</tr>
<tr>
<td>Terminal Material</td>
<td>74.889</td>
<td></td>
<td>Z</td>
<td>0.025”</td>
<td>IPC-T800-2.2.6.2</td>
</tr>
<tr>
<td>Female Strength</td>
<td>141</td>
<td></td>
<td>Y</td>
<td>MPa</td>
<td>RT</td>
</tr>
<tr>
<td>Hysteresis Strength</td>
<td>375</td>
<td></td>
<td>Y</td>
<td>MPa</td>
<td>RT</td>
</tr>
<tr>
<td>Dimensional Stability</td>
<td>&lt;0.5</td>
<td></td>
<td>X,Y</td>
<td>mm/m</td>
<td>EMI</td>
</tr>
<tr>
<td>Coefficient of Thermal Expansion</td>
<td>14</td>
<td></td>
<td>Z</td>
<td>ppm/°C</td>
<td>-5°C to 20°C</td>
</tr>
<tr>
<td>εr</td>
<td>&gt;280</td>
<td></td>
<td>Y</td>
<td>°C</td>
<td>A</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>0.71</td>
<td></td>
<td>W/mK</td>
<td>85°C</td>
<td>ASTMD348</td>
</tr>
<tr>
<td>Moisture Absorption</td>
<td>0.06</td>
<td></td>
<td>%</td>
<td></td>
<td>ASTM D370</td>
</tr>
<tr>
<td>Density</td>
<td>1.19</td>
<td></td>
<td>g/cc</td>
<td></td>
<td>ASTM D792</td>
</tr>
<tr>
<td>Copper Peel Strength</td>
<td>1.05</td>
<td></td>
<td>N/mm²</td>
<td></td>
<td>IPC-T800-2.2.4.8</td>
</tr>
<tr>
<td>Flammability</td>
<td>N/A</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lead-free Process</td>
<td>Yes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(1) Diel. constant typical value does not apply to RO4450™ 0.010" thick laminates. Diel. constant characterization value for RO4350B™ material is 3.38 ± 0.05.

(2) The IPC taped edge peel method can potentially lower the actual diel. constant due to the presence of large, center-taped laminates under test.

(3) The design Dielectric constant measurement is a more meaningful test of the material than the most common frequency, if more detailed information is required (please contact Rogers Corporation). Refer to Rogers Technical Paper "Dielectric Properties of High-Frequency Materials" available at https://www.rogerscorp.com/dp.

(4) **Note**: An N/A (0.0075” thick) RO4350B™ laminate does not share the same 1k designation as standard RO4350B® laminate. A separate 1k qualification may be necessary.

**Typical values are an average of values for the population of the property. For specification values, contact Rogers Corporation.**

**Cautions**

RO3000™ is a laminate used in a cost-effective version of RO3010™ resin system to bond micro-stacked lamination. Values shown above are 100K samples. All form factor's for the double-sided boards, this RO4003B laminate is a thickness increase of approximately 0.003” (75.000µm), and the Dielectric constant is about 2.4. Therefore, effective Dielectric constant increases.

Prolonged exposure to ionizing radiation may cause changes to the dielectric properties of radiation-based materials. The rate of change increases at higher temperatures and is highly dependent on the circuit design. Although Rogers High Frequency laminates have been used successfully in immovable applications and exposure of radiation resulting in performance problems was extremely rare, Rogers recommends that the customer validate each material and design combination to determine fitness-for-use over the entire life of the end product.
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