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Abstract
The thesis investigates the accuracy of which a learner can edit their learner model. The research considers how ability of a domain, self assessment skills and learning material could help the learner in editing their learner model. To help identify the accuracy of a learner’s editing, erroneous data has been placed into the learner model, to see whether learners can edit their learner models and demonstrate an understanding of their learning. Erroneous data is not normally inserted into a learner model, and in this case is done automatically through the learner modelling process, with the participants having no prior knowledge of this. The learner model developed here is a model of strength of beliefs, where the learner gets to edit their strength of belief. The results showed some interesting findings, with the most noticeable that the majority of participants were able to successfully edit any erroneous misconceptions, whilst none could correctly edit any erroneous knowledge statements inserted.
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Chapter 1 – Background Research

This chapter introduces the background of intelligent tutoring systems, learner modelling and open learner modelling. These areas are essential for the development and understanding of the research. Along with these background areas it is important to also consider alternative factors which will influence the participants in the research: consider the learners ability (strong or weak) and self assessment skills.

1.1 Intelligent tutoring system and learner modelling

An intelligent tutoring system (ITS from this point forward) is a computer based, adaptive learning environment which usually consists of a domain model (model of the expert understanding – C programming in this research), learner model (student model – this is a model of the learner’s knowledge) and teaching strategies (exercises, guidance, feedback from the system, according to the learner model) [5 & 26]. The modelling process is typically achieved by a learner answering a series of questions or problem solving on a particular domain; the system can then infer a model based on these answers, and give the appropriate feedback or guidance for the individual learner [27].
Both the domain model and learner model are usually kept hidden in an ITS and are used to generate feedback for the learner, which can be used to help the learner further themselves, such as: generating exercises for the learner; or suggested learning material. ITSs, through this modelling process can offer an individual learning experience which can be described as trying to care [26], through a learning by doing interaction [28 & 32]. This experience is only possible through the system’s understanding of both the domain model and the learner model, giving the learner an individual experience. It is this understanding that gives an ITS adaptive features, offering the learner a tailor made learning experience, designed specifically to improve their learning.

Learner modelling is the core [32] of the ITS and is what allows ITSs to achieve an individual experience based on a learner’s knowledge and skill [3]. There are various modelling techniques available to the system implementer. For the purpose of this research we use a perturbation modelling technique. This technique allows the system to model misconceptions of the user whilst also and importantly modelling their knowledge which, in turn, should lead to better feedback (in an ITS).
Figure 1 shows graphically the concept of the perturbation modelling technique. Here the more knowledge the learner gains, the more overlap there is with the domain model. The reason this type of technique has been used is because it allows for the inclusion of misconceptions, those parts of the learner model which do not overlap the domain model. Another modelling technique is the overlay technique, here the expert domain is first modelled as a correct set of skills. The student model can then be built based as a sub set of correct and incorrect rules on the domain (expert) model (15). The problem with this is that misconceptions cannot be modelled and as such this technique could not be considered as misconceptions need to be modelled for the research.

The modelling process can only begin once an interaction has taken place with a system and its interface; as stated above this is normally achieved through a series of questions about a particular domain, or attempts at problem solving or other exercises. The domain is often one with a formal structure, one with an underlying set of rules and principles for example C programming. This domain also has a range of common misconceptions which can be stored in a misconceptions library [5 & 27].
There are however traditional problems associated with ITSs: adjusting the environment to meet the needs of the learner(s) and determining what to say to learners and when to say it [3]. Even though they consider both the learner model and domain model with the aim of individualising the interaction, it is not always possible to understand all the needs of all learners. While traditionally learner models have been kept hidden from the learner and used for system adaptation, there is now a field of research known as open learner modelling (OLM from this point forward), where the learner gets to view their learner model, which typically includes their knowledge and can also include misconceptions and other difficulties. A main aim of the OLM is to help the learner better understand themselves and to promote reflection [6].

1.2 Open learner modelling

Open learner modelling potentially has many benefits for the learner, including: the ability to reflect on one’s own knowledge, misconceptions and difficulties which in turn could lead to an enhanced learning experience [16 & 24]. This self reflection process can lead to the learner gaining a better understanding of themselves.
OLM is a relatively new concept in educational technology. Through opening the learner model, it is hoped that it will raise the learner’s awareness of their knowledge, difficulties and misconceptions (properties of a learner model), leading to enhanced learning [4]. Opening the learner model offers a unique relationship with the target domain which is otherwise unavailable, possibly encouraging the learner to reflect on their learning, more so than they usually would [16]. Through opening the learner model, Kay [16] identifies four questions learners may seek to answer when viewing their model: What do I know?, How well do I know topic ‘X’?, What do I want to know?, How can I best learn ‘X’? These are all questions which would point to an enriched understanding of one’s own learning.

OLMs can be developed in two ways, as mentioned previously they can be part of a system along with an ITS, but can also be independent (IOLM). Here, the learner just gets an OLM as feedback (based on interaction with the system) and no teaching strategies, like they would get if it was part of an ITS. This research will be using an IOLM, as it will be used to look at how learners interact with their learner models and the accuracy of those interactions.
Figure 2 – Example learner models

Figure 2, shows several example learner models from various systems [4, 5 & 23], these figures demonstrate a few different implementations of learner models. All three of the LMs show the learners how they are currently doing with a specific domain, topic or concept and as can be seen, shown in many different ways. This opening of the LM is why the learner gets that individual learning experience that would not otherwise be possible, necessarily in another learning environment.
Different types of OLM can be implemented and some have the benefit of the learner interacting with their learner model to influence it, which may lead to a more accurate model [9 & 26]. We here introduce five of the main types of open learner model as defined by Bull and Kay [12]:

- The inspectable learner model (full system control). The inspectable learner model is purely for the learner to look at their learner model, and use it to help identify what knowledge they have and possibly gaps (in knowledge) and misconceptions. [5, 9 and 23]

- There is the co-operative model (the modelling is shared by both the learner and system) so here the modelling process is shared, some things are modelled by the learner and some by the system [31]

- The negotiated learner model is where the modelling process is jointly negotiated by both system and user. However, a negotiation process can take place if either party disagrees with what is being represented in the learner model. [2, 20 & 21]

- The persuasion model is where it is down to the learner to try and persuade the system that they have a different level of understanding to the one being shown by the system. This is normally achieved by answering a series of questions on a specific topic where the learner believes they have a different level of understanding to what the system is showing, to demonstrate to the system that their own self assessment is more accurate. If the learner is then able to successfully persuade, the model will be changed to what the learner believes [5].
Finally there is the editable learner model. The learner will have a model presented to them by the system based on their ability to answer questions or complete other problem solving tasks, on a particular domain, as in other approaches. The editable learner model then gives the learner total control over their learner model and allows the learner to change it as they wish. This is the type of learner model this research focuses on [2 & 23].

Opening the learner model to the learner gives the learner more control over their learning and it can be argued that it improves learning effectiveness [26]. However as mentioned in the editable learner model, the learner here not only has control over the learning process, but also control over the LM contents. Allowing the learner total control may improve the satisfaction they gain from using the system. This point is reiterated by Kay [21], as it provides the opportunity to take responsibility for the content of the model, which could lead to a more accurate learner model. How accurately the learners interact with their LM will be the strong focus of the research.
1.3 Editable learner model

The editable learner model is an OLM of which the student has final say over the contents of the learner (student) model. The modelling process is performed by the system and like other OLM systems a model is presented to the learner. However, using an editable learner model allows the student to edit their learner model to represent what they believe reflects their knowledge or learning (total learner control).

Figure 3 – Editable learner model examples from C-Polmile [8] and Flexi – OLM[23].
Figure 3 shows two examples of editable learner models and their interfaces. The two editable models allow the learner to edit in different ways; there is no one best way to allow the learner to edit. The example on the left allows the learner to edit by pressing the + or – button and the figure on the right allows the learner to edit by selecting the drop down box and changing its contents based on what they believe their understanding of a particular concept within a topic is. Importantly both allow the learner to edit the model and take complete control over their learning.

Previous work [23] has identified some fundamental reasons why the learner may wish to edit their learner model. On initially accessing the system, the learner wishes to edit their learner model, thus avoiding questions about topics they believe they already know. The learner suddenly grasps a concept and wants their model to reflect this without having to answer further questions. Finally, the learner believes they have guessed a series of questions, and wants to edit the model as it shows a higher understanding than they believe they have. All of these can be seen as advantages as they allow for instant updates (accuracy), and they give the learner total control. This research aims to find out whether learners are able to edit their learner models accurately.
The main purpose of being allowed to edit the learner model is to help achieve a more accurate learner model [9]. This will be demonstrated as the student will have total control over their learner model, and they can edit it however they see appropriate. Whereas in previous mentioned OLMs the system has final control, here the learner has control and can adapt the model to what they believe their learning demonstrates (not necessarily what the OLM is showing them).

This total control in terms of the research is good for analysing the ability of the students to accurately edit their learner models (in a way they believe best reflects their learning), as it will not affect them once their participation has finished with the OLM as it is just one research session for a subject they have previously studied. If however this OLM was part of an ITS offering feedback (teaching strategies) changing the LM could affect this. The feedback then given could be detrimental to the learning of the student, because if they have edited their learner model to not accurately reflect their level of understanding the feedback could be too complex, or material the learner already understands. This accuracy will be tested in the research as erroneous data will be inserted into the learner model, whether it is misconceptions or knowledge.
Figure 4 – editable learner models with erroneous data.

Figure 4, the editable learner models developed in [9] are all OLM examples where erroneous data has been inserted into the LM. The erroneous data in these systems is also unknown to the learners, and the different OLMs were implemented for different reasons. Telling the learners there was erroneous data in their LM would stop them from interacting with the LM truthfully and possibly cause them to try and edit what they believe is the erroneous data. The learners not knowing about the erroneous data in this research will highlight the participant’s accuracy of their edits, as they should be truthful edits based on their learning, not trying to edit out erroneous data.
Inserting the erroneous data (not normally done in learner modelling), will aid in determining the extent to which the learner will edit their learner model. This is because having the erroneous data will be a good measure of the ability to edit the learner model, as the researcher knows where the errors are inserted. The user will not know that there is erroneous data in their learner model; therefore how they interact with the learner model will be useful research into the use of editable learner models. If learners do edit the learner model, and they manage to edit erroneous data successfully, it will show that learners do understand themselves as learners and also that editable learner models are a useable tool, providing they do not edit their learner model in such a way that they introduce new errors.

Interesting results should arise from editable learner models, as in the past the concept of editable learner models has shown some interesting outcomes. While in past research [23] participants have expressed users do not feel comfortable having total control over the system. Some of the other participants indicated that they would like the option to edit the learner model [23]. Interesting, is that some students in the past [23] have thought of the OLM as an assessment and therefore considered editing as cheating. It will be interesting to see the interactions and choices made by the participants in this research and see how accurate any edits made are.
Research into the accuracy of which the learner can edit their learner model includes many issues: frequency of edits; accuracy of edits; extent of edits; whether self assessment, previous OLM experience or participants’ ability affects how the leaner may edit their leaner model. To answer these questions an editable learner model was designed and this is described in the following section.
Chapter 2 – System Design

The system will be broken down into separate sections and discussed throughout this chapter. The chapter will focus on the purpose of the different sections and how they were integrated to make a fully functioning system for the purpose of determining the accuracy of the participants’ edits.

2.1 Questions

To be able to interact with their learner model, the learner must first answer questions on the different areas within the domain, so the system can model the learner. There are 6 areas, each with 10 questions (Full set of questions in Appendix). This limited number is for the purpose of the research, if it were to be deployed for educational purposes it would need more questions. The learner has a total of 4 answers to choose from and can select 1 answer per question as shown in Figure 5.

Figure 5 - question screen showing four answers and next question button.
As can be seen in figure 5 multiple choice questioning was chosen for the initial investigation, the participants were able to select one answer per question, which they feel was most accurate based on the teachings of the C programming module (explained later). Multiple choice questions make it easier and quicker for the learner to interact with the system and understand what is expected of them when answering the questions. Finally any known misconceptions can be included in the responses.

The learner is free to view the model at any time during the questioning process, except during the first 5 questions of a concept as there is insufficient data to model. They may view the information pages before answering questions, or they may answer questions without first viewing the information, to offer flexibility in the learning approach.
2.2 Learner Model

The learner model is produced as mentioned earlier, through the learner answering multiple choice questions on topics within the domain, these answers are then used to model beliefs, and shown to the learner in their LM. This learner modelling process is carried out by modelling, based on the five most recent answers to questions the learner has given within a topic of the domain (e.g. 1-5, 2-6 or 4-8 a series of questions in a topic), which is also used in OLMLETS and Flexi –OLM [6 & 24]. This gives the system the most up to date representation of the learner’s learning, which can then be shown to the learner in the OLM. This is achieved in the system by developing an array based on the answers given to a series questions within a concept, the array is used to store a value of the answers that the learner has input. The LM is then inferred from the answers given by the learner, and the appropriate statement from the underlying LM will be shown to the learner.

The type of learner model that is developed for the research is a model of strength of beliefs, based on a Likert scale (22) design. There is a 5 point strength of belief scale available for the learner to edit. Above the scale there is a statement, in the form of “You believe ‘x’”, this statement is a reflection of a particular concept within the domain (misconception, difficulty or knowledge statement).
The initial belief shown on the scale will show the system’s interpretation of what it believes the learner understands. The statement and strength of that statement are based on the learner’s answers to questions on a topic within the domain (system interaction); the five points of the scale are: believe, probably believe, may believe, probably not believe and not believe. The scale will be the editable part of the learner model. A scale will be used for the learner model in this research because; most people will have had some previous experience interacting with a Likert type scale, easing interaction through familiarity.

Figure 6 – The Learner Model
Figure 6 shows a learner’s LM, this is what the LM would look like to the learner, once the learner has answered enough questions about each concept for the system to build a model for this aspect their knowledge. In order to achieve these different LMs that will occur as different learners interact with the system, the system has an underlying LM which has different statements that will be displayed on the learner’s LM, depending on the answers the learner gives to the questions. This underlying LM within the system which is used to infer the learner’s LM based on the learner’s responses to questions, is important as it allows for the individualisation of the LM for the individual learner’s interacting with the system.

Whilst using this system both a single misconception and single piece of knowledge are inserted into the learner’s learner model. Of the six sections of the learner model, two had erroneous data in them. The first piece of erroneous data to be inserted was inserted once the learner had answered sufficient questions in the system for the learner to be modelled. The second piece of erroneous data was inserted into the model once the learner had answered questions in all sections of the learner model. This was done to limit the amount of erroneous data in the learner model and to maintain learner trust in the model.
The system architecture can best be described in three sections; firstly there is the input, the answers that the learner gives to the multiple choice questions they are answering. Then there are the calculations, the main one being an array which is used to store the learner’s 5 most recent answers on a topic, which the system then uses to infer the LM statement and level of belief for this statement. Finally the output, which consists of the LM and ‘behind the scenes’ logs. The logs are made up of all the answers that the learner selected, any edits the learner made and any learning material that the learner chose to view. These logs show how the learner interacted with the system, and will be used in the evaluation of the system.

In total there are six LM statements, and each statement is linked to a particular concept of a topic, within the domain. The reason a belief statement was chosen was because it is considered better for prompting learner reflection and learning as it is probably easier for a learner to understand a statement about what they believe e.g. “you believe X”, rather than have a title e.g. “arrays” followed by a strength of belief. This feature aims to prompt more interaction as the learner is able to reflect on the belief statement rather than an area title.

![Image](image.png)

Figure 7 (Part of the OLM), statement at the top, level of belief at bottom, information button bottom right corner.
Figure 7 shows a section of the open learner model, there is the statement at the top and then the strength of that belief at the bottom. The part of the model that is editable is the strength of that belief, so the learner can click on one of the radio buttons to the left hand side of the strength of belief and the model will be edited accordingly.

A five point scale will be implemented in the system as in other work [30]; a 5 point scale has been suggested to be an optimal number of points for a scale, for a person to judge themselves on. The more points on a scale the more complex it becomes, and the fewer points on a scale the decisions made have a greater influence. The scale will enable us to monitor and compare the appropriateness of the edits made by the learners, as it gives a clear indication of how the learner interacts with the model giving a definitive movement on the scale. If for example the way in which the learner could have edited their learner model was more open (not set to 5 points), the interpretation of how appropriate an edit was, would not be as concise.
A key question of this research is the how the learner interacts with their learner model, more importantly the editing of the learner model. As there are 6 topics in the domain, the learner only has the option to edit those topics which they have answered questions on, as in other sections there will be no data modelled and therefore, there would be no way to measure the accuracy of any edits. To make the learner aware of sections they are able to edit, when wishing to edit a part of the model they need to press the edit button. Once this has been done the available sections to edit (ones where the learner has answered questions) become highlighted making it apparent to the learner what they should be looking at. This highlighting process is designed to draw the learner’s attention to the parts of the model they can interact with, with the aim of encouraging interaction with it where appropriate as shown in Figure 9 below.

![Figure 8 – highlighting, when the edit button is clicked](image)
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Figure 8 – highlighting, when the edit button is clicked
2.3 Information screen

On the open learner model Figure 6 it is clear to see six buttons with the word “information” written on them. There are six buttons, because as mentioned there are six concepts which are used from the C programming domain. The information button has relevant information about the area of the domain it is placed next to, as shown in Figure 6 by the commenting information box. If the learner clicks on it a pop up box containing information is presented to the learner.

![Comment Information](image)

Figure 9 - Information box, showing information relating to section of the domain model

This information may help the learner in understanding the belief statement in their learner model. The aim of the information boxes is that they should prompt further learner reflection as they will be able to use it as a learning tool along with the OLM. They could use the information buttons for a variety of reasons, validation of thought, try logically working out if the belief statement in the learner model is true or read it to boost their own knowledge.
2.4 System output (Logs)

The final part of the system design is to consider the logging of the information and the erroneous data. Erroneous data is not normally inserted into the learner model, but for the purpose of this research, there has been erroneous data automatically inserted into the learner model, which aims to help establish whether learners really understand their learning and will help to identify the extent to which the learners’ edit their learner model. This helps demonstrate the learner’s understanding of their learning as the output of the erroneous data will be a contradiction of what the LM statement should be, based on the answers given to the questions in the system.

Then monitoring how the learner interacts with the sections of the LM where the erroneous data has been inserted will help in identifying how well a learner understands their learning and how appropriate any edits they make are. The erroneous data was placed on the extremes of the scales; this then shows the extent and appropriateness of the edits to their LM. In the system logs it will be clear to see how many scale point moves the learner makes where erroneous data has been inserted, with a maximum of four scale point moves for the two pieces of erroneous data, 8 scale point moves in total. This will be used as a measure of the appropriateness of the edits to the LM.
The erroneous data for each participant is in the form of one knowledge statement turned into a misconception and one misconception turned into a knowledge statement. The reason there are not too many errors within the LM as trust issues could develop and stop the learner from using the LM [1]. This way it will help the researcher distinguish any learner patterns between editing misconceptions and knowledge. Finally, the logging of the system use is broken up into three sections: log showing when they view the learner model, which also indicates when the learner edits the learner model; log of the edits made to the learner model whilst interacting with their learner model; log of the information boxes they use.
Chapter 3 – Evaluation

3.1 Aims/ Goals

The main goal of the research is to discover the accuracy of a learner’s edits to their learner model. This will include such areas as number of edits, accuracy of edits, extent of accurate edits, why people edited and ability to edit inserted erroneous data. Erroneous data is where the answers given are manipulated to show a misconception as knowledge or vice versa. So for example the student may have shown knowledge in the concept of commenting, but their learner model would show they have a misconception in their learning.

The domain of C programming was chosen to investigate the research question, as it is an area which has an underlying set of principles and rules (and common misconceptions) making it ideal to be implemented for an OLM system. The C programming domain was also chosen as the subject is taken by everyone in the Electronic, Electrical and Computer Engineering School at the University of Birmingham and therefore there is greater potential to support a large number of future users, and a sufficiently large pool of participants for the evaluation. The entire domain of C programming was not used as it would have been far too large a learner model to develop with too many questions for the length of the research. Therefore only 6 concepts were used, one for each section of the learner model. Where in the text it refers to knowledge of C programming, this is the learner’s knowledge of C programming based on previously mentioned core module taken by all of the participants.
3.2 Participants

The 20 participants were all University of Birmingham students, who have studied in the UK, they were of different ethnicities but all spoke English as a first language, they were all volunteers. They had all completed a module ‘Introduction to C programming’, all participants must have passed this module as it is core to the learning of any degree within the Electronic and Electrical and Computer Engineering school in the University of Birmingham, this is a first year module. All participants were fourth year, MSc or MRes students.

3.3 Materials

The materials available to the participants were the instructions and use of a laptop which had the system on it. The system consisted of an information screen, question screens and editable learner model. The information screen was where the participant inserted their participant number, previous OLM experience (yes or no, level of use of OLM was in a questionnaire) and level of C programming ability (very strong – very weak on 5 point scale). The question screens, where the participants select their answers to the different concepts. The editable learner model, this is where the learner is able to view their learning and make choices about their learning. A post system use questionnaire (Appendix), where the learner answered a series of multiple choice questions about the research, which included a couple of open ended questions for more detailed explanations.
3.4 Methods

Participants were given the same set of instructions: the instructions introduced them to the study, answering questions on C programming, and finally introduced them to the system, the question screens and editable learner model via a series of screen shots (paper based system) and what all the interactive parts of the system were (Appendix). All participants had sufficient time to read and ask any questions about the instructions or study (as much time as they wanted).

The participants were made aware that their understanding of C programming was going to be questioned in the investigation. They were also clearly told by the researcher that this information would be displayed in an editable learner model, and given information about what an editable learner model is. All participants then read and signed an ethics/consent form (Appendix) showing that the study was carried out according to British psychological society guidelines for studies involving human participants. (BPS)

The next step involves using the editable learner model system; the participant was given a participant number to remain anonymous once the study was in session. All participants were then given unlimited time to interact with the system. Participants were allowed to ask navigational questions whilst using the system. Participants were then given time explore the system, before commencing with the system use for the research. This allowed the participants time to familiarise themselves with the system and see how it worked.
The participants then used the system, once the participants had answered questions in the system the participant then had the option to view their LMs, where they get the option to use all the interactive parts of the system (learning material and model editing).

The final stage of the participation is to fill in a 20 question questionnaire, which was made up of both closed and open ended questions. The closed questions were all based on a 5 point Likert scale, which went from strongly agree – strongly disagree. These questions were all based on their experience with the editable learner model system. The open ended questions were why / why not questions based on the closed questions. Not all closed questions had a corresponding open ended question. There was also a final box where participants could put any additional comments. The information gained in the questionnaires was used jointly with the systems logs, to identify patterns in the learner’s interaction with the system.
### 3.5 - Results

Table 1 – Relationship between edited erroneous data, previous OLM experience and editing learner model if disagreed with it.

<table>
<thead>
<tr>
<th>Participant</th>
<th>Misconception Edits</th>
<th>Knowledge edits</th>
<th>Previous OLM experience</th>
<th>Used ELM before</th>
<th>Believe Model is accurate</th>
<th>Edit when Disagreed</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Mean</td>
<td>2.6</td>
<td>0</td>
<td>2.35</td>
<td>1.75</td>
<td>3.4</td>
<td>3.35</td>
</tr>
<tr>
<td>Median</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>1.5</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Range</td>
<td>0-4</td>
<td>0</td>
<td>1-4</td>
<td>1-4</td>
<td>2 – 5</td>
<td>1-5</td>
</tr>
</tbody>
</table>
From the interaction logs, table 1 indicates that 75% (15 out of 20) of participants successfully edited the inserted misconception to some extent on the 5 point scale (mean 2.6, median 3). Of the 15 participants 8 edited the misconception the full extent (the maximum number of scale point moves, 4) indicating they did not believe the misconception statement. None of the 20 participant attempted to edit the inserted knowledge.

Of the 20 participants 5 stated they had high levels of previous OLM experience from modules in previous years of study, with one of these participants also having had a high level of editable learner model (ELM) experience. A mean of 2.35 and median of 3 indicate about half have had previous experience with OLM. The mean for ELM was lower at 1.75 and median of 1.5. The level of experience was decided by the participants.

The final section of comparison in this table is believed accuracy of the learner model, and whether the learner edited their learner model if they disagreed with it. The mean for accuracy of the learner model was 3.4 with a median of 3, suggesting that the average participant was undecided about the accuracy of their learner model, shown in a range of 2 – 5. Finally whether the participant edited when disagreeing with their learner model, showed a mean of 3.35 and median of 4. The median suggests participants would generally edit if they disagreed with their learner model, whereas the mean indicates there is some variety, also shown with a maximum range of 1 – 5.
<table>
<thead>
<tr>
<th>Participant</th>
<th>Perceived self assessment skills</th>
<th>Perceived C programming ability</th>
<th>Actual C programming ability</th>
<th>Direction of changes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>Weaker</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>Stronger</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>Stronger</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>Same level</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>Stronger</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>Stronger</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>Stronger</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>Stronger</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>Stronger</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>Stronger</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>Stronger</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>Same level</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>Stronger</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>Stronger</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>Stronger</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>Stronger</td>
</tr>
<tr>
<td>17</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>Weaker</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>Weaker</td>
</tr>
<tr>
<td>19</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>Stronger</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>Stronger</td>
</tr>
<tr>
<td>Mean</td>
<td>3</td>
<td>2.85</td>
<td>2.15</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>1-5</td>
<td>2-4</td>
<td>1-4</td>
<td></td>
</tr>
</tbody>
</table>

Chi – squared statistical analysis – perceived C programming ability – Actual C programming ability

Chi-squared = 5.991 and test statistic is 10.6107 – therefore a significant difference between perceived and actual ability – (Appendix for calculations)
From the questionnaires and interaction logs, table 2 indicates that participants were generally not confident in their self assessment (SA) skills; potentially affecting how they edit their learner model, as the mean for SA was 3 with a median of 3 (range of 1-5). 7 of the 20 participants indicated that they had strong SA skills, yet none of the participants successfully edited both the inserted knowledge statement and misconception statement (see table 1).

SA is shown in the table with perceived ability of C programming and actual ability of C programming, actual ability was measured based on the learner's learner model before they made any edits. The means were very close, 2.85 and 2.15 respectively and the medians were 3 and 2. This would indicate that SA skills were average based on mean and medians of the participants’ data.

9 participants perceived C programming ability and actual C programming were the same. The programming ability was judged on what the participants LM looked like prior to any editing. 11 participants had initially over estimated how good they were at C programming. Of the 9 participants correctly stating their level of C programming 3 had said they were excellent at SA (4, 8 & 12), with an overall mean for the 9 participants of 3 and median of 2.
Finally the two above points were considered against appropriate editing of the inserted misconception and knowledge, and whether the learner also made their learner model reflect that of a weaker or stronger learner. We know from table 1 that 75% of participants successfully edited the inserted misconception and no one edited the inserted knowledge. 75% made themselves represent a stronger learner than they actually were, 15% made no alterations to their learner model and finally 10% edited their learner models inappropriately but the changes made reflected a similar level of understanding.

A Chi-squared significance test was performed on the data for what the perceived ability of the learner was and what their actual ability in C programming was. The significance test was done using a test statistic with two degrees of freedom, which has a critical value of 5.991. The Chi-squared significance value calculated (Appendix) was 10.6107, this indicates that the result was significant. This then indicates that the participants were not able to judge their ability of C programming. This is a clearly observable statistic by looking at the two columns in Table 2.
<table>
<thead>
<tr>
<th>Participant</th>
<th>Section 1</th>
<th>Section 2</th>
<th>Section 3</th>
<th>Section 4</th>
<th>Section 5</th>
<th>Section 6</th>
<th>Total edits</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>13</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>-4</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>-4</td>
<td>0</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>8</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>14</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>13</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>-2</td>
<td>3</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>17</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>0</td>
<td>16</td>
</tr>
<tr>
<td>Mean</td>
<td>2.95</td>
<td>1</td>
<td>1.4</td>
<td>0.8</td>
<td>1</td>
<td>0</td>
<td>8.15</td>
</tr>
<tr>
<td>Median</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>Range</td>
<td>0-4</td>
<td>0-4</td>
<td>0-4</td>
<td>(-4)-4</td>
<td>0-4</td>
<td>0</td>
<td>0-16</td>
</tr>
</tbody>
</table>

Table 3 – Sections of the learner model edited
Table 3 indicates that 17 of the 20 participants edited their learner model, showing which sections (concepts) of the learner model the learner edited. The numbers in those columns indicate how many scale point moves the learner made, with 4 being the maximum. The numbers indicate the correct number of movements in relationship to the belief statement of the LM. Correct here stands for academically correct, not whether the editing of the participant was correct.

The minus numbers are where the learner has edited their learner model and the edit is not correct in terms of the concept, for example the statement is a correct knowledge statement for a concept, then the learner edits their learner model from believe towards the not believe point. Out of all the edits made, only three of them were not correct in academic terms.

This comparison gives a more detailed look at how the participants edited the individual concepts (Section 1 – Section 6). The only section that had considerable editing was the first section with a mean of 2.95 (out of 4) so this would reflect a reversal in the belief statement being shown to the learner in their learner model. The editing patterns show a lot more editing in the first three sections with means and medians of 2.95 and 4 for S1, 1 and 0 for S2 and 1.4 and 0 for S3, compared with 0.8 and 0 S4, 1 and 0 S5 and 0 and 0 S6. This shows participants edited a lot more in the earlier sections domain.
<table>
<thead>
<tr>
<th>Participant</th>
<th>Viewed all learning material</th>
<th>Viewed learning material where errors inserted</th>
<th>Viewed learning material of at least one inserted error</th>
<th>Viewed learning material where edited LM</th>
<th>Only edited LM where learning material viewed</th>
<th>Learning material helpful</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>4</td>
</tr>
<tr>
<td>13</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>2</td>
</tr>
<tr>
<td>14</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>5</td>
</tr>
<tr>
<td>16</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>4</td>
</tr>
<tr>
<td>17</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>4</td>
</tr>
<tr>
<td>18</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>3</td>
</tr>
<tr>
<td>20</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>4</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.35</td>
</tr>
<tr>
<td>Median</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>Range</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1-5</td>
</tr>
</tbody>
</table>
Table 4 covers all aspects of the learning material in comparison to whether the learner edited the inserted misconception and/or knowledge. The first column indicates that 4 out of 20 participants viewed all the available learning material in their learner model, (there was learning material for each of the 6 concepts the participants answered questions on). Only 5 of the 20 participants viewed the learning material where both pieces of erroneous data were inserted, in two of the concepts. However, 13 people viewed the learning material of at least one concept where the erroneous data had been inserted in their learner model. 4 participants only edited their learner models in sections where they had viewed the learning material.

The mean for whether people thought the learning material was useful was 3.35 with a median of 4, suggesting that participants found the material on average not useful, reflective with a range of 1 – 5 (minimum to maximum). As seen in previous tables this data is shown in relationship to whether the participants successfully edited the inserted erroneous data, 75% success with the misconception, with no one correctly editing the inserted knowledge.
<table>
<thead>
<tr>
<th>Participant</th>
<th>Perceived self assessment skills</th>
<th>Actual level of C programming</th>
<th>Viewed at least one piece of learning material</th>
<th>Learning material helpful</th>
<th>What learner model should look like</th>
<th>What learner model did look like</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>No</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>Yes</td>
<td>3</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>2</td>
<td>Yes</td>
<td>5</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>2</td>
<td>Yes</td>
<td>4</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>3</td>
<td>Yes</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>3</td>
<td>Yes</td>
<td>4</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2</td>
<td>Yes</td>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>2</td>
<td>Yes</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>2</td>
<td>Yes</td>
<td>4</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>3</td>
<td>No</td>
<td>1</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>2</td>
<td>Yes</td>
<td>4</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
<td>2</td>
<td>Yes</td>
<td>4</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>2</td>
<td>2</td>
<td>Yes</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>14</td>
<td>3</td>
<td>2</td>
<td>No</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>15</td>
<td>2</td>
<td>2</td>
<td>Yes</td>
<td>5</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>16</td>
<td>4</td>
<td>3</td>
<td>Yes</td>
<td>4</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>17</td>
<td>5</td>
<td>1</td>
<td>Yes</td>
<td>4</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>1</td>
<td>Yes</td>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>19</td>
<td>3</td>
<td>4</td>
<td>Yes</td>
<td>3</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>20</td>
<td>4</td>
<td>1</td>
<td>Yes</td>
<td>4</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Mean</td>
<td>3</td>
<td>2.15</td>
<td>3.35</td>
<td>2.15</td>
<td>3.85</td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>1-5</td>
<td>1-4</td>
<td>1-5</td>
<td>1-5</td>
<td>1-5</td>
<td>1-6</td>
</tr>
</tbody>
</table>

Chi-squared statistical analysis – What model does look like – What model should look like
Chi-squared = 5.991 and test statistic is 39.375 – therefore a significant difference between what model should and does look like – (Appendix for calculations)
Table 5 shows how SA, actual ability of C programming along with viewing the learning material and how helpful this was impacted upon the participants' learner models. As seen in previous tables the participants mean average for SA was 3 and the mean average for actual C programming ability is 2.15, this showed that the average participant was weak at C programming and their SA skills were considered mediocre.

The participants on average found the learning material not helpful with a mean of 3.35 and median of 4. The potential usefulness of the learning material to the learner is shown in the columns: what the participants' learner models should have looked like (this is a LM with no erroneous data and prior to any edits), and what they did look like (this is a LM taking into account all edits made by the learner). On average the learner models should have represented a weaker learner based on what the LMs looked like before the participants edited. Of the six concepts the average learner demonstrated knowledge in 2.15 topics. Once all the editing had been taken into consideration, the average learner reflected a strong learner with the mean average of 3.85, implying that the learner model now demonstrated knowledge in nearly 4 of the 6 concepts.
A Chi-squared significance test was performed on the data for what the learner model should look like (actual) and what the learner model did look like (expected). The significance test was done using a test statistic with two degrees of freedom, which has a critical value of 5.991. The Chi-squared significance value calculated (Appendix) was 39.375, this indicates that the result was significant. This indicates there was a significance difference between what the participants’ learner models should look like and what they did look like. By viewing the results in Table 5 it is clear to see there is a very positive difference in how the participants edited their learner models. All of them made their learner models reflect that of a stronger learner or actually the same as they were, none of the learner models reflected a weaker learner model.

Considering a cross analysis of the tables and individual participant results, there are some further points that can be made about the findings. Firstly considering previous OLM and ELM, the three participants (1, 17 & 18) that did not edit their learner model at all, all had previous OLM experience with a mean for these 3 participants of 3.6. Also all three of these participants had interacted with an ELM but with less experience, a mean of 2.6, suggesting a limited use. Interesting here that two of the participants (17 & 18), viewed the learning material when interacting with their learner model. The three participants (1, 17 & 18), had previous OLM experience and did not edit their learner model. There were two more participants (3 & 5) that did not edit the misconception in their learner model.
3.6 Qualitative results

The open ended sections of the questionnaire allowed for the opinions and thoughts of the participants about their learning experience whilst using the system. In the additional comments section, 3 participants mentioned their C programming skills were not as good as they first believed them to be when stating their level of skill at the beginning of the interaction process “I think I was let down by overestimating what I thought I knew” and programming skills not as strong as I thought – in hindsight should have stated a lesser level of understanding of C programming”.

The next point that was mentioned a lot was the usefulness of the learning material. 17 of the participants had used the learning material, and the reasons for its interaction were validating their learning and using it to edit the model. This was stated by 10 of the participants in the open ended part of the questionnaire, some of the comments were as follows “After viewing material it let me edit my model to show my new understanding”, “It allowed me to see what I did not know” and “Once viewed the learning material I could change it”. Most of the participants stated that they generally found the learning material helpful.

17 of the participants had edited their learner model, as such there were comments stating the usefulness of the editable learner model, some of which were “I could edit to show my new understanding”, “I liked being able to change my responses” and “It gave me the opportunity to change it so I could focus on areas where I would need more help”.
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Participants also stated that they would use an OLM again, this was mainly because they found the experience useful and could see the benefits of being shown their learning, “It showed me what I knew and what I didn’t” and “Yes because I haven’t done C programming in years”.

When asked about using the editable model again, although participants had said they found the editing useful (see above), 4 participants made comments reflecting a negative stance towards the fact they could change their learner model with no challenge to this “No, if kept changing it I wouldn’t know what I’d already understood or learnt”.

One participant was particularly against the learner model experience, and the fact there was a system modelling them and showing an output of their learning, and this participant had no previous experience with OLMs. They stated “I prefer to learn in my own style” and this participant is the same participant who did not like the idea of being able to keep changing the model and losing track of their learning. Finally they stated “I prefer getting a result like a grade or test result”. Another participant had said “I am not familiar with OLM”, as to why they did not like the experience.
There were three participants all with previous OLM experience who chose not to edit their learner model, compared to 7 participants with previous OLM experience who chose to edit. Each of the three who did not edit, all stated that they believed the model to be an accurate reflection of their learning, so did not wish to change the learner model, “I did not know the answers so did not want to alter model as it was an accurate reflection of my C understanding” and “No, I did not want to edit, as the model showed me what I knew”.

3.7 Discussion

We first consider the erroneous data that was inserted into the LM. The erroneous data (misconception or knowledge) was placed on the extremes of the learner model scales (believe – not believe). This meant a maximum of 4 scale point moves could be made, and if the learner was to fully understand their learning, this would be the outcome of their editing. As in past research [9], results have shown that learners could, with some success edit the inserted misconception in the learner model, but not the inserted knowledge. In this previous research, editing has not been measured on a scale necessarily [9], here it was done using a drop down menu and where a scale has been used [9] it was smaller. So, any movements on the scale or changes to the LM would have been more significant than is available with the 5 point scale used in this research, which allows the participants to make smaller changes to their LM.

Of the 20 participants taking part in the study, 15 edited the misconception inserted into their learner model, of which 8 edited the full 4 scale point moves, making the full amount of scale point moves shows a certainty in what the learner is editing. If the learners were making just one scale point move, even in the correct direction, in terms of editing the inserted erroneous misconception, it is simply likely to be noise as a one point scale point move shows very little certainty in the edit. Therefore, even using a larger scale the learners showed positive accurate edits. This is different to the previous research [9] as in the past where misconceptions had been inserted, and participants had edited, they did so to the extreme of the scale that was available to them, whereas here not all participants did this. This could be down to the larger
scale giving the participants a greater range (i.e. less influencing) to choose from. Of the five who did not edit the inserted misconception, three stated their reason for this as having had previous experience using OLM and believed their LM to be accurate, a theme common in past research [9 & 23]. The final two who did not edit their LM, had stated in the system and questionnaire that they were weak at both self assessment and C programming (issues discussed later), these could have been factors for them not attempting to edit the LM scale where the misconception had been placed.

Again, similar to past research [9], there were no participants who attempted to edit the knowledge erroneously inserted into their learner models, even with the larger scale offering the choice to make less impacting edits upon their LM. This could partly be the participant recognising what the learner model was showing them as their belief (inserted knowledge) as correct, but when answering the questions in the system, they did not have all the pre understanding required to get to that level of knowledge. This is an interesting point, as looking at it from another perspective, through the learner recognising the statement as correct they could in fact be learning. If the user (in a different scenario) was to then remember this knowledge and apply it in the appropriate manner, it could replace what they previously believed. Or it could be reasoned that if a participant recognises something as academically correct why would they change it, even if their belief is different? (For example people may know $E=mc^2$ but cannot explain and understand it, but may assume otherwise if a LM was to tell us we did understand it).
Editing the LM (erroneous data) has two very different outcomes, as 15 of the 20 participants made appropriate edits to the misconception placed in their learner models, of which the extents were: 40% edited 4 scale points; 30% edited 3 scale points and 20% 2 scale points. None of the participants attempted to edit the inserted knowledge. The overall success of the editing is 35% (knowledge and misconception). This figure is relatively low, especially considering that it is the participant carrying out a self-assessment. Success here meaning the participant made an edit where either the misconception or knowledge statements were inserted. The lack of appropriate/accurate editing could be down to an UK educational system which recognises itself, that very little self-assessment is carried out throughout school, possibly affecting participants’ ability to carry out an effective self-assessment [14 & 26]. This result is supported by the participants who stated that they were weak at self-assessment. This can be seen in the significance of the Chi-squared test, which indicates that there was a difference between what the participants believed their ability was and what it actually is. The test along with observing Table 2 shows that the participants did over estimate what they thought they knew, and in turn were actually weaker learners on the whole.
Next we consider the interaction with the learner model, and view how the participants edited their learner model, whether they made their learner models reflect that of a weaker or stronger learner in academic terms, and not what their actual beliefs were. Just because an edit makes a learner look stronger, does not necessarily indicate an accurate edit as the participant may have answered the questions showing a different belief to the one which is correct, and therefore the edit would be inappropriate for their learning.

Viewing Table 3, we can see how the participants edited their LMs in all 6 sections of the learner model, covering the system’s domain. Of the 20 participants three chose not to edit their learner model. This may have been because of their previous experience with OLM, though 8 participants with previous OLM experience did edit their LM. The participants with experience using OLMs have all gained this from modules that are run within the School of Electronic, Electrical and Computer Engineering of the University of Birmingham. How much experience they had with OLMs was down to the participants own perception.

15 of the participants all edited their learner model to represent a stronger learner than they actually are, in academic terms. Just because the edits made them look stronger does not necessarily make them correct as some of the edits may not have been what they believed (as inferred from their answers), and would therefore be inappropriate edits. Three of these 15 participants made edits to individual concepts which made that particular section of their learner model weaker (academically), but
overall once all editing had been concluded, the LM model represented that of a stronger learner academically. It is interesting that learners’ edits made themselves represent stronger learners than they actually are, as through use of the system they have demonstrated that they do not have the knowledge and that is reflected in their LM. Perhaps the learning material available for each section of the learner model could have helped learners to edit to what they believe is a stronger looking model academically, they could have learnt from the learning material. A potential drawback of static learning material is that the learner may have just taken the information from the learning material without really paying attention to it; this would mean the LM sections edited because of this would not be an accurate reflection of their learning.

An interesting point from the results is that 7 of the 17 participants who chose to edit altered nearly half of their learner model. This shows that participants were heavily involved with their learner models, and were responsive to the editable features. However, making such changes to the learner model can raise many questions such as; The ability of the learner? The use of the information pages? Were they editing to impress the researcher? Was the participant guessing? Editing so much of the learner model has implications for the learner, as the purpose of the learner model, a tool for learner guidance would be irrelevant as the LM would not represent the learner accurately. There could have been a larger number of edits due to the artificial setting of the research, as there is no outcome for the learner once they had finished taking part in the research. This could be a risk to the validity of results, as participants could have been making edits, knowing there were no consequences to their actions. How they then use the LM would become inaccurate as they would be
using a LM which is not representative of their learning and furthermore, if a system were providing adaptive guidance (not static), this guidance could be based on an inaccurate LM. To prevent such issues, prompts could come up when a learner is making such large changes to their LM, reminding them of the implications of their actions, which could possibly encourage a more accurate LM.

Analysing the learners’ ability in the domain (C programming), and comparing this against how the learners edited their LM, shows us firstly there were three participants that chose not to edit their learner model. Of the participants who did edit, two of them edited their learner model in a way that when they had finished editing their LMs, overall they reflected the same level of understanding. This is in terms of how many concepts within the domain showed a correct understanding. This implies that some of their editing portrayed a stronger learner, in some concepts of the learner model, and weaker learner in others. Regardless of their edits the model was still not accurate as the edits made to the model were not reflective of their learning, based on the answers they gave to the questions.

Out of the 20 participants 5 deemed themselves to have a very weak C programming ability, and their model contents also suggest this. The majority of the other 15 participants believed that they had a medium to weak ability at C programming. This is clear from the levels of understanding displayed by the learners once they had answered all questions in the system and taking into consideration what the models would have looked like prior to any editing and before inserting any errors. Another reason for the mixed results could be reflected in many participants’ open ended
questionnaire comments that they were not as good at C programming as they had originally thought.

When analysing the results there is an interesting point based on the number of edits one participant made. The participant in question has an actual learner model before editing reflecting a very weak learner, yet they made 16 out of a possible 24 edits to their learner model (24 edits maximum, with 6, 5 point scales, with a potential move of point 1 to point 5 equalling 4 scale point moves). More interestingly they were all edits demonstrating a far stronger learner than the participant had stated prior to using the system. However, overestimation is a common theme with weaker learners [31], where they will try and make themselves look better than they are, it could be argued though that the participant does not have a strong enough knowledge to judge themselves correctly rather than trying to make themselves look better. If this system was to be used and feedback was given based on the learner model, this could be detrimental to their learning, as the feedback would be based on the edits the learner makes and not based on their actual level of knowledge. Looking at the other extreme, one learner stated a strong ability at C programming and only made 8 edits, which also include 4 for a successful edit of the inserted misconception. This more cautious attitude about their learning and ability to self assess is common with stronger learners as they tend to know more about themselves [19 & 33].
11 participants made more than 8 edits, considering none of the participants edited the inserted knowledge. This indicates that participants were also editing parts of their learner model which were an accurate reflection of their learning. This implies that the edits the participants were making were not accurate and, if anything, could be detrimental to their learning. This is because as mentioned earlier, if the system provided feedback, this feedback would not be of use as it would be aimed at the edits the learner made and not their learning. Participants editing sections of their LM that is an accurate reflection of their learning would suggest they do not believe what they believe or they do not have the knowledge they say they have – more likely. It would be interesting to consider different ways of presenting a LM (scale, graphs, belief statement) to groups of participants and see if there are differences.

When considering the extent to which the learner will edit their learner model, including the optional learning material to view, would hopefully prompt additional interaction. There were six learning material buttons, one for each concept within the domain. Each button presents the learner with some additional learning material to read on the selected concept of the learner model. This was a non adaptive form of learning material available to all of the learners. Only 3 of the 20 participants chose not to view any of the learning material. When considering the other 17 participants and how they edited their LM, it is important to consider that only two did not edit their learner model, and both of these participants had mentioned they believed their learner model was accurate. This could mean that some of the editing could have been influenced by the learning material, as learning material information may have
prompted the learner, and could have then influenced the learner into making an edit as they now did not believe what was being shown to them in their learner model.

Two of the 17 participants that viewed the learning material, were not able to or chose not to edit the inserted misconception in their learner model. So even though they had shown they had knowledge of this section in answering the questions (the misconception was erroneous) and viewed the learning material for this concept they still chose not to edit their learner model. This could mean the participant was guessing their answers and did not understand the concept, or they believed what was being shown to them was correct. Considering the learning material, on the whole participants edited in a way that made their learner model reflect that of a stronger learner in terms of academic correctness but not necessarily in terms of what they actually believed based on the answers they gave to the questions in the system. However, as stated above viewing the materials may have been sufficient to prompt recognition.
Two of the participants who edited their LM and viewed the learning material as mentioned previously made edits, that when completed still made them reflect the same level of understanding they had demonstrated before choosing to edit. The remaining 13 participants who viewed the learning material all made improvements to their learner model with respect to editing the inserted misconception in their learner model, this could have been influenced by the learning material. However the same argument could be made in reverse that none of the participants were able to edit the inserted knowledge. This could have been because the learner viewed the learning material and then recognised that the LM was in fact showing the correct understanding of the topic, so they would not need to edit their LM.

An interesting point here is that there seems to be no relationship between viewing learning material and total edits made (correct or incorrect), as both sets of participants who chose to view or not to view the learning material have similar ranges, medians and means. This wide range and respective medians and means on both sets of participants would suggest that viewing the learning material could be serving multiple purposes: viewing it to try and correct their learning or using it to back up their own beliefs, this could be where the learner views the learning material but does not edit their LM. To state this clearly and conclude it further research would be required as there were not enough participants who did not view the learning material.
Relationships of interest with regard to viewing the learning material and making an edit to the learner model are that 5 participants chose to view all of the learning materials, however two of these were participants chose not to edit their LM, and this was because of previous LM experience as stated in their questionnaires. So here the participants could have just been doing further reading on the concepts, possibly building their knowledge. So the point here is that even though the participants have viewed the learning material and possibly increased their understanding of the concept, they still chose not to edit, it would have been useful to also ask participants why and what for they used the learning material, not just how useful they found it. Two of these participants were participants who chose not to edit their learner model, the other participants may have believed the LM was accurate and chose not to edit their LM.

The learning material was quite extensively used by the participants, and the post research questionnaire just asks about its usefulness, not why it was used. It would have been useful to have asked the participants about why they used it so much, as it could have given the discussion some insight into the participants’ use of the learning material and not just trying to offer answers based on the observed behaviour of the participants.
15 participants made edits where they had viewed learning material and of these 15 participants, 4 only edited sections of their LM where they had viewed the learning material. This is interesting as it suggests that 20% of the participants have used the learning material as an aid in whether or not to make an edit to their LM and not actually what they believe. Alternatively, here the participant could have now understood more about a concept and therefore changed their learner model to what they now believe the LM should be showing. However if they were just making these changes based on the learning material and not what they understand, potential feedback could be wrong and is it would be aimed at the wrong level for that learner.

When looking at which sections of the learning material were viewed, it is interesting to note that all participants viewing the learning material viewed the first section of the learning material. Looking further at this, there is heavy use of the learning material in the early sections (sections here is representing a concept) of the learner model with 13 participants viewing the first section of learning material, 12 viewing the second section of learning material and 8 participants viewing both sections, compared to 5 participants viewing the last sections learning material. This matches the participants’ editing patterns. So the use of the learning material could have a direct effect on whether a participant edits a particular section of their LM. The usage decrease could have just been because of the time of the session.
There is a less manageable condition that needs mentioning purely because it could have some effect on the results as stated in previous literature [23 & 28]. The participant trying to impress the researcher, although the use of the system does not affect the participant after use, they still might want to use the system how they believe the researcher wants the system to be used. This type of interaction made by the learner could give some false results, as the learner will not be showing what they believe but what they think the researcher wants. To minimise this risk the instructions were as to the point as possible and reassuring to the participant that no results would be attachable to them and only used for the purpose of the research.

Two issues which can be cross analysed throughout the discussion are self assessment and C programming (strength of learner) ability. These two points could be considered two of the most important and can be considered alongside all other topics and help explain why a learner may have acted as they did. These two areas are pivotal, firstly because ability will affect how well the learner can answer the questions, thus potentially affecting how they interact with the model. Secondly the ability of the learner to self assess is crucial, because even if they are not good at the subject they should have some understanding of their own learning. These two factors could have great effect on the extent to which the learners edit their learner model.
Table 3 shows self assessment and C programming ability, against the system’s learner model, the learner model including the erroneous data and the learner model after editing. The three participants who did not edit their learner model all had mentioned they had previous OLM experience as to why they were not editing, but they also stated that they were weak at C programming and self assessment. This judgement of themselves could have affected their choice of not to edit.

Considering the level of C programming, all remaining 17 participants chose the middle levels of skill on the 5 point scale (Very strong – Very weak). Viewing the participants’ learner models in the system prior to editing, shows that the participants had quite accurate reflections about themselves. This middle rating could be due to the participants not wanting to state either way and could be a reason why some of them stated in the questionnaire they knew less than they realised. It would be reasonable to suggest having a gauge of some description, to judge the certainty of the answers the participant is giving for each answer. By doing this it could be possible to reflect more accurately how well the participant actually knew the concepts within the domain. This would eliminate the uncertainty of the participant’s believed ability for the whole domain, as each question would have a certainty value, which would build a question by question profile of their perceived ability in relation to the actual answers they are giving. This could potentially give more insight into individual answer, concepts and domain ability in relation to perceived ability, and how this could change question by question, to concept and the domain.
Two of the participants after editing had made their learner models represent the same level of overall understanding, through editing some sections to suggest a stronger learner and others to show a weaker learner, so overall the model demonstrated the same level of understanding but in different sections of the domain to what the model initially looked like. This would be quite representative of their learning ability as they were unsure about certain topics and their edits suggested this. This could be why they made inappropriate edits by altering sections where no erroneous data had been inserted. This ability to have a model representative of the same learning ability, but with knowledge represented in different sections could have been down to a good self assessment ability, which both participants said they had.

The remaining 15 participants however all made edits which improved their learner models, making their LM reflect that of a stronger learner. Five of these participants had made their learner models represent a very strong learner. What is interesting about this is that all 5 of these participants had the highest opinions about their C programming ability. Although making their models stronger, they did not make that many inappropriate edits as they already had good learner models, and one of the sections they improved was the inserted misconception.
The participants who stated lower levels of C programming ability were far more adventurous in their editing; making much bigger changes away from what their learner model should look like, so going from a very weak learner to a strong learner. This is in line with previous work stating that weaker learners tend to overestimate what they think they know [34]. This is most evident in the one participant mentioned earlier with a very weak understanding of C programming who actually made the most edits to their learner model. Viewing the results of the Chi-squared significance test in table 5, it is clear to see that there is a significant difference between what the participants believed their model should look like (expected value) and what it did look like (actual value, post editing). Considering this result and the other Chi-squared result, which indicates the learners were weaker than they believed, would agree with previous research in that weaker learners do overestimate what they think they know. We can see this in the way the participants edited their learner models – by making them look stronger than they are.

7 of the 20 participants considered themselves to be good at self assessment. Of the 7 participants, 5 from this group edited the inserted misconception; however, the two participants who did not edit the misconception did not edit their learner model at all. Of the same 7 participants, three participants kept their learner models the same, two of these did not edit, and one made edits that although changed the model (but inaccurately), still represented the same level of understanding of the domain, but with their knowledge represented in other areas. Two of the participants showed very little differentiation from how their learner model looked after editing to what the system’s representation is, not including the erroneous data. However, two of the
participants showed large variations from what their learner model looked like after editing, to what the system’s representation of their learning was. Both of these participants had stated they were weak at C programming. This tendency of weak learners to overestimate what they know could probably be the reason behind the large changes.

The remaining 13 participants, when considering their self assessment skills, had all been cautious and stated a weak ability in self assessment. This could be due to a UK education system that realises there is very little formal self assessment carried out by students whilst at school level [14]. This could possibly be why so many participants stated a weaker ability and made lots of edits. Having the chance to self assess could have prompted these participants to interact more with their learner model, given that it is something that does not normally happen.

The ability of the learner and their self assessment skills, has shown similar patterns to previous research [9], and do support the reasons for why some learners interacted as they did. The study has shown that some participants will heavily edit their learner models, while some do not edit their learner model at all. In this study there has been a larger scale which has given the learner the opportunity to make less extreme edits, unlike the previous research, this opportunity was used as not all edits were the full extent of the scale. Having such a variance of learner patterns could be down to many factors: overall ability, ability in a particular topic within a domain, self assessment skills or use of the learning material.
Based on the results and the interaction of the learners it would be appropriate to suggest using an editable learner model making the learners aware of their editing actions and the effects this could have on the outcome of any feedback they may receive from the system (if developed in an ITS) or from an expert in the area of interest.

The results also showed us that the stronger learners made less edits to their learner model, where as the weaker learners made more extreme edits. An Interesting result in this research compared to previous research is the editing of the misconception with only 40% of participants who chose to edit, editing the full extent of the scale. The other 70% edited either 3 or 2 scale point movements, which could show us that having the larger scale lets the learners make more cautious editing decisions than previous work.

When carrying out research it is important to consider and analyse any possible limitations of the study. The first one to consider for this research would be the questions on C programming, if they were incorrect this would jeopardise the results and findings. The questions were designed based on a module ran with department of Electrical, Electronic and Computer Engineering. A concern that could have indicated a problem with the questions is if the participants had commented on any of them, especially if it were multiple times, this was not the case.
Another limitation could have been the how the participants edited their learner model and if there was excessive editing in particular sections. The results would indicate there was more editing towards the start of the system use, but this would coincide with where the inserted misconception was. The levels of editing in other sections of the learner model differed a lot between the different participants, so the results would suggest there were no problems with the learner model and questions, and none were raised in the additional comments section of the questionnaire.
Chapter 4 – Conclusions and Future Work

4.1 Conclusion

The research “Accuracy of a learner’s edit, to their learner model” was considered in relation to how appropriate the edits of the participants were and the number of edits the participants made in relation to the erroneous data and other parts of their LM. The research investigated how participants interacted with their learner model and what the outcomes were from these interactions. The system was developed around the domain of C programming, designing questions based around 6 concepts within the domain, to cover the whole domain would have meant developing a much more complex open learner mode and far larger question base than was needed for this research. In one of the topics there was a misconception inserted and in a second topic a piece of knowledge.

Along with the accuracy of the edits, many other factors have to be considered that could have affected the participants and how they interacted with their LM: self assessment (SA); participants ability (based on their own opinion and what the system shows); OLM experience; learning material (information optionally available to the participants), extent of the edits (how many scale points moved). Along with this, the research also considered whether the edits made are in fact correct in academic terms (factually correct as opposed to correct for the learner’s learning), as this links in with ability and how the strength of a learner’s knowledge could have affected their editing.
As in past research, the results in this research followed the trend of the participants being able to successfully edit the inserted misconception but not the inserted knowledge. This suggests that learners can spot a misconception and successfully edit a misconception. The research here clearly demonstrates that participants are unable to edit inserted knowledge that is in their learner model. Even more noticeable is that participants were editing accurate parts of the learner model which were showing an accurate reflection of their learning. This research does show that participants are able to identify erroneous misconceptions that are placed in a learner model, modelling both knowledge and misconceptions, but is less clear when it comes to inserted knowledge.

The erroneous data is the main focus point of the research, and is a good measure of the extent to which the learner will edit their learner model. The ‘extent’ is linked to how many scale points the learner will change in their learner model on the two topics related to the erroneous data firstly, and any other edits the learner makes to their LM. What is interesting is the difference between the two sets of results when looking at the inserted misconception and knowledge separately. The difference is large, with 75% of the participants successfully editing accurately to some extent the inserted misconception with 40 % managing to edit the full extent (four scale point moves). This was in contrast to where the knowledge was inserted, where none of participants edited accurately.
This was interesting purely because the fact all of the participants had shown no knowledge of the topic where their inserted knowledge was in the questioning, yet did not edit their learner model to show this. This is interesting, as it could be simply argued how the participant would know to edit this section of the learner model as they have shown limited knowledge when answering questions on this topic in the system. The same point could be argued for where the misconception was inserted as by being able to edit the inserted misconception the participants is demonstrating the knowledge they showed in answering the questions.

The research did manage to find out the accuracy of which learners can edit their learner model, as the participants involved all interacted with the system and answered sufficient questions for the system to model the learners in all topics within the domain. The accuracy to which learners edit their learner model can be described as an ability to identify and correct inserted erroneous data; but also, as the results show, how many inappropriate edits the participants made to sections accurately reflecting their learning. The research showed that participants can successfully edit inserted misconceptions in a learner model which models both knowledge and misconceptions. On the other hand, no participants were able to accurately edit the inserted knowledge to any degree, even with a larger scale in the learner model, allowing for edits which would be less altering to the learner model.
It is this extreme difference between editing inserted misconceptions and knowledge and the fact that some learners edited some accurate parts of the model that makes the area truly interesting. Considering the individuality of learners and possible developments and choices of editable learner models, it makes the possibility of further research very real.

4.2 Future Work

The system designed and implemented was an independent editable learner model, which offered static learning material and had two pieces of erroneous data inserted into it. One piece of erroneous data was a misconception and the other a piece of knowledge. The system was designed to research the participants' ability to accurately edit their learner model. Their LM comprised of a belief statement followed by a 5 point editable scale indicating the strength of that belief. This was achieved through the participants answering multiple choice questions on various concepts within the domain of C Programming. The accuracy of the edits was considered alongside ability of the participants, perceived self assessment skills of the participants, any previous OLM experience and the extent of the participants' edits.
A possible development of this particular research would have been to perform a double cross over study, by splitting the participants into two groups. The research could have used the same system as in this research on one occasion and then changed the order of the questions in the second system. Doing the study this way would have addressed some of the possible limitations of the research, by firstly having a different order to the questions, and the way the learner model is presented could possibly show a difference in the amount of editing in certain parts of the learner model. As this research showed a lot of editing in the first parts of the learner model, could this have been because of the earlier questions? By having the system shown to the learners in two groups and two orders and using both versions of the systems, this would address any individual variance from having the one system and having the same order of questions.

If a double cross over study was carried out, the erroneous data would have also been displayed at different times within the system. This may have also possibly affected the participants’ ability to edit the erroneous data, although this research and previous research would suggest the participants would still be able to edit the inserted misconceptions. The main benefit of the double cross over study would be to reduce the limitations of the research in terms of presenting the questions in different orders along with the presentation of the learner model, this would possibly show any areas of common editing, for example in this research the first three sections of the learner model. If the same three sections are edited regardless of the order presented to the users on two different occasions it could be down to other reasons, for example the questions or the concept.
The findings of the research suggested that participants were able on the most part to accurately edit the inserted erroneous misconception, with no participants successfully editing the inserted erroneous knowledge. This might suggest that it is particularly useful to allow editing of misconceptions within an editable learner model, as the participants in this research show initially that it can be done accurately. Based on the results and findings this research suggests several directions for further work.

A way of taking this research further would be to consider the lack of apparent success at editing the knowledge inserted into the LM. There are various ways in which to research this, with the use of two groups of participants. The first group of participants could have a learner model with inserted knowledge, but the learner model does not model misconceptions. The idea here is that the research presented in the thesis showed no editing of the inserted knowledge even with a larger scale for editing, but could the inclusion of misconceptions have distracted the learners and possibly prevented them from editing the knowledge.

The second group of participants would again have a learner model with inserted erroneous knowledge but have a learner model which models accurately and does include any misconceptions the learners may have. How would the inclusion of the misconceptions affect the ability of the participants to edit the inserted knowledge, even though the misconceptions would be an accurate reflection of the learners learning?
The idea behind this research would be to see if learners can edit their learner models accurately when a learner model does not model misconceptions. By having the two groups of participants it will be clear to see if this can be done. As the research in this thesis and previous work [9] shows that participants cannot edit inserted knowledge, when there is also inserted misconceptions. This proposed further research would then give initial results into how accurately the participants might be able to edit inserted knowledge in both a scenario where a model does not model misconceptions and a model which does model misconceptions but only ones the learner does actually have. This research could then possibly clarify whether editable learner models would be worthwhile in a system that does not model misconceptions and only shows knowledge, as the ability of the participants to accurately edit would suggest this.

Suggesting a LM with just knowledge inserted as above, it would be useful to compare the results and editing patterns of the participants in terms of appropriate edits and extent of edits. This research showed some of the participants made edits in parts of the LM which were reflective of their learning. Having a LM with erroneous knowledge inserted into it, making the learner appear stronger could make the participants edit less, as the model is representing a stronger learner, and stronger learners tend to make less edits to their learner model. So, even though the participants could be making less edits, as the learner model looks stronger, they would still not be editing parts of the learner model which are not reflective of their learning, where the erroneous data is inserted. So where a model does not model misconceptions will interactions with the editable learner model be less?
Following on from the above suggestions and the fact some of the participants were editing accurate parts of the learner model, it would be interesting to research the difference in editing between participants who have a learner model where erroneous data has been inserted and a group with no erroneous data. Based on previous results it would be easy to suggest that participants would edit accurate parts of their LM. However, in the research where erroneous data has been inserted some participants have stated they edited parts of the LM if they disagreed with it. So, the fact some parts of the LM were not accurate could have influenced the learners, and possibly lead them into editing other parts of their LM, suggesting a possible lack of trust in the learner model. If however, participants were editing the LM where no erroneous data was been inserted it would be interesting to do extra analysis with the participants to find out exactly why they acted the way they did.

Seeing how many inappropriate edits learners made in these two groups of participants would be interesting. Would a completely accurate learner model still be edited by some of the participants? If the edits were made to an accurate learner model further research into type of OLM domain, type of participant and presentation of OLM could be considered. This research could work alongside the learner model research, with just knowledge inserted in it as it would help further identify the types of editable learner model that would be appropriate for use, and the results together would show the best type of editable learner model to be deployed based on which type of learner model indicated the most number of accurate edits or least amount of inaccurate edits (ideally none).
A final development, based on the results of this research could be where the placement of the erroneous data is. For example here and in previous research [9], the erroneous data has been placed on the extremes i.e strongly agree or strongly disagree, with the belief shown in the participants learner model. If the erroneous data was placed on less of an extreme, how would this affect the editing of the learner model? Would the small increments in erroneous data affect success of editing a misconception? Would there be any success in editing inserted knowledge?

Results gained would be a direct progression from those in this research. The interesting development here would be the smaller differentiation between the erroneous data and what the LM should look like, how extreme the erroneous data was. Would this research impact on the ability to accurately edit misconception, probably not as in this research of the participants who did edit the misconception 75%, 80% of them edit the full extent of the scale. Again this would probably be more useful in determining the success of editing inserted knowledge into the learner model. It could help identify when learners may be willing to make edits to inserted knowledge, because if the erroneous data was less extreme, the edits the learner makes to the model will be less extreme as a result of this.
A final point on this development would be how less extreme erroneous data affects the extent of edits the learners could make on accurate parts of the LM. Would less extreme erroneous data mean less editing on accurate parts of the model? Would the learners still edit other parts of their LM? Would other edits follow a similar pattern to the edits the participants make to where the erroneous data is inserted? Would a difference in how extreme the erroneous data is affect the extent of which a learner will edit their learner model?

The main focus of the future research would be to look into participants’ ability to edit the inserted knowledge in an editable learner model. Researching this will possibly identify whether it would be worthwhile having an editable learner model that does not model misconceptions and would participants be able to successfully interact with it. Furthermore the suggestions will help identify any possible reasons why participants seem to struggle with the inserted knowledge, is it because of the distractions of misconceptions or how the erroneous data in this research was placed on the extremes of the scale?
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Appendix

Participant Instructions

What you are doing:

You are about to take part in my MRes project

What you will be using:

You will be asked to use a computer based system where you will answer multiple choice questions on concepts within the domain of C programming. After a certain number of questions there is the option of viewing an editable learner model which will be displaying your beliefs based on the answers you gave to the questions. Once finished you will be asked to fill in a short questionnaire.

Your Data:

The first part of the system is a section where you will fill in a quick personal information page, but instead of filling in your name in the participant field, you will be given a participant number as instructed by the project investigator.

Ethical Issues:

- You may gain feedback once the experiment has been completely finished.
- All your information will remain anonymous, and with permission will be used for analysis and only be used by the project investigator/supervisor.
- You have the right to terminate participation in the experiment if you feel you need to do so.
- Any data gained in the experiment will only be stored for as long as needs be.
- The project investigator will be in the same room, so should you feel the need to ask any questions you are able to do so.
- The study complies with the British psychological standards for studies with human participants.
Name:

Email: (optional):

I understand my rights as a participant in the experiment [ ]

I optionally chose to take part in the experiment [ ]

I give permission for my data to be used for research purposes only [ ]

I would like to be given feedback on the research [ ]

I would again like to thank you for taking part in my experiment.
A TYPICAL QUESTION SCREEN WITHIN THE SYSTEM

Once question is selected, press the next question button, or view model when available

Select an answer by pressing on the radio button, next to the answer

Press to view information on the domain concept

Press this button if you want to edit, it then highlights what concepts are available to edit

Editable section of the learner model

Press continue to continue answering questions. When all section of the LM have information in them click complete to finish using system
Evaluation Questionnaire

I would like to thank you for taking the time to use my system. I would now like you to take a few minutes to fill in the following questionnaire. All the data will remain totally anonymous and will only be used for evaluative purposes.

1. Participant number:

2. I have previous experience with an OLM

   strongly agree  strongly disagree
   5  4  3  2  1

3. I have previous experience using an editable learner model

   strongly agree  strongly disagree
   5  4  3  2  1

4. I am good at self assessment

   strongly agree  strongly disagree
   5  4  3  2  1

5. I viewed my learner model often

   strongly agree  strongly disagree
   5  4  3  2  1

6. I viewed my learner model only when I had to

   strongly agree  strongly disagree
   5  4  3  2  1
7. I viewed the additional information and it was helpful

strongly agree  strongly disagree

5  4  3  2  1

8. I found editing my learner model useful

strongly agree  strongly disagree

5  4  3  2  1

8.a Why/Why not

9. I believed my learner model was accurate

strongly agree  strongly disagree

5  4  3  2  1

10. I edited my learner model when I disagreed with it

strongly agree  strongly disagree

5  4  3  2  1

11. If my model showed a statement I did not agree with I viewed the learning material

strongly agree  strongly disagree

5  4  3  2  1
12. I understand the information in my learner model

strongly agree  strongly disagree

5  4  3  2  1

13. I would use an editable model again

strongly agree  strongly disagree

5  4  3  2  1

13. a Why/Why not

14. I found the editable model useful

strongly agree  strongly disagree

5  4  3  2  1

14. a Why/ Why not

15. I found the experience of using the system useful

strongly agree  strongly disagree

5  4  3  2  1

15. a Why/ Why not

16. Any additional comments
Information Screens

To block out a line of code, the programmer would use `//`

To block out a group of code, the syntax would be following

```c
/* code
Code
Code */
```

/* code */ can be used to block out single lines but it is not efficient

```c
Printf("statement") is the correct syntax for the printf statement.

\t and \n and operations within printf and are not printed with statement

Printf("statement" a, b, c) the order of the values does affect the outcome
```
Double quotes " " are required when identifying a string in C.

When declaring an array to store a string, you need to remember to account for the null value.

When assigning a string to a variable, it is important to remember the double quotes " ".

Remember that arrays start at 0 not 1.

When assigning the number of elements, remember this starts at 1.

In two-dimensional arrays there at least needs to be a column initialization element.

In if else statements, remember to follow a statement the whole way through, just because the if does not execute does not mean the else wont.

When there are multiple else's if the none of them execute the last else should always be used.
A while loop becomes true once the condition has become true.

Break are only used once a condition has become true.

Do.. while loops execute at least once, guaranteeing execution.

Breaks can be used in all loops, and also allow a break from a switch statement.
Question Screens

1. Which is the correct way to comment out a line of code?
   - /* line of code to be commented:
   - /* line of code to be commented */
   - # line of code to be commented
   - // line of code to be commented

2. Which of the following is the correct way to declare a variable \( v \),
   and store the character ‘0’ in it?
   - char \( v = '0' \)
   - char \( v = '0' \)
   - either char \( v = 0 \), or char \( v = '0' \)
   - char \( v = 0 \)
3. Which of the following is the correct way to declare a variable c, and store the character 'x' in it?

- char c = 'x';
- char c = 'x';
- char c = x;
- string c = "x"

4. In initialization, literal character values should be surrounded by?

- double quotes
- single quotes
- nothing
- hashes
5. Which of the following represents the ASCII value of y?

- 'y'
- "y"
- 99
- 121

6. Which is the correct way to comment out a block of code?

- /* lines of code to be commented
- /* lines of code to be commented */
- # lines of code to be commented
- // lines of code to be commented
7. Which of the following is the correct way to declare a variable \( x \), and store the character "1" in it?

- \( \text{char} \ x = "1" \)
- \( \text{char} \ x = '1' \)
- either \( \text{char} \ x = 1 \), or \( \text{char} \ x = "1" \)
- \( \text{char} \ x = 1 \)

8. Which of the following is the correct way to declare a variable \( b \), and store the character "y" in it?

- \( \text{char} \ b = 'y'; \)
- \( \text{char} \ b = y; \)
- \( \text{char} \ b = y; \)
- \( \text{string} \ b = "y" \)
9. In initialisation, literal character values should be surrounded by?

- double quotes
- single quotes
- hashes
- double or single quotes

10. Which of the following represents the ASCII value of a?

- 'a'
- "a"
- â
- [a]
11. Which of the following should be used to display the string "programming"?

- `printf("programming");`
- `printf("programming");`
- `printf("programming");`
- `printf("programming");`

12. What is the output from the following statement: `printf("Hello \n world");`?

- "Hello \n world"
- Hello
  world
- Hello \n world
- none of the above
13. \(a = 1, \ b = 2, \ c = 3\), what will be the output from the following printf statements?

1. \printf{"a=%d, b=%d, c=%d\n", a,b,c};
2. \printf{"a=%d, b=%d, c=%d\n", c,a,b};

\[\text{\textbullet} \ 123 \ \text{and} \ 123; \\]
\[\text{\textbullet} \ 123 \ \text{and} \ 2 \ \text{will not compile}; \\]
\[\text{\textbullet} \ 123 \ \text{and} \ 312; \\]
\[\text{\textbullet} \ \text{none of the above}; \\]

14. \(\text{\texttt{int x = -2, int t = -13, int r = 15}}\). what is the output from the following printf statement?

\printf{\text{\texttt{\textbackslash\textbackslash prints \textbackslash\textbackslash displays \%d\n\textbackslash\textbackslash inputs x}}};

\[\text{\textbullet} \ \text{Printing using } \texttt{t\textbackslash\textbackslash \text{displays } x}; \\]
\[\text{\textbullet} \ \text{Printing using } \text{\texttt{t\textbackslash\textbackslash} \text{displays } x}; \\]
\[\text{\textbullet} \ \text{Printing using } \text{\texttt{t\textbackslash\textbackslash} \text{displays } 2}; \\]
\[\text{\textbullet} \ \text{Printing using } \text{\texttt{13\textbackslash\textbackslash \text{displays } 2}}; \\]
15. What is the typical standard that follows `printf`?

- `printf("........");`
- `printf("........");`
- `printf("........");`
- `printf("........");`
- `printf("........");`

16. Which of the following should be used to display the string `programming`?

- `printf("programming");`
- `printf("programming");`
- `printf("programming");`
- `printf("programming");` or `printf("programming");`
17. What is the output from the following statement: printf("%s\n", "Hello World")?

- "Hello World"
- New world
- New in world
- none of the above

18. a = 3, b = 4, c = x, what will be the output from the following printf statements?

1. printf("a=%d, b=%d, c=%d\n", a, b, c);
2. printf("a=%d, b=%d, c=%d\n", c, a, b);

- 34x 'and' 34x
- 34x and 2 will not compile
- 34x 'and' x34
- none of the above
19. \texttt{int x = 4, int t = 15, int r = 56.} what is the output from the following \texttt{printf} statement?

\texttt{printf(\"Printing using \%t displays \%d\n\", x)}

- Printing using \%t displays \%d
- Printing using \%d displays \%d
- Printing using \%d displays \%d
- Printing using \%d \%t displays \%d

20. What is the typical standard that follows \texttt{printf}?

- \texttt{printf(\"\ldots\ldots\ldots\ldots\")};
- \texttt{printf(\"\ldots\ldots\ldots\ldots\")};
- \texttt{printf(\"\ldots\ldots\ldots\ldots\")};
- \texttt{printf(\"\ldots\ldots\ldots\ldots\")};
- \texttt{printf(\"\ldots\ldots\ldots\ldots\")};
21. Which is the correct syntax for assigning the string "hello" to variable c?

- string c[] = "hello";
- char c[] = "hello";
- string c[] = hello;
- string c[] = "hello";

22. Which symbols are used to indicate a string in c?

- single quotes (\'\'\')
- double quotes ("\"\")
- stars (\*\*\*)
- single lines (\/\/\/)
23. If the array x, is to hold up to a length of 10 characters, what number should go in the declaration: char x[10];

☐ 9

☐ 10

☐ not a correct declaration

☐ 31

24. If we are defining an array to store the string “top ten”, how many elements should it have?

☐ 8

☐ 6

☐ 7

☐ 5
25. What should go in the space to assign the string ‘end’ to variable i?
   - char i[] = ;
   - ‘end’
   - #end#
   - end
   - nothing.

26. Which is the correct syntax for assigning the string ‘eece’ to variable c?
   - char c[] = ‘eece’;
   - char c[] = “eece”;
   - string c[] = ‘eece’;
   - string c[] = “eece”;
   - nothing.
27. Which symbols are used to indicate a string in C?

- single quotes (')
- double quotes ("")
- both single quotes or double quotes
- single lines(/..../)

25. If the array \( w \) is to hold up to a length of 10 characters, what number should go in the declaration: char \( w[\_\_\_] \);

- 9
- 10
- not a correct declaration
- 11
29. If we are defining an array to store the string "mrs hen", how many elements should it have?

- 8
- 6
- 7
- 5

30. What should go in the space to assign the string "bubble" to variable k?

```c
char k[] = ______
```

- "bubble"
- #bubble#
- bubble
- "bubble" or "bubble"
31. Which is a valid declaration for array d?

- int d[][] = {{1, 2},
  {3, 4}};
- int d[][2] = {{1, 2},
  {3, 4}};
- int d[2][] = {{1, 2},
  {3, 4}};
- int d[] = {{1, 2},
  {3, 4}};

32. Based on the following declaration, which expression will yield the value 0.6?

```c
int x[5] = {0.6, 0.7, 0.6, 0.2, 0.3};
```

- x[4]
- x[0.6]
- x[3]
- x[2]
- x[2]
33. What is the outcome of: int array[5] = {7, 3, 6, 4, 5, 8};
   printf("%d", array[2]);
   
   o 6
   o 3
   o runtime error
   o compilation error

34. What is the highest index that can be used with myArray, based on the declaration below?
   int myArray[7];
   
   o 7
   o 6
   o 5
   o 4
35. What is the output of the following code? int myArray[10] = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10};
   
   printf("%d", myArray[10]);

- compilation error
- 10
- run time error
- garbage

36. Which is a valid declaration for array x?

- int x[2] = {{1, 2}, {3, 4}};
- int x[2][2] = {{1, 2}, {3, 4}};
- int x[2][2] = {{1, 2}, {3, 4}};
- float x[] = {{1, 2}, {3, 4}};
37. Based on the following declaration, which expression will yield the value 0.9?

```c
int x[5] = {0.8, 0.7, 0.9, 0.2, 0.3};
```

- □ `x[4]`
- □ `x[0.9]`
- □ `x[3]`
- □ `x[2]`

38. What is the outcome of:

```c
int array[5] = {7, 3, 6, 4, 5, 8};
printf("%d", array[2]);
```

- □ 6
- □ 3
- □ run time error
- □ 2
39. What is the highest index that can be used with myArray, based on the declaration below?

```c
int myArray[7];
```

- 7
- 6
- 8
- None of the above

40. What is the output of the following code?

```c
int myArray[10] = {1, 2, 3, 4, 5, 6, 7, 8, 9, 10};
printf "%d", myArray[10]);
```

- Compilation error
- 10
- Runtime error
- 9
11. What is the output from the following: int w = 2; k = 0, r = 0

if (w == 1)
  if (k == 0)
    r = 5;
  else
    j = 2.

○ 0
○ 2
○ 5
○ none of the above

42. What is the value of j after executing the following code? int j = 1.

if (0)
  j++
else
  j--;

○ 0
○ 1
○ -1
○ 2
43. What is the value of \( h \) after executing the following code: \( \text{int } j = 3, \text{ int } h \)
   
   \[
   \begin{align*}
   \text{if } (j == 2) & \quad h = 0 \\
   \text{else if } (j == 1) & \quad h = 1 \\
   \text{else } & \quad h = 2
   \end{align*}
   \]
   
   \( \circ \) 0
   
   \( \circ \) 1
   
   \( \circ \) 2
   
   \( \circ \) none of the above

44. What is the value of \( r \) after executing the following code: \( \text{int } x = 2, \text{ int } r \)
   
   \[
   \begin{align*}
   \text{if } (x == 1) & \quad r = 0 \\
   \text{else if } (x == 2) & \quad r = 1 \\
   \text{else } & \quad r = 2
   \end{align*}
   \]
   
   \( \circ \) 0
   
   \( \circ \) 1
   
   \( \circ \) 2
   
   \( \circ \) none of the above
45. What is the value of q after executing the following code:
int h = 5, int q = 0;

if (h == 5)
    q++
else
    q = 4;

- 5
- 4
- 0
- 1

46. What is the output from the following:
int a = 2, b = 0, c = 0

f (a == 1)
    if (b == 0)
        c = 5;
    else
        c = 2;

- 0
- 2
- 5
- none of the above
47. What is the value of \( y \) after executing the following code? \( \text{int } y = 1 \)

- If \( y > 0 \)
  - \( y++ \)
- Else
  - \( y-- \)

Options:
- 0
- 1
- 2
- None of the above

48. What is the value of \( l \) after executing the following code: \( \text{int } k = 3; \text{ int } l \)

- If \( (k == 2) \)
  - \( l = 0 \)
- Else if \( (k == 1) \)
  - \( l = 1 \)
- Else \( l = 2 \)

Options:
- 0
- 1
- 2
- None of the above
49. What is the value of b after executing the following code: \texttt{int a = 2, int b;}

- 0
- 1
- 2
- none of the above

```java
if (a==2)
    b=0;
else if (a==1)
    b=1;
else b=2;
```

50. What is the value of y after executing the following code: \texttt{int x=5, int y=0;}

- 5
- 4
- 0
- 1

```java
if (x==5)
    y++;  
else
    y=4;
```
51. When does a while loop execute?

- When condition becomes true
- When condition becomes false
- When condition becomes true plus one more iteration of the loop
- While loop does not execute unless an error has occurred

52. How does a do...while loop differ from a while loop?

- They are the same except a do while has two parts
- Do while executes at least once at the end of the loop body guaranteeing execution
- Do while's are only used for character statements
- A while loop cannot be used in a program where another loop already exists
53. What is the purpose of the break command?

- Exit from a loop
- Exit from a switch
- Exit from both a loop and switch
- Exit the program

54. When can the break command be used?

- In the switch statement only
- In the 3 loops of C (do, do...while and for)
- In both the switch and 3 loops of C
- In the do and do...while loops only
55. When is a switch statement executed?

- [ ] When the first break is found
- [ ] When the correct statement has been found
- [ ] When the break after the correct statement has been encountered
- [ ] When the switch statement is over

56. When does a while loop execute?

- [ ] When condition becomes true
- [ ] When condition becomes false
- [ ] When the program main program terminates
- [ ] While loop does not execute unless an error has occurred
57. How does a do...while loop differ from a while loop?

- They are the same except a do while has two parts
- do while executes at least once at the end of the loop body guaranteeing execution
- do while's are exactly the same just expressed differently
- a while loop cannot be used in a program where another loop already exists

58. What is the purpose of the break command?

- Exit from a loop
- Exit from a switch
- Exit from both a loop and switch
- Exit from a while loop only
59. When can the break command be used?

- In the switch statement only
- In the 3 loops of C (do, do...while and for)
- In both the switch and 3 loops of C
- In the while statement only

60. When in a switch statement executed

- When the first break is found
- When the correct statement has been found
- When the break after the correct statement has been encountered
- When the switch after the correct statement has been found
Chi-Squared statistical analysis calculations – perceived ability and expected ability

<table>
<thead>
<tr>
<th>Category</th>
<th>Actual Ability</th>
<th>Perceived Ability (Expected)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 or less</td>
<td>15</td>
<td>8</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>4 or more</td>
<td>1</td>
<td>5</td>
</tr>
</tbody>
</table>

The category was determined based on the answer the participant gave to initial question in the system, how good they believed they were at C programming, this was a 5 point scale.

(H0) Null Hypothesis = There is no difference between each participants’ actual ability and their perceived ability.

(H1) Alternative hypothesis: There is a difference

There are 2 degrees of freedom (3 groups – 1)

\[
\text{Test statistic} = \sum \frac{(Actual - Expected)^2}{Expected}
\]

Test statistic = \((15-8)^2 / 8\) + \((4-7)^2 / 7\) + \((1-5)^2 / 5\) = 10.6107

(Chi-squared) \(\chi^2\) \(0.05 = 5.991\)

From this we note that less than 5% of the distribution lies beyond the value 5.991, as 10.6107 > 5.991, therefore we reject the null hypothesis in favour of the alternative hypothesis. We conclude that there is a significant difference between perceived ability and actual ability.
Chi-Squared statistical analysis calculations – what the model does like and should like

<table>
<thead>
<tr>
<th>Category</th>
<th>Model should look like (Actual)</th>
<th>Model did look like (Expected)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 &amp; 2</td>
<td>15</td>
<td>4</td>
</tr>
<tr>
<td>3 &amp; 4</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>5 &amp; 6</td>
<td>0</td>
<td>8</td>
</tr>
</tbody>
</table>

These categories were based on what the learner model of each of the participants looked like (after editing) and should have looked like (edited appropriately). The categories go up to six, as there were six concepts the learners could have displayed knowledge in.

(H₀) Null hypothesis: there is no difference between what the model does look like and what it should look like

(H₁) Alternative hypothesis: there is a difference

There are 2 degrees of freedom (3 groups – 1)

Test statistic = ∑ \( \frac{(Actual - Expected)^2}{Expected} \)

Test statistic = \( \frac{(15-4)^2}{4} + \frac{(5-8)^2}{8} + \frac{(0-8)^2}{8} \) = 39.375

(Chi-squared) \( \chi^2_{0.05} = 5.991 \)

From this we note that less than 5% of the distribution lies beyond the value 5.991, as 39.375 > 5.991, therefore we reject the null hypothesis in favour of the alternative hypothesis. We conclude that there is a significant difference between, what people believe their model should look like and what it actually does look like.
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Position Statement: Summary
This position statement builds on arguments for developing open learner models to provide formative assessment opportunities and promote learner reflection. We suggest that students do use open learner models for such metacognitive activities, illustrated by their behaviour when using learner models that they can directly edit. We conclude that, in addition to theoretical justifications for open learner models to support formative assessment, there is initial evidence showing students will not simply change their model to reveal what they want it to show – even if this could gain them additional or ‘easy’ marks. Instead, students will use an open learner model to help them plan and monitor their learning.

Open Learner Models
Adaptive learning environments individualise the interaction to suit the learner’s educational needs. This personalisation is achieved by dynamically modelling the learner’s understanding as revealed (or inferred) from their actions in the environment. In most adaptive systems, the learner model is used only or primarily for this purpose, and so is not available for user viewing. ‘Open learner models’ are learner models that are accessible for user inspection in an understandable form, to help the learner identify their current knowledge or understanding of a subject, sub-topic or specific concept. They may then use this information to help them reflect on their knowledge, identify gaps in their understanding and plan their learning (Bull & Kay, 2007). The open learner model thus provides the user with additional information about their learning progress that is not usually available to them.

Learner models can be displayed to users in a variety of ways. We here illustrate open learner model interfaces using two ‘learner model views’: skill meters (left) and a structured learner model presentation which shows relationships between topics (centre). Colour is used to indicate strength of understanding (green), misconceptions (red), general difficulties that are not identified as specific misconceptions (grey), and areas that have yet to be attempted (white). Clicking on ‘misconceptions’ links in these (and the other) learner model views leads to simple statements of the learner’s misconception, as a starting point for them to work out their difficulties. (For example, in a course about user modelling: “You may believe that adaptive systems do not have any drawbacks”.)
Editable Learner Models

Editing the learner model (e.g. above right) may be helpful in situations where a learner has additional information about their knowledge, for example: in cases where understanding has not yet been demonstrated during an interaction (such as existing background knowledge, understanding gained as a result of attending a lecture or reading course notes/other information); or where the student is aware of having forgotten information that they had previously known. This accords with the notion that learners should have control over, and responsibility for their learning, and hence their learner model (Bull & Kay, 2007). We here briefly present the results of three studies undertaken with university students:

(i) A lab-based study with 20 participants, where some of the contents of the learner model were automatically changed before the learner model was presented to the learner. The purpose was to identify whether students would edit the inaccuracies introduced into the representations in their model, while not editing the model data that accurately reflected their understanding.

(ii) A study of a deployed open learner model with 135 students over two terms, where the model inferences were not altered by the system in this way (i.e. the representations were assumed to accurately reflect the user’s knowledge), but where the user could edit their model if they wished.

(iii) A study of a deployed open learner model with 18 students during one term, again where the model was not changed by the system before presentation, but where the user could edit their model up until the point that it was summatively assessed (the model contributed 5% to the final course mark).

In study 1 students generally edited their learner model when a misconception they did not actually hold, was inserted before the model was displayed. However, they did not do so when additional correct beliefs were inserted into their model. They tended not to edit the accurate (i.e. unchanged) representations.

Study 2 showed very little model editing activity at any point during the deployment. Study 3 showed that, while some students edited their learner model at some points during the term, only one edited their model to show knowledge that was not verified, before the summative assessment deadline.
Discussion

Given the potential for open learner models to prompt reflection by showing users inferences about their knowledge, we believe this to be a useful approach to encourage metacognitive activities related to self regulation and planning, and to support formative assessment (see Bull & Kay, 2007). We have provided examples of cases in which open learner models are editable by the user. Although the lab-based study showed a tendency for students to remove erroneously represented misconceptions from their learner model, they did not notice, or chose not to remove knowledge that was automatically added – i.e. knowledge they did not actually have. Nevertheless, the accuracy of the edits that they did make, seems confirmed. In situations of deployed open learner models, students generally made few edits. This was found both in a study with a large number of students who were optionally using the system for formative assessment only; and in a smaller scale study where the learner model was also summatively assessed. It is this latter case that is particularly interesting: it suggests that the perceived benefits of formative assessment supported by an open learner model outweighed the temptation to simply edit the learner model to gain course credit. Therefore, in addition to theoretical reasons for providing open learner models to support formative assessment, we believe that students themselves see them as beneficial, and will use an open learner model appropriately to support their independent learning.
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