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Abstract

Diffusion mechanisms govern a wide range of phenomena in condensed matter including high-

temperature deformation. The good influence of slow diffusers such as Si on the creep properties

of α-Ti alloys is well documented, as well as the detrimental effect of fast-diffusers such as Fe,

Co and Ni. The life-performance of α-Ti alloys at high temperature is also limited by light

elements (O, C and N) that promote the fragile α-case phase. The study of diffusion mechanism

is experimentally not trivial, since the anisotropy hcp structure of α-Ti requiring single crystal

sample. The first-principles approach together with analytical models and Kinetic Monte Carlo

simulations can predict the diffusivity values giving additional information on mechanism itself.

This work presents the ab initio study of vacancy-mediated diffusion of substitutional atoms

as Si, Al, Ga, Ge, In and Sn, interstitial migration of light elements, and anomalous behaviour

of fast-diffusers. The findings show that the substitutional diffusion is affected by the bonding

characteristic. The interstitial sites through which light elements dissolve and diffuse were

updated, and they can explain the anisotropy behaviour of these solutes. The results confirm

that the anomalous behaviour of fast-diffusers is a results of their ability to dissolve interstitially

and substitutionally.
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Chapter 1

Introduction

Titanium alloys have a significant role in medicine and chemistry fields, aerospace and power

generation industries as a result of their low density ( the density of titanium is 4.52 g cm-3

compared to 7.8 g cm-3 of steel [1]), high specific strength and excellent corrosion resistance. At

low temperature, the α phase is stable, which has a hexagonal close packed (hcp) crystal struc-

ture. The β phase has a body centred cubic (bcc) crystal, and stabilises at high temperature

[1]. The alloying elements affect the transformation temperature and they are usually divided

into α-stabilisers which extend the α field to higher temperatures (Al, O, N, C), β-stabilisers

which decrease the β-transformation temperature (Mo, V, Ta, Nb, Fe, Mn, Cr, Co, Ni, Cu, Si,

H) and neutral elements (Sn, Zr) [1]. The categorisation of Ti alloys is made according to the

type of phases present: α alloys, α /β, and β alloys [1].

This study concentrates on the subgroup of α-Ti alloys called near-α alloys. This class of

alloys shows excellent creep behaviour, and it is used in the high-pressure sections of gas turbine

engines Their excellent response to creep loading is a result of the morphology and distribution

of α phase, and solute additions such as Si [2–6]. As shown in the work of Bania and Hall

[6], the creep properties decrease from basket-weave morphology to equiaxed α grains. Since

the climb dislocation mechanism governs creep deformation behaviour [7, 8], the slow diffusion

of solute and solvent atoms in α phase slows down dislocation motion, improving the high-

temperature properties [1, 9, 10]. The benefits of Si addition in near-α on creep behaviour of
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these alloys are well known since 1960s [3], however the actual process involved is still unclear.

Some authors [11, 12] support the idea that this behaviour may be explained by precipitate

strengthening through the formation of silicide particles. Others [3, 4, 13–19] suggest that Si

acts as a solid solution strengthener, increasing dislocation drag. Lastly, it has suggested that

both mechanisms are involved in the creep behaviour of near-α Ti alloys [20]. Nevertheless,

both of these mechanisms depend on Si diffusion behaviour, which can determine the formation

of solute segregation in the matrix, or the homogeneous precipitation of silicides.

Despite the excellent properties at high-temperature, the utilisation of near-α alloys in

aerospace industry is limited by the high affinity of Ti with interstitial solute, such as O, N and

C [1]. These elements have high solubility in α-Ti (O has maximum of 30 at.% [21, 22]) and

they diffuse extremely fast in the matrix (103 times larger than self-diffusion [22–26]). During

casting, high-temperature processing and/or serving, these elements can rapidly dissolve and

diffuse in the matrix forming an embrittled phase, which is called the α-case [1]. The formation

of the α-case has a severe impact upon fatigue and creep resistance of near-α alloys, and is

often the initiation site for cracks [27, 28]. The loss of plasticity seems related to the crystal

deformation and electronic structure of Ti-solute bonds [22, 29–31]. As a result of the rapid

migration of these elements, the α-case layer grows with a quadratic law with respect to the

exposure time [28]. Zhu and co-workers have also reported that the bulk diffusion behaviour

in α-Ti controls the oxidation kinetics [32].

The creep properties of near-α Ti alloys are also affected by the presence of fast-diffusers

such as Fe, Co and Ni [5, 33–37]. A small addition of these elements can have a severe detri-

mental effect upon the high-temperature properties of Ti [36]. This negative effect seems to

be related to anomalous migration of these solutes within α-Ti [7, 34], which is very fast [38–

40] and accelerates the substitutional solute and solvent diffusion [9, 10, 41]. This modifies

the dislocation kinetics, deteriorating the mechanical properties [7, 34]. The simple migration

processes such as interstitial or vacancy-mediated mechanism cannot explain this anomalous

behaviour [42, 43]. Their small metallic radii allow these solutes to accommodate at both lat-

tice and interstitial sites within the α-Ti crystal [44]. This suggests that they diffuse through
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the dissociative diffusion mechanism proposed by Frank and Turnbull [42]. This mechanism in-

cludes interstitial and substitutional solute migration, vacancy diffusion from surface, vacancy

annihilation and creation in bulk and combination-dissociation reactions [45]. In the case of

metals, the vacancy flux from and to the dislocations is constant and higher than vacancy

migration from the surface, leading to a constant value of the vacancy concentration. Based

on this, the fast-diffusers migration depends upon their interstitial and substitutional diffusion,

and the combination-dissociation process [46]. This last process consists on the annihilation

of vacancy by recombination with an interstitial and the formation of vacancy as a result of

substitutional atoms jumping into an interstitial site [46]. It is possibile that the anomalous fast

diffusion behaviour of Fe, Co and Ni can be the result of solutes moving through interstitial sites

until they encounter and annihilate with a vacancy. On the other hand, the dissociation jump

may affect the vacancy concentration and consequently the self-diffusion behaviour. However,

Frank and Turnbull have suggested that the rate reaction of combination-dissociation process

is too small to have significant impact on the migration of fast-diffusers in α-Ti [42]. They have

proposed that only few Fe, Co and Ni atoms move through interstitial jumps, while the rest

of them sit at the lattice sites. This may explain the fast diffusion, but not the enhancement

of solvent migration. Pasianot and co-workers have proposed that these solutes can exchange

position directly with the host atoms without the need of vacancy [47]. Fe, Co and Ni atoms can

jump into interstitial site from a lattice site, leaving behind a vacancy that can be occupied by

the host atom nearby. Therefore, although the substitutional atoms do not participate actively

in solute migration, they can speed up the solvent diffusion.

In general, solute diffusion behaviour is important for different phenomena concerning mi-

crostructural changes, such as solidification kinetics, phase equilibria, precipitation phases, and

the segregation of alloying elements. In near-α alloys, the solute migration can affect positively

(Si) or negatively (Fe, Co and Ni) the creep properties and promote α-case formation (O, N and

C). Knowing the solute diffusion mechanisms can help understand their influence upon high-

temperature properties. This is essential when designing new alloys for aerospace applications.

Identifying the diffusion mechanisms through experimentation in α-Ti is not a trivial task, since
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the anisotropy exhibited by the hcp crystal requires single-crystal diffusion evaluations. Such

measurements are useful in calculating the bulk diffusivity of species, however it is difficult to

obtain detail such as the diffusion pathways that are operating.

Recently, ab initio calculations have been successfully used to evaluate self- and solute

diffusion in α-Mg and α-Zn [48, 49], as well as O interstitial diffusion in α-Ti [50] using an

analytical model [51–53], or for complicated mechanisms involving interstitial and vacancy

defects, such as O diffusion in Ni [54] using kinetic Monte Carlo (KMC) simulations [55].

The aim of this project is to calculate solute diffusion coefficients within α-Ti using first-

principles, and improve upon the understanding of the diffusion mechanisms. This has been

achieved through the use of analytical models (“8-frequency” [51] and Multi State Diffusion

(MSD) [52, 53] methods) and KMC simulations informed by Density Functional Theory (DFT)

[56, 57] calculations. The first-principles calculations in this work were performed using Vienna

ab initio Simulation Package (VASP) [58–61] and the transition states were evaluated using

the nudged elastic band method [62] with climb image [63] and improved tangent estimation

[64] methods (CI-NEB). The study has focused upon three kinds of solute diffusion in α-Ti:

vacancy-mediated diffusion (Si and semi-metals), interstitial diffusion (O, N and C) and fast-

diffusers (Fe, Co and Ni).

The similar atomic size of Si to Ti suggests that it dissolves as a substitutional solute

and diffuses by vacancy-mediated mechanism in α-Ti. The diffusion study was conducted

by applying first-principles calculations to the “8-frequency” model [51] and through KMC

simulations [55]. The Si behaviour was compared with the migration of elements located close

to Si in the periodic table, such as Al, Ga, Ge, In and Sn. These are known as semi-metals.

This investigation was performed to highlight trends that can better explain the slow diffusion

behaviour of Si. Good agreement was obtained with experimental data available in the literature

[9, 10], confirming the anisotropic behaviour in hcp crystal. With respect to the experimental

measurements, the ab initio approach helped to enlighten some interesting aspects of semi-

metals diffusion. For example, one of the findings is that the solute-solvent bond has a major

impact upon the substitutional solute diffusion, leading to the surprisingly rapid migration of
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large atoms. The cause for the severe anisotropy in certain alloying elements such as Si and Ge

is attributed to the distortion of the solute-host bond which leads to the formation of a low-

energy configuration at the saddle point and consequently to a lower migration barrier within

the basal plane.

O, N, and C are light elements which diffuse most commonly through interstitial migration

[22] and are associated with the formation of undesirable phases, such as the α-case. To control

and mitigate the formation of these phases, it is important to identify the stable interstitial

sites of these light elements and map the migration pathway networks that operate. This dif-

fusion behaviour was investigated using MSD method and KMC simulations, both informed

by ab initio calculations. The good agreement with the experimental data [23–26] shows the

reliability of these two tools. The calculations have provided surprising insights into the dif-

fusion kinetics of these alloying species. These solutes accommodate at octahedral, but not

at tetrahedral sites, preferring the less traditional sites such as crowdion, basal crowdion and

hexahedral. The updated transitions through these sites can explain their anisotropic diffusion

behaviour, while the electronic bond of interstitial solute-host pair may explain their influence

on plasticity [65].

In the last part of this work, first-principles and KMC approaches were used to investi-

gate the anomalous fast diffusion kinetics of Fe, Co and Ni. The diffusion processes described

by Frank and Turnbull [42] was assessed using KMC simulations. The interstitial and sub-

stitutional diffusion effect on the overall migration were individually evaluated. The findings

confirm the fact that these two simple mechanisms cannot describe the diffusion behaviour of

these three solutes [42, 43]. The interstitial diffusivity values are too large with respect to the

experimental data, while the substitutional vacancy-mediated values are too small. The results

also show that the effect of combination-dissociation reactions [46] on the fast-diffusers migra-

tion is minimal with respect to the interstitial mechanism. On the other hand, the effective

diffusivities calculated with Frank-Turnbull formula [42] are consistent with the experiments,

supporting the idea that these solutes spend only a part of their time as moving interstitials.

Finally, the effect of solute-host swap [47] on the self-diffusion was qualitatively verified by the
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KMC results.
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Chapter 2

Literature review

2.1 Titanium and its alloys

2.1.1 Allotropic phases

Titanium has two allotropic phases: a low-temperature phase, α, and a high-temperature one,

β. The transus temperature for pure Ti is 882±2 ◦C [1]. Alpha-Ti has a hexagonal close packed

structure (hcp), while β-Ti has body-centred cubic structure (bcc) (Fig. 2.1). In the case of

α-Ti, the lattice parameters reported in the literature are a = 0.295 nm and c = 0.468 nm, c/a

ratio is 1.587, smaller than the ideal value of 1.633 [1]. The addition of interstitial (e.g. C, N or

O) or substitutional elements (e.g. Al) modifies this ratio [1, 22, 29, 30]. The lattice parameter

of the β phase is equal to 0.332 nm [1]. Other parameters which describe the crystal are

summarised in Table 2.1. The large variety of properties of Ti-alloy depend upon the presence,

quantity and morphology of these two phases. For instance, β-Ti has superior deformability

due to the higher number of slip systems and slip-plane density present in the bcc structure.

The superior creep resistance of α-Ti can be attributed to relative slow solute diffusion; the

atom migration is much faster in β phase than α phase [1]. Anisotropic mechanical behaviour

also distinguishes the α phase. The Young’s modulus perpendicular to the basal plane is 145

GPa, while it is 100 GPa when load is applied parallel to the basal plane [1].
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Figure 2.1: Crystal structure of a)α-Ti (hcp) and b) β-Ti (bcc) [1].

Table 2.1: Characteristic parameters of hcp and bcc structures: number of atoms per unit cell
(N), coordination number(CN), packing density (P), slip system per unit cell (S), atom density
of slip plane (AD) and minimal slip path (bmin/a) [1].

Crystal N CN P S AD bmin/a

hcp 2 12 74% 3 91% 1

bcc 1 8 (+6) 68% 12 83% 1/2
√
3 ≈0,87

2.1.2 Classification of Ti alloys

The classification of alloying elements is usually based on their influence on the β-transus

temperature, as shown Fig. 2.2. Sn and Zr are neutral elements, they do not have any influence

on the transformation temperature. Al, O, N and C are α-stabilising elements since they

enlarge the α field. Mo, V, Ta, Nb, Fe, Mn, Cr, Co, Ni, Cu, Si and H are β-stabilising elements,

decreasing the β-transus temperature [1]. Depending on the quantity of α-stabilisers and β-

stabilisers, different types of alloy can be obtained, as shown in Fig. 2.3 [66]. The classification

of Ti alloys depends on the predominant phase present. Three main categories are widely

recognized: α alloys, α/β alloys, β alloys. These groups are presented in the following sections.

The compositions of the alloys mentioned in this chapter are summarised in Table 2.3.
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Figure 2.2: Influence of alloying elements on the phase diagram of Ti alloys [1]: a) Neutral
elements (Sn, Zr), b) α-stabilizing elements (Al, O, N, C), and c) β-stabilizing elements (Mo,
V, Ta, Nb, Fe, Mn, Cr, Co, Ni, Cu, Si, H).

Figure 2.3: U.S. alloys mapped onto a pseudo-binary β-isomorphous phase diagram [66].

Alpha alloys

This first group of alloys is employed in chemical and process engineering industries, because of

their high strength, excellent corrosion resistance and deformation behaviour. They are usually

divided into three subgroups: unalloyed titanium (also known as commercially-pure or CP), α

alloys and near-α alloys.
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Characterised by very high corrosion resistance, the CP-titanium alloy microstructure is

entirely composed by grains of α phase [67] (see Fig. 2.4-a). Their classification is based on

the O and Fe content. Grade 1 contains 0.2 wt.% Fe and 0.18 wt.% O, and it has the lowest

strength level but excellent cold deformability. It can be utilised as cladding alloy for steel or

sheet metal for explosive claddings [1]. The most widely used CP-titianium is Grade 2, which

has 0.3 wt.% Fe and 0.25 wt.% O, and shows a tensile strength between 390 and 540 MPa [1].

Grade 3 (0.3 wt.% Fe and 0.32 wt.% O) is less common and only used in applications requiring

high strength and reduced wall thickness, such as pressure vessel applications [1]. Grade 4 (0.5

wt.% Fe and 0.4 wt.% O) has tensile strength above 740 MPa and is commonly utilised for

mounting and fittings [1]. Grade 7 and Grade 12 have same O and Fe content as Grade 2, with

the addition of Mo and Pb to increase corrosion resistance [1].

The second group is used in high-temperature and cryogenic applications. The addition of

Al, Sn, Zr and O promotes solid solution hardening. They are not suitable for forging operations

as a result of the high rate of work hardening [66]. Instead, they are suitable for welding due

to of their insensitivity to heat treatment. The most common α alloy is Ti-5Al-2.5Sn which is

used for the liquid hydrogen storage tanks in space vehicles [68].

Near-α alloys are obtained by introducing β-stabilizing elements, such as V and Mo in

α alloys to raise their strength after heat treatment. The typical two-phase microstructure

in Fig. 2.4-b is obtained by a solution heat treatment in α/β field followed by oil quench

[69]. It consists in primary α (white grains) embedded in a lamellar transformed-β matrix

(black grains). The design of near-α alloys started in the 1950s with TIMETAL R⃝8-1-1 and

TIMETAL R⃝-6-2-4-2. TIMETAL R⃝8-1-1 is more likely to corrode because of the high quantity

of Al. Subsequently, Al level was reduced in TIMETALR⃝-6-2-4-2 and now it does not exceed

the maximum of 6 wt.%. In the 1960s, Si addition started playing a central role in the devel-

opment of these alloys. In 1961, IMI Titanium Ltd. (later acquired by Timet) developed the

first commercial Si-containing Ti alloy, IMI679. TIMETALR⃝-6-2-4-2-S, containing 0.1 wt.% of

silicon, was developed by Timet U.S.A. a year later. TIMETAL R⃝685 was the first near-α alloy

treated by β annealing. Nowadays, the most advanced near-α Ti alloys are TIMETAL R⃝834
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and TIMETALR⃝1100 used at a temperature of 600 ◦C. The addition of Si in these alloys has

markedly improved creep properties [1].

Alpha/beta alloys

Alpha/beta alloys contain a higher fraction of β stabilisers with respect to α alloys. The most

popular α/β alloy is Ti-6Al-4V developed in the United States 60 years ago and widely utilised

in the aerospace industry. Its success is a result of the good balance of properties: good ductil-

ity and strength associated with good corrosion and oxidation resistance. The microstructure

is constituted by α and untransformed-β grains. Ti-6Al-4V has a typical microstructure com-

posed by acicular α and small amount of intergranular β in equiaxed α matrix [70], as shown

in Fig. 2.4-c. Other α/β alloys are Ti-6-6-2 and IMI 550 developed for high-strength applica-

tions, Ti-6-2-4-6 characterized by high strength and toughness, Ti-6-2-2-2-2 and Ti-17 used in

elevated-temperature applications up to 400 ◦C such as gas turbine engines [1].

Beta alloys

Beta alloys have high level of β-stabilising, so they retain metastable-β grain at low tempera-

tures. The equiaxed β structure of Ti-35Nb-7Zr-5Ta-0.06O [71] is shown in Fig. 2.4-d. These

alloys are more forgeable, cold-formable and they can be hardened to extremely high strength

levels [66]. Unfortunately, they have a relatively high specific weight and modest weldability.

Some examples of β alloys are TIMETAL 10-2-3 and Beta C, that have high strength and

toughness, and TIMETAL 15-3, usually deformed at room temperature to make thin foils. A

good oxidation-resistant β alloy is TIMETAL 21S, while TIMETAL LCB is a relative cheap

alloy used in the automotive industry [1].

2.1.3 Microstructure, thermomechanical treatments and properties

We present in this section the thermomechanical treatments commonly applied to Ti alloys.

CP-titanium and α alloys are not included since their microstructural changes are limited to

grain refinement and shape.
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a) b)
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Figure 2.4: a) Equiaxed CP-titanium after annealing [67], b) two-phase TIMETALR⃝834 [69],
c) Ti-6Al-4V alloy composed by acicular α and a small amount of intergranular β in equiaxed
alpha matrix [70], and d) equiaxed β in Ti-35Nb-7Zr-5Ta-0.06O [71].

Near-alpha alloys

Near-α alloys are usually treated above β-transus curve to increase creep and fatigue crack resis-

tance. The microstructure obtained after β-solution and slow cooling is composed of colonies

of α platelets in large prior β grains with a few percent of inter-platelets β layers [72] (see

Fig. 2.5-a). The basketweave morphology is obtained by cooling at 3 to 6 ◦C/s from β field

[73], resulting in α-phase colonies intersected each other (see Fig. 2.5-b). The refining of prior-

β and α platelets determines higher creep properties [72]. A finer two-phase structure (see

Fig. 2.5-c) is obtained after a solution heat treatment in α/β field, and it has better ductility

and elevated high-cycle fatigue strength [74].
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a) b) c)

Figure 2.5: Final microstructure of TIMETALR⃝834: a) lamellar colony structure obtained
by β solution heat treatment and relatively slow cooling [72], b) basket-weave microstructure
obtained by faster cooling from β field [72], and c) two-phase microstructure obtained by
solution heat treatment below the β-transus [74].

Alpha/beta alloys

Alpha/beta alloys are usually processed by a series of hot working steps followed by heat treat-

ments. After hot working process, the microstructure is uniform and fine: globular α in a

transformed matrix of α-β phase. These alloys are then subjected to cooling from β region:

Fig. 2.6 schematically shows the phase changes [66]. At temperatures above the β-transus,

the microstructure consists of only β grains. In the α/β field, α plates nucleate at β-grain

boundaries along {110} planes. These plates grow as the temperature decreases; at room tem-

perature, α and β plates compose the microstructure. The final heat treatment depends on the

final application of the alloys. Basket-weave with fine acicular α (see Fig. 2.7-a) morphology is

a result of heat treatment above transformation temperature and water quenching [75]. This

structure has lower strength and higher fracture toughness than conventional α/β processed

material. Lamellae colonies (see Fig 2.7-b) form after slow cooling above β-transus temperature

[75]. Mechanical properties of this morphology depend upon the orientation of the lamellae.

After heat treatment at low temperature in α/β field, the final microstructure is equiaxed

primary α plus intergranular β [75] (see Fig. 2.7-c). Duplex structure of primary α in trans-

formed β matrix (see Fig. 2.7-d)) is obtained after heat treatment at high temperature in α/β

field [75]. These two structures are characterised by a good combination of high strength and

ductility. Martensite structure forms after faster cooling. Phelps and Wood [76] have studied
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Figure 2.6: Development of Ti-6Al-4V slowly cooled from β field [66].

the correlation between the cooling rate and martensite microstructure (see Fig. 2.8). Their

study shows that the width of platelets decreases with faster cooling rate, while the amount of

retained β increases, raising the tensile strength.

Beta alloys

Beta alloys are usually processed by hot working followed by heat treatment, in order to trans-

form metastable-β phase into α phase. Afterwards, they are subjected to solution heat treat-

ment, followed by quenching and ageing. Coarse β grains form after solution heat treatment

[1] (see Fig. 2.9-a). Acicular primary α phase precipitates after solution heat treatment slightly

below the transformation temperature [1] (see Fig. 2.9-b). Crack nucleation is promoted by

acicular and coarsing α. Globular morphology is a obtained from thermomechanical processing

(see Fig. 2.9-a). The ductility depends on the size of α grains [1]. The secondary α phase

precipitates after ageing treatment. The ageing temperature controls the size and distribution

of the grains. Fine distribution of secondary α (see Fig. 2.9-d) precipitates after ageing at

400-600 ◦C improving fatigue resistance [1].
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b)a)

c) d)

Figure 2.7: Final microstructure of Ti-6Al-2Sn-2Zr-2Cr-2Mo-Si: a) basket-weave microstruc-
ture after β solution treatment and fast cooling [75], b) lamellar colony structure after slowly
cooling from β field [75], c) equiaxed structure after heat treatment at low temperature in α/β
field [75], and d) duplex structure after heat treatment at high temperature in α/β region [75].

2.1.4 Alloying elements

We have already introduced the classification of alloying elements depending on their influence

on the β-transus temperature: neutral elements, α stabilizers and β stabilisers. We want now

to talk about their influence on Ti-alloy properties.

Al, Sn and Zr are added in almost all commercial Ti alloys, especially in α and near-α

alloys. These three elements are soluble in both phases, and they have a good influence on

the creep strength of α phase. In particular, Al increases the oxidation resistance, although, it

deteriorates the ductility and deformation capability. It forms several intermetallic phases with

Ti, as shown in Fig. 2.10: α2-Ti3Al , γTiAl, TiAl2 and TiAl3. α2-Ti3Al based alloys have high-

temperature resistance and light weight. Additions of Zr, Si and Ga increases ductility of these
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a) b) c) d)

Figure 2.8: Correlation between α-platelet width, rate cooling parameterised by the time to
half temperature (Th) and strength in martensite [76]: a) microstructure obtained at Th=100
s has 169 MPa strength, b) microstructure obtained at Th=1000 s has 160 MPa strength, c)
microstructure obtained at Th=2000 s has 154 MPa strength, and d) microstructure obtained
at Th=2880 s has 140 MPa strength.

alloys. γ-TiAl based alloys are used in aerospace and automotive industries because of their low

density, high specific yield strength and specific stiffness, good oxidation resistance and creep

properties. TiAl2 and TiAl3 phases embrittle Ti alloys, so the content of Al is usually kept under

6 wt.%. Some alloy elements promote solid-solution strengthening: Si, Sn, Zr are strengtheners

of α phase, while Mo, V and Nb are solid-solution strengtheners of β phase. In particular, Si

is recognised as playing a central role in the excellent high-temperature behaviour of near-α

alloys [3] due to its limited diffusion and precipitation behaviour. Interstitial elements such as

O, N, H and C generally improved mechanical properties of CP-titanium, but they negatively

influence the ductility [22, 30, 77]. Addition of fast-diffusers, such as Cr, Co, Fe and Ni, has a

negative influence on creep properties [5, 33–37].

2.2 High-temperature Ti alloys

This section is focusing on a particular group of Ti alloys: high-temperature alloys. Three new

types of Ti alloys have been developed in the last few decades for high-temperature applications:

dispersion strengthened alloys, aluminide alloys and near-α alloys [1].

In the first case, the improvement of creep behaviour is due to dispersoids of metalloids
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a) b)
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Figure 2.9: Different microstructures of β alloys: a) coarse β grains after solution heat treatment
in β field of Ti-10-2-3 alloy, b) acicular structure after heat treatment in α/β field not followed
by thermomechanical process of Ti-10-2-3 alloy, c) globular structure after heat treatment in
α/β field followed by thermomechanical process of Ti-10-2-3 alloy, and d) fine distribution of
secondary α after heat treatment and ageing of Beta-C [1].

or rare-earth metals (Er2O3, TiB, Y2O3) obtained after rapid solidification process [1]. Their

high-temperature properties depend on the size and dispersion of these particles. They requires

high solidification rate in order to obtain an homogenous distribution.

The second type of alloys contains a large amount of α2-Ti3Al and γ-TiAl [1]. These two

compounds have ordered structure that increases the creep behaviour and raises the application

temperature to 650-800 ◦C. However, they also cause brittleness and make these alloys hard to

deform.

The last group, near-α alloys, has been investigated since 1975, when Seagle et al [3] reported

that a small amount of Si (0.1 wt.%) improves the creep properties of conventional α alloys.

The mechanism behind Si improvement of creep properties is still not completely clear. Several
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Figure 2.10: Ti-Al phase diagram (U. R. Kattner, 1992).

authors [3, 4, 13–19] have suggested that silicon diffuses to dislocation cores locking them,

increasing the creep properties by a solid solution strengthening mechanism. Others [11, 12]

have argued that creep improvement depends on silicide precipitation. Some researchers have

suggested that the behaviour is a result of the combination of these two mechanisms [20].

Although the discussion is still open, it is clear that slow migration of Si in α-Ti plays a key

role in the mechanical properties of near-α alloys. In general, the slow solute diffusion in α phase

contributes to the excellent high-temperature behaviour of α-Ti alloys [1]. There is a strong

dependence between creep properties, α phase content and microstructure [2, 5, 6]. The creep

resistance increases with the volume fraction of α in TIMETAL R⃝-6-2-4-2-S [5] (see Fig. 2.11).

As reported by Bania and Hall [6], basket-wave morphology gives higher creep resistance with

respect to equiaxed α grains. Despite their excellent behaviour at high-temperature, the use

of near-α alloys in aerospace application is limited by their poor oxidation resistance and high

reactivity to light elements (o, N and C) at high temperature [1]. Another negative effect on

the creep properties of near-α alloys is due to the presence of fast-diffusers, such as Fe, Co, Ni

[5, 33–37].
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Figure 2.11: Comparison of creep curve of TIMETALR⃝-6-2-4-2-S with volume fraction of α
equal to 0.03 and 0.53 [5]. The creep conditions are 510 ◦C and 241 MPa.

2.2.1 Creep mechanisms

Three regimes are usually observed during creep loading: primary and secondary creep, and

failure. During primary creep, the strain rate is initially high, and then it slows down with time,

while in secondary creep, the strain rate achieves a minimum and it becomes near constant.

Failure happens in the last phase, when the strain rate increases exponentially with time.

There are two creep mechanisms: diffusion creep and dislocation climb creep, both controlled

by diffusion mechanisms. The first mechanism consists on the atom migration from one face

of the grain to another, leading to the deformation of the grain. This can happen through the

bulk (Nabarro-Herring creep) (see Fig. 2.12-a) or along the grain boundary (Coble creep) (see

Fig. 2.12-b). These two processes are usually observed at the low stress range. The second

mechanism involves dislocation motion. Dislocations can move along their glide plane until

they encounter an obstacle, such as solute atoms, or precipitates. However, if the atoms at the

bottom of the half-plane move away, the dislocation can climb up to a different glide plane and

overcome the obstacle, as schematically shows in Fig. 2.12-c. This mechanism depends on the

bulk diffusion behaviour.

In the case of α Ti alloys, it has been reported that this last mechanism governed the creep
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Figure 2.12: Schematic representation of creep mechanisms: in the diffusional mechanism, the
deformation of the grain is due to the atom diffusion a) within the bulk (Nabarro-Herring creep),
b) or along the grain boundary (Coble creep), while c) the climb dislocation creep consists of
glide-climb movement of dislocations.

behaviour of these alloys [7, 8]. This is confirmed by TEM analysis of creep mechanism in

near-α alloys [7, 37]. Fig. 2.13 shows a − 1/3[112̄0] dislocations pinned with a jog (labelled j)

at the screw segment in α phase during creep of TIMETAL R⃝6-2-4-2-S [7]. In near-α alloys, the

dislocation motion happens mostly within the α grains [7]. In his work, Es-Souni has focused

on the study of the primary creep of near-α TIMETAL R⃝6-2-4-2-S and TIMETAL R⃝834 [78, 79].

He has reported that the grain size and morphology of α and β phases play a key role in primary

creep. The primary creep resistance increases from globular to basket-weave morphology and

from coarse to fine grains. He has also shown that the presence of silicides increases the

creep properties by pinning dislocations. The secondary creep depends on the grain size and

morphology as well, but also on the alloying elements, heat treatment and ageing time [3–6].

Three main factors have been reported as influencing the improvement of the secondary creep

of these alloys: the addition of Si [3, 4], a lamellar morphology [5] and the refinement of α

grains [3–5].
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Figure 2.13: TEM images of jog (labelled j) pinning screw segments of dislocations in α phase
during creep of TIMETAL R⃝6-2-4-2-S [7].

2.2.2 Hot-corrosion and alpha-case formation

The dramatic effect of hot-corrosion limits the application of Ti alloys [1, 80]. Therefore, it has

became extremely important to understand this mechanism.

In general, the oxidation mechanism in pure metals is constituted by the formation and

growth of an oxide scale. Oxygen is adsorbed at the surface promoting the oxide nucleation.

The nuclei grow until a compact oxide film covers all the metal surface. The growth of this

layer is then controlled by mass transport mechanisms, which are grain-boundary diffusion and

gas transport through micro/macro cracks and voids, at low temperature, and bulk diffusion

at high temperature [1]. In the case of alloys, two possible oxidation phenomena can occur:

selective oxidation and internal oxidation. The first one is usually desired and happens when

alloy elements have different stabilities. At a critical concentration, the less noble element forms

a stable oxide reducing the corrosion rate. Vice-versa, the internal oxidation is unwanted and

occurs when O can dissolve and form oxide within the alloy. It is favoured by O solubility,

diffusivity and affinity with the less noble element [1].

In the case Ti alloys, the O solubility and diffusivities are very high: solubility can reach 30

at.% [21, 22] at high temperature and diffusivity is about 103 times higher than self-diffusivity

[22]. At room temperature, O interacts with Ti forming a thin passive layer of rutile, TiO2. At

high temperature, this layer is no longer passive and O rapidly dissolves in Ti matrix, forming a

hard and brittle phase rich in oxygen known as the α-case [1] (see Fig. 2.14). Other interstitial
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Figure 2.14: Alpha-case layer in Ti-6Al-4V [83].

elements also promote the formation of the embrittled phase: N and C [81, 82]. Similar to O,

N has high solubility (19 at.% [22] at high temperature), while the highest solubility of C is 2

at.% [22]. The diffusivities of these elements are also 103 times higher than self-diffusion [22].

The α-case is a severe problem that affects casting, processing and high-temperature service

of Ti alloys. The prevention of this phenomenon during casting and processing is quite expen-

sive. α-case may form as a result of the reaction with liquid Ti and the mold wall, requiring

the utilisation of expensive ceramic mold materials, such as CaO, ZrO2 and Y2O3 [81]. During

heat-treatment or forming, it is possible to reduce the α-case using anti-oxidant spray coating

[84]. The machining or chemical removals are also used, but they can result in excessive loss of

tool wear, because of the abrasive nature of this phase [84]. The fatigue life of Ti alloy is also

affected by α-case resulting in a preferential crack initiate site for fatigue fracture [27]: Fig. 2.15

shows the crack nucleation site at the α-case layer on the surface of Ti-6Al-4V ELI [27]. The

formation and propagation of this phase is also extremely dangerous during creep at high tem-

perature. The study of Evans and co-workers [28] on creep behaviour of TIMETALR⃝834 shows

that, for low stresses, the creep failure is due to the propagation of crack at the α-case.

2.3 Diffusion in alpha-Ti

Solid diffusion is fundamental for different topics in material science concerning solidification

kinetics, phase equilibria, precipitation phases. At high temperature, solute migration is ap-
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Figure 2.15: a) Crack initiation sites near the surfaces and b) fatigue facet in the α-case [27].

preciable and influences different process: creep, corrosion, solder embrittlement. Especially in

the case of Ti alloy, solute diffusion can have positive (Si) or negative (Fe, Ni, Cr) influence on

the dislocation climb mechanism or promote α-case (O, C, N).

2.3.1 Substitutional solutes (Si and semi-metals)

Addition of Si in α-Ti alloys has been extensively reported to improve the creep properties

(see Fig 2.16) of these alloys [3, 4, 11–20] leading on the development of near-α Ti alloys.

The debate on the strengthening mechanism involved is still open. Two main hypotheses

have been developed: one identifies the interaction between Si atoms and dislocation cores

as the source of increment of creep properties of near-α Ti alloys [3, 4, 13–19]. This theory

suggests that solute atoms are attracted by dislocations, which are low-energy sites. The

presence of solutes around the dislocation leads to a distortion of the lattice that can reduce

the dislocation motion and enhance the creep resistance [85]. The solute atom segregation at

the dislocation core depends necessarily on the solute diffusion. Therefore, it is not surprising

that the supporters of this theory see as proof the small difference between the activation

energies of solute diffusion and creep (see Table 2.2). On the other hand, the precipitation of

silicides has been suggested as the cause of the creep behaviour of near-α alloys [11, 12]. The

silicides usually formed have composition Ti5Si3. With the addition of Zr, the composition

varies between (TiZr)5Si3 and (TiZr)2Si [20, 86]. Imbert has shown that thin silicides in IMI

684 alloy slow down the dislocation motion, increasing the creep properties [12]. Finally, Neal
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Table 2.2: Comparison of activation energies of dislocation pinning process during creep (QDSA)
and solute diffusion (Q) for different alloys calculated with experimental methods.

Alloys Solute atoms involved QDSA (eV) Q (eV)

TIMETAL R⃝834 Si 1.08 [19] 1.09 [14]

Inconel 718SPF7 C 1.39 [87] 1.44 [87]

3004 aluminium alloy Mg 0.50 [88] 0.55 [88]

Figure 2.16: Influence of Si content on the creep properties of TIMETALR⃝834 at 600 ◦C [20].

and Fox [20] have pointed out that Si solubility in α-Ti is low (maximum of 0.8 at.%) and it is

higher in β-phase. Therefore, after ageing or during service at high-temperature, the content

of Si in solid solution in α phase reduces, and there is the formation of fine silicides from the

transformation of β in α. Additionally, the silicides can form at the dislocations in the α phase

[12, 18, 20], as shown in Fig. 2.17. It is important to notice that the nucleation, distribution

and the size of silicides are also controlled by Si diffusion.

In conclusion, the good influence of Si addition on creep behaviour Ti alloys is due to its

interaction with dislocation motion in α. Whether it is a result of solid solution and/or precip-

itation strengthening is still debated. Nevertheless, the Si diffusion controls both mechanisms

and plays an important role on climb dislocation mechanism. Understanding the migration

mechanism of this solute is important for the development of near-α alloys and to predict their

behaviour during service.
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Figure 2.17: Silicides nucleated along the dislocations in Ti containing 1.7 at.% of Si and aged
at 550 ◦C for 180 minutes [18].

Other solute atoms can have the same influence on creep properties of α-Ti. Hu and co-

workers [89] have analysed the relationship between the binding energy of solute-vacancy pairs

and creep properties of Ti using ab initio calculations. They have argued that solutes attracted

by vacancy may improve the creep properties. They have suggested that vacancies can be

treated as substitutional atoms with the largest size difference and a large elastic interaction

with dislocations. Vacancies are attracted to dislocations and disappear in the dislocation.

Therefore, a solute atom can be induced to move into the dislocation by the vacancy, promoting

the solid solution or precipitation strengthening. Based on results of Hu and co-workers (see

Fig. 2.18) [89], the elements sitting next to the Si on the periodic table, Al, Ga, Ge, In and Sn,

known together as semi-metals, have potentially the same effect on high-temperature properties

of α-Ti. Additionally, the diffusion study of these elements in Ti can give a reference for the Si

diffusion behaviour itself and consequentially on its influence on the creep mechanism of near-α

Ti alloys.

2.3.2 Interstitial solutes (O, N and C)

Oxygen, nitrogen and carbon are stabilizers of the α phase. As a result of their small neutral

atomic radii (RO = 0.60 Å, RN = 0.77 Å, RC = 0.77 Å [22]), they dissolve in interstitial sites.

Considering the misfit-size between their radii and the hole size of the interstitial sites in α-Ti,

it has been suggested that they mainly occupy the octahedral sites [22]. This determines a
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Repulsive

Attractive

Figure 2.18: Binding energies of solute-vacancy pair in α-Ti evaluated with ab initio calculations
[89]: red labels identify the semi-metals, while blue labels identify the fast-diffusers.

distortion of the hcp cell with a significant increment of c lattice parameter and consequently

of c/a ratio [22, 29–31], as shown in Fig. 2.19. This distortion impedes the dislocation motion

leading to an higher yield strength (YS), but a detrimental effect on ductility in Ti-alloys

[22, 65, 90] (see Fig. 2.20). The influence of O content on the mechanical properties is confirmed

by the ab initio study of Kwasniak et al [30] reported in Fig. 2.21. They have also found that

negative influences of O on the plasticity of Ti does not only depend on the variation of c/a ratio

but on the change of electronic structure, as well. The increase in O concentration transforms

the metallic bond to a stronger covalent bond. The interaction between a O interstitial and a

screw dislocation core has also been experimentally and computationally confirmed by Yu et al

[91].

The solubility in Ti of these elements is very high, especially O and N. O solubility has a

maximum of 30 at.% above 600 ◦C and it still is relative high at room temperature, 5 at.% [22].

N solubility is less compared to O but still significant, 19 at.% at high temperature and 2.5 at.%

at room temperature [22]. On the other hand, C solubility is much smaller, the maximum is 2

at.% at high temperature and it reaches 1 at.% at room temperature [22]. This fact suggests

that the atom size plays a key role on the interstitial solubility [22]. Nevertheless, Chao and
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Figure 2.19: Influence of O, C, N additions on the c/a ratio of Ti [31].

Ansell [92] have showed that there is a strong relation between the solubility of interstitial

elements (H and O) and the alloys’ electronic structure (estimated using the electron/atom

ratio). Additionally, these elements have high diffusivities relative to Ti self-diffusion values.

Köpper et al [9] have extrapolated an activation energy for self-diffusion within the basal plane

of 3.1 eV, that is 1.50, 1.58 and 1.64 times higher than QO, QN and QC, respectively [31]. These

small Q values and the atomic radii suggest that these solutes migrate through the interstitial

sites of α-Ti.

The combination of high solubility and diffusivity of O, N and C in Ti associated with

the detrimental effect on the ductility has dramatic consequence on the high temperature

properties of Ti alloys, promoting the α-case. Solubility governs the formation of this layer,

while high diffusivity controls the rate of the penetration of this phase. At high temperature,

the α-case depth increases with quadratic law with respect to the exposure time and with the

temperature service, as shown in Fig. 2.22 [28]. Additionally, Zhu and co-workers [32] have

studied the dynamics of oxidation in Ti with ab initio. They have found that the absorption

of O into the bulk Ti reduces the total energy of the system of 1.6 eV leading to more stable

state with respect to a layer of rutile on Ti [32]. They have evaluated the diffusion barriers for

O migration in TiO2 and have concluded that the oxidation is controlled by the O diffusion in

bulk Ti. Therefore, it is important to understand the diffusion mechanisms of O, N and C in
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a)

c)

b)

Figure 2.20: Influence of a) O, b) N and c) C additions on the yield strength (YS) and elongation
(El) of α-Ti [65].

α-Ti, especially for the design of Ti alloys for aerospace applications. Mapping the transition

path networks, through which the migration of these elements is developed, is fundamental for

the study of prevention and/or control of α-case.

28



Figure 2.21: Influence of O on the bulk and shear modulus of Ti from ab initio calculations
[30].
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Figure 2.22: Dependence of α-case depth on exposure time at three different temperatures in
TIMETAL R⃝834 [28].

2.3.3 Fast diffusers (Fe, Co and Ni)

Titanium, Zr and Hf are known as “open” metals because of large ionic-to-atomic radii ratio

compared to other metals [9]. This allows metallic atoms with small radius to dissolve intersti-

tially and rapidly diffuse in the hcp crystal. Co, Ni and Fe have diffusivities that are 105 times

larger than self-diffusivity [38–40]. Consistent with ab initio study of Hu and co-worker [89]

(see Fig. 2.18), the creep properties of Ti alloys decrease due to the presence of these elements

[5, 33–37]. As shown in Fig. 2.23, small additions of Fe and Ni significantly increase the creep

deformation of near-α alloys, such as beta annealed TIMETALR⃝6-2-4-2-S [36]. Russo et al [36]
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recommend limiting the Fe level to 0.5 wt.% and Ni level to 0.01 wt.% because of their detri-

mental effect on high-temperature behaviour. The researchers are still discussing the reason for

this behaviour. In their work, Thiehsen and co-workers have reported the tendency of Fe and

Ni to segregate in the β phase [5]. The presence of these elements enhances the self-diffusion

in the bulk of β phase or at the grain boundaries affecting the creep properties. On the other

hand, it has been argued that these elements can dissolve not only as substitutional but also

as interstitial in α-Ti [7, 34]. This duality is confirmed experimentally by the work of Yoshida

et al [44]. They have analysed the high temperature (472-850 ◦C) Mössbauer spectra of Fe

in α-Ti during doping process of 57Co [44]. Their findings indicates that substitutional and

interstitial Fe atoms are in the equilibrium state. Because of this dual behaviour, they can

form atom-vacancy pairs decreasing the self-diffusion energy barrier and consequentially have a

negative effect on the creep properties. This assumption is based on the fact that a very minute

addition of these elements significantly accelerates the self-diffusion [9]. Higher self-diffusion

coefficients lead to more mobility of dislocation jogs increasing the strain rate [7]. This is also

confirmed by the work of Gollapudi et al [93] who have estimated the rate of dislocation rear-

rangement during steady creep in TIMETAL R⃝834 containing high and low concentrations of

Fe and Ni. Their results at 873 K, 923 K and 973 K for different applied stress are summarised

in Fig. 2.24. The rearrangement rate is consistently higher in the case of high contents of Ni

and Fe [93], indicating more dislocation mobility. The enhancement of self-diffusivity is related

to the diffusion mechanism of these elements [42, 43, 46, 47, 94]. The rapid diffusion migration

of fast diffusers and the enhancement of self-diffusivity can affect the creep behaviour of near-α

alloys. Therefore, a deep understanding of the diffusion mechanism of these elements in α-Ti

is required for the design of near-α alloys with high creep properties.

2.3.4 Diffusion mechanisms

Diffusion consists on the transport of matter from a high-chemical potential to a low-chemical

potential region, minimising the Gibbs free energy of the system. It is very fast in gases (10-4

m2/s), slow in liquids (10-6 m2/s), and extremely slow in solids (10-12-10-18 m2/s). Fick’s laws
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a)

b)b)

Figure 2.23: Effect of a) Fe (with 0.006-0.008 wt.% Ni) and b) Ni (with 0.02-0.03 wt.% Fe)
contents on creep deformation of beta annealed TIMETALR⃝6-2-4-2-S [36]. In both case the
creep conditions are 566 ◦C and 172 MPa.

phenomenally describe this mechanism,

J = −D∇C, (2.1)

δC

δt
= ∇ · (D∇C) , (2.2)

where J is the flux of diffusion particles, C is the particle concentration and D is the propor-

tionality factor called diffusion coefficient or diffusivity. The first equation shows the relation

between J and the concentration gradient. The second describes the evolution of C in time. In

the case of isotropic materials, for example cubic crystals, diffusivity is a scalar quantity, direc-

tion independent. In anisotropic materials, D depends on the direction and is a second-rank
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Figure 2.24: Rate of dislocation rearrangement during steady creep in TIMETALR⃝834 contain-
ing high (triangles) and low (circles) concentrations of Fe and Ni at 873 K (white), 923 K (red)
and 973 K (blue) [93].

tensor. Diffusivity usually obeys Arrhenius’ equation,

D = D0 exp

(
− Q

kb T

)
, (2.3)

where D0 is the pre-exponential factor, kb is the Boltzmann constant, T is the absolute tem-

perature, and Q is the activation energy.

Microscopically, diffusion is due to the Brownian motion of atoms and molecules. Because

of the Boltzmann distribution of energy, particles are always subjected to thermal fluctuations

causing stochastic motion. In solid crystals, diffusion is usually driven by atomic hops in the

lattice. Point defects (vacancies, self-interstitial, interstitial) play a key role on these atomic

jumps, migrating themselves or mediating atomic migration. Depending on the type of crys-

tal defect involved, atomistic diffusion is classified as vacancy-mediated, divacancy, interstitial

(solute atom migrates within the interstitial sites), interstitialcy (interstitial diffusion involving

solvent atoms rather than interstitial solutes), and interstitial-substitutional exchange mecha-

nisms such as dissociative mechanism (when the interstitial solute move into a vacancy) and

kick-out mechanism (when the interstitial solutes takes the place of a the host atom at lattice

site).
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Figure 2.25: Self-diffusion coefficients of α-Ti [95], β-Ti [96], α-Hf [97], β-Hf [96], α-Zr [98] and
β-Zr [99].

2.3.5 Experimental surveys on solute diffusion in alpha-Ti

The solute and self-diffusion behaviour in Ti is peculiar, due to its crystal structures. As

mentioned earlier, atom diffusion in α-Ti is much lower than β phase. In particular, Ti belongs

to the group of open metals such as Hf and Zr, which have the same allotropic phases of Ti.

The diffusion coefficients in these metals present a discontinuity at the transition temperature,

as shown in Fig. 2.25. Typically, the diffusion behaviour of allotropic metals shows a change of

diffusivity slope at the transition temperature. Diffusion in α-Ti is anisotropic as a result of the

hcp crystal. Usually, solute diffusion along the c-axis is slower than diffusion within the basal

plane. However in the case of fast diffusers, the migration along c-axis is faster. Polycrystalline

diffusivities are useful for practical purposes. For a more detailed understanding of diffusion

mechanism, single crystal diffusion study is necessary. This section presents a survey of the

experimental data available in the literature of semi-metals (Si, Al, Ga, Ge, In and Sn), light

elements (O, N and C), and fast-diffusers (Fe, Co and Ni) migration in α-Ti.

Semi-metals dissolve as substitutional solute atoms, since they have similar radii to Ti

atoms. The bulk self-diffusion has been explored using the residual activity method with 44Ti

[95]. The diffusion behaviour of Al [100] and Si [101] has been studied using nuclear resonance

broadening (NRB) method on implanted Ti samples. Rutherford back-scattering spectrometry
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(RBS) was applied to study Ga [102], Sn [103], and In [104] diffusion in polycrystalline Ti. All

these data are reported in Fig. 2.26-a. At the end of the 90’s, Köppers et al [9, 10] had studied

Al, Ga, In and self-diffusion in ultrapure single crystal α-Ti along the direction parallel to the

basal plane (D∥) reported in Fig. 2.26-b. They used 44Ti radiotracer and ion beam sputtering

techniques for self-diffusion, and isotope of Al, Ga and In evaporated in the sample followed by

Secondary ion mass spectrometry (SIMS) analysis. The diffusion coefficients of these solutes are

similar to the self-diffusion confirming the hypothesis of vacancy-mediated diffusion behaviour.

In the case of Al and self-diffusion, they also evaluated the perpendicular diffusivity (D⊥) for

two temperatures, allowing them to extrapolate the anisotropy ratios, D⊥/D∥, equal to 0.5 and

0.63 for self-diffusion and Al, respectively.

Light solutes, such as O, N, and C, are small atoms compared to Ti, hence they dissolve

in interstitial sites and migrate through them. Oxygen and nitrogen bulk diffusion processes

have been studied by Bregolin et al [23, 24] (see Fig. 2.26-c). They have used ion implantation

and nuclear resonance techniques to study the diffusion of 18O [23] and 15N [24] in high-purity

Ti samples (99.99%) of about 2 cm in diameter and 1 mm thickness annealed for 10 days at

1133 K in order to obtain a few big grains to avoid the effect of grain-boundary diffusion and

residual stress. As shown in Fig. 2.26-c, their diffusion rates are one or two orders of magnitude

higher than self-diffusion. De Barros et al [25] have studied the bulk diffusion coefficients of C.

Their study consists of performing a diamond deposition by microwave plasma assisted with

chemical vapour deposition technique on pure bulk titanium substrate. The C diffusivities are

obtained from the carbon concentration profile in the diamond, titanium carbide and alpha

titanium obtained by energy-dispersive X-ray analysis. A survey of C diffusivity in Ti has also

been conducted by Minkwitz and Herzig in single and polycrystalline samples, using radiotracer

technique with 14C [26]. Carbon diffusion coefficient is higher compared to O and N migration,

as shown in Fig. 2.26-c. The high values of D compared to substitutional diffusivities confirms

that the migration of these elements is interstitial.

Experimental data of transition metal diffusion (Fe, Co, Ni) are reported in Fig. 2.26-

d. Diffusivities have been measured by radiotracer electro-planted on a high-pure-Ti single-
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Figure 2.26: a) Self- [95], Al [100], Si [101], Ga [102], Sn [103], and In [104] diffusion coefficients
in polycrystal α-Ti, b) Al, Ga, In and self-diffusivities in ultrapure single crystal α-Ti [9, 10],
c) O [23], N [24] and C (DDB

C [25] and DMH
C [26]) diffusion coefficients in polycrystal α-Ti, and

d) Fe [40], Co [39] and Ni [38] diffusivities in single crystal α-Ti.

crystal specimen [38–40]. These solutes exhibit diffusion coefficients three or five orders of

magnitude higher than self-diffusion, and their anisotropy diffusion behaviour is opposite to

the common trends of self- and substitutional diffusion. As mentioned earlier, these solutes can

dissolve at interstitial and substitutional sites of Ti. This suggests that they migrate by the

dissociative diffusion mechanism proposed by Frank and Turnbull [42], and perform combination

and dissociation reactions with vacancies [46, 105] that can explain the enhancement of self-

diffusion [47].
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2.3.6 Computational studies of diffusion mechanisms

Performing an experimental study of diffusion behaviour is not a trivial task, especially for hcp

structures that require the manufacture of single crystals. In the case of an open metal like Ti,

the study is more complex because it also requires a high-purity sample to avoid the influence

of fast-diffusers. Nevertheless, based on the diffusivity data, we can form only an hypothesis on

the mechanisms involved. This lack of information can now be filled using analytical models

implemented by quantum mechanical calculations.

Several studies have been conducted on the solute diffusion in fcc (transition metals diffusion

in Ni [106]), bcc (solute diffusion in α-Fe [107]), and hcp (self and solute diffusion in Mg and

Zn [48, 49]) systems using the analytical models of diffusivity in dilute alloys developed by

Lidiard, Manning and Ghate [51, 108, 109] implemented with ab initio calculations. These

studies not only show that computational data can be used to predict the diffusivity values,

but they also reveal the importance of the electronic structure of the solvent-solute bond on

diffusion barriers. Additionally, analytical model for interstitial diffusion was developed by

Landman and Shlesinger [52, 53], and applied to O diffusion in Ti by Wu and Trinkle [50]

and to O and N diffusion in α-Hf by O’Hara and Demkov [110]. Mapping the diffusion path

networks of these interstitial elements is very important to discover and implement actions to

prevent their deleterious effects.

A good instrument to test the accuracy of these analytical models is the Monte Carlo method

[111]. This method was developed to simulate stochastic phenomena. It basically consists on

determining and describing the possible processes and mechanisms that can happen in a given

system and choosing randomly which one to perform. The main challenge of this approach is to

recognise and list the events involved in the phenomenon considered. Nevertheless, it can be use

to validate which processes actually occur in a particular mechanism. A variant of this method,

called kinetic Monte Carlo (KMC), is used to study the atom diffusion in solids. It was initially

developed to describe vacancy migration in ordered alloys [55] and then for more complicated

process such as diffusion in non-dilute systems [112] or vacancy-modified interstitial diffusion

of O in Ni [54].
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Table 2.3: Composition of Ti alloys [1, 12, 14, 27, 66, 113–117].
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Chapter 3

Computational Method

3.1 A very brief introduction to Quantum Mechanics

The dual nature of electrons and other particles was proposed by De Broglie in 1924. The

energy of a particle in motion is a function of its mass and speed, while the energy of a wave

depends on its frequency. The double nature leads to the fact that if the speed is known

then the frequency can be deduced and vice-versa. In the 1926, Schrödinger formulated the

fundamental equation of Quantum Mechanics, describing the particle state as wave function,

Ψ, which time-independent form is,

− h̄2

2m
∇2Ψ+ VΨ = EΨ, (3.1)

where h̄ depends on the Planck constant, h̄ = h/2π, V is the potential energy, E is the

quantum energy of the system, and Ψ is a function of the position, rn. If V of a system is

known, it is possible to solve Schrödinger’s equation for all the states of the system. However,

solving Schrödinger’s equation and writing the wave function for a system of N particles in

three dimensions is very complex. The complexity was reduced by the probabilistic Bohr

interpretation of wave function. Bohr defined the probability density of finding a electron in

given place and at given time as |Ψ|2, which is always a real positive number. Additionally, for
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a given system the electronic density, n(r), is uniquely defined as normalised wave function,

n(r) = N

∫
dr31...

∫
dr3NΨ(r1...rN) ∗Ψ(r1...rN). (3.2)

The electron density is the key variable of the Quantum Mechanics model called Density Func-

tional Theory (DFT).

3.2 Density Functional Theory

Density Functional Theory was developed by Hohenberg and Kohn [57] in the 1964, when they

published an approach to study the properties of a homogeneous interacting electron gas. This

theory is based on two fundamental theorems,

• Theorem I: for any system of interacting electrons in an external potential, Vext(r), the

free energy is uniquely determined as functional of electron density, n(r).

• Theorem II: the free energy functional is minimised by the ground state energy, EGS,

defined by the ground state electron density, nGS(r).

DFT allows one to find the ground state energy of any electron system using the Schrödinger’s

equation without any input from experiments. In their article, Hohenberg and Kohn success-

fully applied this theory to two simple cases: nearly constant density and slowly varying density.

Unfortunately, an electronic system is more complicated than these two cases, and the formu-

lation of free energy functional remains unknown. A decisive progression of this theory was

the Kohn-Sham approach [56]. This approach bypasses the problem of definition of functional

using an auxiliary system that can be solved more easily. The main idea is to substitute an

interacting system with an non-interacting system, which is easier to solve, plus a quantity that

contains all the information about the electron-electron interactions: the exchange-correlation

energy, Exc. The problem of the definition of the functional is still unsolved, it is just moved

from EGS to Exc. The only way to define Exc is using an approximation. The most common

approximations are:
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• Local Density Approximation (LDA),

• Local Spin Density Approximation (LSDA),

• Generalised-gradient Approximation (GGA).

The first one was conceived by Kohn and Sham in 1965 [56], assuming that the electron density

changes very slowly. Under this statement the exchange-correlation energy can be written as,

Exc[n] =

∫
n(r)εxc(n(r))dr (3.3)

where εxc is the exchange-correlation energy per electron of an uniform electron gas. This

approximation describes exactly the properties of a system in two particular cases: slowly

varying density and high density. LSDA is an extension of LDA, considering the electron

density as a function of up and down spins,

Exc[n(r, ↑), n(r, ↓)] =
∫
n(r)εxc(n(r, ↑), n(r, ↓))dr. (3.4)

The structural properties obtained by LDA or LSDA are usually good, while the calculations

of band gap, binding energies can result in large errors. In order to overcoming these problems,

it needs to take into account the gradient of the n(r) in the formulation of εxc, the GGA

approximation,

Exc[n] =

∫
n(r)εxc(n(r, ↑), n(r, ↓),▽n(r, ↑),▽n(r, ↓))dr (3.5)

GGA is usually but not always more accurate than LDA, and improves the calculations of

transition state barriers.

DFT implementation method starts by defining the atomic and electronic structures of the

system. The atomic structure is described by crystal structure (e.g. bcc, fcc, hcp lattice) and

presence of defects (e.g. solute atoms, vacancies, dislocations), while the electron structure is

described by an approximation of the true external potential. The second step of the procedure
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Figure 3.1: Diagram summarizing the implementation steps of DFT.

is to guess the first electron density, ni(r), and calculate the effective potential, Veff, as sum of the

exchange correlation potential, µxc(r), depending upon the exchange-correlation approximation,

and the fixed Vext. Given Veff, it is possible to solve the Schrödinger’s equation, and obtain Ψ

and the corresponding new ni+1(r). At this point the free energies corresponding to ni(r) and

ni+1(r), E[ni] and E[ni+1] respectively, need to satisfy,

E[ni+1]− E[ni] < ∆ (3.6)

where ∆ is a constant previously set. If this is not verified, it means that the accuracy of ni(r)

needs to be improved, repeating all the procedure with the updated electron density. Vice versa,

if the inequality 3.6 is true, the next step is the minimisation of E[ni+1] and the evaluation

of the ground state energy, EGS. The final step is to determine the ionic force, F⃗ , depending

on Vext. Since Vext is an approximation, the ionic force must be smaller than a fixed constant.

If this criteria is not satisfied, it implies that the initial atomic and electronic structures are

wrong, requiring a better guess of the input data. When successful, the system is described

completely by the ground state energy, force, and volume. The diagram in Fig. 3.1 summarises

all these steps. In recent years, different packages have been created to implement DFT. In
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this work, Vienna ab initio simulation package (VASP) [58–61] was used.

The ground state energy is useful to understand the properties of molecular and crystal

structures, and it gives information on the force acting on the nuclei at non-equilibrium states

[118]. The Density Functional Theory has been successfully used for atomic and molecular

problems, as well as in condensed matter studies. DFT has become an important tool in many

fields such as solid-state chemistry, surface science, biochemistry, materials science, mineral-

ogy, nuclear physics, and astrophysics. For example, DFT can predict phase transformation

[119], structural properties such as geometries of molecules [120], defect structure (vacancy,

grain boundary, interstitial, self-interstitial) [121–130], surface structures and adsorption kinet-

ics [32, 131, 132], mechanical properties of materials (elastic modulus, compressibility, thermal

expansion coefficients) [133–136], thermodynamic properties [137], phase diagrams [138], trans-

port properties [48–50, 54, 121], electronic, electrical and optical properties [139], magnetic

properties [140] and chemical properties [141]. Despite its success in different areas, DFT utili-

sation presents some restrictions and requires accurate validations of the results. This requires

the careful choice of the approximation of the exchange correlation function. Additionally, the

data comparison needs to be performed cautiously keeping in mind that different settings can

lead to variable results.

3.2.1 Vienna ab initio simulation package

Vienna ab initio simulation package [58–61] evaluates the free energy and its ground state. The

matrix diagonalisation schemes and Pulay/Broyden charge density mixing are used in VASP

implementation. In this work, all the calculations were obtained using VASP 5.3.2 [58–61],

where the electronic structure was described by the projector augmented wave method (PAW)

[142] and the exchange-correlation functional was computed using the generalised gradient

approximation (GGA) parameterised by Perdew-Burke-Ernzerhof (PBE) [143]. We chose to

approximate Exc with GGA with four valence electrons. GGA gives good results in terms of

bulk properties, such as lattice parameters, elastic constants [144]. All the calculations were

performed fully relaxation of the cell at constant pressure. The vasp parameter of energy cut-
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(a) (b)

Figure 3.2: Convergence of k-points mesh and cutoff energy. A good choice to guarantee the
accuracy of values in a reasonable time is 32x32x17 k-points mesh and 350 eV cutoff energy.

off and k-points mesh were obtained performing a convergence test with 2-atom unit cell. The

free energy were minimised for different values of energy cut-off and k-points as reported in

Figure 3.2. The calculations use a Monkhorst-Pack mesh of 32 x 32 x 17 k-points for a 2-atom

cell, 54-atom supercell and an energy cut-off of 350 eV. These parameters are used to calculate

the lattice constants of Ti, minimising E[n] for different values of a and c/a. This minimisation

of energy versus volume for different values of a is reported in Figure 3.3. The minimum energy

is obtained for a equal 2.926 Å and c/a equal 1.58. A sensitivity study was performed to

determine the appropriate supercell size to capture the vacancy formation energy, Ev, (for the

formulation in Section 4.3.1) accurately. The 54-atom supercell size was chosen because it gives

the best compromise between accuracy and computational time as shown in Figure 3.4.

3.2.2 Pseudopotentials

As mentioned earlier, the approximation of the exchange correlation functional plays a key

role on the validation of DFT calculations. Different results can be obtained depending on the

potential used. For example, several calculations report that the most stable phase of Ti at

0 K is the ω-phase [129, 145, 146]. This phase is not experimentally observed because of the
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Figure 3.3: Minimisation of free energy versus volume for different values of a and c/a. The
minimum is reached for a=2.926 Å and c/a =1.58.

Figure 3.4: Convergence of supercell size (16, 54, 128, 250 atoms) versus defect energies in Ti
hcp: vacancy formation energy, Ev.

slow formation kinetics. Nevertheless, the choice of potential can lead to other conclusions, as

shown by Tegner and Ackland [147] In fact, there are three ways to treat the valence orbitals

of Ti. In the standard potentials, only the electrons on the 4s and 3d orbitals are valence

electrons (four valence electrons). The vasp database includes another two potentials, Ti pv
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Table 3.1: Vacancy formation energy (Ev) values calculated using Monkhorst-Pack mesh of 32
x 32 x 17 k-points for a 2-atom cell, energy cut-off of 350 eV and 54-atom supercell with LDA
and GGA-PBE potentials [143] with four valence electrons (Ti), ten valence electrons (Ti pv)
and twelve valence electrons (Ti sv GW).

ELDA
v (eV) EGGA-PBE

v (eV) Number of valence electrons

Ti 1.985 1.976 4

Ti pv 2.041 2.042 10

Ti sv GW 2.051 2.045 12

and Ti sv. In the case of Ti pv, the 3p orbitals are also included in the valence state (ten

valence electrons). Twelve electrons are treated as valence (3s orbitals are also included) in

Ti sv. For d-elements, it is recommended to include the semi-core p-orbitals and possibly the

semi-core s-orbitals as valence state, but in the case of 3d-elements, such as Ti, the standard

potentials give also reasonable results [58]. A study of the vacancy formation energy, Ev, using

these different potentials has been peformed. The results using the standard version, Ti pv

and Ti sv GW1 of LDA and GGA-PBE parametrisations are reported [143] in Table 3.1. The

calculations were performed using Monkhorst-Pack mesh of 32 x 32 x 17 k-points for a 2-atom

cell and energy cut-off of 350 eV were applied to calculate the energy of 54-atom and 53-atom

supercells. Ti pv and Ti sv GW potentials give very similar results. The standard potentials

results are in line with higher valence-electron potentials. These results agree with previous

studies that utilised different potentials, as shown in Table 3.2.

3.3 Transition State Theory

In 1935, Eyring at Princeton University developed simultaneously with Evans and Polanyi at

University of Manchester a new theory known as Transition State Theory (TST) describing

the chemical reaction rates or defect migration in solids [150]. The main idea is that a nucleus

moves under the influence of forces due to the motion and distribution of electrons [151].

1The GW potentials are obtained by algebraic approach based on Green’s function technique. They give
same results of LDA and GGA for ground state calculations and they can be safely used [142].
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Table 3.2: Vacancy formation energy (Ev) reported in previous studies using different poten-
tials.

ELDA
v EGGA-PBE

v EGGA-PW91
v EGGA-PBEsol

v Number of

[143] (eV) [143] (eV) [148] (eV) [149] (eV) valence electrons

Shang et al [121] 2.08 1.98 2.14 10

Han et al [122] 2.078 not specified

Connétable et al [124] 1.96-1.99 not specified

Le Bacq et al [125] 2.14 FP-LMTO

Raji et al [126] 1.920-2.070 12

Medesani et al [127] 2.08 2.08 1.99 2.15 not specified

Knowing these forces by quantum mechanics, the reaction rates can be estimated by kinetic

theory. Since the motion of nuclei depends on the potential surface corresponding to the lowest

quantum states occupied by the electrons, the kinetic energy of the system is quantized. During

a chemical reaction, the compound energies correspond to the low potential surface, and the

reaction itself corresponds to passing from one low-energy region to another. Eyring defined

the activated state as the highest point along these lowest-energy paths known as Minimum

Energy Path (MEP) [151].

Various practical techniques have been developed to determine the MEP of reaction mech-

anism. DIMER [152] and Nudged Elastic Band (NEB) [62–64] methods are the most famous.

In the first case, the search for the saddle point does not require knowledge of the final state.

It consists on a pair of images, called “dimer”, is moved uphill on the potential energy surface

from the initial state to find the activated state. After each displacement, the image couple

is rotated by the net force acting on the two images in the direction of the lowest curvature.

An effective force is introduced bringing the dimer together at the saddle point and avoiding

the translational forces pushing it back to the minimum. This method requires few images but

the final result depends on the orientation initially assumed. It is usually used in combination

with the NEB method which can provide the initial direction for the dimer. The NEB method

allows one to find the MEP knowing the initial and finale states. It consists of guessing a set

of images between the initial and finale states and minimising their energy. With respect to
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the DIMER method, it requires a higher number of images, but it is a very efficient tool to

determine the MEP in addition to the saddle point. In this work, the MEP and saddle point

calculations were performed using NEB.

3.3.1 Transition rate

According to TST [151], the rate of a chemical reaction or defect migration in the crystal is

given by

w = ν∗ exp

(
∆Hm

kbT

)
(3.7)

where ν∗ is the effective frequency, ∆Hm is the energy required to move from the initial state to

the saddle point, T is the absolute temperature and kb is Boltzmann’s constant. ∆Hm is equal

to the energy difference of saddle point and initial state, while ν∗ depends on the N normal

vibrational frequencies of initial configuration, νi, and N − 1 normal vibrational frequencies of

activated configuration, ν ′j, [153],

ν∗ =

∏N
i=1 νi∏N−1
j=1 ν

′
j

. (3.8)

Vineyard explained this formulation considering the jump of an atom into the nearest vacancy.

A crystal of N/3 atoms and one vacancy has N degrees of freedom and its potential energy

depends on N coordinates. When the atom jumps into the vacancy from site A to B, the

potential energy of the system has two minima at these two sites, as shown in Fig. 3.5. The

saddle point between A and B is defined as P, and S is an imaginary constraining hyper-surface

that passes through P and divides the low-potential regions. S is always perpendicular to the

potential hyper-surface, meaning that an atom at the saddle point can moves along S only by

increasing energy, but if it moves along a perpendicular direction to S, it moves to one of the

minima. Therefore, S has N − 1 degrees of freedom and the potential energy in S depends on

N − 1 coordinates.
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A
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S

y1

y2y3yn

P

Figure 3.5: Schematic representation of the hyper-surface with constant potential energy. A
and B are the minima of the system, P is the saddle point between A and B. S is the hyper-
surface that divides A and B regions. S passes through the saddle point and is perpendicular
to potential hyper-surface everywhere [153].

3.3.2 Nudged Elastic band method

In the classic NEB method [62], the forces of an image are decomposed into the parallel and

perpendicular components to the local tangent. The first component is usually referred to as

the spring force, and it affects the distribution of images within the path. The convergence of

the elastic band to MEP depends on the perpendicular forces called force projections. However,

the process of finding the saddle point by following the rise in the potential energy surface from

the minimum-energy state using the spring forces is not trivial. In fact, an unstable state

displaces to low-energy configuration if subjected to a small displacement. In 2000, Henkelman

developed the Climbing Image NEB (CI-NEB) method [63], where the parallel component of

the full force is due to the potential instead. As a result, the highest-energy image is driven to

the exact saddle point. Another problem of the classic method NEB is that the tangent at an

image is defined as the normalized line segment between the two adjacent images. However,

this definition leads to formation of kinks along the path, especially, when the parallel force

is large with respect to the perpendicular component [64]. The transition path towards the

saddle point is smoothed by calculating the tangent from the image with higher energy rather

than those neighbouring the current location [64].
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3.3.3 Applications

The transition state theory is usually described as a framework to study the chemical reactions.

Different versions of this theory have been successfully used to evaluate the activation energy,

reaction pathway, pre-factor and rate constant of fundamental mechanisms such as CO oxidation

on metal [154], hydrogen abstraction reactions [155, 156]. In biochemistry, TST has been

used to study the enzymatic catalysis processes [157, 158], radical-molecule reactions such

as OH-alkene reaction promoting the formation of ozone and other secondary pollutants in

the troposphere [159]. TST has allowed researchers to better understand the implication of

the radiative association reaction of metal ions with molecules in the chemical evolution of

the interstellar cloud [160]. This theory can be also applied to study the diffusion in liquids

during igneous processes in the crust or upper mantle of Earth’s surface [161]. It has been

also successfully used in materials science to understand diffusion behaviour in glassy polymers

[162] and nano-porous materials [163].

The Nudged elastic band method has been widely used in different fields, from solid-state

physics to biochemistry. This method gives important information on conformational changes

in biological macromolecules such as RNA [164], reaction path of catalytic mechanisms [165].

Some examples of NEB method in materials science applications are the study on the diffusion

kinetic [48–50, 121, 166], dislocation mobility [167] and phase transition [168].

3.4 Kinetic Monte Carlo

Solid diffusion is essentially a stochastic process, a result of the random atomic jumps in the

matter. At the same time, the diffusion flux and temporal change of the composition are

deterministic quantities, and are described by Fick’s laws. In other words, it is possible to

describe deterministically the average ensemble behaviours of collectively random processes.

This can be achieved using theoretical and computational methods, such as Molecular Dynamic

(MD), Monte Carlo (MC) methods, and Finite Element Method (FEM). MD predicts atom

trajectories solving Newton’s equations of motion. These trajectories are of the size of atomic
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vibrations, so MD is not used to predict relative large scale phenomena. On the other hand,

FEM is a powerful technique to study larger domains, such as heat transport. MC length-scale

lies between MD and FEM, and it can simulate very well the atom migrations and chemical

reactions.

Monte Carlo methods [111] are computational algorithms used to study a wide range of

stochastic phenomena of different fields, from financial [169] to physics problems [170]. They

consists of performing a large number of simulations in order to obtain a distribution of proper-

ties studied. At each step, the process is simulated by randomly choosing an event to perform

from a list of stochastic events that can occur in the system.

Kinetic Monte Carlo (KMC) [55] is a particular Monte Carlo method used to describe the

evolution of a system knowing the processes involved in the phenomenon under consideration.

In the last fifty years, a number of different KMC methods has been developed, however the

main algorithm can be summarised in the following steps,

1. set initial time t=0 and the initial state of the system;

2. list of all N possible events and their rates wi;

3. for each event calculate the cumulative function Ri, defined as

Ri =
i∑

j=1

wi with i = 1, 2, ...N ; (3.9)

4. pick a random number u ∈ (0, 1];

5. find and perform which event i satisfies Rj < uRN < Ri;

6. pick a second random number u′ ∈ (0, 1];

7. calculate

∆t =
− ln (u′)

RN

; (3.10)

8. repeat all the steps with the system occupying the new state i and t = t+∆t.
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The diffusion coefficients can be obtained by simulating many random walks, and for each

of them calculate the displacement, r2, between the initial and final position of the species

considered. The diffusivities are then calculated by,

D =
1

2 d

< r2 >

< t >
(3.11)

where d is the dimension of displacement vector, < r2 > and < t > are respectively the average

square displacement and average time.

KMC utilisations have been rapidly raised in many fields of chemistry and solid-state

physics. It has been used to understand atomic physics phenomena such as surface diffusion

in organic [171] and inorganic systems [172], vacancy diffusion in alloys [173], and dislocation

motion [174]. KMC simulations have helped to understand the early stages of precipitation

kinetics, such as the nucleation, growth and coarsening stages [175]. It is useful to model

important technologies such as molecular beam epitaxy (MBE) for semiconductors [176] and

chemical vapour deposition (CVD) [177]. An intensive use of KMC simulations has been done

in the field of radiation effects on materials, where good results have been obtained in the study

of defect mobility [178] and clustering [179].
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Chapter 4

Vacancy-mediated diffusion in

alpha-Ti: semi-metals

4.1 Introduction

The good influence of the slow diffusion of Si on the creep properties of near-α Ti alloys has

been widely recognised [3, 4, 11–20]. The understanding of the Si diffusion mechanism is a

fundamental step to determine its influence upon creep behaviour in Ti. This study assessed

the diffusion of elements sitting close to Si in the periodic table (Al, Ga, Ge, In and Sn, known

as semi-metals), to investigate the special behaviour of Si α-Ti. The sizes of these elements in

their various ionisation states are listed in table 4.1.

Semi-metals are expected to dissolve as substitutional atoms at lattice sites in α-Ti, since

they have similar atomic radii to Ti. The substitutional and self-diffusion in metals is usually

mediated by vacancies. As a result of atom fluctuations, an atom can overcome the energy

barrier due to the cohesive forces holding it, and jump into the neighbouring vacant site, as

schematically outlined in Fig. 4.1. The diffusion is a result of several discrete atomic jumps

through the lattice. These jumps are not totally independent of each other; infact an atom can

swap with a given vacancy more than once, since the vacancy is still available on the neighbour

site after the jump. This positional memory is taken into account by a correlation factor, f .
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Table 4.1: Size of Al, Si, Ga, Ge, In and Sn in their various ionisation states [180].

Elements ionisation state R (Å)

Al neutral 1.43

3+ 0.57

Si neutral 1.17

4+ 0.26

4- 2.71

Ga neutral 1.22

1+ 1.13

3+ 0.62

Ge neutral 1.23

2+ 0.90

4- 2.72

In neutral 1.63

1+ 1.32

3+ 0.92

Sn neutral 1.41

2+ 0.93

4+ 0.74

4- 2.45

This factor is defined as the diffusivity ratio of the real correlated migration and random walk.

It can be expressed as,

f = 1 + 2
∞∑
m=1

⟨cos(θ(m))⟩ (4.1)

where ⟨cos(θ(m))⟩ is the average values of the angle between the first jump and subsequent

jumps of a given atom. The correlation factor depends on the type of lattice and solute, diffusion

mechanism and degree of local order of the atomic components. In the case of vacancy mediated

diffusion, the sum
∑∞

m=1⟨cos(θ(m))⟩ is less than one, therefore f < 1. Table 4.2 provides

examples of f and ⟨cos(θ(m))⟩ for self-diffusion for different types of lattice [181]. Different
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Table 4.2: Calculated values of ⟨cos(θ(m))⟩ and f for self diffusion vis vacancy-mediated diffu-
sion for different types of lattice [181].

Lattice ⟨cos(θ(m))⟩ f

fcc -0.12268 0.78146

diamond -1/3 1/2

bcc -0.15793 0.72722

simple cubic -0.20984 0.65311

hcp fx = fy=0.78121

fz=0.78146

site A saddle point site B

jumping atom host atoms vacancy

Figure 4.1: Schematic representation of substitutional diffusion via monovacancy-mediated
mechanism.

analytical models have been developed to capture this behaviour depending on the type of

lattice: “5-frequency” model [108] for fcc, Manning’s model for bcc [109], and the “8-frequency”

model [51] for hcp. If the migration mechanism involves only one vacancy at the time, it is

called monovacancy diffusion. The migration is called divacancy when it involves vacancy

agglomerations. The migration via divacancy is similar to the monovacancy mechanism, as

shown in Fig. 4.2. The monovacancy-mediated mechanism is more relevant at temperatures of

2/3 of melting point, while the divacancy process controls the diffusion at higher-temperature

range where the number of vacancies is such that the probability to find an vacancy near an

other vacancy is high. The migration of Si and semi-metals diffusion in α-Ti happens via

monovacancy mechanism. In this work, we refer to the monovacancy mechanism simply as

vacancy-mediated diffusion.

The experimental diffusion parameters, activation energy (Q) and pre-exponential factor
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site A saddle point site B

jumping atom host atoms vacancy

Figure 4.2: Schematic representation of substitutional diffusion via divacancy-mediated mech-
anism.

(D0), available in the literature for self-, Al, Ga, In, Sn and Si diffusion in α-Ti [9, 10, 95, 100–

104], are summarised in Table 4.3. Data for Ge diffusion are not presented as the author has not

yet found this information in published literature. Experimental diffusion studies are not sim-

ple to conduct, since the anisotropic crystal structure of α-Ti requires a single-crystal diffusion

study. Additionally, the presence of fast-diffusers in α-Ti can have a significant influence on

the self- and solute diffusivity values [9], and manufacturing a high-purity single crystal is not

easy. As a result, the understanding of Si and semi-metals diffusion in α-Ti is still incomplete.

On the other hand, in the last few decades there has been a significant improvement in the

computational analysis of diffusion based problem using DFT [56, 57]. Ganeshan et al [48, 49]

have successfully used an analytical method called “8-frequency” model [51] (see Section 4.2)

implemented with ab initio calculations to evaluate self- and solute diffusion in hcp elements as

α-Mg and α-Zn. The purpose of this section is to use this model implemented by DFT calcu-

lations to study the semi-metals diffusion in α-Ti. KMC simulations [55] were also conducted

in order to verify the predictions of the analytical model.

The results obtained in this work contradict the common belief that small atoms, such as Si,

diffuse faster than large atoms such as In and Sn (see Section 4.3). This is due to the electron

character of the solute-solvent bonding (see Section 4.4). In addition, the distortion of bond

angle seems to have an important role on the diffusion anisotropy in α-Ti as well as the host

lattice dilation. In particular, this leads to the extreme anisotropy behaviour exhibited by Ge.
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Table 4.3: Experimental diffusion parameters of solvent, Al, Ga, In, Si, Sn in α-Ti. Q and D0

are the activation energy and pre-exponential factor of bulk diffusion, Q∥ and D0∥ are referred
to the activation energy and pre-exponential factor of the migration within the basal plane,
and D⊥/D∥ is the diffusion anisotropy ratio.

Solute Q (eV) D0 (m2/s)

Ti [95] 1.271 6.4x10-12

Al [100] 1.62±0.11 7.4±9.8x10-11

Si [101] 1.09±0.18 4.4+40
−4.0x10

-11

Ga [102] 3.19±0.08 2.5x10-4

Sn [103] 3.52±0.1 4.00±2x10-3

In [104] 2.70±0.42 2.1±1.3x10-6

Solute Q∥ (eV) D0∥ (m2/s) D⊥/D∥

Ti [9] 3.1±0.021 1.35+0.4
−0.3x10

-3 0.5

Al [9] 3.41±0.021 6.60+1.6
−1.3x10

-3 0.63

Ga [10] 3.06±0.02 2.1±0.6x10-3 –

In [10] 3.41±0.18 3.1±2.3x10-3 –

4.2 Methodology

The defect energies were calculated using VASP 5.3.2 [58–61], applying the parameters pre-

sented in Section 3.2.1. The electronic structure was described by PAW [142], and the exchange-

correlation functional was computed using GGA-PBE [143]. A 54-atom supercell was used with

a Monkhorst-Pack mesh of 11 x 11 x 6, corresponding to 32 x 32 x 17 k-points for a 2-atom

cell, and an energy cut-off of 350 eV. The migration energies and minimum energy path were

evaluated using CI-NEB [62–64] with 5 images in between the initial and final state with fully

relaxed supercell, and the same set-up (supercell size, k-points mesh, and energy cut-off) for

defect energy calculations.
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4.2.1 Point defect

The vacancy formation energy, Ev, is obtained by

Ev = E{MN−1} −
N − 1

N
E{MN}; (4.2)

where E{MN−1} is the energy of a crystal containing one vacancy and N−1 solvent atoms, and

E{MN} is the energy of a perfect crystal of N atoms. The binding energies of solute-vacancy

pairs, ∆Eb, are defined as the energy difference of a system with the vacancy-solute pair and

when the vacancy is at infinite distance from the solute,

∆Eb = E{MN−2 +X1} − E{MN−1 +X1} − E{MN−1}+ E{MN}. (4.3)

In this equation, M and X are the notations for solvent and solute atom respectively, and N

is the total number of atoms. E{MN−1} and E{MN} are the same quantities in equation 4.2,

E{MN−2 + X1} is the energy of crystal of N − 2 solvent atoms with the solute sitting next

to the vacancy, and E{MN−1 + X1} is the energy of crystal of N − 1 solvent atoms and with

one substitutional atom. Based on this definition, the positive values of ∆Eb indicate that the

solute prefers sit away from the vacancy, whilst a negative value indicates opposite behaviour.

4.2.2 “8-frequency” model

Diffusion mediated by vacancy is not a purely random walk, but each jump conserves a position

memory [182], requiring the introduction of a correlation factor, f , in the diffusion coefficients

formulation. The analytical evaluation of this factor depends on the type of lattice considered.

In 1955, Lidiard [108] proposed “5-frequency” model to describe the correlation effect in fcc

crystals, while Manning [109] proposed a model for bcc lattices. Mullen was the first to study

anisotropic systems in 1961 [183]. His formulation for correlation factors of hcp crystal was

resumed three years later by Ghate in the “8-frequency” model (8FM) [51] to describe the

impurity diffusion in Zn. Ganeshan et al [48, 49] have applied this model to study diffusion
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in Mg and Zn systems with DFT implementation. Mantina [166] has also explored vacancy-

mediated diffusion mechanism in α-Mg, α-Zn, and α-Ti . The “8-frequency” model has also

been used by Shang et al [121] to study self-diffusion in α-Ti .

In the case of diffusion in hcp crystal, there are two solute jumps: out-of-plane and in-plane

jumps, as displayed in Fig. 4.3. In this work, ∥ and ⊥ notations are used to identify diffusion

within the basal plane and along the c-axis respectively. In 8FM, these two diffusivities are

defined as functions of the two impurity jump frequencies, w∥ and w⊥, and six solvent jump

frequencies, wa, wb, wc, w
′
a, w

′
b, w

′
c [51] (see Fig. 4.3). They have the following definitions,

• w∥ is the jump frequency of solute-vacancy exchange within the basal plane;

• w⊥ is the jump frequency of solute-vacancy exchange between adjacent basal planes;

• wa is the jump frequency of vacancy-solvent exchange between adjacent basal planes

rearranging the solute-vacancy pair from in-plane to out-of-plane configuration;

• wb is the jump frequency of solvent-vacancy exchange within the basal plane rearranging

the in-plane solute-vacancy pair;

• wc is the jump frequency of solvent-vacancy exchange resulting in the separation of the

in-plane solute-vacancy pair;

• w′
a is the jump frequency of vacancy-solvent exchange in the adjacent basal plane rear-

ranging the solute-vacancy pair from out-of-plane to in-plane configuration;

• w′
b is the jump frequency of solvent-vacancy exchange within the basal plane rearranging

the out-of-plane solute-vacancy pair;

• w′
c is the jump frequency of solvent-vacancy exchange resulting in the separation of the

out-of-plane solute-vacancy pair.

D∥ and D⊥ are defined as [51],

D∥ =
1

2
C a2(3f∥xw∥ + f⊥xw⊥) (4.4)
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D⊥ =
3

4
C c2f⊥zw⊥, (4.5)

where a and c are the lattice parameters, C is the vacancy concentration, f∥x, f⊥x and f⊥z are

the partial correlation factors. The vacancy concentration is defined as an exponential function

of the formation energy of a vacancy next to the solute, ∆Hv,

C = exp

(
−∆Hv

kbT

)
, (4.6)

where kb is the Boltzmann’s constant and T is the absolute temperature. The binding energies

share similar definitions as presented in Section 4.2.1. ∆Hv is the sum of Ev and ∆Eb. The

correlation factors, f∥x, f⊥x and f⊥z are,

f∥x = 1 +
2S∥x

λ∥
(4.7)

f⊥x = 1 +
2S⊥x

λ⊥B
(4.8)

f⊥z =
2w′

a + 7Fw′
c

2w′
a + 2w⊥ + 7Fw′

c

, (4.9)

where λ∥ is the jump distance within the basal plane, λ⊥B is the projection of w⊥ jump distance

on the basal plane. S∥x and S⊥x represent the average final displacement of the solute in the

direction x after in-plane and out-of-plane jump. They are calculated as follows,

S∥x =
2wa

(√
3
2

)
S⊥x + 2wb

(
1
2

)
S∥x − w∥(λ∥ + S∥x)

2wa + 2wb + 7Fwc + w∥
(4.10)

S⊥x =
2w′

a

[√
3
2
S∥x +

1
2
S∥y

]
+ 2w′

b

(
1
2

)
S⊥x − w⊥ (λ⊥B + S⊥x)

2w′
a + 2w′

b + 7Fw′
c + w⊥

(4.11)

S∥y =
2wa

(
1
2

)
S⊥x + 2wb

(
−1

2

)
S∥y

2wa + 2wb + 7Fwc + w∥
, (4.12)

where F has a value of 0.736 [51] and is a ratio descriptive of the effect of the vacancy returning

back to the nearest-neighbour position. Each jump frequency depends on the migration energy,
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Figure 4.3: a) Schematic representation of out-of-plane (⊥) and in-plane (∥) jumps of the solute
atom in hcp crystal. The jump frequencies when solute and vacancy are b) in the same basal
plane and c) in adjacent basal planes.

∆Hm, and effective frequency, ν∗,

w = ν∗ exp

(
−∆Hm

kbT

)
. (4.13)

∆Hm is defined as the energy difference of the activated state, ETS, and the initial state,

EIS, along the energy pathway. The effective frequency was calculated following the Vineyard

definition [153] (see equation 3.8 in Section 3.3.1). In the case of self-diffusion, wa, w
′
a, wc and

w′
c are equal to w⊥, while wb and w′

b are equal to w∥, and ∆Hv is equal to Ev. Therefore, only

these two jump frequencies are required to calculate the self-diffusivities.

4.2.3 KMC simulations

Kinetic Monte Carlo simulations were used to study the diffusion of semi-metals in α-Ti and

verify the analytical model. The main algorithm of KMC is reported in Section 3.4. In the

case of vacancy-mediated mechanism the diffusion is simulated in a rigid lattice with fixed sites,

repeated infinite times to simulate the real lattice. This introduces an error due to the fact that

the concentration of vacancy sites in this small box is much higher than real values. Therefore,
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it is necessary to scale the time with equivalent concentration of vacancy, Ceq,

D =
1

2 d

< r2 >

< t >

1

Ceq
, (4.14)

Ceq =
Nv

Ns

1

C
, (4.15)

where Nv and Ns are respectively the number of vacancies and lattice sites in the simulation

box, and C is the vacancy concentration.

The KMC simulations were informed with the eight jump frequencies of the analytical model,

and the addition of the two reverse jumps of wc and w′
c, and in-plane and out-of-plane solvent-

vacancy swaps when the vacancy is far away from the solute atom. The diffusion coefficients

were calculated after 100 simulations. Each of these simulations was terminated after 106 solute

jumps or 109 vacancy jumps.

4.3 Results

4.3.1 Point defect

The vacancy formation energy, Ev, and the binding energy of solute-vacancy pair, ∆Eb, were

calculated using equations 4.2 and 4.3, respectively. Ev was evaluated with 54-atom supercell

equal to 1.976 eV, very similar to 1.971 eV obtained using 128-atom supercell. These results

confirm the previous first-principles studies where Ev was evaluated between 1.97 eV and 2.18

eV [121, 122, 124–126]. However, they overestimate the experimental values of 1.27±0.05 eV

[184] and 1.55 eV [185]. Nevertheless, these experimental values compared to the diffusion

activation energy, 3.1 eV. In fact, the migration energy would be around 1.55 eV. on the

other hand, Ev estimated from the melting temperature of Ti using the empirical relation

Ev = Tm(K) 10−3 provides a value of 1.95 eV.

The binding energy values of Al, Si, Ga, Ge, In and Sn in α-Ti are shown in Fig. 4.4. The

energies of a vacancy-solute pair in adjacent basal planes are displayed in black bars (∆Eb⊥).

The grey bars display the binding energy of a vacancy-solute pair sitting in the same basal
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Figure 4.4: Calculated binding energies of solute-vacancy pairs (∆Eb) when the solute and
vacancy are in adjacent basal planes (black bars) and in the same basal plane (grey bars) for
Al, Ga, Ge, In, Si, Sn in α-Ti. Positive values of ∆Eb indicate that the solute atom is repulsed
by the vacancy, while negative values indicate attraction between the vacancy and solute.

plane (∆Eb∥). The vacancy is attracted by Si, Ge, In and Sn, while Ga and Al have a repulsive

behaviour.

4.3.2 Self-diffusion

The minimum energy paths and vacancy migration energies of in-plane, w∥, and out-of-plane,

w⊥, solvent-vacancy swaps were evaluated by CI-NEB using five images. In the case of w⊥, the

path is rectilinear and there is only one saddle point, as shown in Fig. 4.5, with a migration

energy of 0.427 eV. On the contrary, the path of w∥ diverges from the rectilinear walk to

the one illustrated in Fig. 4.6 with two saddle points instead of one (see Fig. 4.5). Similar

pathways have been found in the case of self-diffusion in Zr and Ti in previous ab initio works

[121, 186, 187]. This may be a result of the presence of the host atoms in the above and below

basal planes, as suggested by Shang et al [121]. The parallel migration energy is 0.413 eV, which

is similar to the value found for the out-of-plane jump. The diffusion coefficients data evaluated

using 8FM and KMC are in good agreement, as shown in Fig. 4.7. The diffusion activation

energies along the two directions are similar, Q∥ is equal to 2.393 eV and Q⊥ to 2.399 eV. Also,

the pre-exponential factors do not significantly differ. D0∥ was estimated equal to 0.978x10-6
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Figure 4.5: Migration energies (∆Hm) of out-of-plane (⊥) and in-plane (∥) solvent jumps in
α-Ti evaluated with five images between the initial and final states.
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Figure 4.6: Schematic path of the in-plane jump. The path is diverged from the straight line
by the presence of Ti atoms in the two adjacent basal planes.

m2/s, while D0⊥ to 0.934x10-6 m2/s. These results confirm the anisotropy diffusion behaviour

observed experimentally. In fact, the migration is faster within the basal plane with respect to

the direction along c-axis, and the anisotropic ratio, D⊥/D∥, is equal to ≃0.89, confirming the

trend D⊥/D∥ < 1 observed experimentally by Köpper and co-workers for Ti [9] and for other

hcp elements with c/a ratio smaller than 1.633, such as Zr [98, 188].

The DFT diffusivity results were compared with previous DFT [121] and experimental [9]

studies (see Fig. 4.7). In their work, Shang et al [121] have estimated self-diffusivity using GGA-

PBEsol approximation [149] and PAW method with k-points mesh of 11 x 11 x 11 for 36-atom

cell and energy cut-off equal to 500 eV in MedeA. The experimental data have been obtained

using radio-tracer 44Ti in ultra-pure single crystal [9]. Our calculated diffusivities are consistent

with Shang et al study [121]. However, they have estimated higher Ev, Q⊥ and Q∥ equal to 2.14

eV, 2.65 eV and 2.57 eV respectively, and pre-exponential, D0⊥ andD0∥, equal to 1.20x10
-5 m2/s

and 1.07x10-5 m2/s). The difference can be attributed to the choice of approximation for the

exchange and correlation functional. In fact, Ev values obtained with GGA-PBEsol are usually
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higher than GGA-PBE results [127]. On the other hand, the different supercell size, k-point

mesh, and energy cut-off have less influence. Our findings show that ∆Hm values increase only

0.05-0.06 eV when using 4x4x4 supercells, and by 1 meV with higher energy cut-off (500 eV) and

density k-point mesh. Both first-principles surveys overestimate the experimental diffusivities of

Köpper and co-workers [9]. This may be due to error on the evaluation of Ev. Many researchers

have tried to improve the calculation of this quantity, suggesting new exchange and correlation

energy approximations or correcting them a posteriori [128]. In fact, a vacancy can be treated

as an internal surface [128] since it locally introduces a change of the electron density. However,

the GGA approximation do not describe very well surface behaviour introducing the problem of

“internal surface error correction” in the calculation of Ev. In an attempt to overcome this, new

GGA approximations have been proposed (GGA-PBEsol [149], LAG [189], AM05 [190]) which

correct for this error. Medesani and co-worker have compared the formation energy of several

elements, including Ti, obtained with different approximations of exchange and correlation

energies, and with or without the a posteriori correction. Their results shows that GGA-PBE

generally underestimate the vacancy formation energy with respect to the experimental data.

In the case of Ti, Ev values vary between 1.95 eV to 2.18 eV, which are much larger than the

experimental values reported in the literature, 1.27 eV [184] and 1.55 eV [? ]. However, these

experimental data seem too small compared to the activation energy Q∥ of 3.1 eV extrapolated

by Köpper et al [9]. In fact, supposing a ∆Hm∥ of 0.5 eV, Ev is expected to be equal to 2.6 eV.

This value is more consistent with the DFT calculations than experimental values. In addition,

the vacancy formation energy empirically calculated from the melting temperature is 1.95 eV,

similar to the value obtained in this work. It is clear that the evaluation of vacancy formation

energy requires further computational and experimental investigations in order to overcome

this gap between predictions and experiment.

The high diffusion barriers indicate that at very low temperature (i.e. less than 200 ◦C)

the migration of Ti atoms is very slow. However, the study of Zhang and co-workers [191] on

the cold dwell fatigue indicates that Ti atoms still diffuse at room temperature. The activation

energy of this migration is supposed to be around 0.62 eV [191]. This value is remarkably lower
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Figure 4.7: Comparison of a) D⊥ and b) D∥ data obtained in this work by 8-frequency method
(D8FM) and KMC method (DKMC), with previous DFT (DShang) [121] and experimental studies
(DExp) [9].

than the activation energy of vacancy-mediated mechanism, suggesting that self-interstitial

migration may be involved. A brief investigation on self-interstitials in α-Ti is reported in

Appendix A.

4.3.3 Semi-metals diffusion

The “8-frequency” model and KMC simulations are now applied to the evaluation of solute

diffusion coefficients of Al, Si, Ga, Ge, In and Sn in α-Ti. The jump pathways were obtained

following the procedure described earlier in Section 4.3.2. The MEPs are plotted in Fig. 4.8,

and the values of ∆Hv and ∆Hm are presented in Table 4.4. The CI-NEB results indicate

that ∥ jump is energetically more favourable than ⊥ jump. The solute-vacancy pair formation

energy of in-plane and out-of-plane configurations are comparable, while migration energies can

be considerably different between the two transitions. In the case of Ge particularly, ∆Hm⊥ is

two times higher than migration energy of in-plane jump. In the case of Si and Ga, the energy

difference between ∆Hm⊥ and ∆Hm∥ is 0.2-0.3 eV. On the other hand, the energy difference in

the case of Al, Sn and In is around 0.1 eV or less.

The Al-diffusivity values calculated in this work were compared with previous computational

[166] and experimental [9] works in Fig. 4.9. Mantina [166] has studied Al diffusion coefficients

with 8FM informed with ab initio data. The jump frequencies have been obtained using VASP
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Table 4.4: First-principles evaluation of the formation energy of vacancy adjacent to the
impurity (∆Hv) and migration energy (∆Hm) of semi-metals in the case of out-of-plane (⊥)
and in-plane (∥) configurations in α-Ti. The calculations were performed at constatn pressure
and fully relaxation of the cell.

Solute ∆Hv⊥ (eV) ∆Hm⊥ (eV) ∆Hv∥ (eV) ∆Hm∥ (eV)

Al 2.047 0.696 2.101 0.603

Si 1.932 1.290 1.972 0.938

Ga 1.978 0.753 2.038 0.546

Ge 1.886 1.018 1.942 0.526

In 1.873 0.314 1.889 0.270

Sn 1.868 0.477 1.904 0.320
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Figure 4.8: Minimum energy paths of a) out-of-plane (⊥) and b) in-plane (∥) transitions of
semi-metals in α-Ti.

with LDA approximation, PAW method, energy cut-off of 300 eV, and kpoint mesh of 7 x 7 x

6 for 36-atom supercell. MEPs have been estimated using NEB without climb image method.

Köppers et al [9] have studied diffusivity of Al in high-pure single crystal sample using SIMS .

The large difference between the current work and Mantina’s work is probably due to the fact

the CI-NEB is more accurate method to estimate the saddle point than NEB. Additionally, our

results are more consistent with experimental data than Mantina’s values.

The perpendicular and parallel diffusivities of semi-metals evaluated using 8FM are pre-

sented and compared with self-diffusivities in Fig. 4.10, while the diffusion parameters are
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Figure 4.10: Comparison of self-diffusion coefficients with semi-metals diffusivities a) along the
c-axis (D⊥), and b) within the basal plane (D∥) obtained by 8FM.

summarised in Table 4.5 and 4.6. The activation energies follow the order QSi
⊥ > QGe

⊥ > QAl
⊥ >

QGa
⊥ > QSn

⊥ > QIn
⊥ in the case of perpendicular diffusion, and QSi

∥ > QAl
∥ > QGa

∥ > QGe
∥ >

QSn
∥ > QIn

∥ in the case of parallel migration. In both directions, Si is the slowest diffuser of the

semi-metals, while In is the fastest, followed by Sn. Ge is the second slowest diffuser along the

c-axis, slower than Ga and Al. However, Ge diffuses faster than Al and Ga within the basal

plane. The semi-metals diffusion along the c-axis is slower than the migration within the basal

plane, respecting the trend D⊥/D∥ < 1 of self-diffusivity. D⊥/D∥ of In, Sn and Ga ratio are

equal to ≃0.53, ≃0.31 and ≃0.22, smaller than solvent and Al ratio, respectively, equal to ≃

0.89 and ≃ 0.8. In the case of Si and Ge, D∥ is two/three orders of magnitude higher than D⊥

leading to a very low D⊥/D∥ values, equal to ≃0.053 and ≃0.008 respectively.
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In order to verify the accuracy of 8FM results, KMC simulations were performed, the

diffusivity values are compared in Fig. 4.11 in the case of perpendicular diffusion and Fig. 4.12

for parallel migration. The activation energies and pre-exponential factors are compared in

Table 4.5 and 4.6. Our results show consistency between the analytical and KMC approaches.
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Figure 4.11: Comparison of perpendicular diffusivities (D⊥) obtained by 8FM (D8FM) and
KMC simulations (DKMC) of a) Al, b) Si, c) Ga, d) Ge, e) In and f) Sn.
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Figure 4.12: Comparison of parallel diffusivities (D∥) obtained by 8FM (D8FM) and KMC
simulations (DKMC) of a) Al, b) Si, c) Ga, d) Ge, e) In and f) Sn.

4.4 Discussion and Conclusions

We have obtained the values of the semi-metals diffusivities in α-Ti using “8-frequency” model

implemented by ab initio calculations. Our results agree with KMC values, and in the case of

solvent and Al diffusion also agree with previous first-principles and experimental data.

One interesting finding is that large atoms move faster than small atoms. Large solute
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Table 4.5: Activation energies (Q) of semi-metals diffusion perpendicular (⊥) and parallel (∥)
to the basal plane in α-Ti obtained by using 8FM model and KMC approach.

Solute Q8FM
⊥ (eV) QKMC

⊥ (eV) Q8FM
∥ (eV) QKMC

∥ (eV)

Al 2.736 2.902 2.709 2.541

Si 3.222 3.584 2.912 3.032

Ga 2.728 2.988 2.585 2.620

Ge 2.903 3.224 2.461 2.692

In 2.369 2.444 2.236 2.283

Sn 2.395 2.734 2.293 2.389

Table 4.6: Pre-exponential factors (D0) of semi-metals diffusion perpendicular (⊥) and parallel
(∥) to the basal plane in α-Ti obtained by using 8FM and KMC approach.

Solute D8FM
0⊥ (m2/s) DKMC

0⊥ (m2/s) D8FM
0∥ (m2/s) DKMC

0∥ (m2/s)

Al 1.034x10-6 4.990x10-6 9.290x10-7 4.894x10-7

Si 1.319x10-6 1.574x10-5 6.740x10-7 2.154x10-6

Ga 6.100x10-7 3.417x10-6 5.160x10-7 1.896x10-6

Ge 7.580x10-7 2.529x10-6 5.470x10-7 4.885x10-6

In 1.127x10-6 1.304x10-6 5.520x10-7 2.707x10-7

Sn 6.080x10-7 5.335x10-6 5.940x10-7 7.816x10-7

such as In has smaller migration energy than Si, as shown in Fig. 4.13, where the out-of-plane

and in-plane ∆Hm energies are plotted against the solute radius. Although Si has smaller

atomic radius (1.11 Å) than In (1.54 Å), In has migration energies three times smaller than

Si. This seems to be related to the electronic character of solute-solvent bond as described

in Section 4.4.1. The second result offers an explanation for the anisotropic behaviour of the

solute diffusion in α-Ti. The migration energies of out-of-plane jump are larger than ∆Hm∥, as

shown in Fig. 4.13, leading to anisotropy ratio lower than one (see Fig. 4.14). Ge is a special

case, since DGe
∥ is 103 times higher than DGe

⊥ , and ∆Hm∥ is half of ∆Hm⊥ value. The bond

angle of solute-solvent pair seems to play a key role on the diffusion anisotropy behaviour, as

reported in Section 4.4.2.
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4.4.1 Atomic size and solute diffusion

The results obtained in this work contradict the common opinion that small atoms diffuse faster

than large atoms. This fact has already been observed by Krcmar et al [106] on the diffusion of

transition metals in Ni, where the solute migration is governed by the electronic characteristics

of solute-solvent bonds, and the size effect has only a minor role. This observation can be also

applied to semi-metals diffusion in Ti, especially when we compare Si and In diffusion. Using

DFT calculations, the charge density of a crystal with Si and In sitting next to the vacancy

are compared with the charge density at the saddle point of the out-of-plane jump in Fig. 4.15.

The charge accumulation around Si is orientated along the directions [0001] and [11̄00], as the
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Figure 4.15: Electronic charge density of a) Si and In next to a vacancy, and b) Si and In at
the saddle point in the plane normal to the migration direction.

solute creates directional bonds with the nearest Ti. The behaviour displayed by In differs

as the charge density is spherically-symmetrical around the In atom indicating no directional

bond. Therefore, Si requires higher energy to jump than In. The density of state (DOS) curves

were also calculated. The DOS of the first-nearest neighbour Ti atom to the Si and In atom

at initial and transition states during ⊥ jump are presented in Fig. 4.16. In general, the 0 eV

energy value corresponds to the Fermi energy. This is the highest level of energy occupied by

the electrons. The energy levels below 0 eV correspond to the valence band, while the covalent

band is identified on the region over the Fermi energy. In the case of In, the area under the

curve in the covalent region is larger than Si case, indicating a weak solute-solvent bond that

can be easily broken. Si has smaller covalent region both at the initial and transition state,

indicating that the Si-Ti bond requires a large energy to be broken. In conclusion, the diffusion

behaviour of semi-metals in α-Ti is not only controlled by the atomic size, but also by the

solute-solvent bond.

4.4.2 Diffusion anisotropy

Our results show that semi-metals diffusion in α-Ti is characterised by anisotropic behaviour

which is extreme in the case of Ge (see Fig. 4.14). The electronic structure of solute-host bond
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is not sufficient to explain this anisotropy diffusion.

We apply the model proposed by Swalin to describe the diffusion in fcc crystal [192] to hcp

α-Ti in order to investigate such behaviour. Swalin considers the migration energy as a result

of two components. The energy due to the dilation of the “host window” surrounding the

solute at the saddle point, and the energy due to the compression of solute in order to squeeze

through this window. When the solute jumps, it passes through the window formed by the

nearest solvent atoms at the saddle point. These solvent atoms can move closer or further away

from the jumping atom. If the host displacement is small, the dilation component of activation

energy is high and vice-versa. The dilation energy is proportional to the circumferential circle

radius, R, of the host window. The solvent windows for in-plane and out-of-plane jumps are

schematically shown in Fig. 4.17. The red dashed line indicates the circumferential circle to

the host window. In Table 4.7, R and ∆Hm values of out-of-plane and in-plane solute jumps

are compared. While the migration energies are quite different, the R∥/R⊥ is close to 1,

indicating that dilation is similar for the two transitions, and therefore it has no relevant effect

on the anisotropy. The second term of Swalin’s model is proportional to the compressibility of

the solute atoms. An estimation of solute compressibility can be obtained by calculating the

migration energy with unrelaxed host window. These values are reported in Table 4.8, and they

suggest that the compressibility also has a small effect on the anisotropy behaviour in α-Ti,

since the
(
∆Hm∥/∆Hm⊥

)unrelaxed
ratios are circa 1.

A third term is needed when considering a hcp crystal, as the angle of solute-solvent bond

at the transition state differs between the in-plane and out-plane jumps. In this work, this

angle is denoted as γ, and it is highlighted in Fig. 4.17. In the ideal case, γ is equal to 71.1o for

out-of-plane jump and to 68.8o for in-plane jump. During the solute migration, these two values

change as reported in Table 4.9. Both γ⊥ and γ∥ decrease with respect to the ideal values. The

reduction of γ⊥ is around 6.2-7.5 %, while γ∥ is reduced by 9.5-10.5 %. The effect of γ can

be qualitatively measured by calculating the migration energy, allowing for the dilation, but

without bond angle distortion. The migration energy calculated when the bond angle are not

distorted (∆Hγideal
m ) are reported in Table 4.9. As expected, both ∆Hγideal

m⊥ and ∆Hγideal
m∥ values
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Table 4.7: Values and ratios of semi-metals circumferential radii (R) and migration energies
(∆Hm) of in-plane (∥) and out-of-plane (⊥) jumps after full relaxation. The circumferential
radius quantifies the dilation component of migration energy.

Solute R⊥ (Å) R∥ (Å) R∥/R⊥ ∆Hm⊥ (eV) ∆Hm∥ (eV) ∆Hm∥/∆Hm⊥

Al 2.758 2.734 0.991 0.696 0.603 0.866

Si 2.661 2.633 0.990 1.290 0.938 0.727

Ga 2.725 2.710 0.985 0.753 0.546 0.725

Ge 2.690 2.674 0.994 1.018 0.526 0.514

In 2.844 2.825 0.993 0.314 0.270 0.859

Sn 2.826 2.810 0.994 0.477 0.320 0.671

Table 4.8: Values and ratios of semi-metals migration energies of in-plane (∥) and out-of-plane
(⊥) jumps calculated with unrelaxed solvent-window (∆Hunrelaxed

m ). These migration energies
qualitatively measure the solute compressibility.

Solute ∆Hunrelaxed
m⊥ (eV) ∆Hunrelaxed

m∥ (eV)
(
∆Hm∥/∆Hm⊥

)unrelaxed
Al 1.748 1.781 1.019

Si 1.655 1.810 1.094

Ga 1.340 1.659 1.238

Ge 2.269 2.444 1.077

In 1.696 1.888 1.113

Sn 1.675 2.069 1.235

increase with respect to the fully relaxed data reported in Table 4.7. However, in the case of in-

plane jump, the migration energies without bond angle distortion are higher than fully relaxed

case, while in case of out-of-plane jumps the migration energies are similar to the fully relaxed

case. In particular, the ratio
(
∆Hm∥/∆Hm⊥

)γideal
is close to 1. This suggests that the distortion

of bond angle after full relaxation leads to a low-energy configuration at the saddle point in the

case of in-plane jump. As a result, the solute diffusion in α-Ti has an anisotropic character,

which is extreme in the case of Ge. The ∆HGe
m⊥ energy does not significantly change between

conditions with and without bond angle distortion. On the contrary, the
(
∆Hm∥

)Ge

γideal
energy

doubles the complete relaxation values. Si shows similar behaviour to Ge, with the migration
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Table 4.9: Values of semi-metals bond angles (γ) after full relaxation, and the values and ratios
of migration energies evaluated with ideal angle (∆Hγideal) of in-plane (∥) and out-of-plane (⊥)
jumps. These migration energies quantify the effect of bond distortion.

Solute γ⊥ γ∥ ∆Hγideal
m⊥ (eV) ∆Hγideal

m∥ (eV)
(
∆Hm∥/∆Hm⊥

)γideal
Al 66.7o 62.0o 0.829 0.680 0.820

Si 66.6o 62.0o 1.329 1.349 1.015

Ga 66.6o 62.1o 0.842 0.975 1.157

Ge 66.6o 62.2o 1.062 1.121 1.055

In 66.0o 61.9o 0.566 0.814 1.437

Sn 65.8o 61.6o 0.711 0.914 1.285

energies of ideal γ having ratio of
(
∆Hm∥/∆Hm⊥

)γideal
close to 1. However, the ∆HSi

m∥ energy

decreases by 0.411 eV when the symmetry is relaxed. In the case of perpendicular jumps, the

reduction is only of 39 meV. The migration energies of In and Sn atoms also reduce from ideal

to fully relaxed symmetry cases. In the of case of Al, the ∆Hm∥/∆Hm⊥ ratio is not significantly

influenced by γ. This is consistent with the fact that the anisotropy ratio of Al is close to 1. In

general, the relaxed bond angle leads to a low-energy configuration at the activated state in the

case of parallel jump. As a result, the substitutional solute requires larger energy to perform

the w⊥ than w∥ jump.
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(a)

(b)

Figure 4.16: Comparison of DOS curves of Ti atom sitting next to a) Si and b) In at initial
state and saddle point in the case of out-of-plane jump.
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Figure 4.17: Window formed by the nearest-Ti atoms surrounding the solute at the saddle
point of a) ∥ and b) ⊥ jumps. The circumferential circles are displayed in red dashed line, the
corresponding radii are defined as R, and the bond angles are referred as γ.
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Chapter 5

Interstitial diffusion in alpha-Ti: O, N

and C

5.1 Introduction

Oxygen, Nitrogen and Carbon have severe detrimental effect on the creep properties of near-α

Ti alloys, forming the fragile α-case phase [1, 28]. Due to the poor ductility of the phase, the

α-case acts as source for fracture initiation [28]. The large concentration of these elements

leads to a loss of plasticity in Ti [22, 65, 90]. At high temperature, these elements dissolve

in the interstitial sites, and the α-case phase rapidly spreads in the Ti bulk, as a result of

their fast diffusion rates [28]. The study of Zhu et al [32] on the dynamics of Ti oxidation

shows that O is thermally more stable in the bulk than in TiO2. Additionally, Zhu and co-

workers have established that the oxidation process is controlled by the O bulk diffusion barrier

[32]. Understanding the O, N and C diffusion mechanism is important for the prevention

and mitigation of α-case phase formation when designing high-temperature alloys and their

thermo-mechanical processing. Knowing which interstitial sites they occupy and through which

transition pathways they move is fundamental for the control of oxide growth in Ti.

The diffusion of O, N and C is governed by interstitial transitions, given the small radius of

these three solute. In the interstitial diffusion, the host lattice shows no displacement before and
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Figure 5.1: Schematic representation of solute interstitial migration.

after the solute jump (see Fig. 5.1). The shift of solvent atoms happens only at the activated

state to allow the solute jump. All the jumps are equally probable and independent, at least in

dilute alloys. The solute walk can be considered random and it is not required to introduce the

correlation factor in the diffusion coefficients formulation. When the interstitial concentration is

higher, more interstitial sites are occupied, blocking some jumps. In this case, the migration can

not be considered completely random any more. A particular case of interstitial diffusion is the

interstitialcy migration which involves self-interstitials instead of solute atoms. This mechanism

consists on the self-interstitial atom jumping into an occupied lattice site, pushing away the

solvent atom, as shown in Fig. 5.2. In this scenario, the jump from lattice to a self-interstitial

site can not be considered independent, since one of the interstitial sites is already occupied.

Therefore, the interstitialcy mechanism needs to be considered as correlated migration. The

self-interstitial formation energy is high, two or three times higher than vacancy formation

energy, so the self-interstitial concentration is usually neglected considering the magnitude of

the vacancy concentration. The thermal diffusion is usually not significantly influenced by

interstitialcy mechanism, but the migration of these defects becomes important in the case of

energetic particle radiation, hence in radiation-induced diffusion.

The experimental bulk diffusivities of O [23], N [24], C [25, 26] have already been presented in

Fig. 2.26 in Section 2.3.5, the corresponding diffusion parameters are summarised in Table 5.1.

N and O have similar diffusion behaviour, with O migration energetically more favourable with

respect to N diffusion. In the case of C, there is a discrepancy between the two experimental

studies found in the literature [25, 26]. Nevertheless, C diffusivities are higher than O and
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Figure 5.2: Schematic representation of interstitialcy migration.

N values in α-Ti. These three solutes present larger diffusivity values with respect to the

solvent diffusion, suggesting that they move through interstitial transitions. However, these

experimental studies do not give informations on the mechanism itself. For example, the O and

C diffusions follow the sameD⊥/D∥ < 1 trend of self-diffusion and substitutional solute diffusion

[26, 193], contradicting the predictions of the model proposed by Bertin and co-workers[194].

In their model, Bertin et at have suggested that O, C and N dissolve in and move through

octahedral and tetrahedral sites. On the other, ab intio method has been shown capable of

predicting the interstitial diffusion [50, 110], using an analytical method called Multi-State

Diffusion (MSD). The MSD method was developed by Landman and Shlesinger [52, 53] to

describe the random walk when the atom moves through internal sites (see Section 5.2). It

has been used by Wu and Trinkle [50] to study O interstitial diffusion in α-Ti and by O’Hara

and Demkov for O and N diffusion in α-Hf [110], obtaining good results with respect to the

experimental data. These works also show that the interstitial migration can happen through

less traditional interstitial sites than octahedral and tetrahedral sites. The aim of this chapter

is to investigate the diffusion mechanism of O, N and C using MSD and KMC simulations

informed by DFT calculations.

Our results confirm the fact that O, N and C preferentially occupy octahedral sites, however

tetrahedral sites are unstable and relax to hexahedral site (see Section 5.3). As established by

Wu and Trinkle [50], less traditional interstitial sites were found to be stable such as hexahedral,

crowdion and basal crowdion. Nevertheless, when these solutes sit at octahedral sites, they form

strong bond with Ti atoms. The covalent nature of these bonds can explain the loss of plasticity
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Table 5.1: Experimental diffusion parameters of O, N, and C in α-Ti. Q and D0 are the
activation energy and pre-exponential factor of bulk diffusion.

Solute Q (eV) D0 (m2/s)

O [23] 1.752±0.5 2±1x10-7

N [24] 1.897±0.02 1.1±0.8x10-7

C [25] 1.171±0.03 6.4±0.2x10-7

C [26] 2.083 4.85x10-4

in Ti. A review of the common migration pathways through which these elements were believed

to migrate [22] is also required. The updated MEPs can explain the diffusion anisotropy in

α-Ti of these atoms (see Section 5.4).

5.2 Methodology

The interstitial energies were calculated using VASP 5.3.2 [58–61] and with electronic structure

described by PAW [142], the exchange-correlation functional was computed using GGA-PBE

[143], and used a 54-atom supercell, with a Monkhorst-Pack mesh of 32 x 32 x 17 k-points for

a 2-atom cell and an energy cut-off of 350 eV. The migration energies and minimum energy

path were evaluated using CI-NEB [62–64] with five images using the same set-up of interstitial

energy calculations (supercell size, k-points mesh, and energy cut-off).

5.2.1 Interstitial site in hcp crystal

In a hcp crystal, there are eight possible interstitial sites, as shown schematically in Fig. 5.3.

In this work, octahedral site is indicated as OC, tetrahedral as TE, crowdion as CR, split

dumbbells along the c-axis as SP, basal octahedral as BO, hexahedral as HE, basal crowdion

as BC and split dumbbells in the basal plane as BS. OC and TE sites have trigonal symmetry,

and there are two octahedral and four tetrahedral sites in the unit cell. OC is surrounded by

six Ti atoms, while TE has four nearest solvent atoms. CR has monoclinic symmetry and has

two 1-st-nearest-neighbour and four 2-nd-nearest-neighbour Ti atoms. There are six equivalent
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Figure 5.3: Schematic representation of the possible stable interstitial sites in hcp crystal:
octahedral (OC), tetrahedral (TE), crowdion (CR), split dumbbells along the c-axis (SP), basal
octahedral (BS), hexahedral (HE), basal crowdion (BC) and split dumbbell in the basal plane
(BS).

crowdion sites in the unit cell. SP, BS and BC sites have orthorhombic symmetry. BS and SP

configurations are obtained by substituting the solvent atom by solute-host pair at the lattice

position. BC site has two 1-st-nearest-neighbour and four 2-nd-nearest-neighbour solvent atoms.

In the unit cell, it is possible to count four SP, six BS and four BC sites. HE and BO have

hexagonal geometry and they are surrounded by three solvent atoms. There are two HE and

two BO equivalent sites in hcp unit cell. The geometries and symmetries of these sites are

summarised in Table 5.2, where the reduced coordinates are given for lattice sites at (0,0,0)

and (1/3,1/3,1/2).

The interstitial energy, Ei, was evaluated using,

Ei = E{MN + I} − E{MN−1 +X1} −
N + 1

N
E{MN}; (5.1)

where N is the total number of solvent atoms, E{MN +I} is the energy of system where solute

occupies the interstitial site, E{MN−1 +X1} is the energy of system with substitutional solute

and E{MN} is the energy of the perfect site. Negative values of Ei indicate that solute tends
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Table 5.2: Geometry, symmetry and number of equivalent sites of the eight interstitial sites in
hcp unit cell. The reduced coordinates are given for lattice sites at (0,0,0) and (1/3,1/3,1/2).
In the case of SP and BS, the solvent atom in the origin moves to a new position reported in
the second line.

Site Symmetry Symmetry Reduced Number of

system group coordinates equivalent sites

OC Trigonal 3m1 (2/3,2/3,1/4) 2

TE Trigonal 3m (0,0,3/8) 4

CR Monoclinic 2/m (1/6,1/6,1/4) 6

SP Orthorhombic 6m2 (0,0,1/4) 4

(0,0,-1/4)

BO Hexagonal 6m2 (2/3,2/3,0) 2

HE Hexagonal 6m2 (0,0,1/2) 2

BC Orthorhombic mm2 (1/2,0,0) 4

BS Orthorhombic mm2 (1/3,0,0) 6

(-1/3,0,0)

to dissolve as interstitial and vice-versa.

5.2.2 Multi State Diffusion method

Landman and Shlesinger have developed the Multi-State Diffusion method technique to gen-

eralize the continuous-time random walk to systems where the atom transitions occur between

internal states [52, 53]. This method can be applied to study the interstitial diffusion [50, 110].

In practice, it consists on defining the stable interstitial sites occupied by the solute in the

crystals. The second step is to identify and map the possible transitions occurring from each

stable interstitial site. Once the map is complete, the average displacement and waiting-time

distribution function, ψ
ij
(t), of each jump is calculated. This function governs the temporal

dependence of the i → j jump, and it depends on the sum of n jump frequencies from site j,
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Λj, and jump frequency from j to i site, wij,

ψ
ij
(t) = nij wij exp (−Λjt) (5.2)

where nij is the total number of i→ j jump from site i,

Λj =
∑
i

wij. (5.3)

The next step is to build the Laplace transform matrix of waiting-time function,
−→
ψ (u), and

Fourier transform matrix of the average displacement, p̃∗
(−→
k
)
. The probability to perform

transition states is described by propagator matrix, R
(−→
k , u

)
, defined as,

R
(−→
k , u

)
=

[
I − p̃∗

(−→
k
)
·
−→
ψ (u)

]
, (5.4)

where I is the identity matrix. Finally, the diffusion coefficient along a generic r direction is

defined as,

Dr =
σ2
r(t)

2t
, (5.5)

where σ2
r(t) is the variance of diffusion depending on determinant of R

(−→
k , u

)
, ∆

(−→
k , u

)
,

σ2
r(t) = lim−→

k→0

t
1

∆0

δ2∆

δk2r
|u→0, (5.6)

with

∆0 = lim
u→0

∆
(−→
k , u

)
u

. (5.7)

In this work, the possible transition pathways are presented in Section 5.3.2, while the

Laplace transform matrices of waiting time and the Fourier transform matrices of displacement

obtained following the procedure explained in [53] are presented in Appendix B.
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Table 5.3: Interstitial formation energies (Ei) of O, N and C in α-Ti. If the interstitial site
results unstable, the solute can displace to an other configuration or be a saddle point, as
reported in bracket.

Site EO
i (eV) EN

i (eV) EC
i (eV)

OC -5.612 -5.931 -3.862

TE (HE) (HE) (HE)

CR -4.304 -4.554 -2.554

SP (HE) HE) (HE)

BO (Saddle point) (Saddle point) (Saddle point)

HE -4.384 -4.182 (Saddle point)

BC (HE) -4.610 -2.547

BS (HE) (BC) (BC)

5.2.3 KMC simulations

KMC simulations were also performed in order to verify the results of the analytical method.

The diffusion coefficients were calculate using the equation 3.11 in Section 3.4. Since the

vacancies are not involved and the migration can be considered random, there is no need to

introduce the Ceq correction in the diffusivity equation. The diffusivities are obtained after 100

simulations of 106 solute jumps each.

5.3 Results

5.3.1 Interstitial sites

The O, N and C interstitial energies and their stability at each interstitial site in α-Ti were

evaluated using DFT and they are reported in Table 5.3.

Oxygen has three stable interstitial sites, OC, CR and HE. TE, SP, BC and BS sites are

unstable, and O moves to HE configuration after relaxation. BO configuration is metastable

since it has one imaginary vibrational frequency. The values of Ei indicate that O preferentially

dissolves at octahedral site, where it is surrounded by six solvents at distance of 2.085 Å. HE
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is the second energetically favourable site to be occupied by O, followed by CR site. In the HE

site, O has three 1st-nearest solvents at 1.949 Å in the same basal plane and two 2nd-nearest

neighbours at 2.163 Å along c-axis. When O is at CR position, there are two 1st-nearest-

neighbour and four 2nd-nearest-neighbour Ti atoms in the adjacent basal planes at 2.036 Å and

2.139 Å, respectively. In the unit cell, there are two OC, two HE and six CR sites as shows

schematically in Fig. 5.4-a.

Nitrogen occupies OC, BC, CR and HE sites. Similar to oxygen, BO is metastable with

one imaginary vibrational frequency. The calculations of TE and SP sites show that these sites

are unstable and atomic forces drive N to HE site, while in the case of BS, they drive it to BC.

Nitrogen at OC is the most favourable configuration followed by BC, CR and HE. At OC site,

the distance between N and one of the six 1st-nearest solvent is 2.070 Å. At CR site, the two

1st-nearest and four 2nd-nearest Ti atoms are respectively at 2.027 Å and 2.116 Å. At HE site,

there are three 1st-nearest solvents at 1.937 Å in the same basal planes of N and two 2nd-nearest

neighbours at 2.142 Å along c-axis. When N occupies BC position, it has two 1st-nearest host

atoms at 1.970 Å, one 2nd-nearest solvent atoms at 2.066 Å, and two 3rd-nearest Ti atoms at

2.129 Å. All these four sites and their equivalent sites in the unit cell are schematically shown

in Fig. 5.4-b.

Carbon occupies preferentially OC site followed by CR and BC sites. BO and HE sites have

one imaginary vibrational frequency, hence they are metastable. After relaxation, C moves

from TE and SP to HE sites and from BS to BC sites. At OC site, the six nearest solvents

distance 2.097 Å from C. The distance between the two 1st-nearest Ti atoms and C at CR

is 2.049 Å, while the four 2nd-nearest Ti atoms are at 2.168 Å. When C is at BC site, there

are two 1st-nearest solvent atoms at 2.000 Å, one 2nd-nearest solvent atom at 2.107 Å and two

3rd-nearest solvent atoms at 2.156 Å. These three interstitial sites and their equivalent in the

unit cell are schematically shown in Fig. 5.4-c.
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Figure 5.4: Schematic representation of a) O, b) N and c) C stable interstitial sites in α-Ti.

5.3.2 Transition Pathways

In this section, the map of all possible transitions and the jump frequencies calculated using

CI-NEB method of O, N and C stable in α-Ti are reported.

Octahedral, hexahedral and crowdion are O stable interstitial sites in α-Ti. The transitions

from these three sites are shown in Fig. 5.5. From the OC sites, O can perform two OC→OC

transitions along c-axis, six OC→CR transitions within the basal plane and two OC→HE

transitions. When O sits at CR sites, it can move to one of the two OC sites on the same

basal plane (CR→OC), or to one of the two HE sites on the adjacent basal plane (CR→HE).

There are six possible jumps from HE to CR sites (HE→CR) and six jumps from HE to OC

sites (HE→OC). The MEPs of these transitions were evaluated using CI-NEB with fives images

between the initial and final states (see Fig. 5.6). The corresponding migration energies, ∆Hm,

and effective frequencies, ν∗, are summarised in Table 5.4.

The pathway networks of N are shown in Fig. 5.7. The jumps are similar to the ones

described for O with the addition of the jumps from and to BC sites. From OC site, N can

perform the same jumps described for O plus six OC→BC transitions in the adjacent basal

planes. The CR site is surrounded by two OC sites in the same basal plane, two HE sites and

four BC sites in the adjacent basal planes, corresponding to two CR→OC, two CR→HE and

four CR→BC jumps. Nitrogen can move from HE sites to one of the six CR sites (HE→CR)

or to one of the six OC sites (HE→OC). BC sites are surrounded by four CR and two OC
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a) b) c) d)

Figure 5.5: Schematic representation of transition pathways of O in α-Ti: a) OC↔CR, b)
HE↔CR, c) OC↔HE and d) OC↔OC along c-axis.

Table 5.4: Migration energy (∆Hm) and effective frequency (ν∗) of O interstitial jumps in α-Ti.

∆Hm (eV) ν∗ (THz)

OC→OC 3.850 13.67

OC→CR 1.883 27.92

OC→HE 2.061 12.24

CR→OC 0.575 11.19

CR→HE 0.596 3.60

HE→OC 0.833 10.45

HE→CR 0.676 5.70
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Figure 5.6: MEPs of O interstitial jumps in α-Ti: OC↔OC, OC↔HE, OC↔CR and HE↔CR
transitions.
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a) b) c)

d) e) f)

Figure 5.7: Schematic representation of transition pathways of N in α-Ti: a) OC↔CR, b)
HE↔CR, c) OC↔HE, d) OC↔OC along c-axis, e) BC↔CR and f) BC↔OC.
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Figure 5.8: MEPs of N interstitial transitions in α-Ti: OC↔OC, OC↔HE, OC↔CR, OC↔BC
, CR↔HE and BC↔CR transitions.

sites leading to four BC→CR and two BC→OC jumps. The BC↔HE swap is not considered

because it occurs within the CR site. The MEPs of these transitions are displayed in Fig. 5.8

and their ∆Hm and ν∗ values are summarised in Table 5.5.
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Table 5.5: Migration energy (∆Hm) and effective frequency (ν∗) of N interstitial jumps in α-Ti.

∆Hm (eV) ν∗ (THz)

OC→OC 3.784 18.858

OC→CR 2.038 23.217

OC→HE 2.430 10.566

OC→BC 2.164 18.181

CR→OC 0.661 20.100

CR→HE 1.093 15.098

CR→BC 1.175 12.719

HE→OC 0.682 13.237

HE→CR 0.722 9.503

BC→OC 0.842 17.367

BC→CR 1.230 35.113

a) b) c) d)

Figure 5.9: Schematic representation of transition pathways of C inα-Ti: a) OC↔CR, b)
OC↔OC along c-axis, c) BC↔OC and d) OC↔CR .

Finally, the interstitial jumps for C are displayed in Fig.5.9. From the OC site, there are

two OC→OC transitions along the c-axis, six OC→CR transitions within the basal plane and

six OC→BC transitions. In the case of CR site, there are two CR→OC transitions in the

same basal plane and four CR→BC transitions. From the BC site, there are two BC→OC

and four BC→CR transitions. The MEPs of these jumps are displayed in Fig. 5.10, and the

corresponding ∆Hm and ν∗ values are summarised in Table 5.6.
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Table 5.6: Migration energy (∆Hm) and effective frequency (ν∗) of C interstitial jumps in α-Ti.

∆Hm (eV) ν∗ (THz)

OC→OC 3.396 16.701

OC→CR 1.424 94.570

OC→BC 1.694 70.874

CR→OC 0.116 3.210

CR→BC 0.848 10.85

BC→OC 0.379 17.599

BC→CR 0.841 33.68
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Figure 5.10: MEPs of C interstitial transitions in α-Ti: OC↔OC, OC↔CR, OC↔BC and
BC↔CR transitions.

5.3.3 Diffusion coefficients

Knowing the stable interstitial sites and transition pathways, it is possible to evaluate the diffu-

sion coefficients of O, N and C in α-Ti using the MSD and KMC methods. The perpendicular

and parallel diffusivities of O, N and C evaluated in this work are displayed respectively in

Fig. 5.11, Fig. 5.12 and Fig. 5.13. The diffusion parameters, Q and D0, are compared in Ta-

ble 5.7 and Table 5.8, respectively. There is a good agreement between the results of these two

approaches.

The O diffusion coefficients evaluated in this work were compared with previous first-

principles study [50] (see Fig. 5.11). Wu and Trinkle have applied the MDS method, informed

91



1e-23

1e-22

1e-21

1e-20

1e-19

1e-18

1e-17

1e-16

1e-15

1e-14

1e-13

8 10 12 14 16 18

1200 1000 800 600

D
 (

m
2
/s

)

10
4
/T (1/K)

T (K)

D
MSD

D
KMC

D
MSD

104/Tβ-transus

1e-23

1e-22

1e-21

1e-20

1e-19

1e-18

1e-17

1e-16

1e-15

1e-14

1e-13

8 10 12 14 16 18

1200 1000 800 600

D
 (

m
2
/s

)

10
4
/T (1/K)

T (K)

D
MSD

D
KMC

104/Tβ-transus

a)

Wu
D

MSD

Wu

b)

Figure 5.11: Oxygen diffusion coefficients along a) perpendicular (⊥) and b) parallel (∥) direc-
tions to the basal plane evaluated by MSD (DMSD) and KMC method (DKMC) and compared
with previous first-principles study [50] (DMSD

Wu ).
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Figure 5.12: Nitrogen diffusion coefficients along a) perpendicular (⊥) and b) parallel (∥)
directions to the basal plane evaluated by MSD (DMSD) and KMC method (DKMC).
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Figure 5.13: Carbon diffusion coefficients along a) perpendicular (⊥) and b) parallel (∥) direc-
tions to the basal plane evaluated by MSD (DMSD) and KMC method (DKMC) compared with
experimental data (DExp)[26].
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Table 5.7: Activation energies of O, N and C diffusion along perpendicular (Q⊥) and parallel
(Q∥) directions obtained by using MSD and KMC methods, and bulk migration evaluated by
KMC (QKMC).

Solute QMSD
⊥ (eV) QMSD

∥ (eV) QKMC
⊥ (eV) QKMC

∥ (eV) QKMC (eV)

O 1.923 1.825 1.930 1.899 1.903

N 2.175 1.880 2.179 2.038 2.049

C 1.705 1.444 1.697 1.428 1.431

Table 5.8: Pre-factor diffusion coefficients of O, N and C diffusion along perpendicular (D0⊥)
and parallel (D0∥) directions obtained by using MSD and KMC methods, and bulk migration
evaluated by KMC (DKMC

0 ).

Solute DMSD
0⊥ DMSD

0∥ DKMC
0⊥ DKMC

0∥ DKMC
0

(m2/s) (m2/s) (m2/s) (m2/s) (m2/s)

O 4.829x10-7 1.374x10-6 1.205x10-6 2.485x10-6 2.036x10-6

N 7.914x10-7 6.485x10-7 1.838x10-6 1.530x10-6 1.295x10-6

C 2.246x10-6 1.336x10-6 5.905x10-6 6.489x10-6 4.575x10-6

by ab initio calculations, to study O diffusion in Ti. They have estimated the defect energies

and jump frequencies using VASP with ultrasoft-pseudopotentials [195, 196] and generalized-

gradient approximation of Perdew and Wang [197] (USPP). They have used 400 eV energy

cut-off, 2 x 2 x 2 k-points mesh for 96-atom supercell and CI-NEB method with constant-

shape supercell [50]. The values of Q⊥ and Q∥ obtained by Wu and Trinkle are 2.086 eV and

2.085 eV, respectively [50]. Their D0⊥ and D0∥ are 3.257x10-6 m2/s and 2.912x10-6 m2/s [50].

Our results confirm the prediction of Wu and Trinkle in the case of perpendicular diffusion

coefficients. In the case of parallel migration, our results overestimate the results of Wu and

Trinkle. With respect to the current work, Wu and Trinkle have calculated the MEPs using

constant-shape supercells, higher energy cut-off (400 eV), larger supercell size (96-atoms), and

different electronic structure including the 3p orbitals in the valence. In order to investigate

such discrepancy, further calculations were performed to test each of these conditions. The

migration energies of O transitions were calculated using i) constant-shape supercell and the
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set-up is reported in Section 5.2 (∆Hcs
m), as well as using ii) 400 eV energy cut-off, 96-atoms

supercells and fully-relaxed supercell with four-electron PAW (∆H400-96
m ) and iii) ten-electron

PAW (∆H400-96-pv
m ). These energies are compared in Table 5.9 with the values of Wu and Trinkle

[50]. The supercell size and energy cut-off values seem to have minor impact on the migration

energies, since the values of ∆H400-96
m are similar to the data obtained with smaller supercell

reported in Table 5.4. The migration energy values evaluated with 3p PAW (∆H400-96-pv
m ) are

closer to the data of Wu and Trinkle. However, the best match is obtained with constant-shape

supercell calculations (∆Hcs
m). In particular, there is a good agreement between the results of

this work and the values of Wu and Trinkle in the case of CR→HE and CR→OC transitions.

In addition, the energy difference between OC site and the HE and CR sites calculated with 4s

PAW are 1.24 eV and 1.40 eV, respectively. This is similar to results obtained with the 3p PAW

calculations, which are 1.18 eV and 1.57 eV, respectively. Since Wu and Trinkle have obtained

very small values of CR→OC and CR→HE, they have assumed that CR sites thermalise at

high temperature, resulting in OC→OC and HE→HE jumps, and a simplified equation for D⊥

and D∥. This mainly affects the parallel diffusion of O. We have tested the formula of Wu

and Trinkle by replacing OC→CR→OC paths with OC→OC paths and HE→CR→HE paths

with HE→HE paths in the KMC simulations. The obtained diffusivities are closer to those

using the formula of Wu and Trinkle [50] if informed by the same jump frequency data (see

Fig. 5.14). Finally, our KMC results of O bulk diffusion are compared with the experimental

data obtained by Bregolin [23] in Fig. 5.15. Bregolin et al have studied the O bulk diffusion

using ion implantation and nuclear resonance technique in high-purity Ti sample (99.99%) an-

nealed for ten days at 1133 K so that the grain-boundary diffusion can be neglected [23]. They

have extrapolated bulk diffusion parameters of Q equal to 1.752±0.5 eV and D0 to 2±1 x10-7

m2/s. The KMC values agree with the experimental data as shown in Fig. 5.15.

The bulk diffusivity values of N obtained with KMC simulations were compared with the

experimental data of Bregolin et al [24]. Like the case of O, they have used ion implantation

and nuclear resonance techniques, extrapolating Q equal to 1.897±0.02 eV and D0 equal to

1.1±0.8x10-7 m2/s [24]. Our KMC simulation results well predict the experimental data as
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Table 5.9: Comparison of migration energies of O interstitial transitions in α-Ti computed with
(i) 54-atom supercells, 350 eV cut-off energy, and constant-shape relaxation (∆Hcs

m), (ii) 96-
atom supercells, 400 eV cut-off energy, and fully-relaxed supercells (∆H400-96

m ), and (iii) 96-atom
supercells, 400 eV cut-off energy, fully-relaxed supercells, and 3p PAW potentials (∆H400-96-pv

m ),
with the results of Wu and Trinkle [50] (∆HWu-USPP

m and ∆HWu-PAW
m ).

∆Hcs
m ∆H400-96

m ∆H400-96-pv
m ∆HWu-USPP

m ∆HWu-PAW
m

(eV) (eV) (eV) (eV) (eV)

OC→OC 3.430 3.306 3.238 3.25 3.27

OC→CR 2.052 1.971 2.034 2.16 2.09

OC→HE 2.086 2.047 2.021 2.04 2.02

CR→OC 0.287 0.566 0.459 0.28 0.32

CR→HE 0.367 0.498 0.399 0.24 0.30

HE→OC 0.805 0.837 0.890 0.85 0.84

HE→CR 0.851 0.666 0.790 0.94 0.89
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Figure 5.14: Parallel diffusivities of O evaluated by using formulation of Wu and Trinkle
(DFormula) and KMC simulations (DKMC), neglecting the CR→OC and CR→HE jumps, both
informed by the jump frequency values evaluated in this work, and with jump frequency data
of Wu and Trinkle (DFormula

Wu and DKMC
Wu ) [50].

shown in Fig. 5.16.

The calculated perpendicular and parallel diffusivities of C are compared with the experi-

mental survey of Minkwitz and Herzig [26] in Fig. 5.13. They have measured diffusion coeffi-

cients at 896 K and 1100 K with radiotracer serial sectioning technique with 14C on high-purity

single crystal samples annealed in high vacuum (p<10-5 Pa) at 1130 K for 6 days [26]. Our
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Figure 5.15: Bulk diffusion coefficients of O evaluated by KMC simulations (DKMC) and com-
pared with experimental data (DExp) [23].
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Figure 5.16: Bulk diffusion coefficients of N evaluated by KMC simulations (DKMC) and com-
pared with experimental data (DExp) [24].

results are consistent with these experimental data, especially in the case of perpendicular diffu-

sivity. Both MSD and KMC methods overestimate the experimental diffusivities. In Fig. 5.17,

the bulk diffusivity of C in α-Ti obtained with KMC simulations is compared with De Barros

et al study [25] and the survey of Minkwitz and Herzig [26]. De Barros and co-workers have

determined the diffusion coefficient by performing a diamond deposition by microwave plasma

assisted chemical vapour on pure bulk titanium substrate [25]. They have extrapolated Q equal

to 1.171 ±0.03 eV and D0 equivalent to 6.4±0.2x10-7 m2/s [25]. Minkwitz and Herzig have

measured diffusion on polycrystalline samples with different level of purity [26]. Their results

shows that the C diffusion is not influenced by the presence of fast-diffusers. They have de-
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Figure 5.17: Bulk diffusivity of C evaluated by KMC simulations (DKMC) and compared with
experimental data of De Barros et al (DExp

DB ) [25], and the study of Minkwitz and Herzig (DExp
MH )

[26].

termined higher activation energy with respect to Barros et al study, equal to 2.083 eV, and

pre-factor coefficient equal to 4.85x10-4 m2/s [26]. Our results underestimate the data of De

Barro et al and overestimate the values of Minkwitz and Herzig, as shown in Fig. 5.17. Since

the experimental findings are so different, it is hard to comment on these results and additional

investigations are required.

Oxygen and Nitrogen have similar diffusion behaviour, while C diffusivity values are 102-

103 times higher (see Fig. 5.18). The diffusion barriers follow the order QN < QO < QC (see

Table 5.7). The diffusion of these three elements is slower along ⊥ direction than diffusion

within the basal plane. The anisotropy ratio of O evaluated by KMC is around 0.3. Nitrogen

has anisotropy ratio varying from 0.108 to 0.257. Carbon has the lower anisotropy ratio equal

to 0.006-0.058 (see Fig. 5.19).

5.4 Discussion and Conclusions

The diffusivities along the perpendicular and parallel directions to the basal plane of O, N,

and C in α-Ti were calculated using MSD and KMC methods, both informed by ab initio

calculations. The results show that both methods are valid tools to estimate the diffusion

behaviour of interstitial solutes. Additionally, the KMC simulations allow us to extrapolate
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Figure 5.19: Anisotropy ratio of O, N and C in α-Ti evaluated by KMC simulations.

the bulk diffusion coefficients which can be compared with the experimental studies. In the

case of O and N, KMC values of bulk diffusivity completely match the experimental data (see

Fig. 5.15 and 5.16). In the case of C, the KMC results sit between the experimental data

obtained by De Barro et al [25] and the data of Minkwitz and Herzig [26] (see Fig. 5.17). Since

the gap between the experimental data is significant, it is hard to comment on the C diffusivities

obtained in this work.

The DFT calculations of the interstitial energy confirm previous ab initio studies [50, 129]

that O, N and C tend to occupy octahedral sites, while the tetrahedral sites are unstable.

Instead, less traditional interstitial sites are stable: crowdion, basal crowdion, hexahedral sites.

Therefore, updated maps of the transition pathways are needed. The new networks obtained
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can explain the anisotropy behaviour of these elements (see Fig. 5.19) and the fast migration

of C with respect to O and N (see Fig. 5.18). In fact, the OC-CR-OC jumps parallel to the

basal plane are energetically favourable with respect the other jumps, especially in case of C.

5.4.1 Electronic structure of O, N and C at interstitial sites in alpha-

Ti

The findings of this work show that O, N and C have a preference for dissolving at octahedral

sites, confirming the common belief [22]. However, the tetrahedral sites are unstable configura-

tions, and O, N and C prefer to sit at less traditional interstitial sites such as crowdion, basal

crowdion and hexahedral sites. The electronic structures of these configurations were studied

analysing the DOS curves of the Ti atom sitting next to the interstitial.

The ab initio results show that O stably occupies octahedral, hexahedral and crowdion sites.

The electronic structures of the first nearest neighbouring Ti atoms to the O atom at OC and

HE sites are similar (see Fig. 5.20). The anti-bonding regions (above 0 eV) in the case of OC

and HE sites are smaller compared to the CR site. The pseudo-gap is deeper in the case of O

at octahedral site with respect to HE and CR sites. This indicates that the Ti-O bond at the

OC site is stronger compared to O at the HE and CR sites which show more metallic nature.

Nitrogen shows similar behaviour to O; the Ti-N bond is stronger when N occupies OC and

HE sites, whilst it is weaker in the case of CR and BC sites as shown by the DOS curves of

the first-nearest neighbour solvent atoms next to the interstitial N in Fig. 5.21. When N sits

at the OC and HE sites, the DOS curves has a smaller anti-bonding region with respect to the

CR and BC cases. The pseudo-gap is deeper in the case of OC and HE sites, while it moves

up when N occupies CR or BC sites.

Carbon also displays similar behaviour, the solvent-interstitial solute bond is stronger when

C occupies the OC sites rather than CR and BC sites, as shown by the DOS curves of the

first-nearest neighbour Ti to the interstitials in Fig. 5.22. In fact, the pseudo-gap in the cases

of OC and BC is deeper than CR site. In the case of C at the octahedral site, the area occupied

in anti-region is narrower with respect to CR and BC cases. The difference in the DOS curves
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Figure 5.20: The DOS curve of the first-nearest neighbour Ti atom to O at the different stable
sites, OC, HE, and CR.

for C positioned at the OC and CR sites is not as great as the difference calculated when

considering O or N at these locations. This indicates that the bonds formed by C with Ti at

OC and CR sites are similar, which contrasts to the behaviour exhibited by O and N.

Interstitial O and N form similar bonds with Ti atoms. The solute-solvent bond is strong

when these two elements are sitting at octahedral sites, while it is weaker and easier to break

at crowdion sites. As a result, the values of O and N diffusion barriers are very similar (see

Table 5.7). On the other hand, the Ti-C bond at OC site is similar to the CR case, which may

lead to a smaller activation energy for the OC↔CR jumps, resulting in a faster migration. The

electronic structure of solvent-solute bond can also explain the loss of ductility due to O, N and

C atoms in α-Ti. Kwasniak et al [30] have reported that the plasticity loss in Ti increases with

the O concentration as a result of the more covalent nature of Ti-O bond. Similar investigations

can be applied to N and C highlighting trends and giving more information about the α-case

phenomena. These kinds of studies can also explain why C addition has a more restrained

effect on the plasticity with respect to O and N additions [65].
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Figure 5.21: The DOS curve of the first-nearest neighbour Ti atom to N at the different stable
sites, a) OC, HE, b) CR, and BC.

5.4.2 Transition pathways network and anisotropy behaviour

The diffusivity calculations of this work along the perpendicular and parallel directions to the

basal plane confirm the trend of D⊥/D∥ < 1 for O and C reported by Vykhodets et al [193] and
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Figure 5.22: The DOS curve of the first-nearest neighbour Ti atom to C at the different stable
sites, OC, CR, and BC.

Minkwitz and Herzig [26], respectively. The calculations suggest similar anisotropic behaviour

in the migration of N, however experimental data has not yet been found to verify this finding.

Vykhodets and co-workers [193] have evaluated the anisotropy of O in α-Ti to be equal to 0.87

±0.01 at 581.9 ◦C, using nuclear reaction method with 18O(p,α)15N and 16O(d,pI)
17O on single

crystal. The anisotropy of C in α-Ti has been experimentally evaluated equal to 0.28 at 896

K and 0.43 at 1100 K [26]. These findings contradict the values estimated by the model of

Bertin and co-workers [194]. Bertin et al [194] have assumed that O dissolves at octahedral

and tetrahedral sites, and that it performs OC↔OC transitions along c-axis, OC→TE→OC

transitions along the basal plane and OC→TE→TE→OC transitions. Based on these jumps,

the estimatedD⊥/D∥ ratio of O is between 1.53 and 1.32 at 700-1000 K temperature range [194].

As a consequence of these assumptions, the values of D⊥/D∥ evaluated for C would vary from

1.30 to 1.24 at 896-1100 K temperature range [26]. This confirms the fact that the transitions

between octahedral and tetrahedral sites cannot describe the migration of O, C and N in α-Ti.

Our findings show that diffusion of these solutes happens through different interstitial sites.
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In particular, the crowdion stability plays a key role on the anisotropy diffusion behaviour of

these three elements, allowing the OC→CR→OC transition along the three directions [21̄1̄0],

[1̄21̄0] and [1̄1̄20]. This jump requires smaller activation energy with respect to the OC→OC

transition along c-axis direction. At the same time, the number of transition pathways along

c-axis is reduced by the instability of tetrahedral site. These facts lead to high anisotropy

behaviour as shown in Fig. 5.19, especially in the case of C.
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Chapter 6

Fast-diffusers migration in alpha-Ti

6.1 Introduction

It has been reported that the presence of Fe, Co and Ni significantly decreases the creep prop-

erties of Ti alloys [5, 33–37]. Russo and co-workers [36] have found that even small additions

have a drastic detrimental effect on the high-temperature behaviour of these alloys. Two the-

ories have been developed to describe this phenomenon. The first was formulated by Thiehsen

and co-workers [5] and it is based on Fe and Ni tendency to segregate at the β phase, accel-

erating the self-diffusion in this phase and/or at the grain boundaries with a decrease of the

high-temperature properties. In the second theory, the detrimental effect is due to self-diffusion

enhancement in the presence of these solutes in α-Ti, accelerating the dislocation motion and

decreasing the mechanical properties [7, 34]. This enhancement has been quantified by the

research group of Herzig [9, 198] as shown in Fig. 6.1. These elements are also characterised

by high diffusivity values as reported in the works of Nakajima and Koiwa [38–40]. The diffu-

sion coefficients of Fe, Co and Ni are 105 times higher than self-diffusion values, therefore they

are usually called fast-diffusers. The migration of fast-diffusers is also characterised by inverse

anisotropy trend, D⊥/D| > 1, with respect to the solvent diffusion [38–40]. Their diffusion pa-

rameters, Q an D0, are reported in Table 6.2. The diffusion behaviour of Fe, Co and Ni is very

interesting and it has attracted the attention of many [38–40, 42, 43, 46, 94]. The investigation
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Figure 6.1: Influence of fast-diffusers on the self-diffusivities in α-Ti: self-diffusivity values
evaluated by i) Herzig and co-workers [198] (DHE) on nominally pure single crystal, ii) Koppers
et al [9] on nominally pure single crystal (DSC1) and ultra-pure crystal (DSC3) along the parallel
direction to the basal plane. The Fe, Ni and Co concentrations are reported in Table 6.1.

Table 6.1: Fast-diffusers concentrations in the samples used by Herzig et al [198] (HE), and
by Koppers et al [9] (SC1, SC3) to study the self-diffusion in α-Ti.

Fe (wt ppm) Co (wt ppm) Ni (wt ppm)

HE [198] 40 - 40

SC1 [9] 50 10 <0.44

SC3 [9] 0.02 0.007 <0.015

Table 6.2: Experimental diffusion parameters of Fe, Co, and Ni in α-Ti evaluated using
radiotracer technique. Q and D0 are referred to the activation energy and pre-exponential
factor of diffusion along the c-axis (⊥) and within the basal plane (∥), while D⊥/D∥ is the
diffusion anisotropy ratio at 1073 K.

Solute Q⊥ (eV) D0⊥ (m2/s) Q∥ (eV) D0∥ (m2/s) D⊥/D∥ at 1073 K

Fe [40] 1.164±0.03 4.7+1.7
−1.2x10

-7 1.495±0.01 6.4+1.0
−0.9x10

-6 2.6

Co [39] 1.183±0.01 1.9±0.2x10-6 1.307±0.01 3.2+0.5
−0.4x10

-6 3.6

Ni [38] 1.422±0.02 5.6+1.1
−0.9x10

-6 1.470±0.02 5.4+1.1
−0.9x10

-6 1.7

of the migration processes involved can give important information on fast-diffusers effect on

the creep phenomena in α-Ti.

Many authors have argued that the diffusion behaviour of these atoms cannot be justified
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by a simple substitutional vacancy-mediated diffusion (Ds) or interstitial migration (Di) [42,

43]. The fast diffusion has been associated with dissociative solubility, namely the ability to

accommodate at both interstitial and substitutional sites [42]. In the case of Fe α-Ti, the hight-

temperature Mössbauer spectra obtained by Yoshida and co-workers [44] confirm the presence

of substitutional and interstitial Fe atoms at equilibrium. This suggests the possibility for these

solutes to migrate through interstitial-substitutional exchange mechanisms [42] (see Fig. 6.2).

If the process involves interstitial solutes and vacancy defects, it is usually called dissociative

diffusion mechanism [42]. Some examples of this diffusion mechanism are Cu diffusion in Ge

[42], as well as noble metals (Au [199], Hg [105], Ag [200]) and Zn [201] diffusion in lead. If the

interstitial solute takes the place of the host atom at the lattice site creating a self-interstitial,

the mechanism is called kick-out [202]. This is the case of Au and Pt diffusion in Si [203]. The

anomalous diffusion of Fe, Co and Ni in α-Ti, and other open metals such as α-Zr and α-Hf, has

been associated with the dissociative diffusion mechanism [42] (see Section 6.2). Five processes

are involved in the dissociative diffusion mechanism [45],

• Interstitial solute diffusion;

• Substitutional solute diffusion;

• Vacancy diffusion from surface;

• Mechanisms of annihilation and creation of vacancy in the bulk;

• Combination-dissociation reaction of interstitial solute-vacancy pair [46].

The complexity of the problem can be reduced by analysing each of these processes and their

impact on the overall diffusion. For example, in the case of metals the production and anni-

hilation of vacancy by dislocations is such that the vacancy concentration can be considered

constant and equal to the equilibrium value [42, 45]. Frank and Turnbull have suggested that

in the case of fast-diffusers in Ti, the impact on the overall migration of the combination-

dissociation reaction is small [42]. The majority of solute atoms sit stationary at lattice sites,

and the anomalous migration mainly depends on the relative few interstitial solutes which move
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Figure 6.2: Schematic representation of interstitial-substitutional exchange mechanisms [42]:
a) dissociative diffusion mechanism, b) kick-out mechanism.

through interstitial sites [42]. The Frank-Turnbull model can well describe the fast migration

of Fe, Co and Ni solutes in Ti. However, it is not sufficient to explain the enhancement of

self-diffusion. Pasianot and co-workers [47] have suggested another mechanism to explain the

acceleration of solvent migration: the solute-host swap without the presence of vacancy (see

Fig. 6.3).

This chapter aims to understand and explain the diffusion mechanism of fast-diffusers, Fe,

Co, and Ni in α-Ti using DFT calculations and KMC simulations (see Section 6.3). A first-

principles approach was used to understand the substitutional and interstitial behaviour of these

solutes and map the possible solute jumps. The KMC simulations informed by ab initio data

were used to verify that simple mechanisms, such as interstitial and substitutional vacancy-

mediated diffusion, cannot explain the fast migration of these solutes in Ti. The validity

of dissociative diffusion mechanism proposed by Frank and Turnbull for fast-diffusers [42] was

investigated. In particular, the impact of combination-dissociation reaction of interstitial solute-

vacancy pair [46] was simulated by KMC method. The effect of solute-host swap [47, 94] on

the self-diffusion was tested as well.
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Figure 6.3: Scheme of a) in-plane and b) out-of-plane solute-host swaps without the presence
of vacancy.

The results show that Co and Fe prefer to occupy off-lattice configurations instead of lattice

sites (see Section 6.4.1). On the other hand, Ni does not have any off-lattice configurations,

but it sits at lattice sites. The analysis of interstitial defects shows that any of the eight

interstitial sites are stable but distorted configurations are preferred (see Section 6.4.2). The

KMC results confirm that simple vacancy-mediated and interstitial mechanism cannot describe

the migration of these atoms in α-Ti (see Section 6.4.4). The combination-dissociative process

[46] has no effect on the migration of Fe, Co and Ni, confirming the formula proposed by

Frank and Turnbull [42]. Finally, the effect of solute-host swap mechanism [47, 94] on the

self-diffusivity in Ti was proved qualitatively.

6.2 Theory

The fast migration of Fe, Co and Ni in α-Ti cannot be explained by simple interstitial or

vacancy-mediated mechanism [42, 43]. The diffusivity would be too high in the first case and

too low in the second one. These solutes have small metallic radii (RFe=1.26 Å, RCo=1.25 Å,
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RNi=1.24 Å [204]) relative to Ti (1.47 Å). This allows them to dissolve both substitutionally

and interstitially, and to migrate via the dissociative diffusion mechanism [42]. In the general

case, the interstitial solutes can move through the crystal by interstitial jumps until eventually

they encounter and combine with a vacancy, as shown in Fig. 6.2. As substitutional solute, they

can move via a vacancy-mediated mechanism or jump to the interstitial site creating a vacancy

and moving away via interstitial transitions. This process is called combination-dissociation

and it can be described by,

AI +V⇀↽ AS. (6.1)

where V identifies the vacancy, AI and AS are the interstitial and substitutional solute, respec-

tively. This mechanism can in theory explain the anomalous diffusion of fast-diffusers, since the

interstitial migration is slowed down by vacancy annihilation. The opposite mechanism (disso-

ciative) can affect the solvent diffusion altering the vacancy concentration. However, Frank and

Turnbull have indicated that the reaction rate of combination-dissociation process is very small

and such mechanism has no influence on the migration of fast-diffusers in Ti [42]. The anoma-

lous fast diffusion of Fe, Co and Ni solutes is a result of few atoms moving interstitially, while

the majority are steady at lattice sites [42]. Nevertheless, the Frank-Turnbull model cannot ex-

plain the acceleration of self-diffusion in Ti due to the presence of fast-diffusers. Pasianot et al

[47] have suggested that the enhancement is due to substitutional solute-host swap without the

presence of a vacancy This process would not affect the migration rate of fast-diffusers since

it is reasonable to assume that it requires similar activation energy to the vacancy-mediated

mechanism, but it can speed up the solvent migration.

6.2.1 Combination-dissociation process

The combination-dissociation process was described by Miller in 1969 [46] for the simple case

of fcc crystal (see Fig. 6.4). This mechanism is based on the formation of interstitial solute-

vacancy pair defects. This can happen as a result of the interstitial encountering a vacancy

or substitutional solute moving to interstitial site (v1). After the formation of this defect, the
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Figure 6.4: Schematic representation of solute (red arrows) and host (black arrows) jumps in the
case of interstitial-vacancy pair in fcc crystal [46]: v1 is the solute-vacancy dissociation jump,
v2 is the interstitial-vacancy combination jump, k1 is the interstitial jump with dissociation
of the pair, k2 is the interstitial jump with reorientation of the pair, w1 is the host-vacancy
exchange with dissociation of the pair, and w2 is the host-vacancy exchange with reorientation
of the pair.

solute and vacancy can combine (v2), or the interstitial can move away from the vacancy (k1)

or maintain the couple reorienting the pair (k2). The host-vacancy exchanges are also allowed

with (w1) or without dissociation of the pair (w2).

The activation energy of interstitial-vacancy combination can be presumed to be much

smaller than the energy required for the dissociative jump. Therefore, the vacancy defect can

be seen as a trap for the interstitial solute slowing down its migration. At the same time, the

creation of a vacancy as a result of a dissociative jump can influence the solvent migration,

increasing the number of vacancies.

6.2.2 Frank-Turnbull theory

The diffusion mechanism of fast-diffusers involved three species: vacancies, interstitials and sub-

stitutional solutes as highlighted by the reaction 6.1. At each temperature, their concentrations

must satisfy the mass law,

CICV

CS

=
Ceq

I C
eq
V

Ceq
S

(6.2)

where CV, CI and CS are respectively the concentration of vacancies, interstitial and substi-

tutional solutes, and eq indicates the thermal equilibrium values. In the case of metals, the
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vacancy concentration does not change from the equilibrium value as a result of vacancy anni-

hilation and creation mechanisms in the bulk, and the mass law can be rewritten as,

CI

CS

=
Ceq

I

Ceq
S

(6.3)

The solute diffusion along a direction x can be described as,

δ(CS + CI)

δt
= Di

δ2CI

δx2
+Ds

δ2CS

δx2
(6.4)

where Di and Ds are the interstitial and substitutional diffusivities. Frank and Turnbull have

also supposed that the reaction rate of combination-dissociation is very small and it can be

neglected [42]. Based on this, Frank and Turnbull have extrapolated the effective diffusivity

from equations 6.4 and 6.3,

Deff =
DsC

eq
S

Ceq
I + Ceq

S

+
DiC

eq
I

Ceq
I + Ceq

S

, (6.5)

In the particular case of Fe, Co and Ni in α-Ti, the values of Di are much higher than Ds, and

at the same time Ceq
S > Ceq

I . Therefore, the equation 6.5 can be rewritten as,

Deff ≈ Di
Ceq

I

Ceq
S

, (6.6)

with

Ceq
I

Ceq
S

= exp

(
−GIS

kb T

)
, (6.7)

where GIS is the Gibbs free energy difference of interstitial and substitutional configurations,

T is the absolute temperature and kb is the Boltzmann’s constant.

Equation 6.6 indicates that two phenomena are involved in the migration of fast-diffusers.

These solutes can rapidly move via the interstitial mechanism, but at the same time it is more

likely that they sit stationary at lattice sites. The overall mass transportation is a result of these

two processes. In other words, the effective diffusivity is obtained by correcting the interstitial
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Figure 6.5: Schematic representation of solute (red arrows) and host (black arrows) jumps in the
modified interstitial-vacancy pair model [94] in fcc crystal: v1 is the solute-vacancy dissociation
jump, v2 is the interstitial-vacancy combination jump, w2 is the host-vacancy exchange with
reorientation of the pair.

diffusion coefficient by the Ceq
I /C

eq
S factor.

6.2.3 Solute-host swap

The solute-host swap [47] is based on the model proposed by Warburton [94] which is a modifica-

tion of the interstitial-vacancy pair diffusion model [46]. In his model, Warburton has assumed

that after the formation of an interstitial-vacancy pair, the solute cannot be dissociated by

the vacancy or reoriented by interstitial jumps. The orientation can only happen through host-

vacancy jumps or a sequence of combination-dissociation solute jumps (see Fig. 6.5). Therefore,

returning to the Miller’s model, only v1, v2 and w2 jumps are permitted. This allows for the

solute to exchange position with the host atom without requiring the aid of a vacancy, but

by forming an interstitial-vacancy couple. The relatively small radius allows Fe, Co and Ni to

occupy the nearest interstitial site from substitutional positions (v1 jump), leaving a vacant

lattice site that the solvent atom can occupy (w2 jump), and finally the solute can recombine

with the vacancy (v2 jump). Two examples of possible solute-host swap in hcp crystal are

illustrated in Fig. 6.3.
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6.3 Methodology

The defect energies were evaluated using VASP 5.3.2 [58–61], applying PAW [142] to describe

electronic structure, GGA-PBE [143] for the exchange-correlation functional. The calculations

were performed with 54-atom supercell, Monkhorst-Pack mesh of 32 x 32 x 17 k-points for

a 2-atom cells and an energy cut-off of 350 eV, as described in Section 3.2.1. The migration

energies and minimum energy path were evaluated using CI-NEB [62–64] using the same set-up

(supercell size, k-points mesh, and energy cut-off) of defect energy calculations.

6.3.1 Defect energies

The binding energy of substitutional solute-vacancy pairs (∆Es
b ) was studied by using equa-

tion 4.3 in Section 4.2.1. Following the definitions of binding energies given in Section 4.2.1,

the formation energy of the vacancy next to the substitutional solute (∆Hs
v) is the sum of

Ev and ∆Es
b . In order to verify possible off-lattice configurations, a supercell containing one

interstitial solute and one vacancy at the first-nearest neighbour lattice site was relaxed. Such

solute-vacancy pairs are unstable, and the interstitial is expected to displace to the lattice site.

However, for the fast-diffusers, this is not always the case. If the solute atom occupies off-lattice

positions, the binding energies were evaluated using the following configuration,

• supercell containing the solute at the off-lattice site (EOff{MN−1 +X1});

• supercell containing the solute at the off-lattice site and the vacancy at nearest neighbour

lattice site in the adjacent basal plane (EOff{MN−2 +X1}⊥);

• supercell containing the solute at the off-lattice site and the vacancy at nearest neighbour

lattice site in the same basal plane (EOff{MN−2 +X1}∥).

The interstitial behaviour of Fe, Co, and Ni in α-Ti was investigated with the same approach

presented in Section 5.2.1 using equation 5.1. Additionally, the binding energy of the second

nearest-neighbour interstitial-vacancy pair (∆Ei
b) was evaluated as

∆Ei
b = E{MN−1 + I} − E{MN + I} − E{MN−1}+ E{MN} (6.8)
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where E{MN−1 + I} is the energy of system with interstitial-vacancy pair, E{MN−1 + I} is the

energy of a system with solute at the same interstitial site and no vacancy, E{MN−1} is the

energy of system with one vacancy and E{MN} is the energy of the perfect site. The formation

energy of the vacancy next to the interstitial solute (∆H i
v) is the sum of Ev and ∆Es

b .

6.3.2 KMC simulations

KMC simulations were used to verify which diffusion mechanism is involved in the migration

of fast-diffusers in α-Ti.

The solute vacancy-mediated mechanism was tested using the same procedure explained in

Section 4.2.3. The KMC simulations were informed by the solute jumps w∥, w
′
⊥, host-vacancy

exchange jumps, wa, w
′
a, wb, w

′
b, wc, w

′
c, wd, w

′
d, in the case of substitutional solute-vacancy

pair (bounded situation), and the host-vacancy exchanges within and in the adjacent plane

when the substitutional solute and vacancy are apart (unbounded situation). These jumps

were evaluated using CI-NEB with one image between initial and final states. Diffusivity values

converged after 100 simulations of 106 solute jumps each. Additionally, the self-diffusivity values

were extrapolated, tracking the host migrations. The interstitial jumps obtained with CI-NEB

with five images were used to informed interstitial KMC simulations following the procedure

in Section 5.2.3. In order to guarantee a good approximation, 500 simulations were performed

which contained 109 solute jumps each. These results were then used to verify the Frank and

Turnbull theory [42] using the equations 6.6 and 6.7. The GIS value was approximated with

the interstitial formation energy,

Ceq
I

Ceq
S

= exp

(
− Ei
kb T

)
. (6.9)

The Ei values were evaluated with the equation 5.1 in Section 5.2.1.

The kinetic Monte Carlo simulations were used to verify the effect of the combination-

dissociation process upon fast-diffusers migration [46]. This is not a simple task since three

species (vacancy, substitutional and interstitial solute) are involved in this process and the
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migration is not random. It is reasonable to believe that the correlation factor mostly depends

upon the solute-vacancy dissociation reaction. After the dissociation jump, the presence of

a vacancy endeavours to restore the initial configuration. On the other hand, the interstitial

jumps and vacancy annihilation process can be considered an uncorrelated mechanism, since

in both cases, each interstitial site has the same probability of being occupied. Since our

investigation focuses on establishing the impact of combination-dissociation process on the

overall migration, the vacancy and substitutional solute migration were omitted, and the mass

transportation was considered only affected by random interstitial transitions with the addition

of combination and dissociation jumps. The first hypothesis is not far from the real behaviour

since both diffusions are much slower than interstitial migration. If the combination-dissociation

process is found to be important, the mechanism may be modelled in more detail including

the correlation factor. Therefore, the diffusion study was conducted including the interstitial

transitions leading to the formation or separation of interstitial-vacancy pairs, the combination

and dissociation solute jumps in the KMC code simulating the interstitial diffusion. Since this

mechanism depends upon the presence of vacancies, all these jumps were multiplied by the

probability of the interstitial to encounter a vacancy,

P = exp

(
−(∆H i

v)

kb T

)
, (6.10)

Where ∆H i
v is the formation energy of vacancy-interstitial pair. The diffusivities were calculated

performing 500 simulations of 109 solute jumps. The effect of the solute-host swap mechanism

[47] on the self-diffusivities was tested by including in-plane and out-of-plane solute-host swaps

in the KMC code when simulating vacancy-mediated diffusion. This is illustrated in Fig. 6.3.

One hundred simulations of 106 solute jumps each were performed and the self-diffusivities were

obtained as an average of all host atom migrations.
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Table 6.3: Calculated energies of supercells containing Fe, Co and Ni solute at lattice
(E{MN−1 +X1}) and off-lattice site (EOff{MN−1 +X1}).

Solute E{MN−1 + X1} (eV) EOff{MN−1 + X1} (eV)

Fe -418.999 -419.313

Co -418.164 -418.346

Ni -417.007 -

6.4 Results

6.4.1 Substitutional sites

The energies of crystals containing one solute atom at a lattice site (E{MN−1 + X1}) and the

off-lattice configuration (EOff{MN−1 + X1}) are reported in Table 6.3. Fe and Co have off-

lattice configurations that are more stable than simple substitutional sites, while Ni sits at

lattice sites. Referring to the site (0,0,0) and the primitive lattice defined as [a1 = (a; 0; 0);

a2 = (a/2;
√
3a/2; 0); a3 = (0; 0; c)], the off-site position of Fe is (0.28,−0.14, 0) and for Co is

(0.26,−0.13, 0). This may be due to the fact the Ni has a smaller atomic radius than Fe and

Co, introducing fewer distortions into the lattice. As a result of their small radii, at the lattice

sites, these atoms cause a contraction of the Ti lattice, which is smaller than the constriction

due to a vacancy. In the case of Ni, the volume difference relative to a vacancy is |0.05|%, while

it is |0.12|% for Fe and |0.14|% for Co. The relative volume differences of Fe and Co are smaller

when they occupy the off-lattice configurations, respectively |0.06|% and |0.03|%.

The binding energies of out-of-plane and in-plane configurations were evaluated using equa-

tion 4.3 and are presented in Fig. 6.6. The data shows the attraction between the vacancy and

the substitutional Fe, Co and Ni. CI-NEB method was used to evaluate the migration energy

of ⊥ and ∥ solute jumps of Fe, Co and Ni in α-Ti (see Fig. 6.7). ∆Es
b , ∆Hv and ∆Hm energies

of substitutional solute-vacancy pairs are summarised in Table 6.4.
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Figure 6.7: MEPs of a) out-of-plane and b) in-plane jumps of substitutional Fe, Co, and Ni in
α-Ti, calculated with CI-NEB with one image.

Table 6.4: First-principles evaluation of the binding energies (∆Es
b ), formation energies of

substitutional solute-vacancy pair (∆Hs
v), and migration energies (∆Hm) of fast-diffusers, Fe,

Co and Ni, of out-of-plane (⊥) and in-plane (∥) configurations in α-Ti.

Solute ∆Es
b⊥ ∆Hs

v⊥ ∆Hm⊥ ∆Es
b∥ ∆Hs

v∥ ∆Hm∥

(eV) (eV) (eV) (eV) (eV) (eV)

Fe -0.083 1.894 0.575 -0.204 1.773 0.824

Co -0.100 1.876 0.702 -0.146 1.831 0.741

Ni -0.191 1.857 0.767 -0.063 1.913 0.674
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Table 6.5: Interstitial energy (Ei) of Fe, Co and Ni in α-Ti. The notation in brackets indicates
the interstitial position occupied after the relaxation.

Site EFe
i (eV) ECo

i (eV) ENi
i (eV)

OC 0.777 1.046 1.524

TE (SP) (SP) (SP)

CR 0.482 0.597 1.213

SP 0.960 1.046 1.465

BO 0.990 1.127 1.555

HE 1.806 1.797 2.196

BC 0.692 0.860 1.322

BS 0.575 0.731 1.162

6.4.2 Interstitial sites

The interstitial energies of Fe, Co and Ni of the eight traditional interstitial sites (see Sec-

tion 5.2.1) were studied using equation 5.1 and they are reported in Table 6.5. For each site,

the possible transition pathways were mapped using CI-NEB calculations with five images in

between the initial and final states. The results show that the traditional interstitial sites are

not always the minima, as in the case of the OC→CR transition in Fig. 6.8. The OC and CR

sites are not minima for any of the fast-diffusers. This indicates that these elements occupy

distorted interstitial sites instead of the traditional configurations. After an accurate analysis of

all the MEPs (CR↔BS, CR↔SP, CR↔OC, CR↔BO, BS↔OC, BS↔BO, SP↔SP, SP↔OC,

OC↔OC, OC↔BO), the distorted interstitial site of Fe, Co and Ni were catalogued, and they

are schematically displayed in Fig. 6.9.

Iron dissolves in three distorted interstitial sites identified in this work as distorted octa-

hedral (DO), distorted crowdion (DC) and distorted basal octahedral (DBO). In the unit-cell,

there are six DO, six DC and six DBO sites, as shown in Fig. 6.9-a. The reduced coordinates

and Ei energies are summarised in Table 6.6 along with the coordinates of the nearest Ti atoms.

The positive signs of interstitial energy indicate that Fe prefers to occupy the off-lattice site

over the interstitial sites. Note, however, that these energies are relatively small. The transition
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Figure 6.9: Schematic representation of a) Fe, b) Co and c) Ni stable interstitial sites in α-Ti.

pathways were mapped and displayed in Fig. 6.10. DO sites are surrounded by two DC, two

DO in the same basal plane, and two DBO sites along the c-axis, leading to as many jumps.

From DC sites, Fe can jump to one of the two distorted octahedral site, while from DBO, it

can perform six DBO→DO jumps along the c-axis, and two DBO→DBO jumps within the

basal plane. The DBO↔DC jumps happen through DO sites. The migration energies and
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Table 6.6: The reduced coordinates with respect to lattice sites (0,0,0) and (1/3,1/3,1/2) with
primitive lattice [a1 = (a; 0; 0); a2 = (a/2;

√
3a/2; 0); a3 = (0; 0; c)] and interstitial energy (Ei)

of Fe distorted interstitial sites in α-Ti. The position of the nearest Ti atoms are also reported.

Reduced coordinates Ei (eV)

DO Fe (0.51,0.75,0.22) 0.575

Ti (-0.17,1.08,-0.11)

Ti (0.36,1.36,0.55)

DC Fe (0.17,0.17,0.25) 0.252

Ti (-0.10,-0.10,-0.10)

Ti (0.44,0.44,0.59)

DBO Fe (0.5,0.78,0.04) 0.311

Ti (-0.26,1.03,-0.10)

Ti (0.33,1.35,0.51)

a) b) c) d)

Figure 6.10: Schematic representation of transition pathways of Fe interstitial jumps in α-Ti:
a) DC↔DO, b) DO↔DO, c) DBO↔DO and d) DBO↔DBO transitions.

effective frequencies of these jumps are summarised in Table 6.7, and their MEPs with five

images between initial and final states are shown in Fig. 6.11.

Similar to Fe, Co has three stable interstitial sites: distorted octahedral (DO), crowdion

(CR) and distorted basal octahedral (DBO) (see Fig. 6.9-b). The reduced coordinates and Ei

energies are collected in Table 6.8. The distorted octahedral site is surrounded by two DO

and two CR sites in the basal plane, and two DBO sites along the c-axis. Therefore, from

DO sites there are two DO→DO, two DO→CR and two DO→DBO jumps. From CR sites,

Co can perform two CR→CR and four CR→DBO jumps. There are four DBO→CR, two
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Table 6.7: Migration energy (∆Hm) and effective frequency (ν∗) of Fe interstitial jumps in
α-Ti.

∆Hm (eV) ν∗ (THz)

DO→DC 0.137 8.00

DO→DO 0.203 12.18

DO→DBO 0.188 6.53

DC→DO 0.460 9.11

DBO→DO 0.264 8.78

DBO→DBO 0.193 18.081
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Figure 6.11: MEPs of Fe interstitial transitions in α-Ti: DC↔DO, DO↔DO, DBO↔DO and
DBO↔DBO transitions.

DBO→DBO and six DBO→DO jumps from DBO sites, as displayed in Fig. 6.12. For each

of these jumps, the ∆Hm and ν∗ were evaluated and summarised in Table 6.9 along with the

MEPs (see Fig. 6.13).

The DFT calculations show that in the case of Ni, two types of distorted interstitial sites

are minima: distorted split dumbbell (DS) and distorted crowdion (DC). In the unit cell, there

are twelve DC and six DS sites, as shown in Fig. 6.9-c, their reduced coordinates and Ei are

reported in Table 6.10. Ni can perform six DS→DS and four DS→DC jumps, when it occupies

DS site. From DC sites, Ni can reach one of the two nearest DS sites or one of the nearest

DC sites, as shown in Fig. 6.14. The migration energies, effective frequencies and MEPs are
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Table 6.8: The reduced coordinates with respect to lattice sites (0,0,0) and (1/3,1/3,1/2) with
primitive lattice [a1 = (a; 0; 0); a2 = (a/2;

√
3a/2; 0); a3 = (0; 0; c)] and interstitial energy (Ei)

of Co distorted interstitial in α-Ti. The position of the nearest Ti atoms are also reported.

Reduced coordinates Ei (eV)

DO Co (0.47,0.78,0.21) 0.879

Ti (-0.19,1.09,-0.11)

Ti (0.37,1.36,0.56)

CR Co (1/6,1/6,1/4) 0.597

DBO Co (0.49,0.79,0.05) 0.621

Ti (-0.28,1.03,-0.11)

Ti (0.33,1.35,0.51)

a) b)

d) e) f)

c)c)

Figure 6.12: Schematic representation of transition pathways of Co interstitial jumps in α-
Ti: a) CR↔DO, b) DBO↔DO, c) CR↔CR, d) DBO↔CR, e) DO↔DO and f) DBO↔DBO
transitions.
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Table 6.9: Migration energy (∆Hm) and effective frequency (ν∗) of Co interstitial jumps in
α-Ti.

∆Hm (eV) ν∗ (THz)

DO→CR 0.123 4.174

DO→DO 0.098 4.718

DO→DBO 0.023 3.499

CR→DO 0.221 5.985

CR→CR 0.279 9.529

CR→DBO 0.193 7.236

DBO→DO 0.138 32.642

DBO→CR 0.159 13.055

DBO→DBO 0.281 95.793
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Figure 6.13: MEPs of Co interstitial transitions in α-Ti: CR↔CR, CR↔DBO, CR↔DO,
DBO↔DO, DO↔DO, and DBO↔DBO transitions.

summarised in Table 6.11 and Fig. 6.15.

6.4.3 Interstitial solute-vacancy pair

In order to investigate the combination-dissociation process, the interstitial solute-vacancy pair

were studied. It is reasonable to assume that the first-nearest neighbour interstitial sites to

the vacancy are unstable. Therefore, the stability of the next-nearest-neighbour pairs were
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Table 6.10: The reduced coordinates with respect to lattice sites (0,0,0) and (1/3,1/3,1/2) with
primitive lattice [a1 = (a; 0; 0); a2 = (a/2;

√
3a/2; 0); a3 = (0; 0; c)] and interstitial energy (Ei)

of Ni distorted interstitial in α-Ti. The position of the nearest Ti atoms are also reported.

Reduced coordinates Ei (eV)

DS Ni (0.44, 0.83, 0.13) 1.036

Ti (-0.27, 1.01, -0.13)

Ti (0.37, 1.37, 0.54)

DC Ni (0.22, 0.20, 0.16) 1.088

Ti (-0.13, -0.15, -0.12)

Ti (0.39, 0.40, 0.60)

a) b) c)

Figure 6.14: Schematic representation of transition pathways of Ni interstitial jumps in α-Ti:
a) DC↔DS, b) DS↔DS and c) DC↔DC transitions.

Table 6.11: Migration energy (∆Hm) and effective frequency (ν∗) of Ni interstitial jumps in
α-Ti.

∆Hm (eV) ν∗ (THz)

DS→DC 0.081 1.040

DS→DS 0.126 3.125

DC→DS 0.028 2.076

DC→DC 0.126 11.336
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Ti in the same basal plane
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Figure 6.16: Projection on the basal plane of interstitial-vacancy pairs when the interstitial is
at the next-nearest neighbour site.

investigated using ab initio calculations. DFT results show that the next-nearest-neighbour

DBO site to the vacancy is stable for Fe and Co. In the case of Ni, the vacancy forms a stable

pair with the next-nearest-neighbour DS site. These three configurations are schematically

shown in Fig. 6.16 and their binding energies are reported in Fig. 6.17. The interstitial Fe and

Ni are attracted by the vacancy, while Co is repulsed by the vacancy.

CI-NEBmethod was employed to map the solute jumps in the case of next-nearest-neighbour

interstitial-vacancy pair configurations. The annihilation jump is shown schematically in Fig. 6.18,

as well as the reverse jump.

In the case of Fe, there are two possible annihilation jumps from the DBO site, DBO → L.

When Fe is at the substitutional site, it can jump to one of six next-neighbour interstitial DBO

sites, L → DBO. After the formation of interstitial-vacancy pair, the interstitial solute can jump

away to one of the six DBO sites in the above or under unit cell along c-axis, DBOI → DBONI.
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Figure 6.18: Scheme of combination-dissociation processes of the interstitial solute-vacancy pair
in hcp crystal.

Table 6.12: Migration energy (∆Hm) and effective frequency (ν∗) of Fe jumps in the case of
interstitial solute-vacancy pair configuration. The binding (∆Ei

b) and formation (∆H i
v) energies

of interstitial-vacancy pairs are also reported.

∆Hm (eV) ν∗ (THz) ∆Ei
b (eV) ∆Hi

v (eV)

DBO → L 1.025 24.070 -0.053 1.924

L → DBO 3.254 7.299 - -

DBOI → DBONI 0.515 47.345 -0.053 1.924

DBONI → DBOI 0.233 8.350 0.223 2.200

Vice-versa, the vacancy-interstitial pair can be obtained by six DBONI → DBOI jumps. The

effective frequencies, migration and formation energies, interstitial-vacancy binding energy of

these jumps are reported in Table 6.12.

The vacancy annihilation and creation jumps of Co are similar to Fe transitions, since they

form similar interstitial-vacancy pairs. Co can interstitially move away through one DBOI →
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Table 6.13: Migration energy (∆Hm) and effective frequency (ν∗) of Co jumps in the case of
interstitial-vacancy pair configuration. The binding (∆Ei

b) and formation (∆H i
v) energies of

interstitial-vacancy pairs are also reported.

∆Hm (eV) ν∗ (THz) ∆Ei
b (eV) ∆Hi

v (eV)

DBO → L 0.869 7.017 0.062 2.038

L → DBO 3.527 2.983 - -

DBOI → CRNI 0.067 34.473 0.062 2.038

CRNI → DBOI 0.368 1.010 -0.239 1.737

Table 6.14: Migration energy (∆Hm) and effective frequency (ν∗) of Ni jumps in the case of
interstitial-vacancy pair configuration. The binding (∆Ei

b) and formation (∆H i
v) energies of

interstitial-vacancy pairs are also reported.

∆Hm (eV) ν∗ (THz) ∆Ei
b (eV) ∆Hi

v (eV)

DS → L 0.189 4.241 -0.064 1.912

L → DS 3.254 7.299 - -

CRNI jump. Vice-versa, the vacancy-interstitial pair can be formed by two CRNI → DBOI

transitions. The energies and effective frequencies of these jumps are reported in Table 6.13.

Nickel can combine in two ways with the vacancy, DS → L transition. From the substitu-

tional configurations, Ni can create a vacancy in six ways, L → DS transition. In this case, it

was not possible to calculate any interstitial solute jump with dissociation of interstitial-vacancy

pair, since the nearest sites to the couple are not stable. Therefore, only the combination and

dissociation jumps are included in the KMC simulations. The energies and effective frequencies

related to these jumps are reported in Table 6.14.

Finally, the MEPs and kinetic reactions of solute-host swaps were evaluated with CI-NEB.

Since the distorted crowdion (Fe, Ni) or traditional crowdion (Co) are stable sites, the solute-

host swaps were hypothesised to happen through these sites. The swaps within the basal plane

(L → H∥) and in the adjacent basal plane (L → H⊥) are shown in Fig. 6.3. The solute can

exchange position with one of the twelve nearest host atoms, six in the basal plane and six in

the two adjacent basal planes. The corresponding migration energies and effective frequencies
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Table 6.15: Migration energy (∆Hm) and effective frequency (ν∗) of Fe, Co and Ni in-plane (∥)
and out-of-plane (⊥) solute-host swaps in Ti.

∆Hm⊥ (eV) ν∗
⊥ (THz) ∆Hm∥ (eV) ν∗

∥ (THz)

Fe 2.723 0.414 2.563 2.492

Co 2.816 4.880 2.656 1.830

Ni 2.513 3.294 3.012 0.295

are reported in Table 6.15.

6.4.4 Diffusion behaviour

KMC simulations were used to investigate the behaviour of fast-diffusers. Simple vacancy-

mediated and interstitial mechanisms were initially tested and compared with the experimental

data. The dissociative diffusion mechanism proposed by Frank-Turnbull for fast-diffusers was

also investigated using equation 6.6 [42], and KMC simulations were used to verify the impact

of the combination-dissociation process [46]. To conclude, the KMC code modified to include

the solute-host swaps [47, 94] was used to study the impact of this mechanism on the solvent

diffusivity values.

Simple mechanisms

The hypothesis of substitutional vacancy-mediated (s) and interstitial (i) diffusions were ver-

ified using the KMC codes described respectively in Sections 4.2.3 and 5.2.3. The ab initio

calculations of the solute jumps for these codes were presented in Sections 6.4.1 and 6.4.2. The

comparison of these results and experimental values are reported in Fig. 6.19 for Fe, Fig. 6.20

for Co and Fig. 6.21 for Ni. The activation diffusion barriers and the pre-exponential factors

are reported in Tables 6.16 and 6.17. The results confirm that these two simple mechanisms

cannot explain the anomalous behaviour of these solute atoms. In particular, in the case of so-

lute vacancy-mediated diffusion, the calculated diffusivities are 1011-106 times smaller than the

experimental data, and the activation energies are double the experimental values. This is not
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Table 6.16: Values of Fe, Co and Ni diffusion barriers along the perpendicular (⊥) and par-
allel (∥) directions to the basal plane evaluated by KMC simulations supposing substitutional
vacancy-mediated (Qs) and interstitial (Qi) migrations.

Solute Qs
⊥ (eV) Qi

⊥ (eV) Qs
∥ (eV) Qi

∥ (eV)

Fe 2.396 0.488 2.632 0.458

Co 2.679 0.087 2.635 0.152

Ni 3.070 0.083 2.931 0.029

Table 6.17: Values of Fe, Co and Ni pre-exponential diffusion factor along the perpendicular
(⊥) and parallel (∥) directions to the basal plane evaluated with KMC simulations supposing
only vacancy-mediated (Ds

0) and interstitial (Di
0) migrations.

Solute Ds
0⊥ (m2/s) Di

0⊥ (m2/s) Ds
0∥(m

2/s) Di
0∥(m

2/s)

Fe 1.557x10-7 4.327x10-7 7.140x10-7 1.289x10-7

Co 1.339x10-6 3.050x10-7 1.027x10-6 1.131x10-7

Ni 2.163x10-6 1.514x10-7 1.133x10-6 1.071x10-8

surprising as the activation energy of vacancy-mediated diffusion depends on the high vacancy

formation energy (see Table 6.4). Therefore, the substitutional migration of fast-diffusers is

negligible. On the other hand, the pure interstitial mechanism overestimates the experimental

values, as a result of the very small interstitial migration energies. The diffusivities in this

case are 104 faster times than the experimental data. The interstitial mechanism cannot be

neglected, but these results indicate that different processes are involved.

Combination-dissociation process

The KMC code simulating the interstitial mechanism was modified to include the combination-

dissociation process [46] with the jump frequencies presented in Table 6.12 for Fe, Table 6.13

for Co, and Table 6.14 for Ni. Where required, the jump rates were multiplied by the prob-

ability of having a vacancy near the interstitial solute (see equation 6.10). The diffusivities

obtained (DKMC
cd ) are presented in Fig. 6.22 for Fe, Fig. 6.23 for Co and Fig. 6.24 for Ni,

and compared with experimental data (DExp) and simple interstitial KMC results (DKMC
i ).
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i ) and substitutional vacancy-mediated mechanism (DKMC
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Figure 6.20: a) Perpendicular (⊥) and b) parallel (∥) diffusivities of Co in the case of inter-
stitial (DKMC

i ) and substitutional vacancy-mediated mechanism (DKMC
s ) calculated by KMC

simulations, and compared with experimental data (DExp) [39].
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Figure 6.21: a) Perpendicular (⊥) and b) parallel (∥) diffusivities of Ni in the case of inter-
stitial (DKMC

i ) and substitutional vacancy-mediated mechanism (DKMC
s ) calculated by KMC

simulations, and compared with experimental data (DExp) [38].
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Table 6.18: Values of Fe, Co and Ni diffusion parameters (QEff and DEff
0 ) along the perpendic-

ular (⊥) and parallel (∥) directions to the basal plane calculated by Frank-Turnbull equation
[42].

Solute QEff
⊥ (eV) DEff

0⊥ (m2/s) QEff
∥ (eV) DEff

0∥ (m2/s)

Fe 1.063 4.327x10-7 1.032 1.289x10-7

Co 0.966 3.050x10-7 1.031 1.131x10-7

Ni 1.171 1.514x10-7 1.117 1.071x10-8

The DKMC
cd values match with simple interstitial mechanism diffusivities, indicating that the

combination-dissociation process has an insignificant impact on the fast-diffusers migration.

Frank-Turnbull theory

The effective diffusivities (DEff) of fast-diffusers was calculated by using equation 6.6 [42], and

compared with experimental values (DExp) and interstitial diffusivities (DKMC
i ) in Fig. 6.25 for

Fe, Fig. 6.26 for Co, and Fig 6.27 for Ni. The interstitial-substitutional Gibbs free energy is

approximated by the interstitial formation energies, Ei. The Ceq
I /C

eq
S ratio is then approxi-

mated with the probability of finding the solute at the substitutional position rather than the

interstitial site. The highest values of Ei were chosen because they correspond to the highest

probability of finding the solute at the lattice site. In the case of Fe and Co, the highest value

is EDO
i , while in the case of Ni, it is EDC

i . The values of DEff calculated are consistent with the

experimental data, especially in the case of Co. In the case of Fe, our results overestimate the

experimental data of Nakajima et al (1983) [40], while they underestimate the experimental

data of Nakajima et al (1984) [38] in the case of Ni. This may be due to the approximation of

∆GIS, which is taken to be the highest interstitial formation energy for Fe, Co, and Ni. Iron has

the smallest values of Ei between the fast-diffusers, while Ni shows the highest energies. The

diffusion activation energies and pre-exponential factors obtained are summarised in Table 6.18.

The effective diffusion coefficients of Fe, Co and Ni along the two directions are compared

in Fig. 6.28. Ni is the slowest of the fast-diffusers, while Co and Fe diffuse ≃102 times faster.
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Figure 6.22: a) Perpendicular (⊥) and b) parallel (∥) diffusivities of Fe calculated by includ-
ing the combination and dissociation jumps (DKMC

cd ), and compared with simple interstitial
diffusivities (DKMC

i ), and experimental data (DExp) [40].
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Figure 6.23: a) Perpendicular (⊥) and b) parallel (∥) diffusivities of Co calculated by includ-
ing the combination and dissociation jumps (DKMC

cd ), and compared with simple interstitial
diffusivities (DKMC

i ), and experimental data (DExp) [39].
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Figure 6.25: Effective a) perpendicular (⊥) and b) parallel (∥) diffusivities of Fe calculated by
Frank-Turnbull equation [42] (DEff), and compared with simple interstitial diffusivities (DKMC

i ),
and experimental data (DExp) [40].
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Figure 6.26: Effective a) perpendicular (⊥) and b) parallel (∥) diffusivities of Co calculated by
Frank-Turnbull equation [42] (DEff), and compared with simple interstitial diffusivities (DKMC

i ),
and experimental data (DExp) [39].
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Figure 6.27: Effective a) perpendicular (⊥) and b) parallel (∥) diffusivities of Ni calculated by
Frank-Turnbull equation [42] (DEff), and compared with simple interstitial diffusivities (DKMC

i ),
and experimental data (DExp) [38].
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Figure 6.29: Comparison of calculated D⊥/D∥ ratio of Fe, Co and Ni in α-Ti.

The diffusion coefficients along the c-axis are larger than parallel diffusion data. This trend

of the anisotropy ratio (D⊥/D∥ > 1) has also been experimentally observed by Nakajima and

co-workers [38–40].

Solute-host swap

Finally, the influence of the solute-host swap without vacancy [47, 94] on the self-diffusivity was

examined. The KMC code simulating the vacancy-mediated migration was modified to include

the two solute-host swaps shown in Fig. 6.3. The simulations were running for 54-atoms cell

with one vacancy and one solute atom, corresponding to solute concentration of 1.85 %, and

the self-diffusivity values were obtained as average of all host atoms migration. These solvent
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Table 6.19: Values of activation energy of self-diffusion along the perpendicular (⊥) and parallel
(∥) directions to the basal plane in presence of Fe, Co and Ni evaluated by KMC simulations
including only vacancy-mediated mechanism (Qvm), and also solute-host swaps (Qsh) migration.

Solute Qvm
⊥ (eV) Qsh

⊥ (eV) Qvm
∥ (eV) Qsh

∥ (eV)

Fe 2.498 2.510 2.437 2.252

Co 2.606 2.573 2.374 2.405

Ni 2.677 2.571 2.566 2.495

diffusivities (DKMC
sh ) are displayed in Fig. 6.30 for Fe, Fig. 6.31 for Co and Fig. 6.32 for Ni, and

compared with the previous results of vacancy-mediated KMC code (DKMC
vm ). The diffusion

activation energy and pre-factors values of solvent migration are reported in Table 6.19 and

Table 6.20. The self-diffusivity enhancement is evident in the case of Ni in both directions, the

updated self-diffusion coefficients are 2.25-3.0 times higher than DKMC
vm . In the case of Fe, the

solute-host swaps mainly affect the parallel diffusion, the DKMC
sh /DKMC

vm ratio ranges from 2.25

to 4.23. In the case of Co, the self-diffusivity values do not change significantly with respect

to the vacancy-mediated mechanism. When the solute and vacancy are apart, the solvent

diffusion happens via vacancy-host or solute-host exchanges. In the first case, the activation

energy of vacancy-host swaps is equal to the sum of formation and migration energies of the

vacancy. In the case of Ti, this value is equal ≃2.4 eV for in-plane and out-of-plane jumps, as

shown in Section 4.3.2. The migration energies of Fe-Ti swap within the basal plane and Ni-Ti

swap in the adjacent plane are respectively 2.563 eV and 2.513 eV (see Table 6.15), close to

2.4 eV. Therefore, these swaps compete with the vacancy-host exchanges, accelerating the self-

diffusion. In the case of Fe, this results in an acceleration of Ti migration parallel to the basal

plane, while in the case of Ni, the enhancement affects both directions since the displacement

of Ti atoms occurs in both directions during the out-of-plane solute-host swap. On the other

hand, the migration energy of Co-Ti swaps are higher than 2.4 eV, resulting in jump rates two

orders of magnitude lower than vacancy-Ti exchanges. Therefore, these jumps are less likely to

happen, and they do not influence the solvent diffusion. These findings may be limited by the

fact that only two solute-host swaps are considered.
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Figure 6.30: Solvent a) perpendicular (⊥) and b) parallel (∥) diffusivities in presence of Fe
calculated by KMC simulations including only simple vacancy-mediated migration (DKMC

vm ),
and also solute-host swaps [47, 94] (DKMC

sh ).
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Figure 6.31: Solvent a) perpendicular (⊥) and b) parallel (∥) diffusivities in presence of Co
calculated by KMC simulations including only simple vacancy-mediated migration (DKMC

vm ),
and also solute-host swaps [47, 94] (DKMC

sh ).
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Figure 6.32: Solvent a) perpendicular (⊥) and b) parallel (∥) diffusivities in presence of Ni
calculated by KMC simulations including only simple vacancy-mediated migration (DKMC

vm ),
and also solute-host swaps [47, 94] (DKMC

sh ).
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Table 6.20: Values of pre-exponential factor of self-diffusion along (⊥) and parallel (∥) direc-
tions to the basal plane in presence of Fe, Co and Ni evaluated by KMC simulations including
only vacancy-mediated mechanism (Dvm

0 ), and also solute-host swaps (Dsh
0 ) migration.

Solute Dvm
0⊥ (m2/s) Dsh

0⊥ (m2/s) Dvm
0∥ (m2/s) Dsh

0∥(m
2/s)

Fe 1.159x10-6 1.606x10-6 9.114x10-7 3.206x10-7

Co 2.030x10-6 1.875x10-6 4.828x10-7 7.063x10-7

Ni 2.412x10-6 1.777x10-6 1.026x10-6 1.163x10-6

6.5 Discussion and Conclusions

In this work, the first-principles techniques and KMC simulations were used to understand

the particular diffusion behaviour of fast-diffusers, Fe, Co and Ni in α-Ti. The analysis of the

interstitial and substitutional configurations confirms the fact that these solutes can dissolve

both interstitially and substitutionally [44]. In the case of substitutional positions, Fe and Co

are more stable at off-lattice configurations, while Ni substitutes one Ti atom at the lattice site.

In addition, distorted interstitial sites are preferred to the eight traditional sites.

The KMC results demonstrate that vacancy-mediated migration does not affect the mass

transportation of these elements. Nevertheless, the interstitial mechanism alone is insufficient

to explain their diffusion behaviour. The effective diffusivities calculated using Frank-Turnbull

formula [42] are very similar to the experimental data. The effect of combination-dissociation

process [46] on the overall migration is limited, since the interstitial-vacancy pairs are unlikely to

form. The self-diffusivity values support the hypothesis that the enhancement of self-diffusion

is due to solute-host swap without vacancy-mediation [47, 94].

6.5.1 Substitutional and interstitial configurations

Titanium and other hcp-elements such as Zr and Hf are characterised by large ionic-to-atomic

radii ratios. This allows elements with relatively small radii such as Fe, Co, and Ni to occupy

both interstitial and substitutional sites [7, 34]. Experimental evidence of this has been reported

by Yoshida and co-workers [44, 205] using Mössbauer technique for Fe atoms in α-Ti and α-Zr.
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This dissociative solubility leads to anomalous fast diffusion behaviour and acceleration of the

self-diffusion. Ab initio calculations were used to determine the stability of substitutional and

interstitial Fe, Co and Ni, and the respective biding energies of solute-vacancy pairs in α-Ti.

The findings indicate that Ni is stable at lattice sites, while Co and Fe tend to occupy off-lattice

configurations. This is not surprising, since off-site positions have also been reported in the

ab initio works of Pérez group research [47, 206, 207] and Burr and co-workers [208] in the case

of fast-diffuser Fe and Cr in α-Zr and α-Ti. This may be due to the fact that Ni is the smallest

atom and it introduces smaller distortions in the Ti lattice with respect to Co and Fe.

The study of interstitial sites reveals that Fe, Co and Ni do not occupy the eight traditional

interstitial sites. Instead, they prefer to occupy distorted configurations of octahedral, basal

octahedral, crowdion, and split dumbbell. The ab initio work of Burr and co-workers [208] has

shown similar behaviour in the case of Fe in α-Zr. The interstitial formation energies reported

in this work indicate that these solutes energetically prefer to dissolve at substitutional sites,

however these energies are relatively small. Similar behaviour has been reported in the case of

Fe in α-Zr by previous first-principles studies [207], and by Mössbauer spectra which show that

30 % iron atoms dissolve at interstitial sites in Zr at 24 K [205]. Our Ei values are similar to

the ab initio data obtained by Bernstein and co-workers [204].

6.5.2 Diffusion behaviour

The KMC results confirm the hypothesis that simple vacancy-mediated and interstitial mech-

anisms cannot describe the anomalous diffusion behaviour of fast-diffusers in α-Ti [42]. In the

first case, the activation energies are too high as a result of the vacancy formation energy, lead-

ing to small migration rates. The substitutional diffusion of Fe, Co and Ni have minimal impact

on the overall solute migration. On the other hand, the interstitial mechanism is characterised

by very small jump energies leading to larger diffusion coefficients which overestimate the ex-

perimental data. This suggests that the interstitial solute migration is not the only process

involved in the anomalous behaviour of these solutes, but other processes occur.

In the dissociative diffusion mechanism proposed by Frank and Turnbull [42], the migration
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is due to the interstitial and substitutional solute diffusion, vacancy migration from the surface,

vacancy production in the bulk, and combination-dissociation reactions [45]. In metals, the pro-

duction of vacancy from the surface (through migration) and in the bulk (from dislocations) is

such that the vacancy concentration reaches a constant magnitude as vacancy source and sink

rates balance [42]. In addition, the substitutional solute diffusion can also be neglected as sug-

gested by the KMC simulations reported in this study. Frank and Turnbull have also assumed

that the combination-dissociation process [46] has no appreciable effect on the fast-diffusers

migration in α-Ti [42]. The comparison of KMC simulations with and without combination-

dissociation processes [46] confirm their intuition. In fact, the probability of the interstitial to

encounter a vacancy is very low, hence the contribution of combination and dissociation jumps

is negligible with respect to interstitial migration. However, the diffusivities calculated with

Frank-Turnbull formula are consistent with the experimental data. The discrepancy in the case

of Fe and Ni may be due to the approximation of free energy difference between interstitial and

substitutional atoms with 0 Kelvin calculations of Ei energies. In addition, the Ceq
I /C

eq
S ratio is

approximated using only the highest value of Ei, while there are different interstitial sites that

Fe and Ni can occupied. Nevertheless, the anomalous fast migration of these solutes is due to

the fact that a small number of these atoms move though interstitial sites, while the majority of

them sit at lattice sites [42]. In other words, the solute effective diffusion coefficients are equal

to the interstitial diffusivities corrected by the Ceq
I /C

eq
S ratio [42]. An indirect confirmation

of the dissociative diffusion mechanism is given by the comparison of channelling experiments

conducted on Pd [209] and Au [210] in α-Ti. Both elements show small solubility values in Ti,

but Pd diffuses two orders of magnitude faster than Ti [209], while the diffusivity data of Au

are similar to solvent diffusion coefficients [210]. The channelling experiment shows that 30%

of Pd atoms sit at interstitial sites at 673-973 K [209], while only substitutional solutes have

been found in the case of Au [210]. This suggests that anomalous migration of Pd is due to the

presence of 30% interstitial atoms which diffuse very fast. As mentioned earlier, the dissociative

solubility in interstitial and substitutional sites seems due to the small metallic radius, and an

empirical relation has been found between the atomic size and interstitial diffusivity [38].
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The interstitial migration can explain the opposite anisotropy behaviour of fast-diffusers

with respect to self- and substitutional diffusion [38]. Although, all the interstitial transitions

require similar migration energy, there is an higher number of jumps along the c-axis than

within basal plane. For example, from distorted basal octahedral sites, Fe has six possible

jumps along c-axis and only two in-plane jumps. In the case of Co, there are six DBO→DO

transitions along the c-axis, four out-of-plane DBO→DC transitions and only two DBO→DBO

transitions within the basal plane. Ni diffuses mainly along the c-axis with only two DC→DS

and four DS→DC jumps contributing significantly to the parallel diffusion.

The Frank-Turnbull model describes well the fast migration of Fe, Co and Ni, but it cannot

explain the enhancement of self-diffusivity values. This study shows that the acceleration of

solvent migration can be attributed to the solute-host swap mechanism proposed by Pasianot

et al [47]. The dissociative solubility of fast-diffusers allows the substitutional solute to ex-

change position with host atoms without vacancy mediation. This transition is schematically

described by the model proposed by Warburton [94]. When the interstitial-vacancy pair is

formed after a dissociation jump (v1), only combination solute-vacancy jumps (v2) and host-

vacancy reorienting (w2) jumps are allowed [94]. The solute-host swap is a result of the sequence

of dissociation, reorienting host-vacancy and combination transitions. For simplicity, in this

work only two solute-host swap jumps, involving the crowdion site in the case of Co and dis-

torted crowdion site for Fe and Ni, are considered for the simulations (in-plane and out-of-plane

swaps). The KMC results show that the solvent diffusivities which include the solute-host swap

mechanism are larger than the simple vacancy-mediated process in the case of Ni and Fe, while

the enhancement is minimal for Co. This may be due to the fact that, in the case of Fe and Ni,

the migration energies of solute-host swaps are close to 2.4 eV corresponding to the sum of Ev

and ∆Hm of vacancy-solvent exchange. In the case of Ni, the enhancement occurs along both

directions because the Ni-Ti swap in the adjacent basal plane are more likely to happen, while

the Fe-Ti swap within the basal plane increases the self-diffusivity along the parallel direction.

On the other hand, in the case of Co, the migration energies of solute-host swaps are higher

than vacancy-host exchange, resulting in no significant enhancement of the self-diffusion. The
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solute can exchange position with the solvent atom through other transitions, and requires

further investigations of the pathway networks. These results need to be interpreted as a qual-

itative description rather than a quantitative measure of this mechanism. It is important to

bear in mind that the migration of fast-diffusers is a very complex phenomenon with different

processes involved, while the KMC simulations here presented focus only on one aspect of their

behaviour. Additionally, there are no systematic studies of the individual effect of fast-diffusers

on Ti migration in the literature, making it hard to interpret and validate these results. Nev-

ertheless, our findings support the idea that solute-host swap of Fe, Co and Ni can have an

appreciable impact on solvent migration, and therefore on the creep properties of Ti [7, 34, 36].
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Chapter 7

Conclusions and Future work

7.1 Conclusions

This work presents the findings from a study on solute and self-diffusion in α-Ti, focusing on

three migration mechanisms: vacancy-mediated, interstitial, and fast-diffuser diffusion. The

aim of this project was to determine the diffusivities of different species in Ti and also to

understand the migration mechanisms involved. This investigation was conducted with ab initio

techniques, using both analytical methods and kinetic Monte Carlo simulations.

Given the importance of Si and its slow diffusion which influence high-temperature proper-

ties of α-Ti alloys, the research started with an investigation of its vacancy-mediated diffusion

and compared the behaviour with other semi-metals, Al, Ga, Ge, In and Sn. The next phase

was to better understand the interstitial migration of the light elements, O, N and C. These

interstitials have dramatic influence on the creep and fatigue resistance of Ti, limiting the

utilisation of α alloys at high temperature. The large diffusion coefficients of these elements

contribute to the decline of Ti properties. The research finishes with an investigation of the

fast-diffusers (Fe, Co and Ni) which are important when considering creep behaviour. These

alloying elements may be linked to the reduction in creep properties through their fast migra-

tion and to their role in enhancing the of self-diffusion in Ti. The following sections summarise

our findings on diffusion of these solutes and possible ideas of further investigations.
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7.1.1 Vacancy-mediated diffusion in alpha-Ti: semi-metals

The semi-metals and self-diffusion coefficients in α-Ti along the perpendicular and parallel

direction to the basal plane were calculated using an analytical model (“8-frequency” model

[51]) and kinetic Monte Carlo simulations informed by ab initio calculations. The results are

consistent with the experimental data and previous DFT works available in the literature,

showing the accuracy of these two methods.

The study shows that the atomic size plays a minor role in the solute migration, while the

electronic structure of the solute-solvent bond has a major impact on the diffusion. In fact,

the DFT results show that a smaller atom such as Si diffuses many times slower than a large

one such as In. The charge density analysis indicates the formation of a strong Si-Ti bond that

requires high energy to be broken. Vice-versa, the bond created between In and Ti is easier to

break leading to a small diffusion activation energy. The slow migration of Si may positively

influence the creep behaviour affecting the dislocation climb. The addition of solutes in the

matrix changes the vacancy formation and migration energies. This may effect the speed of

dislocation climb mechanism as suggested by Yu and Wang [211]. However the work of Goswani

and Mottura [212] shows that the addition of slow-diffusers such as Re in Ni does not reduce

the vacancy diffusion appreciably to explain the good influence of Re addition on the creep

properties of Ni. Further investigations are required to better address these phenomena.

The first-principles calculations have been shown to be an excellent tool to study the

anisotropic diffusion that characterises α-Ti. The calculations confirm the trend D⊥/D∥ < 1

reported for hcp elements with c/a < 1.633 [9]. In particular, the behaviour of Ge and Si

stands out with respect to the other solutes. The anisotropy is a result of the difference be-

tween in-plane and out-of-plane jump migration energies. In the case of Si and semi-metals, the

out-of-plane jump is more energetically favourable. For hcp crystals, this energy depends on

three terms. The first one is the energy necessary to dilate the “window” of host atoms around

the solute at the saddle point. The second term is the energy required to compress the solute in

order to squeeze through this window. The last term depends upon the distortion of the solute-

solvent bond that can lead to a low-energy configuration at the saddle point. Ab initio studies
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allow for the evaluation and comparison of these terms for the semi-metals showing that the

last term can significantly decrease the migration energy for the in-plane jump, promoting the

parallel diffusion over the perpendicular migration, which has an especially large contribution

in the case of Ge.

7.1.2 Interstitial diffusion in alpha-Ti: O, N and C

The diffusion behaviour of O, N and C was studied using the analytical model proposed by

Landaman and Shlesinger [52, 53]. The findings obtained are in good agreement with the KMC

simulations informed by the same jump frequencies, as well as by previous experimental values

and first-principles studies.

The ab initio study shows that these elements prefer to dissolve as interstitials in α-Ti. In

particular, the calculations confirm that they occupy octahedral sites. However, the tetrahedral

sites are unstable for these elements, while less traditional sites such as crowdion, hexahedral

and basal crowdion are stable. The electronic structure of the solute-Ti bond of these stable

sites were evaluated. The findings show that when these solutes occupy octahedral sites, they

form a very strong bond with Ti, while in the case of the other interstitial sites, this bond is

more metallic. The effect of these elements on the Ti plasticity can be related to this more

covalent bond [30]. In particular, O and N show similar electronic behaviour, while the Ti-C

bond is weaker. This may be why C reduces ductility less than O or N in α-Ti.

With this new information, the transition networks through which these solutes migrate in

the hcp crystal of Ti was updated. The new pathway networks explain the anisotropic diffusion

behaviour of these solute, D⊥/D∥ < 1. In fact, the migration is strongly dependent on the

octahedral↔crowdion swap which occurs on the directions parallel to the basal plane. The

energy required to perform octahedral↔crowdion transition is very low, especially compared to

the octahedral↔octahedral jump along c-axis. The diffusion behaviour of O and N is similar,

while C diffusivities are faster. This can be attributed to the lower energy migration of C with

respect to O and N, and can be explained by the weaker Ti-C bond.
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7.1.3 Fast-diffusers migration in alpha-Ti

The diffusion behaviour of fast-diffusers in α-Ti was investigated using KMC simulations in-

formed by ab initio calculations. First-principles results show that Fe, Co and Ni can be

accommodated at interstitial sites in addition to substitutional configurations in Ti as experi-

mentally observed by Yoshida et al [44]. As substitutional atoms, Co and Fe occupy off-lattice

sites, while Ni replaces the host atom at the lattice site. Off-site configurations have been

reported for Fe in α-Zr in previous first-principles studies [47, 207] and experimentally [205].

This behaviour may be due to volumetric factors. As interstitial atoms, Fe, Co and Ni tend to

accommodate at distorted interstitial sites rather than the traditional configurations. Fe shows

similar behaviour in α-Zr as reported experimentally by Yoshida et al [205], and computation-

ally by Pérez et al [207] and Burr et al [208]. The interstitial formation energies are in good

agreement with the values reported by Bernstein and co-workers [204]. These solutes show a

tendency to occupy the lattice sites rather than interstitial sites. This is not surprising, since

Yoshida et al have reported that only 30% of Fe atoms sit at interstitial sites in Ti [44].

The anomalous fast migration depends on the dissociative solubility in interstitial and sub-

stitutional sites, as suggested by Frank and Turnbull [42]. Since Fe, Co and Ni can be found

both at interstitial and lattice sites, both mechanisms of interstitial and vacancy-mediated dif-

fusion are possible. However, in the case of the interstitial process, the diffusivity values are

too high with respect to the experimental data, while the substitutional solute diffusion makes

no significant contribution to the overall migration of these solutes. Our findings suggest that

the anomalous diffusion of fast-diffusers is due to the fast migration of the relatively few atoms

at interstitial sites, while the majority of solutes are stationary at lattice sites. In fact, the

effective diffusivities calculated by Frank-Turnbull formula [42] are consistent with experimen-

tal data of Fe [40], Co [39] and Ni [38] migration in Ti. On the other hand, the combination

and dissociation jumps [46] are very rare and they do not significantly influence the migration

of fast-diffusers. The interstitial transitions through which these solutes move can explain the

anisotropic diffusion behaviour. The trend D⊥/D∥ > 1 is a result of the higher number of

interstitial jumps along c-axis.
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The acceleration of solvent atom migration in the presence of fast-diffusers seems to be

related to the substitutional solute-host swap without vacancy assistance [47]. The solute-

host swap is based on the interstitial-vacancy pair model proposed by Warburton [94]. With

respect to Miller’s model [46], only the dissociation and combination solute reactions, and the

reorientation of the pair through vacancy-host exchange transitions can occur [94]. A sequence

of dissociation, reorienting vacancy-host, and combination jumps allows the fast-diffusers to

exchange position with solvent atoms. The KMC investigation on this mechanism qualitatively

shows that the solvent diffusion is promoted by this type of transition.

7.2 Future work

This work has shown the potential of DFT and KMC methods as a tool to understand different

diffusion mechanisms in dilute binary Ti alloys. In terms of directions for future research, a

few areas could yield interesting results:

1. The calculation of vacancy-mediated diffusion of semi-metals and Ti can be improved by

including the vibrational entropy term in the vacancy formation energy. The vibrational

entropy can be obtained using quasi-harmonic approximation from phonon or Debye

model, using respectively the supercell [213] and Debye-Grüneisen methods [214].

2. The substitutional solute and self-diffusivities in non-dilute binary alloys can be achieved

using statistical methods such as cluster expansion [215] and KMC techniques to predict

the thermodynamic properties of binary alloys [216].

3. The DFT calculations can be used to study the impact of composition upon the stack-

ing fault energy. This information is important as it can be used to assess dislocation

climb [211]. Yasi and co-workers [217] have performed similar studies mapping the so-

lute/dislocations interaction energy in Mg. It would be interesting to apply their methods

to Ti.

4. A study of O, C and N effect on the structural stability, lattice constant and elastic
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constants and electronic structure mechanical properties of Ti can aid understanding

their effect on the α-Ti plasticity [30]. A better understanding of the diffusivity of light

elements effects upon the mechanical properties in Ti can also be achieved by studying

their interaction with dislocations [77, 91], and deformation slip modes [218].

5. The gap between fast-diffusers diffusivity values calculated in this work and the experi-

mental data could be addressed by calculating the temperature dependence of the inter-

stitial formation energy. The free energy can be obtained by vibrational entropy, using

frozen phonon calculations [219].

6. A more detailed investigation of self-diffusion enhancement due to fast-diffusers can be

achieved by an accurate map of all solute-host swaps. A comparative study of the effect

of these elements can give important information on their influence on creep properties

of α-Ti. It has been reported that very small additions of Ni have a 7-11 times higher

detrimental effect on the Ti properties than Fe [36].

7. The addition of fast-diffusers in Ti does not only affect the solvent atom migration, but

it accelerates the diffusion of some substitutional atoms, such as Ta [41] and Al [10]. In

other cases, the fast-diffusers have no effect on the substitutional migration (Zr diffusion

[220]). A study on the substitutional solute migration in the presence of Fe, Co and Ni can

give more information on these phenomena. Understanding the impact of substitutional

elements on the formation of vacancy-interstitial defects is also fundamental for the design

of α-Ti alloys and their mechanical properties.
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Appendix A

Self-interstitial diffusion

In this section, we report on a brief investigation of self-interstitials in α-Ti in order to address

the inquiries advanced by the article of Zhang et al [191] on the cold dwell fatigue mechanism

and self-diffusion at low temperature. In their work, Zhang and co-workers have estimated that

dwell fatigue mechanism in Ti has an activation energy of 0.62 eV. They have assumed that

this energy is due the fact that Ti atoms can migrate at low temperature via self-interstitial

mechanism.

The self-interstitial defects were studied using electronic structure described by PAW [142],

exchange-correlation functional computed using GGA-PBE [143] treating the 3p-orbitals as

valence. We used 54-atom supercell, Monkhorst-Pack mesh of 32 x 32 x 17 k-points for a

2-atom cell and an energy cut-off of 350 eV. The formation energy of self-interstitial were

computed using,

Esi = E{MN+1} −
N + 1

N
E{MN}; (A.1)

where N is the total number of solvent atoms, E{MN+1} is the energy of a system with one

self-interstitial, and E{MN} is the energy of the perfect site. These energies are presented in

Table A.1. The stable self-interstitial sites of Ti are octahedral (OC), basal octahedral (BO)

and split dumbbell along c-axis (SP). Our result are in good agreement with the work of Vérité

[186] (see Table A.1). In the hcp unit cell, there are two equivalent OC sites, two equivalent

BO sites, and two equivalent couple of SP sites, as displayed in Fig. A.1. For simplicity, each
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Table A.1: Calculated self-interstitial energies (Esi) in α-Ti compared with previous ab initio
data (EV

si) [186].

Site Esi (eV) EV
si (eV)[186]

OC 2.654 2.63

TE (SP) (SP)

CR (saddle point) 2.92

SP 2.722 2.74

BO 2.641 2.54

HE (saddle point) (BO)

BC (BO) (BS)

BS (saddle point) 2.76

OC

BO

SP

Figure A.1: Schematic representation of stable self-interstitial sites in hcp unit cell of α-Ti.

atom of the SP couple is considered separately, therefore there are four SP self-interstitial in

the unit cell.

The self-diffusion coefficients were calculated using 100 KMC simulations of 109 events each.

The migration energies and minimum energy path were evaluated using CI-NEB [62–64] with

a constant-shape supercell, and the same set-up (supercell size, k-points mesh, and energy cut-

off) of the defect energy calculations. From the BO sites, two BO→OC along c-axis and six

BO→SP transitions are possible. There are twelve OC→SP jumps within the basal plane, and

two OC→BO transitions along c-axis from OC sites. From the SP, self-interstitial Ti can move

within the basal plane to one of the three OC sites (SP→OC), to one of the six BO site in the
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Table A.2: Migration energy (∆Hm) and effective frequency (ν∗) of self-interstitial jumps in
α-Ti.

∆Hm (eV) ν∗ (THz)

BO→OC 0.370 15.975

BO→SP 0.397 17.007

OC→BO 0.346 59.724

OC→SP 0.373 62.553

SP→BO 0.280 14.865

SP→OC 0.280 14.624

SP→SP 1.359 44.273

a) b) c) d)

Figure A.2: Schematic representation of transition pathways of self-interstitial jumps in hcp
crystal: a) BO↔OC, b) BO↔SP, c) OC↔SP and d) SP↔SP transitions.

adjacent basal planes (SP→BO), or to one of the two SP site along c. These transitions are

schematically displayed in Fig. A.2, and their migration energies and effective frequencies are

reported in Table A.2.

The bulk diffusivity data at low temperature (20-230 ◦C) calculated with KMC simulations

are displayed in Fig. A.3. The activation energy of self-interstitial results equals to 0.383 eV,

smaller than the value reported by Zhang et al [191], though of the same order of magnitude.

This indicates that Ti can actually diffuse at low temperature by a self-interstitial migration

rather than vacancy-mediated mechanism, and affect the mechanical behaviour at these tem-

peratures.
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Figure A.3: Self-interstitial diffusion coefficients evaluated between 20-230 ◦C.
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Appendix B

Multi-State Diffusion matrix

B.1 Oxygen

The Laplace transform matrix of waiting time and Fourier transform matrix of displacement of

O in Ti were obtained following the procedure in [52, 53]. ψ̃(u) and p̃∗
(−→
k
)
are n x n matrices,

where n is the number of interstitial sites in the unit cell. The columns and rows represent

respectively the initial and final sites of each jump. In the case of O, n is equal 10, and we

decided to use the site notation in Fig. B.1 and to denote the jump frequencies as follow,

• woo: octahedral→octahedral jump frequency;

• woh: octahedral→hexahedral jump frequency;

• woc: octahedral→crowdion jump frequency;

• who: hexahedral→octahedral jump frequency;

• whc: hexahedral→crowdion jump frequency;

• wco: crowdion→octahedral jump frequency;

• wch: crowdion→hexahedral jump frequency.

Considering OC1 site (see Fig. B.1) as initial site, O can jump along −
−→
k3 direction to OC2

sites, one in the same unit cell and one in the repeated cell. Additionally, it can jump to three
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Figure B.1: Notation of O interstitial sites in the unit cell used to build the Laplace transform
matrix of waiting time and Fourier transform matrix of displacement.

different HE1 sites, one in the same unit cell, and the other two in the two repeated cells along
−→
k1 and along

−→
k2 directions. Similarly, it can reach HE2 in the three repeated cells along

−→
k1,

along
−→
k2 and along

−→
k1 +

−→
k2 directions. Finally, OC1 site is surrounded by six CR sites: two

CR1, one in the same unit cell and one in the repeated cell along
−→
k1 direction; two CR2, one

in the same unit cell and one in the repeated cell along
−→
k2 direction; two CR3 in the repeated

cells along
−→
k1 and along

−→
k2 directions. We can now start to fill the ψ̃(u) matrix. For example,

the jump OC1→OC2 is associated to the element ψ̃(u)21 which is equal to,

ψ̃(u)21 =
noowoo

Λo + u
(B.1)

where noo is equal 2 and

Λo = 2 woo + 6 woh + 6 woc. (B.2)

The rest of the matrix is determined in a similar manner.

The elements of p̃∗
(−→
k
)
matrix can be expressed by

p̃∗
(−→
k
)
gr

=

∑
h δ

h
gr

ngr
(B.3)

with

δhgr = exp
[
i
(
m1
g

(
l1g − l1r

) −→
k1 +m2

g

(
l2g − l2r

) −→
k2 +m3

g

(
l3g − l3r

) −→
k3
)]

(B.4)
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where i is the imaginary unit, (lg − lr) values are the displacements along the three directions
−→
k1,

−→
k2 and

−→
k3, mg values denote the unit cell containing the final site g, they can be equal ±1

or 0 depends if the unit cell is repeated or not along that direction. In the case of OC1→OC2,

the element p̃∗
(−→
k
)
21

is obtained by

p̃∗
(−→
k
)
21

=
δ121 + δ221

2
(B.5)

where,

δ121 = exp
(
−im3

2

c

4

−→
k3
)

(B.6)

with m3
2 equal 0 because OC1 and OC2 are in the same unit cell, while

δ221 = exp
(
im3

2

c

4

−→
k3
)

(B.7)

with m3
2 equal -1 because OC2 is in the repeated cell below. Following these steps for all O

interstitial sites in the unit cell, we built ψ̃(u) and p̃∗
(−→
k
)
for O,

ψ̃(u) =



OC1 OC2 HE1 HE2 CR1 CR2 CR3 CR4 CR5 CR6

OC1 0 2 woo

Λo+u
3 who

Λh+u
3 who

Λh+u
2 wco

Λc+u
2 wco

Λc+u
2 wco

Λc+u
0 0 0

OC2 2 woo

Λo+u
0 3 who

Λh+u
3 who

Λh+u
0 0 0 2 wco

Λc+u
2 wco

Λc+u
2 wco

Λc+u

HE1 3 woh

Λo+u
3 woh

Λo+u
0 0 wch

Λc+u
wch

Λc+u
wch

Λc+u
wch

Λc+u
wch

Λc+u
wch

Λc+u

HE2 3 woh

Λo+u
3 woh

Λo+u
0 0 wch

Λc+u
wch

Λc+u
wch

Λc+u
wch

Λc+u
wch

Λc+u
wch

Λc+u

CR1 2 woc

Λo+u
0 whc

Λh+u
whc

Λh+u
0 0 0 0 0 0

CR2 2 woc

Λo+u
0 whc

Λh+u
whc

Λh+u
0 0 0 0 0 0

CR3 2 woc

Λo+u
0 whc

Λh+u
whc

Λh+u
0 0 0 0 0 0

CR4 0 2 woc

Λo+u
whc

Λh+u
whc

Λh+u
0 0 0 0 0 0

CR5 0 2 woc

Λo+u
whc

Λh+u
whc

Λh+u
0 0 0 0 0 0

CR6 0 2 woc

Λo+u
whc

Λh+u
whc

Λh+u
0 0 0 0 0 0



,

(B.8)
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where

Λo = 2 woo + 6 woh + 6 woc;

Λh = 6 who + 6 whc;

Λc = 2 wco + 2 wch;

(B.9)

p̃∗
(−→
k
)
=



OC1 OC2 HE1 HE2 CR1 CR2 CR3 CR4 CR5 CR6

OC1 0 A B C D D E 0 0 0

OC2 A 0 F C 0 0 0 D D E

HE1 B F 0 0 1 1 1 G G G

HE2 C C 0 0 H H 1 H H 1

CR1 D 0 1 H 0 0 0 0 0 0

CR2 D 0 1 H 0 0 0 0 0 0

CR3 E 0 1 1 0 0 0 0 0 0

CR4 0 D G H 0 0 0 0 0 0

CR5 0 D G H 0 0 0 0 0 0

CR6 0 E G 1 0 0 0 0 0 0



,

(B.10)
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where

A =
1 + exp

(
−i c

2

−→
k3
)

2
;

B =
1 + exp

(
−i2a

3

−→
k1
)
+ exp

(
−i2a

3

−→
k2
)

3
;

C =
exp

(
−ia

3

−→
k1
)
+ exp

(
−ia

3

−→
k2
)
+ exp

[
−ia

3

(−→
k1 +

−→
k2
)]

3
;

D =
1 + exp

(
−ia

2

−→
k1
)

2
;

E =
exp

(
−ia

2

−→
k1
)
+ exp

(
−ia

2

−→
k2
)

2
;

F =
exp

(
−i c

4

−→
k3
)
+ exp

[
−i

(
2a
3

−→
k1 + c

4

−→
k3
)]

+ exp
[
−i

(
2a
3

−→
k2 + c

4

−→
k3
)]

3
;

G = exp
(
−i c

4

−→
k3
)
;

H = exp
(
−ia

3

−→
k2
)
.

(B.11)

B.2 Nitrogen

In the case of N, there are sixteen interstitial sites in the unit cell, notating as in Fig. B.2. The

jump frequencies involved are,

• woo: octahedral→octahedral jump frequency;

• woh: octahedral→hexahedral jump frequency;

• woc: octahedral→crowdion jump frequency;

• wob: octahedral→basal crowdion jump frequency;

• who: hexahedral→octahedral jump frequency;

• whc: hexahedral→crowdion jump frequency;
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Figure B.2: Notation of N interstitial sites in the unit cell used to build the Laplace transform
matrix of waiting time and Fourier transform matrix of displacement.

• wco: crowdion→octahedral jump frequency;

• wch: crowdion→hexahedral jump frequency;

• wcb: crowdion→basal crowdion jump frequency;

• wbo: basal crowdion→octahedral jump frequency;

• wbc: basal crowdion→crowdion jump frequency.

ψ̃(u) and p̃∗
(−→
k
)
are 16 x 16 matrices and they can be built following the steps explained in

case of O.

ψ̃(u) =



OC1 OC2 HE1 HE2 CR1 CR2 CR3 CR4 CR5 CR6 BC1 BC2 BC3 BC4 BC5 BC6

OC1 0 a b b c c c 0 0 0 d d d d d d

OC2 a 0 b b 0 0 0 c c c d d d d d d

HE1 e e 0 0 f f f f f f 0 0 0 0 0 0

HE2 e e 0 0 f f f f f f 0 0 0 0 0 0

CR1 g 0 i i 0 0 0 0 0 0 m 0 m m 0 m

CR2 g 0 i i 0 0 0 0 0 0 m m 0 0 m m

CR3 g 0 i i 0 0 0 0 0 0 0 m m m m 0

CR4 0 g i i 0 0 0 0 0 0 m 0 m m 0 m

CR5 0 g i i 0 0 0 0 0 0 m m 0 0 m m

CR6 0 g i i 0 0 0 0 0 0 0 m m m m 0

BC1 n n 0 0 p p 0 p p 0 0 0 0 0 0 0

BC2 n n 0 0 0 p p 0 p p 0 0 0 0 0 0

BC3 n n 0 0 p 0 p p 0 p 0 0 0 0 0 0

BC4 n n 0 0 p 0 p p 0 p 0 0 0 0 0 0

BC5 n n 0 0 0 p p 0 p p 0 0 0 0 0 0

BC6 n n 0 0 p p 0 p p 0 0 0 0 0 0 0



,

(B.12)
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where

a =
2 woo

Λo + u
;

b =
3 who

Λh + u
;

c =
2 wco

Λc + u
;

d =
wbo

Λb + u
;

e =
3 woh

Λo + u
;

f =
wch

Λc + u
;

g =
2 woc

Λo + u
;

i =
whc

Λh + u
;

m =
wbc

Λb + u
;

n =
wob

Λo + u
;

p =
wbc

Λb + u
;

(B.13)

with

Λo = 2 woo + 6 woh + 6 woc + 6 wob;

Λh = 6 who + 6 whc;

Λc = 2 wco + 2 wch + 4 wcb;

Λb = 2 wbo + 4 wbc.

(B.14)
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p̃∗
(−→
k
)
=



OC1 OC2 HE1 HE2 CR1 CR2 CR3 CR4 CR5 CR6 BC1 BC2 BC3 BC4 BC5 BC6

OC1 0 A B C D E F 0 0 0 1 G H 1 1 1

OC2 A 0 I C 0 0 0 D E F 1 L M 1 1 1

HE1 B I 0 0 1 1 1 N N N 0 0 0 0 0 0

HE2 C C 0 0 H G 1 H G 1 0 0 0 0 0 0

CR1 D 0 1 H 0 0 0 0 0 0 1 0 1 1 0 G

CR2 E 0 1 G 0 0 0 0 0 0 1 1 0 0 1 H

CR3 F 0 1 1 0 0 0 0 0 0 0 1 1 H G 0

CR4 0 D N G 0 0 0 0 0 0 N 0 N 1 0 G

CR5 0 E N H 0 0 0 0 0 0 N N 0 0 1 H

CR6 0 F N 1 0 0 0 0 0 0 0 N N H G 0

BC1 1 1 0 0 1 1 0 N N 0 0 0 0 0 0 0

BC2 G L 0 0 0 1 1 0 N N 0 0 0 0 0 0

BC3 H M 0 0 1 0 1 N 0 N 0 0 0 0 0 0

BC4 1 1 0 0 1 0 H 1 0 H 0 0 0 0 0 0

BC5 1 1 0 0 0 1 G 0 1 G 0 0 0 0 0 0

BC6 1 1 0 0 G H 0 G H 0 0 0 0 0 0 0



,

(B.15)
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where

A =
1 + exp

(
−i c

2

−→
k3
)

2
;

B =
exp

(
−i c

4

−→
k3
)
+ exp

[
−i

(
2a
3

−→
k1 + c

4

−→
k3
)]

+ exp
[
−i

(
2a
3

−→
k2 + c

4

−→
k3
)]

3
;

C =
exp

(
−ia

3

−→
k1
)
+ exp

(
−ia

3

−→
k2
)
+ exp

[
−ia

3

(−→
k1 +

−→
k2
)]

3
;

D =
1 + exp

(
−ia

2

−→
k1
)

2
;

E =
1 + exp

(
−ia

2

−→
k2
)

2
;

F =
exp

(
−ia

2

−→
k1
)
+ exp

(
−ia

2

−→
k2
)

2
;

G = exp
(
−ia

3

−→
k1
)

H = exp
(
−ia

3

−→
k2
)

I =
1 + exp

(
−i2a

3

−→
k1
)
+ exp

(
−i2a

3

−→
k2
)

3
;

L = exp
[
−i

(a
3

−→
k1 +

c

4

−→
k3
)]

M = exp
[
−i

(a
3

−→
k2 +

c

4

−→
k3
)]

N = exp
(
−i c

4

−→
k3
)
.

(B.16)

B.3 Carbon

In the case of C, there are fourteen interstitial sites in the unit cell, notating as in Fig. B.3.

The jump frequencies involved are,

• woo: octahedral→octahedral jump frequency;

• woc: octahedral→crowdion jump frequency;

• wob: octahedral→basal crowdion jump frequency;
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Figure B.3: Notation of C interstitial sites in the unit cell used to build the Laplace transform
matrix of waiting time and Fourier transform matrix of displacement.

• wco: crowdion→octahedral jump frequency;

• wcb: crowdion→basal crowdion jump frequency;

• wbo: basal crowdion→octahedral jump frequency;

• wbc: basal crowdion→crowdion jump frequency.

ψ̃(u) and p̃∗
(−→
k
)
are 14 x 14 matrices and they can be built following the steps explained in

case of O.

ψ̃(u) =



OC1 OC2 CR1 CR2 CR3 CR4 CR5 CR6 BC1 BC2 BC3 BC4 BC5 BC6

OC1 0 2 woo
Λo+u

2 wco
Λc+u

2 wco
Λc+u

2 wco
Λc+u

0 0 0 wbo
Λb+u

wbo
Λb+u

wbo
Λb+u

wbo
Λb+u

wbo
Λb+u

wbo
Λb+u

OC2 2 woo
Λo+u

0 0 0 0 2 wco
Λc+u

2 wco
Λc+u

2 wco
Λc+u

wbo
Λb+u

wbo
Λb+u

wbo
Λb+u

wbo
Λb+u

wbo
Λb+u

wbo
Λb+u

CR1 2 woc
Λo+u

0 0 0 0 0 0 0 wbc
Λb+u

0 wbc
Λb+u

wbc
Λb+u

0 wbc
Λb+u

CR2 2 woc
Λo+u

0 0 0 0 0 0 0 wbc
Λb+u

wbc
Λb+u

0 0 wbc
Λb+u

wbc
Λb+u

CR3 2 woc
Λo+u

0 0 0 0 0 0 0 0 wbc
Λb+u

wbc
Λb+u

wbc
Λb+u

wbc
Λb+u

0

CR4 0 2 woc
Λo+u

0 0 0 0 0 0 wbc
Λb+u

0 wbc
Λb+u

wbc
Λb+u

0 wbc
Λb+u

CR5 0 2 woc
Λo+u

0 0 0 0 0 0 wbc
Λb+u

wbc
Λb+u

0 0 wbc
Λb+u

wbc
Λb+u

CR6 0 2 woc
Λo+u

0 0 0 0 0 0 0 wbc
Λb+u

wbc
Λb+u

wbc
Λb+u

wbc
Λb+u

0

BC1 wob
Λo+u

wob
Λo+u

wbc
Λb+u

wbc
Λb+u

0 wbc
Λb+u

wbc
Λb+u

0 0 0 0 0 0 0

BC2 wob
Λo+u

wob
Λo+u

0 wbc
Λb+u

wbc
Λb+u

0 wbc
Λb+u

wbc
Λb+u

0 0 0 0 0 0

BC3 wob
Λo+u

wob
Λo+u

wbc
Λb+u

0 wbc
Λb+u

wbc
Λb+u

0 wbc
Λb+u

0 0 0 0 0 0

BC4 wob
Λo+u

wob
Λo+u

wbc
Λb+u

0 wbc
Λb+u

wbc
Λb+u

0 wbc
Λb+u

0 0 0 0 0 0

BC5 wob
Λo+u

wob
Λo+u

0 wbc
Λb+u

wbc
Λb+u

0 wbc
Λb+u

wbc
Λb+u

0 0 0 0 0 0

BC6 wob
Λo+u

wob
Λo+u

wbc
Λb+u

wbc
Λb+u

0 wbc
Λb+u

wbc
Λb+u

0 0 0 0 0 0 0



,
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where

Λo = 2 woo + 6 woc + 6 wob;

Λc = 2 wco + 4 wcb;

Λb = 2 wbc + 4 wbc.

(B.18)

p̃∗
(−→
k
)
=



OC1 OC2 CR1 CR2 CR3 CR4 CR5 CR6 BC1 BC2 BC3 BC4 BC5 BC6

OC1 0 A D E F 0 0 0 1 G H 1 1 1

OC2 A 0 0 0 0 D E F 1 L M 1 1 1

CR1 D 0 0 0 0 0 0 0 1 0 1 1 0 G

CR2 E 0 0 0 0 0 0 0 1 1 0 0 1 H

CR3 F 0 0 0 0 0 0 0 0 1 1 H G 0

CR4 0 D 0 0 0 0 0 0 N 0 N 1 0 G

CR5 0 E 0 0 0 0 0 0 N N 0 0 1 H

CR6 0 F 0 0 0 0 0 0 0 N N H G 0

BC1 1 1 1 1 0 N N 0 0 0 0 0 0 0

BC2 G L 0 1 1 0 N N 0 0 0 0 0 0

BC3 H M 1 0 1 N 0 N 0 0 0 0 0 0

BC4 1 1 1 0 H 1 0 H 0 0 0 0 0 0

BC5 1 1 0 1 G 0 1 G 0 0 0 0 0 0

BC6 1 1 G H 0 G H 0 0 0 0 0 0 0



, (B.19)

where
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1 + exp
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−i c

2

−→
k3
)

2
;

D =
1 + exp
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−ia
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−→
k1
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2
;
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1 + exp
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k2
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exp
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k1
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+ exp
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−→
k2
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;

G = exp
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H = exp
(
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k2
)

L = exp
[
−i

(a
3

−→
k1 +

c

4

−→
k3
)]

M = exp
[
−i

(a
3

−→
k2 +

c

4

−→
k3
)]

N = exp
(
−i c
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−→
k3
)
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[9] M. Köppers, C. Herzig, M. Friesel, and Y. Mishin. Intrinsic self-diffusion and substitu-

tional Al diffusion in α-Ti. Acta Materialia, 45(10):4181–4191, 1997.

163
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Atomic-Jump Process of Iron in α− Zr. Physical Review Letters, 61(2):195–198, 1988.
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