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ABSTRACT 

Since the invention of the mobile phone, a new generation of mobile communication standard 

has emerged every 10 years. Upgrading the technology of mobile networks in all areas takes 

few years. Hence, mobile phones should support the previous communication standards as 

well as the latest standards. Realizing a multi-standard mobile phone by multiple transceivers 

in parallel is neither a size-efficient nor a cost-efficient solution. Hence, modern mobile 

phones demand reconfigurable transceivers. It is also essential for mobile phones to consume 

power efficiently. Hence, the multi-standard transceiver should scale its power consumption 

to the standard specifications. Many recent communication standards are based on the 

Orthogonal Frequency-Division Multiplexing (OFDM). In the OFDM based transceivers, 

digital computation of the Discrete Fourier Transform (DFT) is a power hungry process. 

Reduction in the hardware cost and power consumption is possible by implementing the DFT 

processor with analogue circuits. Accordingly, the goal of this work is to design a power-

scalable variable-length analogue DFT processor for multi-standard OFDM transceivers. 

Since the Fast Fourier Transform (FFT) algorithm reduces the computational burden of the 

DFT, it has been used to reduce the hardware cost and power consumption of the digital DFT 

processors for years. However, the FFT algorithm was originally designed for discrete-time 

signal processing. This thesis presents the real-time recursive DFT architecture, which was 

designed based on the characteristics of the analogue signal processing domain. The optimal 

architecture for the analogue DFT is achieved by keeping the signal continuous as long as 

possible. 

In order to analyse the performance of the proposed architecture, system-level simulations on 

the real-time recursive DFT processor and the radix-2 FFT processor of length 8 were 

performed. Results of the system performance analysis indicate that the average dynamic 

range of the proposed processor is 4.7 dB higher than the FFT processor. In the Monte Carlo 

analysis, the DFT processors that succeed in meeting the minimum dynamic range 

requirement (34dB) contribute to the yield. Accordingly, the proposed architecture has a yield 

of 99.3% while the yield of the FFT processor is 82.8%. 



 

 

 

 

The real-time recursive DFT architecture was realized by the four-quadrant transconductance 

multipliers and the parasitic-insensitive switched-capacitor integrators. The real-time 

recursive DFT processor was designed in 180 nm CMOS technology. Sensitivity of the real-

time recursive DFT processor to device mismatch was analysed using the Pelgrom’s model. 

Results of device mismatch analysis indicate that the 8-point recursive DFT processor has a 

yield of 97.5% for the BPSK modulated signal. For the QPSK modulated signal, however, 

yield of the 8-point recursive DFT processor is 8.9%. Moreover, doubling the transform 

length reduces the average dynamic range by 3dB. Accordingly, the 16-point recursive DFT 

processor has a yield of 43.4% for the BPSK modulated signal. Power consumption of the 

recursive DFT processor is about 1/6 of the power consumption of a previous analogue FFT 

processor.   

This thesis provided a proof-of-concept for the power-scalable variable-length analogue DFT 

processor. Previously, changing the transform length and scaling the power could only be 

performed by digital FFT processors. By using the real-time recursive DFT processor, the 

analogue decimation filter is eliminated. Thus, further reduction in the hardware cost and 

power consumption of the multi-standard transceiver is achieved.   
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Chapter 1  
INTRODUCTION 

In this chapter, a historical perspective on the development of communication systems 

is provided. The gaps in the previous research are discussed in the statement of the 

problem. Objectives and significance of the study are explained to clarify how this work 

will contribute to knowledge. Finally, an outline of the thesis structure is provided. 

1.1 Evolution of Communication Systems 

The proposal to use electricity in communication is dated back to the late 18th century. 

In 1795, Francisco Salvá Campillo proposed an electrical telegraph as an alternative to 

optical ones [2]. In 1809, an electrochemical telegraph was designed by Samuel Thomas 

von Sömmerring [3]. The first electrical telegraph was built by Francis Ronalds in 1816 

[4]. The costs of using one wire for each letter of the alphabet in early designs of 

telegraph were prohibitive. Therefore, in 1835, Pavel L'vovitch Shilling reduced the 

number of wires by developing the first binary code for the telegraph [5]. In 1838, 

Samuel Morse and Alfred Vail invented a single-wire telegraph and the Morse code. 

The Morse/Vail telegraph became the forerunner of digital communication [6].  
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The idea of speaking telegraph was initially proposed by Innocenzo Manzetti in 1844 

[7]. Later, in 1854, Charles Bourseul wrote a memorandum on the electrical 

transmission of speech [8]. In 1871, Antonio Meucci filed a patent caveat for his 

telephone invention (telettrofono). Meucci filed a patent caveat because he could not 

afford the $250 fee necessary to file a patent application [9]. In 1876, Elisha Gray filed 

a patent caveat for a telephone on the very same day that Alexander Graham Bell filed a 

patent application for a telephone. After a month, Bell’s telephone patent issued and 

telephone became the forerunner of analogue communication [10-12].  

Digital communication remained attractive owing to the contributions of Guglielmo 

Marconi and Karl Ferdinand Braun to the invention of wireless telegraphy in 1896 [13, 

14]. In 1906, Reginald Fessenden invented the heterodyne transceiver which used the 

Amplitude Modulation (AM) to transmit an audio signal via a radio carrier wave [15]. 

In 1912, the significant role of Marconi's wireless telegraphy in rescuing the survivors 

of Titanic proved its vital importance for marine communication [16]. In 1918, Edwin H. 

Armstrong invented the superheterodyne receiver which converted the frequency of 

received signal to a fixed Intermediate Frequency (IF). Comparing to the heterodyne 

receiver, the superheterodyne receiver provided better selectivity and sensitivity. Later, 

in 1933, Armstrong demonstrated the Frequency Modulation (FM) which provided 

better sound quality and fidelity than AM [17]. 

In 1937, Alec Harley Reeves invented the Pulse Code Modulation (PCM) to enhance 

the noise immunity of audio transmission over long distances [18]. In fact, Reeves 

invented the first all-electronic Analogue to Digital Converters (ADC) and Digital to 

Analogue Converter (DAC) [19]. Another landmark of 1937 was Claude Shannon’s 

master’s thesis. Shannon proved that Boolean algebra could optimise the design of 

electromechanical relays in telephone routing switches. Shannon’s work on the 

electrical implementation of Boolean functions became the foundation of digital circuit 

design [20]. In 1948, Shannon laid the theoretical foundations of digital 

communications in his paper “A Mathematical Theory of Communication” [21].  
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In 1947, Walter H. Brattain, John Bardeen, and William Shockley invented the 

transistor at Bell Laboratories [22]. In 1958, Jack Kilby realized the first germanium 

Integrated Circuit (IC) [23]. Few months later, Robert Noyce produced the first silicon 

IC [24]. These landmark innovations changed the nature of the communication systems 

in the second half of the 20th century [6].   

In 1965, James Cooley and John Tukey developed the Fast Fourier transform (FFT) 

algorithm for efficient computation of the Discrete Fourier Transform (DFT) [25]. In 

1966, Robert W. Chang invented the Orthogonal Frequency Division Multiplexing 

(OFDM) for simultaneous transmission of data on multiple channels [26, 27]. In 1971, 

Weinstein and Ebert suggested to use the FFT for realization of OFDM modulator and 

demodulator [28].  

In 1973, the first handheld mobile cell phone was invented by Martin Cooper (Figure 

1.1) and his fellow teammates at Motorola [29]. 10 years after Cooper’s invention, the 

first-generation of mobile communication (1G) systems was launched. 1G was based on 

analogue communication [30]. The first commercially available mobile phone 

(DynaTAC 8000x) resembled a brick in terms of size and weight. Besides, its battery 

only lasted 30 minutes after 10 hours of recharge [31]. 

The second-generation of mobile communication (2G) systems emerged in 1991. 2G 

was based on digital communication. While 1G systems had no security, 2G systems 

provided security by encrypting the digital signals. Moreover, 2G digital systems made 

error detection and error correction possible by encoding and decoding. Since error 

correction minimises the effect of interference, 2G systems achieved better 

communication quality than 1G systems. Furthermore, comparing to 1G systems, 2G 

systems provided higher spectrum efficiency by compressing the digital data. 

Additionally, 2G systems applied multiple access techniques which allow multiple users 

to share the frequency band. Thereby, 2G systems achieved higher capacity than 1G 

systems. Comparing to 1G analogue systems, 2G digital systems had longer battery life 

and cheaper equipment. These advantages led to the prevalence of the digital 

communication standards [30].   
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Figure 1-1: Martin Cooper holds the DynaTAC 8000x phone and his current mobile phone during the 

Prince of Asturias Awards ceremony in 2009 [32]. 

 

The proliferation of mobile phone users led to the growing demand for mobile internet 

access. In response to this demand, the third-generation of mobile communication (3G) 

systems emerged in 2001. 3G systems use packet switching for data transmission and 

circuit switching for voice calls [17, 30].  

3G systems can not satisfy the growing demand for streaming media. Hence, the fourth-

generation of mobile communication (4G) systems emerged in 2011. 4G systems 

provide higher data rate than the existing 3G systems. Moreover, 4G networks use 

packet switching with Internet Protocol (IP) for data and voice transmission. The circuit 

switching in 3G networks is replaced by the Voice over Internet Protocol (VoIP) in 4G 

networks. Worldwide Interoperability for Microwave Access (WiMAX) and Long Term 

Evolution (LTE) are the two competing technologies for 4G systems [17, 30]. 

 



 

5 

 

Table 1-1 shows the landmark innovations in the history of analogue and digital 

communication systems. The earliest form of electronic communication system 

(telegraph) was digital. However, digital signals could not convey the continuous waves 

of speech. Conversion from digital to analogue made the speech communication 

possible. For more than a century (1876-1991), analogue communication systems had 

been used to transmit audio signals. Laying the theoretical and practical foundations of 

modern digital communications took more than 50 years (1937-1991). Comparing to 

analogue systems, modern digital communication systems provide higher security, 

better communication quality, higher spectrum efficiency, and higher capacity.  

 

Table 1-1: Evolution of Communication Systems 

Year Innovation  

1838 Telegraph 

1876 Telephone 

1896 Wireless telegraphy  

1906 Heterodyne transceiver, AM broadcasting 

1918 Superheterodyne receiver 

1933 FM broadcasting 

1937 PCM 

1937 Electrical implementation of Boolean functions 

1947 Transistor 

1948 Mathematical Theory of Communication 

1958 Integrated Circuit 

1965 FFT algorithm 

1966 OFDM 

1983 1G 

1991 2G 

2001 3G 

2011 4G 

Digital     Analogue     Foundation of modern Digital systems 

Foundation of modern Analogue and Digital systems 
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1.2 Statement of the Problem 

The previous section revealed that a new generation of mobile communication standard 

has emerged approximately every 10 years. Upgrading the technology of mobile 

networks in all areas takes few years. Hence, mobile phones should support the previous 

communication standards as well as the latest standards. Moreover, since WiFi [33] 

provides higher data rate than WiMAX [34], in areas where both WiFi and WiMAX are 

available (e.g. university campus, office, home, hotel) it is preferable to use WiFi [17].   

The initial approach to realise a multi-standard mobile phone was to use multiple 

transceivers (Figure 1.2(a)) in parallel. However, as the number of communication 

standards increases, size and cost of the mobile handset increases [35, 36]. To resolve 

this issue, Joseph Mitola proposed the concept of Software Defined Radio (SDR) 

according to which a single transceiver can support multiple communication standards 

if it is reconfigurable by software [37]. Mitola suggested that the SDR can be achieved 

by replacing the analogue signal processing stages of the transceiver (i.e. analogue 

front-end) with a Digital Signal Processor (DSP) (Figure 1.2(b)) [37]. Moving the ADC 

and the DSP closer to the antenna means that the signal should be sampled and 

processed at the Radio Frequency (RF). Frequency bands that are allocated to the 

mobile communication standards and WiFi are between 800 MHz to 5.5 GHz. To 

digitize any signal from 800 MHz to 5.5 GHz, a 12 bit, 11 GS/s ADC is required. Such 

a demanding ADC is unrealizable with the current technology [38]. Also, since the 

progress of ADC dynamic range and conversion speed are slower than the Moore’s law, 

the required ADC will remain infeasible in the foreseeable future [39]. Even if a 12 bit, 

11 GS/s ADC were feasible, its power dissipation would be hundreds of watts [38]. 

Moreover, in the SDR receiver, the digital front-end performs the downconversion. The 

digital mixer requires four real multiplications per complex signal sample. Considering 

the sample rate of 11 GS/s, the DSP must perform 44 billion multiplications per second. 

Considering the power dissipation of the digital mixer, implementation of the 

downconversion on the DSP is not sensible [40]. Hence, the SDR that was envisaged by 

Mitola has remained elusive [38]. 
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Figure 1-2: Analogue and Digital signal processing sections in (a) the classical OFDM receiver (b) the 

Software Defined Radio receiver (c) the OFDM receiver with an analogue FFT  

 

Demanding ADC is also a serious impediment to the Ultra-Wideband (UWB) OFDM 

wireless transceivers [41]. In an effort to relax the ADC requirements in the UWB 

OFDM transceivers, an analogue FFT processor was proposed (Figure 1.2(c)) [41]. 

Transferring the FFT processor from the digital back-end to the analogue front-end 

reduces the bit depth requirement of the ADC. Thereby, the power consumption of the 

ADC reduces. Moreover, the analogue FFT processor consumes significantly less power 

than the digital FFT [41]. However, the analogue FFT processor is not reconfigurable 

because it is hardwired. Hence, the analogue FFT processor is not suitable for multi-

standard transceivers.  
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1.3 Dissertation Objectives 

After reviewing the requirements of the modern mobile handheld devices and 

impediments to realization of the SDR, it is clear that an alternative architecture for 

multi-standard transceivers must be explored. For OFDM-based transceivers, the 

analogue FFT processor is an attractive alternative to the power hungry digital FFT 

processor. Multiple OFDM-based transceivers can be integrated by a variable-length 

DFT processor. To consume the power efficiently, the power consumption of the 

variable-length DFT processor should be scalable with the length of the transform. In 

this thesis, a power-scalable variable-length analogue DFT processor that meets the 

specifications of WiFi and WiMAX standards is proposed. 

The previous works on the analogue DFT processor merely focused on the circuit 

design methods and used the conventional architectures that were originally designed 

for the digital DFT processor or the discrete-time filters. Hence, a novel architecture 

that is designed based on the characteristics of the analogue signal processing domain is 

required. The main concern is the arithmetic precision of the analogue DFT processor. 

Therefore, performance of the proposed system should be analysed at various stages of 

the design process by statistical modelling of the mismatch. 

1.4 Significance of the Research 

Digital signal processing or analogue signal processing; that has been the question 

throughout the history of communication systems. Finding the answer to this question 

led to the invention of the telephone, the advent of 2G systems, and changing Mitola’s 

paradigm of SDR [38]. A power-scalable variable-length analogue DFT processor can 

be another breakthrough in transceivers. Sharing the DFT processor between multiple 

transceivers and implementing it with analogue circuits can significantly reduce the 

hardware cost.  
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Moreover, a power-scalable analogue DFT processor can be the most power-efficient 

DFT processor. Hence, this research may lead to a new generation of mobile phones 

that are smaller, cheaper, and have longer battery life.  

1.5 Thesis Outline 

In this chapter, the evolution of communication systems was overviewed. Also, 

limitations of previous research on the SDR and the analogue FFT processor were 

discussed. Additionally, objectives and significance of the research were explained.  

Chapter 2 provides the background knowledge on the OFDM technology and the 

OFDM-based standards. State-of-the-art FFT processors are reviewed. Also, a 

comparison between the analogue and digital signal processing is provided to elaborate 

the trade-offs in each approach. 

In Chapter 3, the proposed architecture for the power-scalable variable-length analogue 

DFT processor is explained. Advantages and novelty of the proposed architecture are 

revealed by making comparisons between the proposed architecture and previous 

Fourier transform architectures. 

In Chapter 4, performance requirements of the analogue DFT processor are derived. The 

behavioural models of the processor building blocks are explained. System simulations 

based on the behavioural models are performed to determine the design specifications of 

circuits. Yield prediction based on the Monte Carlo method is discussed. Moreover, 

performance of the proposed architecture and the FFT architecture are compared 

together. 

Chapter 5 reviews various design approaches for the building blocks of the analogue 

DFT processor. Circuits that can provide the required flexibility for the power-scalable 

variable-length DFT processor are selected. Selected circuits are designed in 180 nm 

CMOS technology. Speed-power-accuracy trade-offs in circuits with ideal devices are 

discussed.   
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Chapter 6 reviews the mismatch models available in the open literature. This chapter 

also explains the design trade-offs that impose limitations on the performance of 

analogue signal processors. The effect of technology scaling on mismatch is also 

discussed.  The impact of device mismatch on the performance of the circuit is analysed. 

Results of this analysis are compared with previous work. Finally, techniques that can 

mitigate the effect of device mismatch are mentioned.  

Chapter 7 presents the concluding remarks and the original contributions of this study. 

This chapter also provides recommendations for future research. 
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Chapter 2   

BACKGROUND STUDY AND 

LITERATURE REVIEW 

In this chapter, the OFDM technology and the OFDM-based standards are overviewed. 

Also, achievements of the latest studies on the FFT processors are mentioned. A 

comparison between the analogue and digital circuits is provided. Furthermore, the 

existing architectures for the analogue Fourier transform processor are explained.  

2.1 Fundamentals of OFDM  

Orthogonal Frequency-Division Multiplexing (OFDM) and its variants are the 

predominant technology in the fourth-generation of mobile communication systems 

(4G). OFDM is an advanced form of the Frequency Division Multiplexing (FDM). 

FDM is a technique that facilitates the simultaneous transmission of multiple signals on 

a single medium by dividing the channel bandwidth into multiple subchannels (Figure 

2.1). FDM is an effective technique to combat Intersymbol Interference (ISI) and 

multipath fading in wireless communications. However, since FDM prevents 

interference between subchannels by means of guard bands, it does not use the channel 

bandwidth efficiently [42].  
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Figure 2-1: the spectrum of the FDM signal consisting of nonoverlapping subchannels [43] 

In OFDM a broad frequency spectrum is divided into multiple orthogonal narrowband 

subchannels by the Discrete Fourier Transform (DFT). OFDM modulation and 

demodulation are performed by the Inverse Discrete Fourier Transform (IDFT) and 

DFT, respectively. Both DFT and IDFT multiply discrete samples of signal by complex 

exponentials [1, 44].  

 

𝐼𝐷𝐹𝑇:      𝑥(𝑛) =
1

𝑁
∑𝑋(𝑘)

𝑁−1

𝑘=0

𝑒   𝑗2𝜋 
𝑘𝑛
𝑁  ,        𝑛 = 0,1, … ,𝑁 − 1 

 

(2.1) 

𝐷𝐹𝑇:          𝑋(𝑘) = ∑ 𝑥(𝑛)

𝑁−1

𝑛=0

𝑒−𝑗2𝜋 
𝑘𝑛
𝑁  ,        𝑘 = 0,1, … , 𝑁 − 1 

 

(2.2) 

In the above equations, 𝑥(𝑛) and 𝑋(𝑘) represent discrete samples of the modulated and 

demodulated signals, respectively. Hence, elements of the sequence {𝑒  𝑗2𝜋(𝑘𝑛/𝑁)}
𝑘=0

𝑁−1
 

are the subcarriers of the 𝑥(𝑛). The orthogonality of subcarriers to each other is proven 

by multiplying both sides of the equation (2.1) by 𝑒−𝑗2𝜋(𝑚𝑛/𝑁) and summing from 𝑛 =

0 to 𝑛 = 𝑁 − 1 [44]. 

 

∑𝑥(𝑛)

𝑁−1

𝑛=0

𝑒−𝑗2𝜋 
𝑚𝑛
𝑁 = ∑  

1

𝑁
 ∑ 𝑋(𝑘)

𝑁−1

𝑘=0

𝑒  𝑗2𝜋 
(𝑘−𝑚)𝑛

𝑁

𝑁−1

𝑛=0

 
 

(2.3) 
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Interchanging the order of summation on the right hand side of the equation (2.3) gives 

∑𝑥(𝑛)

𝑁−1

𝑛=0

𝑒−𝑗2𝜋 
𝑚𝑛
𝑁 = ∑𝑋(𝑘) [ 

1

𝑁
 ∑ 𝑒  𝑗2𝜋 

(𝑘−𝑚)𝑛
𝑁

𝑁−1

𝑛=0

 ]

𝑁−1

𝑘=0

 
 

(2.4) 

The term inside the bracket is [44] 

1

𝑁
 ∑ 𝑒  𝑗2𝜋 

(𝑘−𝑚)𝑛
𝑁

𝑁−1

𝑛=0

= {
1               𝑘 = 𝑚

 
 0       𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 
 

(2.5) 

Hence, subcarriers are orthogonal to each other. Combining equations (2.4) and (2.5) 

gives 

∑𝑥(𝑛)

𝑁−1

𝑛=0

𝑒−𝑗2𝜋 
𝑚𝑛
𝑁 = 𝑋(𝑚) 

 

(2.6) 

which is the formula for a DFT. Accordingly, applying DFT on the modulated samples 

demodulates them.  

Elements of the sequence {𝑒  𝑗2𝜋(𝑘𝑛/𝑁)}
𝑛=0

𝑁−1
 are samples of the time-limited 𝑒  𝑗2𝜋𝑓𝑘𝑡 

which is the 𝑘𝑡ℎ  subcarrier ( 𝑓𝑘 = 𝑘/𝑇   and  −𝑇/2 ≤ 𝑡 ≤ 𝑇/2 ). Hence, the Fourier 

transform of the 𝑘𝑡ℎ subcarrier is [1] 

𝑌(𝑓) = ∫ 𝑒  𝑗2𝜋𝑓𝑘𝑡
𝑇/2 

−𝑇/2 

. 𝑒−𝑗2𝜋𝑓𝑡𝑑𝑡 = ∫ 𝑒−𝑗2𝜋(𝑓−𝑓𝑘)𝑡𝑑𝑡
𝑇/2 

−𝑇/2 

=
sin(𝜋(𝑓 − 𝑓𝑘))

𝜋(𝑓 − 𝑓𝑘)
 

 

(2.7) 

Thus,  𝑌(𝑓) = sinc(𝑓 − 𝑓𝑘) . Figure 2.2 shows three subcarriers of the OFDM signal. 

Since subcarriers are orthogonal, zero crossings of each subcarrier falls on the peaks of 

other subcarriers. Therefore, not only is a guard band between adjacent subcarriers 

unnecessary, but also the subcarriers can overlap. Thereby, OFDM uses the channel 

bandwidth efficiently [45]. 
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Figure 2-2: the spectrum of an OFDM signal consisting of three overlapping subcarriers [42] 

Figure 2.3 depicts the imaginary part of four subcarriers in the time domain. For a large 

number of modulated subcarriers (𝑁 ≫ 1)  the OFDM symbol appears as Gaussian 

noise in the time domain [1]. 

 

Figure 2-3: summation of the OFDM subcarriers in the time domain [1] 
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The performance of the wireless communication systems depends on the channel 

characteristics. Multipath propagation results in phase shifting and fading. Thus, 

channel estimation is necessary to extract the original signal from the received signal. In 

order to estimate the channel, deterministic subcarriers called Pilot are added to the 

OFDM symbol [1].  

The channel delay spread in multipath propagation creates Intersymbol Interference 

(ISI) between successive OFDM symbols (Figure 2.4 (a)). Also, the time-dispersive 

channel creates Intercarrier Interference (ICI) which destroys the orthogonality between 

subcarriers. In order to eliminate the effect of ISI, guard intervals are added to the 

OFDM symbol (Figure 2.4 (b)). Subcarriers that are transmitted during the guard 

interval are null. The guard interval should exceed the maximum excess delay of the 

multipath propagation channel [46]. Since a guard interval is ineffective in cancelling 

ICI, the Cyclic Prefix (CP) is used instead. CP is the copy of the last part of the OFDM 

symbol which is prefixed to the OFDM symbol. Thus, the CP preserves the 

orthogonality between subcarriers by making the OFDM symbol periodic [47]. Figure 

2.5 illustrates the OFDM symbol in the frequency domain. 

 

 

Figure 2-4: effect of the ISI on the OFDM symbol in (a) the absence of the guard interval (b) the presence 

of the guard interval [1] 
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Figure 2-5: the OFDM symbol in the frequency domain [45] 

In OFDM technology, all the subcarriers of the OFDM symbol are allocated to one user. 

On the other hand, the Orthogonal Frequency Division Multiple Access (OFDMA) 

technology assigns the subcarriers of the OFDM symbol to different users (Figure 2.6). 

Thereby, the channel bandwidth is divided into subchannels and shared between several 

users. The data-rate of each user can be controlled by varying the number of subcarriers 

in the allocated subchannel [42]. 

 

Figure 2-6: allocation of subcarriers to users in the OFDM and OFDMA technologies [1] 

As mentioned earlier, the spectrum of the time-limited OFDM symbol is the sum of 

frequency shifted sinc functions. Thus, OFDM symbols produce large out-of-band 

power which leads to the Adjacent Channel Interference (ACI). Hence, a guard band is 

used to reduce the effect of ACI. Moreover, the out-of-band power is reduced by 

windowing the OFDM symbol [43]. Figure 2.7 and Figure 2.8 show the effect of 

windowing in the time domain and the frequency domain, respectively. 
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Figure 2-7: Windowed OFDM symbol in the time domain [1]  

 

 

Figure 2-8: Spectrum of the OFDM signal before and after windowing [45] 
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The frequency-selective channel may severely attenuate some of the subcarriers. 

Attenuation of the data subcarriers leads to bit errors. Hence, Forward Error Correction 

(FEC) coding and interleaving are essential in order to spread the coded bits over the 

bandwidth [45]. FEC codes that are used by most of the OFDM-based standards include 

Concatenated code, Convolutional code, Block code, Turbo code, Low-Density Parity-

Check (LDPC) code, and Reed-Solomon code [43].  

After the channel coding, the OFDM transmitter maps the bit stream on the 

constellation points. Thereby, each symbol is represented by a magnitude and a phase. 

Symbol mapping is performed based on the Quadrature Amplitude Modulation (QAM), 

the Binary Phase-Shift Keying (BPSK), or the Quadrature Phase-Shift Keying (QPSK) 

(Figure 2.9) [1]. 

 

Figure 2-9: Symbol mapping based on the QPSK modulation [1] 

 

Figure 2.10 shows the block diagrams of the classical OFDM transmitter and receiver. 

The Fast Fourier Transform (FFT) and the Inverse Fast Fourier Transform (IFFT) 

processors are used to compute DFT and IDFT efficiently [1, 43]. In Figure 2.10, DAC 

and ADC denote the Digital to Analogue Converter and the Analogue to Digital 

Converter, respectively.   
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2.2 WiFi and WiMAX Physical Layer Overview 

WiFi (IEEE 802.11a/g) and WiMAX (IEEE 802.16e) are the OFDM-based standards 

that are supported by most 4G mobile handheld devices. Hence, these standards are 

considered for the purpose of this study. WiFi (Wireless Fidelity) standards are set for 

Wireless Local Area Networks (WLANs). The difference between 802.11a and 802.11g 

standards is that the former operates in the 5GHz band while the later operates in the 

2.4GHz band [48]. Table 2-1 summarizes the Physical layer (PHY) specifications of the 

802.11a and 802.11g standards [33, 49]. WiFi optimizes the data rate and maintains the 

required Bit Error Rate (BER) by adapting modulation and coding rate to the radio link 

quality [1]. Accordingly, the maximum data rate of the 802.11a/g is 54Mbits/s which is 

obtained by using 64-QAM (i.e. 6 bits on each of the data subcarriers) and coding rate 

of 3/4: ((6 × 48)/4𝜇𝑠) × 3/4 = 54𝑀/𝑠 . 

 

Table 2-1: IEEE 802.11a/g PHY specifications 

 

Channel bandwidth (MHz) 

 

20  

IFFT/FFT size 64 

IFFT/FFT clock (MHz)  20  

Subcarrier spacing (kHz) 312.5 ( 20MHz / 64) 

Number of data subcarriers 48 

Number of pilot subcarriers 4 

Number of guard band subcarriers 11 (6 on the left and 5 on the right) 

Number of DC subcarriers 1 

Total number of subcarriers 64 

Modulation BPSK, QPSK, 16-QAM, 64-QAM 

TFFT ∶ Useful symbol duration (𝜇𝑠) 3.2 

TCP ∶ Cyclic prefix duration (𝜇𝑠) 0.8 (TFFT/4) 

OFDM symbol duration (𝜇𝑠) 4 (TFFT + TCP) 

Channel coding Convolutional coding rates : 1/2, 2/3, 3/4   
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WiMAX (Worldwide Interoperability for Microwave Access) standard is set for 

Wireless Metropolitan Area Networks (WMANs). WiMAX can operate in licensed and 

unlicensed bands between 2 to 11 GHz. The 802.16e standard uses the Scalable 

OFDMA (SOFDMA) to support different channel bandwidths. The SOFDMA keeps the 

carrier spacing constant by scaling the FFT size to the channel bandwidth [50]. The 

mobile devices that are supported by this standard can travel at tens of kilometres per 

hour while communicating. Table 2-2 summarizes the PHY specifications of the 

802.16e standard [34, 48]. According to these specifications, the maximum data rate of 

the 802.16e is 75 bits/s. 

 

Table 2-2: IEEE 802.16e PHY specifications 

 

Channel bandwidth (MHz) 1.25 5 10 20 

IFFT/FFT size 128 512 1024 2048 

IFFT/FFT clock (MHz) 1.4 5.6 11.2 22.4 

Number of subchannels 2 8 16 32 

Subcarrier spacing (kHz) 10.94 10.94 10.94 10.94 

Number of data subcarriers 72 360 720 1440 

Number of pilot subcarriers 12 60 120 240 

Number of guard band and DC subcarriers 44 92 184 368 

Total number of subcarriers 128 512 1024 2048 

Modulation BPSK, QPSK, 16-QAM, 64-QAM 

TFFT ∶ Useful symbol duration (𝜇𝑠) 91.4 91.4 91.4 91.4 

TCP ∶ Cyclic prefix duration (𝜇𝑠) TFFT/8 TFFT/8 TFFT/8 TFFT/8 

OFDM symbol duration (𝜇𝑠) 102.8 102.8 102.8 102.8 

Channel coding Convolutional, Optional Convolutional, 

Turbo, Block Turbo, LDPC  



 

22 

 

2.3 State-of-the-Art FFT Processors 

The rapid proliferation of wireless communication standards has led to the emergence of 

multi-standard radios. Since classical transceiver architectures are not suitable for a one-

product solution, new architectures should be proposed to fulfil this demand. In view of 

that, digital designers developed reconfigurable FFT processors to integrate multiple 

OFDM-based transceivers [51-53]. Transform length and throughput of the 

reconfigurable FFT processor must vary for each standard. Hence, energy-efficient 

reconfigurable FFT processors, that scale the power consumption with the transform 

length and throughput, were proposed [54, 55].  

While at least 6-bit resolution is required to represent the Gaussian OFDM signal, 2 bits 

are sufficient to represent the QPSK symbols after the FFT demodulation. In an effort to 

ease the conversion burden on the ADC, FFT was applied on the discrete-time samples, 

prior to the ADC [41]. This approach reduces the bit depth requirement of the ADC, and 

consequently lowers the ADC power consumption [56]. More importantly, the analogue 

FFT processor consumes significantly less power than the digital FFT [57-59].  

2.4 Comparison of Analogue and Digital signal 

processing 

As mentioned in the previous section, latest studies show that the analogue FFT 

processor has significantly less power consumption than the digital FFT processor. This 

section provides an overview on the analogue and digital circuits to elaborate the 

reasons of computational efficiency in analogue circuits. In each case, the numbers of 

transistors that are required to implement basic operations of the Fourier transform (i.e. 

addition and multiplication) are given. Moreover, the compromise that is made by 

migrating from the digital signal processing domain to the analogue signal processing 

domain is mentioned. 
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In digital computation, variables have discrete values (i.e. 0 or 1); thus, each variable 

represents only one bit of information. Mathematical operations are performed by the 

Boolean algebraic functions (i.e. AND, OR, NOT, NAND, NOR, XOR, XNOR) [60]. 

Although digital computation is insensitive to device mismatch, quantization noise and 

round-off error degrade the accuracy of computation. Since the quantization noise and 

the round-off error only affect the Least Significant Bits (LSB), the degradation of 

accuracy is insignificant [61]. Addition of two 8-bit variables in the digital domain 

requires 240 transistors (i.e. 8 full adders). Also, multiplication of two 8-bit variables 

requires nearly 3000 transistors [62, 63]. 

In analogue computation, variables (i.e. current or voltage) have continuous values. 

Thus, each variable represents many bits of information. Mathematical operations are 

performed based on the physical characteristics of circuit elements (i.e. transistors, 

capacitors, resistors, floating gate devices) and Kirchhoff’s current and voltage laws 

(KCL and KVL). Therefore, analogue computation is sensitive to device mismatch. In a 

cascade of analogue circuits, the computational errors due to mismatches accumulate. 

According to the KCL, a current-mode analogue adder that computes the sum of several 

variables can be implemented simply by connecting wires to the same node. Besides, 

multiplication of two variables by two-quadrant and four-quadrant analogue multipliers 

requires 3 and 7 transistors, respectively [62, 63]. 

This comparison leads to the conclusion that computation of the DFT in the analogue 

domain saves hardware cost and power consumption. However, these advantages are 

achieved at the expense of precision degradation. The following section explains the 

existing architectures for the analogue Fourier transform processor.    
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2.5 Analogue Fourier Transform Architectures 

2.5.1 The Direct Form Finite Impulse Response  

The DFT of a sequence of length N is [64] 

𝑋(𝑘) = ∑ 𝑥(𝑛)

𝑁−1

𝑛=0

𝑊𝑁
𝑛𝑘 ,        𝑘 = 0,1, … ,𝑁 − 1 

 

(2.8) 

where 𝑊𝑁
𝑛𝑘 = 𝑒−𝑗(2𝜋𝑘𝑛/𝑁) = cos(2𝜋𝑘𝑛/𝑁) − 𝑗 sin(2𝜋𝑘𝑛/𝑁) . Hence, 𝑋[𝑘]  can be 

considered as the discrete convolution of 𝑥[𝑛] with the impulse response 

ℎ(𝑛) = {
 𝑊𝑁

𝑛𝑘         𝑛 = 0,1, … ,𝑁 − 1
 

0                          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 
 

(2.9) 

Therefore, the direct form Finite Impulse Response (FIR) architecture (Figure 2.11) can 

be used to implement the DFT. In this structure, the tapped delay line is made by 𝑧−1 

blocks. At each tap, signal is weighted by the impulse response value. DFT processors 

that were implemented by using this architecture are available in [65, 66]. 

 

 

Figure 2-11: direct form realization of an FIR system [44] 
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Since 𝑥(𝑛) is a complex number, expanding the complex multiplication 𝑥(𝑛)𝑊𝑁
𝑛𝑘  in 

equation (2.8) gives 

 

𝑋𝑅𝑒(𝑘) = ∑ 𝑥𝑅𝑒(𝑛)

𝑁−1

𝑛=0

cos (
2𝜋𝑘𝑛

𝑁
) + 𝑥𝐼𝑚(𝑛) sin (

2𝜋𝑘𝑛

𝑁
) ,        𝑘 = 0,1,… ,𝑁 − 1 

 

(2.10a) 

𝑋𝐼𝑚(𝑘) = ∑ 𝑥𝐼𝑚(𝑛)

𝑁−1

𝑛=0

cos (
2𝜋𝑘𝑛

𝑁
) − 𝑥𝑅𝑒(𝑛) sin (

2𝜋𝑘𝑛

𝑁
) ,        𝑘 = 0,1, … ,𝑁 − 1 

 

(2.10b) 

Therefore, each complex multiplication 𝑥(𝑛)𝑊𝑁
𝑛𝑘  requires four real multiplications. 

Thus, the direct computation of 𝑋(𝑘) requires 4𝑁 multiplications. Since 𝑋(𝑘) must be 

computed for different values of 𝑘, the FIR architecture requires 4𝑁2 multipliers [44]. 

Accordingly, for large values of 𝑁 , the area and power consumption of the FIR 

architecture are prohibitively large. Moreover, since mismatches in the multiplier 

circuits lead to erroneous calculations, the computational error in the FIR architecture 

has a quadratic growth.  

By using the current-mode multipliers, additions can be implemented simply by 

connecting the outputs of two multipliers to the same node (KCL). Thus, additions do 

not consume area or power. More importantly, additions do not contribute to the 

computational error. However, since the outputs of 2𝑁 − 1 multipliers are connected 

together, the connection capacitance increases by increasing 𝑁. Hence, as 𝑁 increases, 

the speed of processing decreases. 
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2.5.2 The Fast Fourier Transform  

The FFT algorithms improve the computational efficiency of the DFT by exploiting the 

properties of 𝑊𝑁
𝑛𝑘 [67]   

𝑊𝑁
𝑟+𝑁/2

= −𝑊𝑁
𝑟                                (symmetry) (2.11a) 

𝑊𝑁
𝑘(𝑁−𝑛) = 𝑊𝑁

𝑛(𝑁−𝑘) = 𝑊𝑁
−𝑘𝑛      (symmetry)  (2.11b) 

𝑊𝑁
𝑘(𝑛+𝑁) = 𝑊𝑁

𝑛(𝑘+𝑁) = 𝑊𝑁
𝑘𝑛      (periodicity)  (2.11c) 

Moreover, for certain values of the product 𝑛𝑘 , 𝑊𝑁
𝑛𝑘  is simplified (i.e. 𝑊𝑁

0 = 1 and  

𝑊𝑁
𝑁/4

= −𝑗 ). The most commonly used FFT algorithm is the Cooley-Tukey algorithm 

which recursively breaks down the DFT into smaller DFTs [25]. Decimation-In-Time 

(DIT), Decimation-In-Frequency (DIF), Mixed-Radix, and Split-Radix are some of the 

variants of the Cooley-Tukey algorithm. The signal flow graph of an 8-point DIT FFT is 

shown in Figure 2.12. The Radix-2 FFT of length 8 is obtained by decomposing the 8-

point DFT into 2-point DFTs. Figure 2.13 depicts the signal flow graph of the 2-point 

DFT [44, 67, 68].  

 

Figure 2-12: signal flow graph of a Radix-2 DIT FFT of length 8 [44] 
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Figure 2-13: signal flow graph of the 2-point DFT [44] 

A Radix-2 (DIT or DIF) FFT computes the DFT with (𝑁/2) log2 𝑁 − (𝑁 − 1) 

complex multiplications. Thus, the number of analogue multipliers that are required to 

implement a Radix-2 FFT is [41]  

𝑀 = 4𝑁 + 16 ∑
𝑁

2𝑘

𝑙𝑜𝑔2𝑁

𝑘=2

+ 12 ∑
𝑁

4

𝑙𝑜𝑔2𝑁

𝑘=3

 

 

(2.12) 

Bandwidth of the FFT architecture with 𝑆 stages is approximated by [69] 

 

𝐵𝑊𝐹𝐹𝑇 = 𝐵𝑊𝐷𝐹𝑇 √21/𝑆 − 1
2L

  (2.13) 

where 𝐵𝑊𝐷𝐹𝑇 is the bandwidth of the DFT circuit that is used as the building block of 

the FFT architecture, and  𝐿 is the order of the equivalent Low Pass Filter (LPF). The 

number of stages should be reduced to increase the bandwidth. The number of stages is 

obtained from [67] 

𝑆 = log𝑅 𝑁  (2.14) 

where 𝑅 denotes the radix size. Accordingly, 𝑆  is reduced by using higher radix. A 

higher radix also reduces the number of multipliers. Thereby, the computational error, 

together with the area and the power consumption are reduced. On the other hand, since 

𝑋(𝑘)s are not computed independently, computational errors propagate in the FFT 

lattice and affect all the results. The state-of-the-art analogue Fourier transform 

processors are based on the FFT architecture [70-73].  
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2.6 Summary 

This chapter has presented background knowledge on the OFDM technology and the 

OFDM-based standards. Literature survey was also provided to identify the gaps in the 

previous researches. The computational efficiency, the resource costs, and the 

computational accuracy of the existing analogue Fourier transform architectures are 

compared together. This comparison leads to the conclusion that the FFT algorithms 

(i.e. DIT, DIF, etc.) are optimal for sampled signal.  

Migrating from the digital signal processing domain to the analogue signal processing 

domain should not be performed by simply implementing the same architecture with 

analogue circuits. Accordingly, a novel architecture that is designed based on the 

characteristics of the analogue signal processing domain is presented in the next 

chapter. 
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Chapter 3   

REAL-TIME RECURSIVE DFT 

ARCHITECTURE 

The existing architectures for the analogue Fourier transform processor were explained 

in the previous chapter. In this chapter, the proposed architecture for the power-scalable 

variable-length analogue DFT processor is explained. The proposed architecture is 

compared with a similar DFT architecture that was designed for digital signal 

processing. Moreover, the computational efficiency, the resource costs, and the 

computational accuracy of the proposed architecture and the previous architectures are 

compared together. 

3.1 Real-Time Recursive DFT for Digital Signal 

The Goertzel algorithm [74] is a recursive DFT algorithm which was proposed for 

digital signal processing. Consider the DFT of a sequence of length N [64] 

𝑋(𝑘) = ∑ 𝑥(𝑛)

𝑁−1

𝑛=0

𝑊𝑁
𝑛𝑘 ,        𝑘 = 0,1, … ,𝑁 − 1 

 

(3.1) 

where 𝑊𝑁
𝑛𝑘 = 𝑒−𝑗(2𝜋𝑘𝑛/𝑁).  
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The recursive algorithm proposed by Goertzel is achieved by using the periodicity of 

the 𝑊𝑁
𝑛𝑘, namely [44] 

𝑊𝑁
−𝑘𝑁 = 𝑒𝑗(2𝜋/𝑁)𝑁𝑘 = 𝑒𝑗2𝜋𝑘 = 1  (3.2) 

 Hence, multiplying the right side of equation (3.1) by 𝑊𝑁
−𝑘𝑁 does not affect the result. 

Accordingly [44], 

𝑋(𝑘) = 𝑊𝑁
−𝑘𝑁∑𝑥(𝑟)

𝑁−1

𝑟=0

𝑊𝑁
𝑘𝑟 = ∑ 𝑥(𝑟)

𝑁−1

𝑟=0

𝑊𝑁
−𝑘(𝑁−𝑟)

 
 

(3.3) 

Considering 𝑋(𝑘) as the response of a discrete-time system when  𝑛 = 𝑁 , equation 

(3.3) can be written in the time domain. Accordingly [44],  

𝑦(𝑛) = ∑ 𝑥(𝑟)

∞

𝑟=−∞

𝑊𝑁
−𝑘(𝑛−𝑟)𝑢(𝑛 − 𝑟) 

 

(3.4) 

where 𝑥(𝑟) = 0 for 𝑟 < 0 and 𝑟 ≥ 𝑁. Equation (3.4) can be interpreted as a discrete 

convolution of 𝑥(𝑛) and 𝑊𝑁
−𝑘𝑁𝑢(𝑛). Therefore, 𝑦(𝑛) is the response of a system with 

impulse response 𝑊𝑁
−𝑘𝑁𝑢(𝑛) to 𝑥(𝑛). Hence, the transfer function of the Goertzel DFT 

is [44] 

𝐻(𝑧) =
1

1 −𝑊𝑁
−𝑘𝑧−1

 
 (3.5) 

The signal flow graph of the Goertzel DFT is shown in Figure 3.1.  

 

Figure 3-1: signal flow graph of the Goertzel DFT [44] 
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Since 𝑥(𝑛)  and 𝑊𝑁
−𝑘  are both complex, the multiplier and the adder in Figure 3.1 

represent 4 real multiplications and 4 real additions. Thus, 4𝑁 multiplications and 4𝑁 

additions are required to compute 𝑋(𝑘) for a particular value of 𝑘 (Figure 3.2). 

 

 

Figure 3-2: signal flow graph of the Goertzel DFT with real multipliers 
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3.2 Real-Time Recursive DFT for Analogue Signal 

The previous section explained the real-time recursive DFT architecture which was 

designed for digital signal processing. In this section, the proposed real-time recursive 

DFT architecture which is designed for analogue signal processing is explained. In 

equation (3.1), consider 𝑎(𝑛) = 𝑥(𝑛)𝑊𝑁
𝑛𝑘. Expanding 𝑎(𝑛) gives  

 

𝑎𝑅𝑒(𝑛) = 𝑥𝑅𝑒(𝑛) cos (
2𝜋𝑘𝑛

𝑁
) + 𝑥𝐼𝑚(𝑛) sin (

2𝜋𝑘𝑛

𝑁
) 

 (3.6a) 

𝑎𝐼𝑚(𝑛) = 𝑥𝐼𝑚(𝑛) cos (
2𝜋𝑘𝑛

𝑁
) − 𝑥𝑅𝑒(𝑛) sin (

2𝜋𝑘𝑛

𝑁
) 

 (3.6b) 

Accordingly, 𝑋(𝑘)  is computed by multiplying samples of 𝑥(𝑡)  by samples of 

𝑒−𝑗(2𝜋𝑓𝑡) = cos(2𝜋𝑓𝑡) − 𝑗 sin(2𝜋𝑓𝑡), where 𝑓 = 𝑘/𝑁. Replacing the discrete samples 

with piecewise continuous signals gives 

 

𝑎𝑅𝑒(𝑡) = 𝑥𝑅𝑒(𝑡) cos (
2𝜋𝑘𝑡

𝑁
) + 𝑥𝐼𝑚(𝑡) sin (

2𝜋𝑘𝑡

𝑁
) 

  

(3.7a) 

𝑎𝐼𝑚(𝑡) = 𝑥𝐼𝑚(𝑡) cos (
2𝜋𝑘𝑡

𝑁
) − 𝑥𝑅𝑒(𝑡) sin (

2𝜋𝑘𝑡

𝑁
) 

  

(3.7b) 

𝑓𝑜𝑟       
𝑛𝑇

𝑁
≤ 𝑡 <

(𝑛 + 1)𝑇

𝑁
          𝑛 = 0,1, … , 𝑁 − 1 

 

 

where 𝑇 is the duration of 𝑁 samples. Thereby, 𝑥(𝑡) is piecewise weighted by the DFT 

coefficients. Hence, multiplications are performed without sampling.  
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In equation (3.1), 𝑥(𝑛) is in the time-domain and 𝑋(𝑘) is in the frequency-domain. 

Since DFT architecture is a discrete-time system, 𝑋(𝑘) is the response of the system 

when  𝑛 = 𝑁 − 1. Considering 𝑋(𝑘) = 𝑦(𝑁 − 1), equation (3.1) can be written in the 

time domain. 

 

𝑦(𝑁 − 1) = ∑ 𝑎(𝑛)

𝑁−1

𝑛=0

 
 

(3.8) 

where 𝑎(𝑛) = 𝑥(𝑛)𝑊𝑁
𝑛𝑘. The above equation describes a discrete-time integrator. To 

obtain the difference equation of the integrator, equation (3.8) can be rewritten as 

 

𝑦(𝑁 − 1) = 𝑎(𝑁 − 1) +∑ 𝑎(𝑛)

𝑁−2

𝑛=0

 
 

(3.9) 

Also, 

𝑦(𝑁 − 2) = ∑ 𝑎(𝑛)

𝑁−2

𝑛=0

 
 

(3.10) 

Combining equations (3.9) and (3.10) gives 

𝑦(𝑁 − 1) = 𝑎(𝑁 − 1) + 𝑦(𝑁 − 2)  (3.11) 

The z-transform of the above difference equation is  

𝑧−1𝑌(𝑧) = 𝑧−1𝐴(𝑧) + 𝑧−2𝑌(𝑧)  (3.12) 

Accordingly, the transfer function of the discrete-time integrator is given by 

𝐻(𝑧) =
𝑌(𝑧)

𝐴(𝑧)
=

1

1 − 𝑧−1
 

 (3.13) 
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The block diagram representation of the integrator based on equation (3.13) is shown in 

Figure 3.3. The proposed real-time recursive DFT architecture is depicted in Figure 3.4. 

The piecewise Sine and Cosine waves can be generated by the Digital to Analogue 

Converter (DAC). 

 

 

Figure 3-3: block diagram of a recursive difference equation representing the discrete-time integrator 

 

 

Figure 3-4: architecture of the proposed real-time recursive DFT  
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3.3 Advantages of the Proposed Architecture  

The analogue Fourier transform architectures that are available in the literature (FIR 

DFT and FFT) were explained in the previous chapter. This section provides a 

comparison between the previous analogue Fourier transform architectures and the 

proposed analogue DFT architecture. Also, the advantage of the proposed DFT 

architecture over the previous real-time recursive DFT architecture (Goertzel DFT) is 

discussed. Table 3-1 shows the computational efficiency and the resource costs of the 

aforementioned DFT architectures. 

 

Table 3-1: computational efficiency and resource costs of different DFT architectures 

Architecture Number of Multipliers Number of Multiplications 

FIR DFT 4𝑁2 4𝑁2 

 

Radix-2 FFT 4𝑁 + 16 ∑
𝑁

2𝑘

𝑙𝑜𝑔2𝑁

𝑘=2

+ 12 ∑
𝑁

4

𝑙𝑜𝑔2𝑁

𝑘=3

 4𝑁 + 16 ∑
𝑁

2𝑘

𝑙𝑜𝑔2𝑁

𝑘=2

+ 12 ∑
𝑁

4

𝑙𝑜𝑔2𝑁

𝑘=3

 

Goertzel DFT 4𝑁 4𝑁2 

Proposed DFT 4𝑁 4𝑁2 

 

In the FIR DFT and FFT architectures, the number of multiplications and the number of 

multipliers are equal while in the real-time recursive DFT architectures each multiplier 

performs 𝑁  multiplications. The Goertzel DFT and the proposed DFT require 4𝑁2 

multiplications to compute 𝑋(𝑘) for different values of 𝑘 . These multiplications are 

performed by 4𝑁 multipliers.  

Serial-to-parallel conversion in FIR DFT and FFT architectures relaxes the bandwidth 

requirement of multipliers. Hence, in the FIR DFT and FFT architectures, frequency of 

multipliers is 𝑓𝑀 = 𝑓𝑖𝑛/𝑁  , where 𝑓𝑖𝑛  is the frequency of input signal. On the other 

hand, the frequency of multipliers in the proposed architecture is 𝑓𝑖𝑛 .  
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The total power consumption of multipliers is 𝑃𝑇 = 𝑀𝑃𝑀, where 𝑀 is the number of 

multipliers, and 𝑃𝑀 is the power consumption of each multiplier. Also, 𝑃𝑀 ∝ 𝑓𝑀. Hence, 

the FIR DFT and the real-time recursive DFT both have 𝑃𝑇 ∝ 4𝑁𝑓𝑖𝑛 . Thus, reduction 

of the number of multipliers does not reduce the power dissipation.  

Since analogue multipliers are hardwired, they are biased whether they are in use or not. 

Accordingly, in the FIR DFT and FFT architectures, the power consumption is not 

scalable with the transform length. However, since the proposed architecture performs 

multiplications serially, its power consumption is scalable with the transform length. 

Unlike the previous architectures, the proposed architecture does not require additional 

multipliers to compute the DFT of a longer sequence. Hence, the proposed architecture 

is especially suitable for variable-length DFT processors.  

While the computational errors propagate in the FFT lattice (Figure 2.12) and affect all 

results, the proposed architecture (Figure 3.4) avoids the propagation of computational 

errors by computing DFTs independently.  

In the classical OFDM receiver, a signal is sampled before digitization. Based on the 

Nyquist theorem the sampling frequency must be at least twice the signal frequency. 

Thus, signal must be decimated before processing by the digital FFT (Figure 3.5(a)) [1]. 

The FIR DFT, the analogue FFT, and the Goertzel DFT require a sampled signal. Thus, 

all these architectures need an analogue decimation filter ahead of them (Figure 3.5(b)). 

The simplest realization of an analogue decimation filter is a 𝐷-tap FIR filter which 

loads 𝐷 successive samples into 𝐷 capacitors, and then sum their charges [75]. In the 

proposed DFT architecture, multiplications are performed before sampling. Hence, by 

using the proposed real-time recursive DFT processor, the analogue decimation filter is 

eliminated (Figure 3.5(c)).  
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Figure 3-5: baseband signal processing section in (a) the classical OFDM receiver (b) the OFDM receiver 

with an analogue FFT or FIR DFT or Goertzel DFT (c) the OFDM receiver with the proposed DFT 

3.4 Summary 

In this chapter, the design techniques that are applied to make the proposed architecture 

reconfigurable and suitable for the multi-standard OFDM transceivers were discussed. 

The optimal architecture for the analogue DFT is achieved by keeping the signal 

continuous as long as possible. To this end, the DFT coefficients are formed into 

piecewise continuous signals. Thereby, the transform length can be changed by 

changing the coefficient signals. Instead of dedicating multipliers to individual samples 

of the signal, multipliers perform 𝑁  multiplications serially. Also, the power 

consumption of the proposed architecture is scalable with the transform length. 

Moreover, the proposed DFT architecture does not require an analogue decimation 

filter. Performance of the proposed DFT architecture is analysed in the next chapter. 
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Chapter 4   

SYSTEM PERFORMANCE ANALYSIS  

In this chapter, the performance metrics and the behavioural models for the Fourier 

Transform processor are defined. The performance requirements of the Analogue DFT 

processor are derived. The behavioural model is used to make the system simulations 

for the real-time recursive DFT processor and the analogue FFT processor. Finally, the 

performance of the simulated systems is analysed by applying the Monte Carlo method.  

4.1 Performance Metrics for DFT Processor 

In digital communication systems, the Error Vector Magnitude (EVM) is a measure that 

is used to quantify the performance. By definition, EVM is the Root Mean Square 

(RMS) of the difference between the ideal symbols and the demodulated symbols [1]. 

 

𝐸𝑉𝑀 = √  

1
𝑁
∑ [(𝐼𝑜𝑢𝑡(𝑘) − 𝐼𝑖𝑑𝑒𝑎𝑙(𝑘))2 + (𝑄𝑜𝑢𝑡(𝑘) − 𝑄𝑖𝑑𝑒𝑎𝑙(𝑘))2]
𝑁−1
𝑘=0

1
𝑁
∑ [𝐼𝑖𝑑𝑒𝑎𝑙(𝑘)2 + 𝑄𝑖𝑑𝑒𝑎𝑙(𝑘)2]
𝑁−1
𝑘=0

 

 

(4.1) 

where 𝐼(𝑘) and 𝑄(𝑘) are the In-phase and Quadrature components of the kth symbol. 

Hence, EVM is the square root of the noise and distortion power to the signal power 

ratio; which is the inverse of the Signal to Noise and Distortion Ratio (SNDR). 
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𝐸𝑉𝑀 = √  
𝑁𝑜𝑖𝑠𝑒 + 𝐷𝑖𝑠𝑡𝑜𝑟𝑡𝑖𝑜𝑛 𝑃𝑜𝑤𝑒𝑟

𝑆𝑖𝑔𝑛𝑎𝑙 𝑃𝑜𝑤𝑒𝑟
 =  

1

√𝑆𝑁𝐷𝑅
 

(4.2) 

Thereby 

𝑆𝑁𝐷𝑅 = 
1

𝐸𝑉𝑀2
 

(4.3) 

which in decibels is  

𝑆𝑁𝐷𝑅𝑑𝐵 = 10 log10 (
1

𝐸𝑉𝑀2
) =  20 log10 (

1

𝐸𝑉𝑀
) 

(4.4) 

 Thus 

𝑆𝑁𝐷𝑅 = 20 log10√  

1
𝑁
∑ [𝐼𝑖𝑑𝑒𝑎𝑙(𝑘)2 + 𝑄𝑖𝑑𝑒𝑎𝑙(𝑘)2]
𝑁−1
𝑘=0

1
𝑁
∑ [(𝐼𝑜𝑢𝑡(𝑘) − 𝐼𝑖𝑑𝑒𝑎𝑙(𝑘))2 + (𝑄𝑜𝑢𝑡(𝑘) − 𝑄𝑖𝑑𝑒𝑎𝑙(𝑘))2]
𝑁−1
𝑘=0

 

 

(4.5) 

The performance of the DFT processor must be evaluated at weak and strong signal 

levels [41]. Therefore, the aim of the simulations is to measure the SNDR as a function 

of the input signal magnitude. A typical SNDR versus input magnitude curve is shown 

in Figure 4.1. At weak signal levels, noise and distortion corrupt the SNDR. As the 

magnitude increases, impact of the noise and distortion on the SNDR decreases. At full 

scale signal, clipping reduces the SNDR rapidly. Hence, the input magnitude that gives 

the peak SNDR is the optimal operating point of the circuit. However, the signal is not 

equalized before entering the DFT processor; thus, it is a mixture of strong and weak 

sub-channels. Hence, the dynamic range of the circuit is the main performance metric. 

By definition, dynamic range is the ratio of the maximum input level that the circuit can 

tolerate to the minimum input level that it can detect. In logarithmic scale, dynamic 

range is the difference between the maximum and minimum acceptable input levels, 

which is the width of the SNDR curve at the minimum required SNDR [41]. 
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Figure 4-1: Typical SNDR versus input magnitude curve [41] 

4.2 Performance Requirements 

Minimum receiver SNDR requirements that guarantee Bit Error Ratio (BER) of 10-6 in 

an Additive White Gaussian Noise (AWGN) channel are given in Table 4-1[33, 34]. 

Since 64-QAM provides the highest data rate for both WiFi and WiMAX, it is the most 

sensitive modulation scheme to distortion and noise. Accordingly, 64-QAM has the 

highest SNDR requirement. The dynamic range of the analogue DFT is determined by 

considering the minimum required SNDR and the maximum signal level that receiver 

should tolerate. The OFDM symbol is composed of a large number of modulated 

subcarriers (𝑁 ≫ 1). Hence, according to the Central Limit Theorem (CLT) the OFDM 

symbol appears as a Gaussian noise in the time domain.  
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Table 4-1: Receiver performance requirements for BER = 10-6 

Modulation Coding rate Receiver SNDR (dB) 

BPSK 1/2 3 

QPSK 1/2 5 

QPSK 3/4 8 

16-QAM 1/2 11 

16-QAM 3/4  14 

64-QAM 1/2 16 

64-QAM 2/3 18 

64-QAM 3/4 20 

 

Therefore, the Peak to Average Power Ratio (PAPR) of the signal, which is the ratio 

between the maximum instantaneous power and the mean power, can be very high. If 

clipping limits the PAPR, the SNDR will be degraded. Due to the statistical nature of 

the PAPR for OFDM signals, the probability of having a given PAPR is estimated by a 

Complementary Cumulative Distribution Function (CCDF). Figure 4.2 shows the PAPR 

CCDF of two OFDM signals with WiFi and WiMAX standards. Both signals are 

modulated with 64-QAM. Although WiFi and WiMAX have different number of 

subcarriers (i.e. 64 and 2048 respectively), their CCDFs are quite the same. Accordingly, 

OFDM symbols have consistent PAPR distribution [1]. 
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Figure 4-2: PAPR CCDFs of two OFDM signals with WiFi and WiMAX standards [1] 

 

The block diagram of the baseband signal processing part of the classical OFDM 

receiver and the proposed receiver architecture are shown in Figure 4.3. The channel 

selection filter cannot eliminate the Adjacent Channel Interference (ACI) completely. 

Thus, when ACI is stronger than the desired signal, ACI makes the most contribution to 

the received signal amplitude. The Automatic Gain Control (AGC) sets the peak signal 

level to the full scale level of the next stage. Hence, in the classical architecture, the 

desired signal might be below the quantization level of the ADC if no safety margin is 

considered for the dynamic range of the ADC [76]. When DFT processor is placed 

ahead of the ADC, signal is processed without quantization. However, noise and 

distortions of the analogue DFT corrupt the desired signal. Hence, a safety margin for 

the dynamic range of the analogue DFT is required. 

Since the analogue front-end stages before the ADC (in the classical ODFM receiver) 

and the analogue DFT (in the proposed receiver) are the same, dynamic range 

requirements of the ADC and the analogue DFT are the same. In other words, reducing 

the dynamic range requirement of the ADC by moving the DFT processor from the 

digital back-end to the analogue front-end is at the cost of increasing the dynamic range 

requirement of the DFT processor.  
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Figure 4-3: The block diagram of the baseband signal processing part of (a) the classical OFDM receiver 

(b) the proposed OFDM receiver 

 

In the estimation of the dynamic range, the AGC inaccuracy, the residual DC offset, and 

the thermal noise of the analogue front-end must also be taken in to account [1, 76]. A 

graphical decomposition of the analogue DFT dynamic range is depicted in Figure 4.4. 

As the graph indicates, the analogue DFT processor requires a dynamic range between 

34dB to 51dB for the different modulation schemes of WiFi and WiMAX. 

 

 

Figure 4-4: Analogue DFT dynamic range derivation 

4.3 Behavioural Modelling  

Behavioural system simulation is a top-down approach that is used to evaluate and 

optimize the performance of the proposed architecture. The behavioural model is based 

on the functions of the building blocks of the system. Based on the equation 3.1, 

multipliers and integrators are the main building blocks of the Fourier transform. This 

section describes the behavioural models of the multiplier and the integrator. This 

section also explains how the aforementioned models are used to simulate the real-time 

recursive DFT processor and the FFT processor. 



 

44 

 

4.3.1 Behavioural Model of the Multiplier 

One approach to implement an analogue multiplier is to scale the current of the signal 

using a variable gain transconductor. Figure 4.5 depicts the block diagram of an 

analogue multiplier that scales the input signal (voltage 𝑉1) by the variable gain (voltage 

𝑉2), and converts the output current to voltage by a transresistor.  

 

Figure 4-5: Block diagram of the analogue multiplier 

The behavioural model of the multiplier is defined by parameters that are derived from 

two functions, 𝐼𝑜𝑢𝑡 = 𝑓(𝑉𝑖𝑛) and its derivative 𝐺𝑚 = 𝑓′(𝑉𝑖𝑛) (Figure 4.6). The model 

parameters extracted from the 𝐼𝑜𝑢𝑡 versus 𝑉𝑖𝑛 curve are 𝐼𝑚𝑎𝑥 (the DC bias current), and 

𝑉𝑖𝑛,𝑜𝑠 (the input offset voltage). From the 𝐺𝑚 versus 𝑉𝑖𝑛 curve, the model parameters are 

𝐺𝑚𝑜  (the small signal transconductance), 𝐺𝑚,𝑜𝑠  (the deviation in the 𝐺𝑚𝑜  at 𝑉𝑖𝑛 = 0 ),   

𝑎  (the extent of the quasi-linear region), 𝑏  (swing of the input voltage), 𝐴𝑟  (the 

magnitude of the ripple in quasi-linear region), 𝛾 (the slope of the quasi-linear region), 

and N (the number of ripples in quasi-linear region).  
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Figure 4-6: Curves of the multiplier behavioural model.  

(a) Input-Output characteristic of transconductance (b) the derivative of (a) [77] 

 

Using the aforementioned parameters, the 𝐼𝑜𝑢𝑡 = 𝑓(𝑉𝑖𝑛) is defined as [77]   

 

𝐼𝑜𝑢𝑡 =

{
 
 
 
 
 

 
 
 
 
 −

𝐴1𝑏

2
−
𝐴2𝑎

2
                                                                                                   𝑉𝑖𝑛 ≤ −𝑏

𝐴1(𝑎 − 𝑏)

2𝜋
sin (𝜋

𝑉𝑖𝑛 + 𝑎

𝑎 − 𝑏
) +

𝐴1𝑉𝑖𝑛 − 𝑎𝐴2
2

                                  −𝑏 < 𝑉𝑖𝑛 ≤ −𝑎  

𝐺𝑚𝑜 [−1
𝑁
𝑎𝐴𝑟
2𝑁𝜋

sin (
𝜋𝑁𝑉𝑖𝑛
𝑎

) + (1 + 𝐺𝑚,𝑜𝑠 +
𝐴𝑟
2
)𝑉𝑖𝑛 +

𝛾

2𝑎
𝑉𝑖𝑛
2 ]   −𝑎 < 𝑉𝑖𝑛 ≤ 𝑎

𝐴3(𝑏 − 𝑎)

2𝜋
sin (𝜋

𝑉𝑖𝑛 − 𝑎

𝑏 − 𝑎
) +

𝐴3𝑉𝑖𝑛 + 𝑎𝐴2
2

                                         𝑎 < 𝑉𝑖𝑛 ≤ 𝑏

𝐴3𝑏

2
+
𝐴2𝑎

2
                                                                                                          𝑉𝑖𝑛 > 𝑏

 

(4.6a) 
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where 

𝐴1 = 𝐺𝑚𝑜(1 + 𝐴𝑟 + 𝐺𝑚,𝑜𝑠 − 𝛾)

𝐴2 = 𝐺𝑚𝑜(1 + 𝐺𝑚,𝑜𝑠)                  

𝐴3 = 𝐺𝑚𝑜(1 + 𝐴𝑟 + 𝐺𝑚,𝑜𝑠 + 𝛾)

𝑏 =
2𝐼𝑚𝑎𝑥 − 𝐴2𝑎

𝐴3
                      

 

 

 

 

(4.6b) 

As the equation (4.6a) indicates, multiplication occurs in the quasi-linear region 

(−𝑎 ≤ 𝑉𝑖𝑛 ≤ 𝑎) where signal is scaled by 𝐺𝑚𝑜  . Thus, ideally the transconductance 

curve must be a straight line in the [– 𝑎 , 𝑎] interval. In reality, the nonlinear behaviour 

of the multiplier deviates the input-output characteristic from a straight line. Hence, the 

interval [– 𝑎 , 𝑎] is quasi-linear [77].  

In Simulink, the transconductance multiplier is modelled by a MATLAB Function 

block which provides the function of 𝐼𝑜𝑢𝑡 (equation 4.6). The MATLAB code of this 

function is provided in Appendix A.    

4.3.2 Behavioural Model of the Integrator 

The signal at the output of the multiplier is piecewise continuous. For an N-point DFT, 

the amplitude of N pieces must be summed together. The discrete-time integrator takes 

samples of each piece and provides their sum. The z-domain transfer function of the 

discrete-time integrator is [78]  

𝐻(𝑧) = 𝑔
𝑧−1

1 − 𝛼𝑧−1
 

 (4.7) 

where 𝑔 and 𝛼 are the gain and the leakage of the integrator, respectively. This transfer 

function can be realized by the Switched-Capacitor (SC) integrator (Figure 4.7) [78]. 𝐶𝑆 

is the sampling capacitor and 𝐶𝐼 is the integrating capacitor. The timing diagram of the 

switches is provided in chapter 5.  
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Figure 4-7: Switched-Capacitor integrator [78]  

 

The transfer function of the SC integrator is modelled in Simulink (Figure 4.8). 

Integrator provides the result of the N-point DFT after 𝑁𝑓𝑆 𝑓𝑖𝑛⁄  iterations (𝑓𝑖𝑛  is 

frequency of the input signal, and 𝑓𝑆 is sampling frequency of the delay block). Thus, 

integrator should reset to zero after 𝑁 𝑓𝑆 𝑓𝑖𝑛⁄  iterations. To adjust the reset time, the 

delay block is placed in the feedback loop. The integrator leakage (𝛼) is modelled by a 

Gain block.  

 

Figure 4-8: behavioural model of the switched-capacitor integrator in Simulink  

 

In the presence of mismatch, the Operational amplifier (Op-amp) suffers from dc offset 

at its output. The output dc offset can be defined as the input-referred offset voltage that 

makes the output voltage zero. The input-referred offset voltage is modelled by 𝑉𝑜𝑠. For 

an ideal integrator, 𝛼 = 1 and 𝑉𝑜𝑠 = 0. Sensitivity of the recursive DFT processor to 𝛼 

and 𝑉𝑜𝑠 is analysed in section 4.4.3. 
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4.3.3 Behavioural Modelling of the FFT Processor 

The analogue FFT architecture was explained in chapter 2. Here, the behavioural model 

of the multiplier is used to model a radix-2 FFT processor of length 8. Considering the 

2-point DFT (Figure 2.13) as the unit cell of the FFT, the signal flow graph in Figure 

2.12 can be rearranged as illustrated in Figure 4.9. Since 𝑥(𝑛) and 𝑊𝑁
𝑛𝑘 are complex, 

each of the signal flow lines in this diagram represents two signal flow lines in the 

Simulink model. 

 

 

Figure 4-9: signal flow graph of a Radix-2 DIT FFT of length 8 [41] 

 

Considering 𝑎 = 𝑎𝑟𝑒 + 𝑗𝑎𝑖𝑚  and 𝑏 = 𝑏𝑟𝑒 + 𝑗𝑏𝑖𝑚  as the inputs of the 2-point DFT, 

results of the 2-point DFT are  

 

𝐴 = 𝐴𝑟𝑒 + 𝑗𝐴𝑖𝑚 = 𝑎 +𝑊𝑁
𝑛𝑘𝑏  (4.8a) 

𝐵 = 𝐵𝑟𝑒 + 𝑗𝐵𝑖𝑚 = 𝑎 −𝑊𝑁
𝑛𝑘𝑏  (4.8b) 

where 𝑊𝑁
𝑛𝑘 = cos(2𝜋𝑘𝑛/𝑁) − 𝑗 sin(2𝜋𝑘𝑛/𝑁).  
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Accordingly,  

𝐴𝑟𝑒 = 𝑎𝑟𝑒 + 𝑏𝑟𝑒 cos (
2𝜋𝑘𝑛

𝑁
) + 𝑏𝑖𝑚 sin (

2𝜋𝑘𝑛

𝑁
) 

  

(4.9a) 

𝐴𝑖𝑚 = 𝑎𝑖𝑚 − 𝑏𝑟𝑒 sin (
2𝜋𝑘𝑛

𝑁
) + 𝑏𝑖𝑚 cos (

2𝜋𝑘𝑛

𝑁
) 

  

(4.9b) 

𝐵𝑟𝑒 = 𝑎𝑟𝑒 − 𝑏𝑟𝑒 cos (
2𝜋𝑘𝑛

𝑁
) − 𝑏𝑖𝑚 sin (

2𝜋𝑘𝑛

𝑁
) 

 

(4.9c) 

𝐵𝑖𝑚 = 𝑎𝑖𝑚 + 𝑏𝑟𝑒 sin (
2𝜋𝑘𝑛

𝑁
) − 𝑏𝑖𝑚 cos (

2𝜋𝑘𝑛

𝑁
) 

 

(4.9d) 

 

Thus, coefficient values are 1, cos(2𝜋𝑘𝑛 𝑁⁄ ), and sin(2𝜋𝑘𝑛 𝑁⁄ ). The transconductance 

values that represent these coefficient values are 

 

𝐺𝑚1 = 𝐺𝑚𝑜  (4.10a) 

𝐺𝑚𝐶 = cos (
2𝜋𝑘𝑛

𝑁
)𝐺𝑚𝑜 

  

(4.10b) 

𝐺𝑚𝑆 = sin (
2𝜋𝑘𝑛

𝑁
)𝐺𝑚𝑜 

 

(4.10c) 

 

Figure 4.10 shows the Simulink model of the 2-point DFT with 𝑊8
1  or 𝑊8

3  twiddle 

factor. Transresistors are modeled by Gain blocks.  
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Figure 4-10: 2-point DFT with 𝑊8
1 or 𝑊8

3 twiddle factor 
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For 𝑊8
0 = 1, outputs of the 2-point DFT are 

 

𝐴 = (𝑎𝑟𝑒 + 𝑏𝑟𝑒) + 𝑗(𝑎𝑖𝑚 + 𝑏𝑖𝑚)  (4.11a) 

𝐵 = (𝑎𝑟𝑒 − 𝑏𝑟𝑒) + 𝑗(𝑎𝑖𝑚 − 𝑏𝑖𝑚)  (4.11b) 

Additions are performed by connecting the outputs of the transconductors to the same 

node (KCL). Hence, even though all coefficient values are one, voltage samples must be 

converted to currents. Simulink model of the 2-point DFT with 𝑊8
0 twiddle factor is 

depicted in Figure 4.11. 
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Figure 4-11: 2-point DFT with 𝑊8
0 twiddle factor 
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For 𝑊8
2 = −𝑗 , outputs of the 2-point DFT are 

 

𝐴 = (𝑎𝑟𝑒 + 𝑏𝑖𝑚) + 𝑗(𝑎𝑖𝑚 − 𝑏𝑟𝑒)  (4.12a) 

𝐵 = (𝑎𝑟𝑒 − 𝑏𝑖𝑚) + 𝑗(𝑎𝑖𝑚 + 𝑏𝑟𝑒)  (4.12b) 

Simulink model of the 2-point DFT with 𝑊8
2 twiddle factor is shown in Figure 4.12. 

 

Figure 4-12: 2-point DFT with 𝑊8
2 twiddle factor  
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The above 2-point DFTs are used to build the FFT lattice in Figure 4.9. The block 

diagram of the analogue FFT processor is shown in Figure 4.13. The FFT processor 

converts the input signal to parallel samples by a serial-to-parallel converter. The FFT 

lattice provides the Fourier transform of the signal. Finally, the parallel outputs of the 

FFT lattice are converted to a serial data stream by the parallel-to-serial converter.    

  

 

Figure 4-13: behavioural model of the analogue FFT processor in Simulink 

4.3.4 Behavioural Modelling of the Recursive DFT Processor 

Chapter 3 explained the proposed real-time recursive DFT architecture. In this section, a 

real-time recursive DFT processor of length 8 is modeled by the behavioural models of 

the multiplier and the integrator. Figure 4.14 shows a 1-point recursive DFT. The Cos 

and Sin blocks generate the piecewise continuous coefficients. The coefficient signals 

are applied to the transconductance multipliers.  
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Figure 4-14: 1-point DFT with piecewise continuous coefficients 
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Thus,  

 

𝑎𝑅𝑒(𝑡) = 𝑥𝑅𝑒(𝑡) cos (
2𝜋𝑘𝑡

𝑁
) + 𝑥𝐼𝑚(𝑡) sin (

2𝜋𝑘𝑡

𝑁
) 

  

(4.13a) 

𝑎𝐼𝑚(𝑡) = 𝑥𝐼𝑚(𝑡) cos (
2𝜋𝑘𝑡

𝑁
) − 𝑥𝑅𝑒(𝑡) sin (

2𝜋𝑘𝑡

𝑁
) 

  

(4.13b) 

𝑓𝑜𝑟       
𝑛𝑇

𝑁
≤ 𝑡 <

(𝑛 + 1)𝑇

𝑁
          𝑛 = 0,1, … , 𝑁 − 1 

 

 

 are provided at the outputs of the Gain blocks (i.e. Transresistors). As mentioned in 

section 4.3.2, integrator provides the result of the DFT after 𝑁 𝑓𝑆 𝑓𝑖𝑛⁄  iterations. Hence, 

 

𝑋𝑅𝑒(𝑘) =
𝑓𝑆
𝑓𝑖𝑛
 ∑ 𝑎𝑅𝑒(𝑛)

𝑁−1

𝑛=0

 
 

(4.14a) 

𝑋𝐼𝑚(𝑘) =
𝑓𝑆
𝑓𝑖𝑛
 ∑ 𝑎𝐼𝑚(𝑛)

𝑁−1

𝑛=0

 
 

(4.14b) 

The block diagram of the real-time recursive DFT processor is illustrated in Figure 4.15. 

Eight 1-point recursive DFTs are used in parallel to create an 8-point recursive DFT 

processor.  

 

Figure 4-15: behavioural model of the real-time recursive DFT processor in Simulink 
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4.4 Determining the Design Specifications  

In this section, design specifications of an 8-point recursive DFT processor are 

determined. For this purpose, an OFDM signal with QPSK modulation is applied to the 

input of the DFT processor and sensitivity of the DFT processor to each of the 

behavioural model parameters is analysed. The 𝜎(𝑉𝑖𝑛,𝑜𝑠) , 𝜎(𝐺𝑚,𝑜𝑠) and 𝜎(𝐴𝑟) model 

the mismatch between multipliers; thus, 𝑉𝑖𝑛,𝑜𝑠 , 𝐺𝑚,𝑜𝑠 and 𝐴𝑟 values are unique to each 

multiplier. The 𝜎(𝑉𝑜𝑠) models the mismatch between integrators; hence, 𝑉𝑜𝑠 is unique to 

each integrator. Other parameters are global. 

4.4.1 Power Budget 

The objective is to design an analogue DFT processor that consumes less power than the 

digital FFT processor. A power-scalable variable-length digital FFT processor that was 

fabricated in 250nm CMOS consumes 310mW power to perform 8-point FFT at 

200MHz [79].  Normalizing the power consumption to the 180nm technology and 

20MHz frequency gives 

𝑃𝑜𝑤𝑒𝑟 =  310 𝑚𝑊 (
20 𝑀𝐻𝑧

200 𝑀𝐻𝑧
) (
180 𝑛𝑚

250 𝑛𝑚
) (
1.8 𝑣

2.5 𝑣
)
2

=  11.6 𝑚𝑊 
  

(4.15) 

The real-time recursive DFT requires 4N multipliers and 2N differential integrators to 

compute N-point DFT. Hence, the power consumption of the real-time recursive DFT 

processor is  

𝑃𝑜𝑤𝑒𝑟𝑅𝑒𝑐𝑢𝑟𝑠𝑖𝑣𝑒 𝐷𝐹𝑇  ≅ 4𝑁(𝑃𝑜𝑤𝑒𝑟𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟 + 𝑃𝑜𝑤𝑒𝑟𝑆𝑖𝑛𝑔𝑙𝑒−𝑒𝑛𝑑𝑒𝑑 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑜𝑟)  (4.16) 

Accordingly, 

𝑃𝑜𝑤𝑒𝑟𝑅𝑒𝑐𝑢𝑟𝑠𝑖𝑣𝑒 𝐷𝐹𝑇  ≅ 4𝑁𝑉𝐷𝐷(𝐼𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟 + 𝐼𝑆𝑖𝑛𝑔𝑙𝑒−𝑒𝑛𝑑𝑒𝑑 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑜𝑟)  (4.17) 
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where 𝐼𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟  and 𝐼𝑆𝑖𝑛𝑔𝑙𝑒−𝑒𝑛𝑑𝑒𝑑 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑜𝑟  are the current supplies of the multiplier 

and the single-ended integrator, respectively. 𝑉𝐷𝐷 is the voltage supply of the multiplier 

and the integrator. In order to achieve a power consumption less than 11.6 𝑚𝑊 for the 

DFT processor, 𝐼𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟 = 80 𝜇𝐴 and 𝐼𝑆𝑖𝑛𝑔𝑙𝑒−𝑒𝑛𝑑𝑒𝑑 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑜𝑟 = 50 𝜇𝐴 are selected.  

4.4.2 Design Specifications of the Multiplier 

Considering the input-output characteristic of the transconductance (Figure 4.6(a)), the 

linear range of an ideal multiplier is [−𝑏 , 𝑏]. Hence, for an ideal multiplier,  

 

𝑏 =
𝐼𝑚𝑎𝑥
𝐺𝑚𝑜

 
 (4.18) 

In the previous section, 𝐼𝑚𝑎𝑥 = 80 𝜇𝐴 was selected. The input-output characteristics of 

ideal multipliers with different values of 𝐺𝑚𝑜 are shown in Figure 4.16. As the figure 

illustrates, increasing the 𝐺𝑚𝑜  reduces the linear range of the multiplier. Gain of the 

multiplier is 𝐴𝑣 = 𝐺𝑚𝑜𝑅𝐷 , where 𝑅𝐷 is the resistance of the transresistor. 𝐴𝑣 = 1 𝑉/𝑉 

is selected; hence, 𝑅𝐷 = 1 𝐺𝑚𝑜⁄  . SNDR curves for different values of 𝐺𝑚𝑜  were 

obtained by running the behavioural system simulation (Figure 4.17). Results of this 

simulation indicate that smaller 𝐺𝑚𝑜  results in better tolerance of high signal levels. 

Hence, 𝐺𝑚𝑜 = 200𝜇𝐴/𝑉 is selected. 
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Figure 4-16: The input-output characteristics of ideal multipliers 

 

Figure 4-17: SNDR curves for different values of 𝐺𝑚𝑜 
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In practice, linear range of the multiplier is less than its input swing ( 𝑎 < 𝑏 ). 

Considering 𝐺𝑚𝑜 = 200𝜇𝐴/𝑉, SNDR curves for different linear ranges were obtained 

by running the behavioural system simulation (Figure 4.18).  Results of this analysis 

indicate that a DFT processor with smaller linear region is less tolerant to high signal 

levels. Hence, the DFT processor with smaller linear region has smaller dynamic range. 

A non-ideal linear range of 𝑎 = 𝑏 2⁄ = 0.2𝑉 is selected for the system performance 

analysis. 

 

 

Figure 4-18: SNDR curves for different linear ranges 
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Device mismatches result in transconductance error [77]. Multipliers with various 

transconductance errors are modelled by assuming that 𝐺𝑚,𝑜𝑠 has a normal distribution 

with zero mean and standard deviation  𝜎(𝐺𝑚,𝑜𝑠) . Considering 𝐺𝑚𝑜 = 200𝜇𝐴/𝑉 and =

0.2𝑉 , the effect of transconductance error on the performance of the DFT processor is 

analysed. Typical values of 𝜎(𝐺𝑚,𝑜𝑠 )  are obtained from a previous study on the 

analogue FFT processor [77]. Figure 4.19 illustrates the results of this analysis. These 

results indicate that the DFT processor with larger transconductance errors has smaller 

peak SNDR. On the plus side, the dynamic range of the DFT processor is not affected 

by the transconductance error. 

 

 

Figure 4-19: SNDR curves for various transconductance errors 
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In deep submicron CMOS technologies transistor mismatches lead to significant DC 

offset [80]. Multipliers with various DC offsets are modelled by assuming that 𝑉𝑖𝑛,𝑜𝑠 has 

a normal distribution with zero mean and standard deviation  𝜎(𝑉𝑖𝑛,𝑜𝑠). Considering  

𝐺𝑚𝑜 = 200𝜇𝐴/𝑉  and 𝑎 = 0.2𝑉 , the impact of the DC offset mismatch on the 

performance of the DFT processor is analysed. Typical values of 𝜎(𝑉𝑖𝑛,𝑜𝑠) are obtained 

from a previous study on the analogue FFT processor [77]. Results of this analysis are 

illustrated in Figure 4.20. These results indicate that the DFT processor with larger DC 

offset mismatch is more susceptible to noise and distortion at low signal levels. 

Accordingly, the DFT processor with larger DC offset mismatch has smaller dynamic 

range and peak SNDR.  

 

 

Figure 4-20: SNDR curves for various DC offset mismatches 
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4.4.3 Design Specifications of the Integrator 

Based on the Nyquist theorem, the sampling frequency (𝑓𝑆) of the SC integrator must be 

at least twice the signal frequency (𝑓𝑖𝑛). Considering  𝑓𝑆 𝑓𝑖𝑛⁄ = 4 , the result of the N-

point DFT is 

𝑉𝑜𝑢𝑡 = 4𝑔∑𝑉𝑖𝑛(𝑛)

𝑁

𝑛=1

 
 

(4.19) 

where 𝑉𝑖𝑛(𝑛) is the input voltage of the integrator at 𝑛𝑡ℎ time interval, and 𝑔 is the gain 

of the integrator. Outputs of two multipliers are added together and the result is applied 

to the input of the integrator. Hence, 𝑉𝑖𝑛(𝑛) = 𝑉𝑂1(𝑛) + 𝑉𝑂2(𝑛), where 𝑉𝑂𝑖(𝑛) is the 

output of 𝑖𝑡ℎ multiplier at 𝑛𝑡ℎ time interval. To avoid the reduction of the SNDR due to 

the Op-amp saturation,  

 

𝑉𝑜𝑢𝑡 ≤ 𝑉𝐷𝐷 − 𝑉𝑖𝑛,𝐶𝑀 (4.20) 

where 𝑉𝐷𝐷 is the supply voltage of the Op-amp, and 𝑉𝑖𝑛,𝐶𝑀 is the input common-mode 

(CM) level of the Op-amp. In Figure 4.7, 𝑉𝑖𝑛,𝐶𝑀 is shown by the ground symbol. The 

input of the integrator (𝑉𝑖𝑛) is connected to the output of the multiplier. Hence, 𝑉𝑖𝑛,𝐶𝑀 

must be equal to the output CM level of the multiplier. Using a 1.8V voltage supply, the 

output CM level of the multiplier is 1.2V (section 5.2.3). Ideally, 𝑔 = 𝐶𝑆/𝐶𝐼  [78]. 

Substituting the aforementioned values in the equations (4.19) and (4.20) gives 

 

4
𝐶𝑆
𝐶𝐼
 ∑𝑉𝑂1(𝑛) + 𝑉𝑂2(𝑛)

𝑁

𝑛=1

≤ 0.6 
 

(4.21) 
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The linear range of the multiplier is [−𝑎 , 𝑎]. Since the maximum gain of the multiplier 

is one, the maximum output of the multiplier is |𝑉𝑂,𝑚𝑎𝑥| = 𝑎. Assuming that  

 

𝑉𝑂1(𝑛) = 𝑉𝑂2(𝑛) = |𝑉𝑂,𝑚𝑎𝑥|         𝑓𝑜𝑟  𝑛 = 1,… ,𝑁  (4.22) 

For an 8-point DFT, 

64
𝐶𝑆
𝐶𝐼
 𝑎 ≤ 0.6 

 (4.23) 

The smallest capacitor that can hold the sampled voltage is 𝐶𝑆 = 50𝑓𝐹. In the previous 

section, 𝑎 is estimated to be 0.2V. Hence, 𝐶𝐼 = 1 𝑝𝐹 is selected. 

Ideally, Op-amp has infinite open-loop gain (𝐴𝑣). Hence, ideally the integrator leakage 

is 𝛼 = 1. In practice, however, 𝐴𝑣 < ∞. Thus, only a fraction of the previous output of 

the integrator is added to the new input sample. The consequence of this integrator 

leakage is that 𝛼 < 1. The precise value of 𝛼 is given by [78] 

 

𝛼 = 1 −
𝐶𝑆/𝐶𝐼
𝐴𝑣

 
(4.24) 

Considering 𝐶𝑆 = 50𝑓𝐹  and 𝐶𝐼 = 1 𝑝𝐹 , the impact of the integrator leakage on the 

performance of the DFT processor is analysed by varying 𝐴𝑣 in the behavioural system 

simulation (Figure 4.21). Results of this analysis indicate that Op-amp with larger 𝐴𝑣 

provides higher SNDR. In section 4.4.1, 90 𝜇𝑊 power was assigned to the integrator. 

Also, as mentioned earlier, output swing of the op-amp should be at least 0.6V. Hence, 

it is unlikely to achieve 𝐴𝑣 > 100𝑉/𝑉.    
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Figure 4-21: SNDR curves for various op-amp gains 

 

Transistor mismatches lead to DC offset [80]. Integrators with various DC offsets are 

modelled by assuming that 𝑉𝑜𝑠 has a normal distribution with zero mean and standard 

deviation  𝜎(𝑉𝑜𝑠). Considering  𝐺𝑚𝑜 = 200𝜇𝐴/𝑉 and 𝑎 = 0.2𝑉, the impact of the DC 

offset mismatch on the performance of the DFT processor is analysed. Typical values of 

𝜎(𝑉𝑜𝑠) are obtained from a previous study [77]. Results of this analysis are shown in 

Figure 4.22. Based on these results, the DFT processor with larger DC offset mismatch 

has smaller dynamic range and peak SNDR. Accordingly, the DC offsets of the 

integrators have the same effect as the DC offsets of the multipliers.   
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Figure 4-22: SNDR curves for various DC offset mismatches 

4.5 Yield Prediction 

Process variability is pivotal in submicron CMOS technologies. Variations in the 

physical properties of the transistors impact the performance of the designed system. 

Therefore, in advance of the expensive fabrication process, it is essential to predict the 

yield at various design stages using reliable statistical analysis [81]. The parametric 

yield is associated with the system performance metric 𝑋(𝑚), which is a function of the 

mismatch parameter 𝑚. Systems that succeed in meeting the requirement(s) for 𝑋(𝑚) 

contribute to the yield. The Monte Carlo method can be used to estimate the average 

result and yield. Figure 4.23 illustrates the distribution of 𝑋 that is estimated by the 

Monte Carlo method [82, 83].   
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Figure 4-23: Yield prediction based on the Monte Carlo analysis [82] 

 

The Monte Carlo analysis should stop when adding new samples, no longer changes the 

sample mean by more than a certain threshold. In other words [84, 85],   

 

|𝑋̅𝑛 − 𝑋̅𝑤| ≤ 𝜀 (4.25) 

where, 𝑋̅𝑛 is the mean of all generated samples (sample mean), 𝑋̅𝑤 is the mean of last 𝑤 

samples (window mean), and 𝜀 is the tolerance for convergence.  

 

𝑋̅𝑛 = 
𝑋1 +⋯+ 𝑋𝑛

𝑛
 

(4.26) 

𝑋̅𝑤 = 
𝑋𝑛−𝑤+1 +⋯+ 𝑋𝑛

𝑤
 

(4.27) 
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Sample variance is given by 

𝑆𝑛
2 = 

1

𝑛 − 1
 ∑  (𝑋𝑖 − 𝑋̅𝑛)

2

𝑛

𝑖=1

 
  

(4.28) 

Variance of the window is 

𝑆𝑤
2 = 

1

𝑤 − 1
 ∑  (𝑋𝑖 − 𝑋̅𝑤)

2

𝑤

𝑖=1

 
  

(4.29) 

Considering 𝜇  as the expected value of 𝑋 , the probability of the random variable 

√𝑛/𝑆𝑛(𝑋̅𝑛 − 𝜇) falling within the range [– 𝐴1, 𝐴1] is given by [84, 85] 

  

𝑃 { −𝐴1 ≤ 
√𝑛

𝑆𝑛
 (𝑋̅𝑛 − 𝜇)  ≤ 𝐴1 } 

(4.30) 

that is equivalent to  

𝑃 { 𝑋̅𝑛 −
𝑆𝑛𝐴1

√𝑛
 ≤  𝜇 ≤  𝑋̅𝑛 +

𝑆𝑛𝐴1

√𝑛
  } 

(4.31) 

The value of 𝐴1 must be extracted from the statistical tables of the t-distribution such 

that [84, 85] 

𝑃 { 𝜇 ∈ [ 𝑋̅𝑛 −
𝑆𝑛𝐴1

√𝑛
 , 𝑋̅𝑛 +

𝑆𝑛𝐴1

√𝑛
  ]  } → 1 − 𝛿 

(4.32) 

where 𝛿 is the error probability. Thus, the random interval 

[ 𝑋̅𝑛 −
𝑆𝑛𝐴1

√𝑛
 , 𝑋̅𝑛 +

𝑆𝑛𝐴1

√𝑛
  ] 

(4.33) 

is a 100(1 − 𝛿) % confidence interval for 𝜇 [84, 85].  
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Same confidence interval can be obtained from 

[ 𝑋̅𝑤 −
𝑆𝑤𝐴2

√𝑤
 , 𝑋̅𝑤 +

𝑆𝑤𝐴2

√𝑤
  ] 

(4.34) 

Thus,  

𝑋̅𝑛 +
𝑆𝑛𝐴1

√𝑛
  = 𝑋̅𝑤 +

𝑆𝑤𝐴2

√𝑤
   

(4.35) 

Accordingly,  

|𝑋̅𝑛 − 𝑋̅𝑤| = | 
𝑆𝑛𝐴1

√𝑛
−
𝑆𝑤𝐴2

√𝑤
 | 

(4.36) 

For 𝑤 = 10 and 𝛿 = 0.05, 𝐴2 = 2.228. For yield prediction, a large number of samples 

are required. Hence, 𝐴1 ≈ 1.96. Thereby, the tolerance is 

  

𝜀 = | 
1.96 𝑆𝑛

√𝑛
− 0.7𝑆𝑤 | 

(4.37) 

Since 𝐴1 = 1.96  is used in the above equation, at least 500 samples are required 

(𝑛𝑚𝑖𝑛 = 500) before checking the convergence (equation 4.25). 
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4.6 Performance Analysis Results 

Behavioural models of a real-time recursive DFT processor and a radix-2 FFT processor 

of length 8 were described in section 4.3. The behavioural model of the radix-2 FFT 

processor is based on a previous study on the analogue FFT processor [77]. Initially, the 

model parameters of the FFT processor was set at the values provided in [77] to verify 

the accuracy of the Simulink model. 

In this section, Monte Carlo analysis is used to evaluate the performance of the 

aforementioned processors. For this purpose, OFDM signal with BPSK modulation is 

generated by Simulink. The MATLAB code of this analysis is available in Appendix A. 

Model parameters are set at the values in Table 4-2. Typical values of 𝐴𝑟 , 𝜎(𝑉𝑖𝑛,𝑜𝑠), 

𝜎(𝐺𝑚,𝑜𝑠), 𝜎(𝐴𝑟), 𝜎(𝑉𝑜𝑠), 𝛾, and 𝑁 are obtained from [77]. 

 

Table 4-2: Summary of the optimal value for the behavioural model parameters 

Parameter Value 

𝑎 0.2V 

𝑏 0.4V 

𝐼𝑚𝑎𝑥 80µA 

𝐺𝑚𝑜 200µA/V 

𝑅𝐷 5KΩ 

𝐴𝑟 10µA/V 

𝜎(𝑉𝑖𝑛,𝑜𝑠) 0.5mV 

𝜎(𝐺𝑚,𝑜𝑠) 2µA/V 

𝜎(𝐴𝑟) 10µA/V 

𝐴𝑣 100V/V 

𝜎(𝑉𝑜𝑠) 0.1mV 

𝛾 0 

𝑁 1 
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Table 4-3 gives the results of the Monte Carlo analysis. These results indicate that the 

average dynamic range of the proposed architecture is 4.7dB higher than the FFT 

processor.  

Table 4-3: Summary of the Monte Carlo analysis for the recursive DFT and the radix-2 FFT processors 

 

The results of the Monte Carlo analysis are shown in Figure 4.24 and Figure 4.25. The 

histograms of the dynamic range for DFT and FFT processors are shown in Figure 4.26 

and Figure 4.27. Based on these histograms, the real-time recursive DFT processor has a 

yield of 99.3% while the yield of the FFT processor is 82.8%.  

 

 

Figure 4-24: Monte Carlo analysis results of the real-time recursive DFT processor 

(dB) Dynamic range Peak SNDR 

Recursive DFT Radix-2 FFT Recursive DFT Radix-2 FFT 

Mean 41.3 36.6 40.8 41.8 

Standard deviation 3.4 3.1 1.6 1.7 
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Figure 4-25: Monte Carlo analysis results of the radix-2 FFT processor  

 

Figure 4-26: The dynamic range histogram of the real-time recursive DFT processor 
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Figure 4-27: The dynamic range histogram of the radix-2 FFT processor 

4.7 Summary 

In this chapter, dynamic range requirements for an analogue DFT processor that 

supports WiFi and WiMAX standards were derived. Moreover, the behavioural models 

of the real-time recursive DFT processor and FFT processor were explained. Also, 

design specifications of an 8-point recursive DFT processor were determined. 

The results of the Monte Carlo analysis on system simulations indicate that the average 

dynamic range of the real-time recursive DFT processor is 4.7dB higher than the radix-2 

FFT processor. Moreover, the proposed architecture has a yield of 99.3% while the 

yield of the FFT processor is 82.8%. The enhanced performance of the real-time 

recursive DFT processor over the FFT processor convinced the designer to proceed to 

the transistor-level circuit designs, which will be presented in the next chapter.  
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Chapter 5   

CIRCUIT DESIGN 

In this chapter, various design approaches for the building blocks of the real-time 

recursive DFT processor are reviewed to find the suitable circuits. A rigorous analysis 

on each of the selected circuits is performed to optimize the design. Design 

considerations that are applied to provide the optimum matching will be discussed in the 

next chapter. Circuits are designed using 180 nm TSMC technology. The Berkeley 

Short-Channel IGFET Model (BSIM3v3) from the University of California, Berkeley is 

used for device modelling. Circuit simulations are performed by the Eldo SPICE 

simulator from the Mentor Graphics. The SPICE process parameters are provided by the 

MOSIS [86].  

5.1 Previous Work on the Analogue FFT Processor 

In early attempts to implement the analogue Fourier transform, discrete circuits were 

used [65, 66]. In these designs, the Switched-Capacitor amplifier was used as the 

coefficient multiplier (Figure 5.1(a)). The clock signals that control the circuit are 

shown in Figure 5.1(b). In sampling mode, S1 and S2 are on and S3 is off (Figure 5.1(c)). 

Hence, the voltage across C1 tracks the input voltage. In the transition from the 

sampling mode to the amplification mode (Figure 5.1(d)), the channel charge injection 

leads to voltage error. This error is alleviated if S2 turns off slightly before S1 turns off 

and S3 turns on [80]. 
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Figure 5-1: (a) Switched-Capacitor amplifier (b) timing diagram of circuit (a)  

(c) circuit (a) in sampling mode (d) circuit (a) in amplification mode [80] 

 

Accordingly, the output voltage is given by  

𝑉𝑜𝑢𝑡 = 
𝐶1
𝐶2
𝑉𝑖𝑛 

 (5.1) 

Thus, the voltage sample is multiplied by the capacitance ratio.  

In recent years, different design approaches have been taken to implement the FFT 

algorithm as an analogue integrated circuit. In one study, multiplication is performed by 

the current mirror (Figure 5.2) that generates a scaled copy of the reference current 

(𝐼𝑟𝑒𝑓) at its output [87] 

𝐼𝑜𝑢𝑡 = 
(𝑊/𝐿)2
(𝑊/𝐿)1

. 𝐼𝑟𝑒𝑓 
 (5.2) 

where (𝑊/𝐿)𝑥 is the width to length ratio of device 𝑀𝑥. 
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Figure 5-2: The basic current mirror [80] 

In another study, the passive Switched-Capacitor (Figure 5.3) is used as the multiplier in 

order to minimize the power consumption [88]. In this approach, signal is multiplied by 

𝑚 = 𝐶1/(𝐶1 + 𝐶2) when charges are transferred from capacitor 𝐶1 to capacitor 𝐶2 [89]. 

Since all of the aforementioned approaches merely use the physical properties to 

perform the multiplication, their scaling factors are unchangeable. Thus, the 

aforementioned multipliers are not suitable for the variable-length DFT processor. 

 

 

Figure 5-3: The passive Switched-Capacitor multiplier 

In another attempt, a 64-point FFT processor was realized with the Switched-

Transconductor multiplier (Figure 5.4) [90, 91]. In this approach, differential pairs with 

various W/L ratios are connected together.  
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Figure 5-4: The Switched-Transconductor multiplier  

As it will be proved in section 5.2.2, the differential current of the nth pair is  

 

∆𝐼𝐷𝑛 ∝ (
𝑊

𝐿
)
𝑛
∆𝑉𝑖𝑛 

 

 

(5.3) 

For any pair that is connected to the common voltage ∆𝑉𝑖𝑛 = 0; hence, ∆𝐼𝐷𝑛 = 0. The 

current that leaves each of the output nodes is equal to the sum of currents entering that 

node. Thereby, the differential output current is  

 

∆𝐼𝑜𝑢𝑡 ∝ [(
𝑊

𝐿
)
1
+⋯+ (

𝑊

𝐿
)
𝑛
] ∆𝑉𝑖𝑛 

 

 

(5.4) 

Accordingly, the scalar factor is adjusted by controlling the differential pairs that are 

connected to the input. The number of the scalar factors increases with the Fourier 

transform length. Thus, each multiplier requires more differential pairs as the Fourier 

transform length increases. Accordingly, this approach is not area efficient.   

A reconfigurable DFT processor that is implemented on a Field Programmable 

Analogue Array (FPAA) was proposed in [92]. The reconfigurable multipliers of this 

processor are realized by the floating-gate transistors (Figure 5.5).  
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Figure 5-5: The floating-gate multiplier 

In this approach, both of the PMOS transistors operate in the subthreshold region. 

Hence, the input and output currents are given by [92] 

 

𝐼𝑖𝑛 = 𝐼𝑜
𝑊

𝐿
𝑒𝑥𝑝 (

𝑉𝑆 − 𝜅𝑉𝐺1
𝑉𝑇

) [1 − 𝑒𝑥𝑝 (
𝑉𝐷𝑆
𝑉𝑇
)] 

 

 

(5.5) 

 

𝐼𝑜𝑢𝑡 = 𝐼𝑜
𝑊

𝐿
𝑒𝑥𝑝 (

𝑉𝑆 − 𝜅𝑉𝐺2
𝑉𝑇

) [1 − 𝑒𝑥𝑝 (
𝑉𝐷𝑆
𝑉𝑇
)] 

 

 

(5.6) 

where 𝐼𝑜 is a process-dependant constant, 𝑉𝑇 is the thermal voltage, and 𝜅 denotes the 

gate coupling coefficient which is  

 

𝜅 =
𝐶𝑔

𝐶𝑇
(

𝐶𝑜𝑥
𝐶𝑜𝑥 + 𝐶𝑑𝑒𝑝

) 

 

 

(5.7) 

In the above equation, 𝐶𝑜𝑥 is the gate oxide capacitance, 𝐶𝑑𝑒𝑝 is the depletion region 

capacitance, and 𝐶𝑇  is the total capacitance at the gate (i.e. 𝐶𝑔  and the internal 

capacitances of the transistor).  
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The voltages across the gate capacitors are 

 

𝑉𝐺1 − 𝑉𝐹 =
𝑄1
𝐶𝑔

 

 

 

(5.8) 

 

𝑉𝐺2 − 𝑉𝐹 =
𝑄2
𝐶𝑔

 

 

 

(5.9) 

Substituting equations (5.8) and (5.9) in (5.5) and (5.6) gives 

 

𝐼𝑖𝑛 = 𝐼𝑜
𝑊

𝐿
𝑒𝑥𝑝 (

𝑉𝑆 − 𝜅𝑉𝐹
𝑉𝑇

) 𝑒𝑥𝑝 (
−𝜅𝑄1
𝐶𝑔𝑉𝑇

) [1 − 𝑒𝑥𝑝 (
𝑉𝐷𝑆
𝑉𝑇
)] 

 

 

(5.10) 

 

𝐼𝑜𝑢𝑡 = 𝐼𝑜
𝑊

𝐿
𝑒𝑥𝑝 (

𝑉𝑆 − 𝜅𝑉𝐹
𝑉𝑇

) 𝑒𝑥𝑝 (
−𝜅𝑄2
𝐶𝑔𝑉𝑇

) [1 − 𝑒𝑥𝑝 (
𝑉𝐷𝑆
𝑉𝑇
)] 

 

 

(5.11) 

Accordingly, 

 

𝐼𝑜𝑢𝑡 = 𝑒𝑥𝑝(
𝜅(𝑄1 − 𝑄2)

𝐶𝑔𝑉𝑇
) . 𝐼𝑖𝑛 

 

 

(5.12) 

which means that the scalar factor can be adjusted by controlling the amount of charges 

that are stored in the 𝐶𝑔 capacitors. These equations are valid if the transistors are biased 

in the subthreshold region. To maintain this condition, a comparator is used to adjust VS 

to the changes of 𝑄1 and 𝑄2. Structure of the FPAA demands to use 16N 
2 multipliers 

for an N-length DFT [93]. Thus, the FPAA approach is not area efficient, and becomes 

unfeasible as N increases. 
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In chapter 3, it was explained that in the proposed architecture the OFDM signal is 

multiplied by a piecewise continuous signal to eliminate sampling. All of the circuits 

that have been explained so far (Figures 5.1 to 5.5) actually scale the signal rather than 

multiplying two signals together. Moreover, adjusting the physical properties of each 

multiplier to provide various scaling factors makes the design process cumbersome. 

This problem becomes more severe as the transform length increases. Hence, it is 

essential to provide coefficients by signals rather than physical properties of the circuit. 

In view of that, a FFT processor was designed using a four-quadrant multiplier [41]. 

Although in this FFT processor discrete-time signals are multiplied together, four-

quadrant multipliers can also be used for continuous signals. Analysis of the four-

quadrant multiplier is provided in the next section.    

5.2 Analogue Multiplier 

 Analogue multipliers provide the linear product of two input signals 𝑥 and 𝑦, yielding 

output signal 𝑧 = 𝐾𝑥𝑦 where 𝐾 is the multiplication constant. Multipliers are classified 

into three main categories based on the signals’ polarity. These categorise are single-

quadrant (where 𝑥 and 𝑦 are unipolar), two-quadrant (where 𝑥 or 𝑦 is bipolar), and four-

quadrant (where 𝑥 and 𝑦 are bipolar). Modulators and mixers are particular cases of 

multipliers that are used in communication systems. Despite the large number of 

multipliers that are reported in the literature, they can be classified into a few categories 

based on their architectures [94]. Design specifications, such as bandwidth and power 

budget, determine the suitable circuit topology. The design of a suitable analogue 

multiplier for the real-time recursive DFT processor is discussed in this section.  

 



 

81 

 

5.2.1 Principle of Operation 

The basic operation of an analogue multiplier is to generate a high order polynomial of 

the two signals using nonlinear devices, and then cancel all terms other than 𝐾𝑥𝑦. Since 

MOS transistors have square-law characteristics, they can be used for this purpose. For 

MOS transistors in the saturation region, overdrive voltage is a second order polynomial 

[94]. 

 

(𝑉𝐺𝑆 − 𝑉𝑇𝐻)
2 = 

𝐼𝐷
1
2 𝜇𝐶𝑜𝑥

𝑊
𝐿

 

 

(5.13) 

Here, 𝑉𝐺𝑆 is the gate-source voltage, 𝑉𝑇𝐻 is the threshold voltage, 𝐼𝐷 is the drain current, 

𝜇 is the mobility of charge carriers, 𝐶𝑜𝑥 is the gate oxide capacitance per unit area, 𝑊 is 

the width and 𝐿 is the length of the channel. Since the overdrive polynomial is achieved 

by the drain current, the analogue multiplier function can be realized by 

transconductance amplifiers. Later, a transresistor can be used to convert the output 

current to voltage. The simplest topology of analogue multiplier is a differential pair 

with a variable current source that is controlled by one of the input signals (Figure 5.6) 

[95, 96].   

 

Figure 5-6: Two-quadrant analogue multiplier [96] 
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Multipliers of the DFT processor downconvert sub-channels of the OFDM signal to 

zero frequency; hence, they act as zero Intermediate Frequency (IF) mixers. 

Accordingly, the multiplier that is shown in Figure 5.6 is a single-balanced active mixer. 

Since each multiplier considers one of the sub-channels as its desired signal, other sub-

channels act as interferers that accompany the desired signal. An ideal differential pair 

cancels input feedthroughs. However, mismatch between the differential pair allows a 

fraction of the input to appear at the output without frequency translation. Hence, zero 

IF mixers are sensitive to even-order distortion. This problem can be resolved by raising 

the Second Intercept Point (IP2) of the multiplier. For this purpose, input of the 

transconductor stage must be realized in differential form, leading to a double-balanced 

topology [96]. The Gilbert cell is a precision four-quadrant multiplier that is widely 

used as a double-balanced mixer in communication systems [97]. Hence, the Gilbert cell 

is considered as a suitable multiplier for the real-time recursive DFT processor. 

5.2.2 Analysis of the CMOS Gilbert Cell   

Initially, the Gilbert cell was realized based on the exponential characteristics of Bipolar 

Junction Transistors (BJT) [97]. Nevertheless, the same topology can be used for MOS 

transistors with square-low characteristics [98]. A block diagram of the Gilbert cell is 

shown in Figure 5.7.  

 

Figure 5-7: Block diagram of the Gilbert cell 
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Each Gm transconductor is realized by a differential pair (Figure 5.8). 

 

Figure 5-8: Gm transconductor [80] 

The outputs of the differential pair in Figure 5.8 are given by [80] 

 

𝑉𝑜𝑢𝑡1 = 𝑉𝐷𝐷 − 𝑅𝐷1𝐼𝐷1 

 

(5.14) 

 

𝑉𝑜𝑢𝑡2 = 𝑉𝐷𝐷 − 𝑅𝐷2𝐼𝐷2 

 

(5.15) 

If  𝑅𝐷1 = 𝑅𝐷2 = 𝑅𝐷 , then 

 

𝑉𝑜𝑢𝑡1 − 𝑉𝑜𝑢𝑡2 = 𝑅𝐷2𝐼𝐷2 − 𝑅𝐷1𝐼𝐷1 = 𝑅𝐷(𝐼𝐷2 − 𝐼𝐷1) 

 

(5.16) 

Voltage at node P is  

 

𝑉𝑝 = 𝑉𝑖𝑛1 − 𝑉𝐺𝑆1 = 𝑉𝑖𝑛2 − 𝑉𝐺𝑆2 

 

(5.17) 

Thus, 

 

𝑉𝑖𝑛1 − 𝑉𝑖𝑛2 = 𝑉𝐺𝑆1 − 𝑉𝐺𝑆2 

 

(5.18) 
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For an ideal saturated NMOS device, we have   

 

(𝑉𝐺𝑆 − 𝑉𝑇𝐻)
2 = 

𝐼𝐷
1
2 𝜇𝑛𝐶𝑜𝑥

𝑊
𝐿

 

 

(5.19) 

Hence, 

 

𝑉𝐺𝑆 = √
2𝐼𝐷

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

+ 𝑉𝑇𝐻 

 

 

(5.20) 

Combining (5.18) and (5.20) yields 

 

𝑉𝑖𝑛1 − 𝑉𝑖𝑛2 = √
2𝐼𝐷1

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

−√
2𝐼𝐷2

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

 

 

(5.21) 

The objective is to attain the differential output current 𝐼𝐷1 − 𝐼𝐷2  . Therefore, by 

squaring both sides of (5.21) and considering that 𝐼𝐷1 + 𝐼𝐷2 = 𝐼𝑆𝑆  we obtain 

 

(𝑉𝑖𝑛1 − 𝑉𝑖𝑛2)
2 = 

2

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

(𝐼𝑆𝑆 − 2√𝐼𝐷1𝐼𝐷2) 

 

 

(5.22) 

Rearranging (5.22) gives 

 

1

2
𝜇𝑛𝐶𝑜𝑥

𝑊

𝐿
(𝑉𝑖𝑛1 − 𝑉𝑖𝑛2)

2 − 𝐼𝑆𝑆 = −2√𝐼𝐷1𝐼𝐷2 

 

(5.23) 
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Squaring both sides again and considering that 4𝐼𝐷1𝐼𝐷2 = (𝐼𝐷1 + 𝐼𝐷2)
2 − (𝐼𝐷1− 𝐼𝐷2)

2 =

𝐼𝑆𝑆
2 − (𝐼𝐷1− 𝐼𝐷2)

2 , we achieve  

 

(𝐼𝐷1− 𝐼𝐷2)
2 = −

1

4
(𝜇𝑛𝐶𝑜𝑥

𝑊

𝐿
)
2

(𝑉𝑖𝑛1 − 𝑉𝑖𝑛2)
4 + 𝐼𝑆𝑆𝜇𝑛𝐶𝑜𝑥

𝑊

𝐿
(𝑉𝑖𝑛1 − 𝑉𝑖𝑛2)

2 

 

 (5.24) 

Thereby [80], 

 

𝐼𝐷1− 𝐼𝐷2 = 
1

2
𝜇𝑛𝐶𝑜𝑥

𝑊

𝐿
(𝑉𝑖𝑛1 − 𝑉𝑖𝑛2)√

4𝐼𝑆𝑆

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

 − (𝑉𝑖𝑛1 − 𝑉𝑖𝑛2)2 

 

 

(5.25) 

 

In order to find 𝐼𝐷1  and 𝐼𝐷2  , 𝐼𝐷2 = 𝐼𝑆𝑆 − 𝐼𝐷1  and 𝐼𝐷1 = 𝐼𝑆𝑆 − 𝐼𝐷2  are substituted in 

(5.25) respectively.  

 

𝐼𝐷1 = 
𝐼𝑆𝑆
2
+
1

4
𝜇𝑛𝐶𝑜𝑥

𝑊

𝐿
(𝑉𝑖𝑛1 − 𝑉𝑖𝑛2)√

4𝐼𝑆𝑆

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

 − (𝑉𝑖𝑛1 − 𝑉𝑖𝑛2)2 

 

 

(5.26) 

 

𝐼𝐷2 =
𝐼𝑆𝑆
2
− 
1

4
𝜇𝑛𝐶𝑜𝑥

𝑊

𝐿
(𝑉𝑖𝑛1 − 𝑉𝑖𝑛2)√

4𝐼𝑆𝑆

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

 − (𝑉𝑖𝑛1 − 𝑉𝑖𝑛2)2 

 

 

(5.27) 

 

The circuit topology of the Gilbert cell is obtained by replacing the Gm blocks in Figure 

5.7 with differential pairs. 
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Figure 5-9: Gilbert cell 

 

The differential output current of the Gilbert cell (Figure 5.9) is  

 

𝐼𝑜𝑢𝑡− − 𝐼𝑜𝑢𝑡+ = (𝐼𝐷1 + 𝐼𝐷3) − (𝐼𝐷2 + 𝐼𝐷4) = (𝐼𝐷1 − 𝐼𝐷2) − (𝐼𝐷4 − 𝐼𝐷3) 

 

(5.28) 

Here, 𝐼𝐷1 − 𝐼𝐷2 and 𝐼𝐷4 − 𝐼𝐷3 are the differential currents of the two pairs with V2 input. 

These differential currents can be calculated from equation (5.25). The tail current 

sources of the two pairs with V2 input are 𝐼𝐷5 and 𝐼𝐷6. Hence, denoting 𝑉2+ − 𝑉2− and 

𝐼𝑜𝑢𝑡− − 𝐼𝑜𝑢𝑡+ by ∆𝑉2 and ∆𝐼𝑜𝑢𝑡 , respectively, we have 

 

∆𝐼𝑜𝑢𝑡 =
1

2
𝜇𝑛𝐶𝑜𝑥

𝑊

𝐿
∆𝑉2(√

4𝐼𝐷5

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

 − ∆𝑉2
2 −√

4𝐼𝐷6

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

 − ∆𝑉2
2) 

 

(5.29) 
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Equations (5.26) and (5.27) can be used for 𝐼𝐷5 and 𝐼𝐷6 . Since square roots of 𝐼𝐷5 and 

𝐼𝐷6 are taken in (5.29), equations (5.26) and (5.27) must be written in square form for 

simplification. For this purpose, the auxiliary term ( 𝜇𝑛𝐶𝑜𝑥
𝑊

𝐿
(𝑉𝑖𝑛1 − 𝑉𝑖𝑛2)

2/8) should 

be added to and subtracted from (5.26) and (5.27). Thereby [99], 

 

𝐼𝐷1 = 
1

4
𝜇𝑛𝐶𝑜𝑥

𝑊

𝐿

(

 
 
√

2𝐼𝑆𝑆

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

 − 
  (𝑉𝑖𝑛1 − 𝑉𝑖𝑛2)2

2
 + 

(𝑉𝑖𝑛1 − 𝑉𝑖𝑛2)

√2

)

 
 

2

 

 

 

 

(5.30) 

 

𝐼𝐷2 = 
1

4
𝜇𝑛𝐶𝑜𝑥

𝑊

𝐿

(

 
 
√

2𝐼𝑆𝑆

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

 − 
  (𝑉𝑖𝑛1 − 𝑉𝑖𝑛2)2

2
 − 

(𝑉𝑖𝑛1 − 𝑉𝑖𝑛2)

√2

)

 
 

2

 

 

 

 

(5.31) 

 

Now, by substituting (5.30) and (5.31) for 𝐼𝐷5 and 𝐼𝐷6 in (5.29) we achieve  

 

∆𝐼𝑜𝑢𝑡 =
1

2
𝜇𝑛𝐶𝑜𝑥

𝑊

𝐿
∆𝑉2

(

 
 
  √

(

 √
2𝐼𝑆𝑆

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

 − 
  ∆𝑉1

2

2
 + 

∆𝑉1

√2
)

 

2

 − ∆𝑉2
2

−√

(

 √
2𝐼𝑆𝑆

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

 − 
  ∆𝑉1

2

2
− 
∆𝑉1

√2
)

 

2

 − ∆𝑉2
2  

)

 
 

 

 

 

 

 

 

(5.32) 
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Equation (5.32) can be approximated by 

 

∆𝐼𝑜𝑢𝑡 ≅ 
1

2
𝜇𝑛𝐶𝑜𝑥

𝑊

𝐿
∆𝑉2

(

 
 
  √

(

 √
2𝐼𝑆𝑆

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

 − 
  ∆𝑉1

2

2
 + 

∆𝑉1

√2
)

 

2

−√

(

 √
2𝐼𝑆𝑆

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

 − 
  ∆𝑉1

2

2
− 
∆𝑉1

√2
)

 

2

  

)

 
 
  

 

 

 

 

 

 

 

(5.33) 

Thereby [99], 

 

∆𝐼𝑜𝑢𝑡 ≅ 
1

√2
 𝜇𝑛𝐶𝑜𝑥

𝑊

𝐿
∆𝑉1∆𝑉2 

 

(5.34) 

Equation (5.25) was derived with the assumption that both 𝑀1 and 𝑀2 are on. In reality 

however, as ∆𝑉𝑖𝑛 exceeds a limit, only one transistor is on and carries the entire 𝐼𝑆𝑆. 

Denoting this limit by ∆𝑉𝑖𝑛1 and assuming that 𝑀1 is on, 𝐼𝐷1 = 𝐼𝑆𝑆 and ∆𝑉𝑖𝑛1 = 𝑉𝐺𝑆1 −

𝑉𝑇𝐻 should be substituted in equation (5.19). Thereby [80], 

 

∆𝑉𝑖𝑛1 = √
2𝐼𝑆𝑆

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

 

 

 

(5.35) 

Hence, equations (5.25) to (5.34) are valid for input range −∆𝑉𝑖𝑛1 < ∆𝑉𝑖𝑛 < ∆𝑉𝑖𝑛1 . 

Considering the characteristic of a differential pair that is shown in Figure 5.10, 

[−∆𝑉𝑖𝑛1 , ∆𝑉𝑖𝑛1] is the linear range of operation. Based on the equation (5.35), the linear 

range can be increased by increasing 𝐼𝑆𝑆 or decreasing 𝑊/𝐿. Increasing 𝐼𝑆𝑆 , increases 

the power consumption. On the other hand, as will be explained in the next chapter, 

devices with smaller 𝑊/𝐿 provide better matching.  
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Figure 5-10: Input-output characteristic of a differential pair [80] 

 

The transconductance of the differential pair is the slope of the characteristic (Figure 

5.10). Thus, 𝐺𝑚 of the differential pair is obtained by taking the derivative of equation 

(5.25) [80]. 

𝐺𝑚 =
𝜕∆𝐼𝐷
𝜕∆𝑉𝑖𝑛

= 
1

2
𝜇𝑛𝐶𝑜𝑥

𝑊

𝐿
 

4𝐼𝑆𝑆

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

 − 2∆𝑉𝑖𝑛
2

√
4𝐼𝑆𝑆

𝜇𝑛𝐶𝑜𝑥
𝑊
𝐿

 − ∆𝑉𝑖𝑛
2

 

 

 

(5.36) 

In the equilibrium condition ∆𝑉𝑖𝑛 = 0  ; thus, 𝐺𝑚 = √𝜇𝑛𝐶𝑜𝑥(𝑊/𝐿)𝐼𝑆𝑆  . Substituting 

∆𝐼𝐷 = 𝐺𝑚∆𝑉𝑖𝑛 in the equation (5.16) gives [80] 

 

∆𝑉𝑜𝑢𝑡 = 𝑅𝐷∆𝐼𝐷 = 𝑅𝐷𝐺𝑚∆𝑉𝑖𝑛 

 

(5.37) 

 



 

90 

 

Thus, the small-signal voltage gain of the differential pair in the equilibrium condition is 

[80]   

|𝐴𝑣| =
∆𝑉𝑜𝑢𝑡
∆𝑉𝑖𝑛

= √𝜇𝑛𝐶𝑜𝑥
𝑊

𝐿
𝐼𝑆𝑆  𝑅𝐷 

 

 (5.38) 

Accordingly, reducing 𝑊/𝐿 to make the circuit more linear inevitably decreases the 

transconductance and voltage gain. Linearization techniques can be applied to increase 

the linear range further. The simplest linearization technique is resistive source 

degeneration. Inductive and capacitive degeneration also increase the linearity. 

Inductive degeneration has low noise and provides higher linearity comparing to the 

resistive and capacitive degeneration [100, 101]. However, inductors require a large 

layout area. Several other methods were proposed to improve the linearity of the Gilbert 

cell [99, 102-105]. However, these methods increase the complexity and power 

consumption of the multiplier. Since the DFT processor with OFDM application 

requires a large number of multipliers, the simplest linearization technique is preferable.   

5.2.3 Circuit Realization 

It is difficult to fabricate resistors with accurate values or a reasonable physical size in 

CMOS technologies. Thus, degeneration resistors can be replaced by transistors that 

operate in the deep triode region. Moreover, RD resistors can be replaced by diode-

connected transistors [80]. Therefore, the circuit is modified as depicted in Figure 5.11. 

In this topology, 𝑀1 −𝑀6 and 𝑀9 −𝑀11 operate in the saturation region. Besides, 𝑀7 

and 𝑀8 operate in the deep triode region to perform the resistive degeneration. The gain 

of a circuit with diode-connected load is 𝐴𝑣 ∝ 𝜇𝑖𝑛𝑝𝑢𝑡 𝑑𝑒𝑣𝑖𝑐𝑒/𝜇𝐿𝑜𝑎𝑑 𝑑𝑒𝑣𝑖𝑐𝑒, where 𝜇 is the 

mobility of charge carriers. Accordingly, higher gain can be achieved by using PMOS 

devices with lower mobility of carriers (i.e. in modern processes 𝜇𝑝𝐶𝑜𝑥 ≈ 0.25𝜇𝑛𝐶𝑜𝑥 ) 

as load.  
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Figure 5-11: Degenerated Gilbert cell with diode-connected load 

The output common-mode (CM) level of the Gilbert cell with diode-connected loads is 

𝑉𝐷𝐷 − 𝑉𝐺𝑆10, where 𝑉𝐺𝑆10 is the gate-source voltage of 𝑀10. 𝑀10 and 𝑀11 are always in 

saturation because the drain and the gate have the same potential. Hence, the CM level 

of the Gilbert cell with diode-connected loads is well-defined. The voltage gain of the 

Gilbert cell with diode-connected loads is 

𝐴𝑣 = −𝐺𝑚 (𝑅𝑂||𝑟𝑂10||
1

𝑔𝑚10
) ≈

−𝐺𝑚
𝑔𝑚10

 
 (5.39) 

where 𝐺𝑚 is the transconductance of the Gilbert cell, 𝑅𝑂 is the output resistance of the 

transconductor, 𝑟𝑂10 is the output resistance of 𝑀10, and 𝑔𝑚10 is the transconductance 

of 𝑀10. Hence, the Gilbert cell with diode-connected loads has a low voltage gain. To 

increase the voltage gain, 𝑀10  and 𝑀11  must operate as current sources for the 

differential signals. Since 𝐼𝐷1 + 𝐼𝐷3 = 𝐼𝐷2 + 𝐼𝐷4 = 𝐼𝑆𝑆/2  , the CM level depends on 

how close 𝐼𝐷10 and 𝐼𝐷11 are to this value.  
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In practice, mismatches in the NMOS current source (𝑀9) and PMOS current sources 

(𝑀10 and 𝑀11) create an error between  𝐼𝐷10,11 and 𝐼𝑆𝑆/2. Thus, in the Gilbert cell with 

current-source loads, the difference between the currents that are generated by p-type 

and n-type current sources flow through the output impedance. Hence, the mismatch 

between the p-type and n-type current sources creates the voltage error of ((𝐼𝐷10 +

𝐼𝐷11) − 𝐼𝑆𝑆)(𝑅𝑂||𝑟𝑂10) at the output. Therefore, the output CM level of the Gilbert cell 

with current-source loads is sensitive to device properties and mismatches. Hence, a 

common-mode feedback (CMFB) network is required to sense the CM level of 𝑉𝑜𝑢𝑡+ 

and 𝑉𝑜𝑢𝑡−  and adjust one of the bias currents accordingly [80, 101]. Therefore, the 

circuit is modified as depicted in Figure 5.12, where 𝑀12 and 𝑀13 operate in the deep 

triode region. For differential changes at 𝑉𝑜𝑢𝑡+ and 𝑉𝑜𝑢𝑡− , node P is a virtual ground. 

Hence, the voltage gain is 

 

𝐴𝑣 = −𝐺𝑚(𝑅𝑂||𝑟𝑂10||𝑅𝑜𝑛12) 

 

 (5.40) 

where 𝑅𝑜𝑛12 is the on-resistance of 𝑀12. For CM levels, 𝑀10 and 𝑀11operate as diode-

connected loads. 
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Figure 5-12: Degenerated Gilbert cell with CMFB network 

 

As explained in chapter 2, complex multiplication is performed by adding the results of 

two real multiplications. Based on KCL, currents that are entering the same node are 

added together. Thus, addition is provided by connecting the outputs of two multipliers 

to each other and sharing the load (transresistor) between the multipliers. The topology 

of the complex multiplier is shown in Figure 5.13.  
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Figure 5-13: topology of the complex multiplier  

 

Based on the design specifications in section 4.4.2, the linear range of the multiplier 

should be at least [-0.2V, 0.2V]. Additionally, gain of the complex multiplier should be 

𝐴𝑣 = 1𝑉/𝑉. Therefore, each of the output nodes in Figure 5.13 must be able to swing 

by 0.2V without driving 𝑀10  , and 𝑀11  into the triode region. Thus, the overdrive 

voltage of  𝑀10  , and 𝑀11  should be |𝑉𝑂𝐷10| = 0.2𝑉 . As mentioned earlier, for CM 

levels, 𝑀10  and 𝑀11operate as diode-connected loads. Hence, with |𝑉𝑇𝐻| = 0.4𝑉  for 

PMOS transistors and |𝑉𝑂𝐷10| = 0.2𝑉 , the drain-source voltage of  𝑀10 , and 𝑀11  is 

|𝑉𝐷𝑆10| = 0.6𝑉. Thus, considering 𝑉𝐷𝐷 = 1.8𝑉 , the output CM level is 𝑉𝑜𝑢𝑡 = 1.2𝑉. 

Accordingly, the total voltage available for NMOS transistors is 1.2V. Based on the 

design specifications in section 4.4.2, the input swing should be [-0.4V,0.4V]. 

Therefore, 𝑉𝐷𝑆1 = 0.4𝑉 is allocated to 𝑀1𝑎 −𝑀6𝑎 and 𝑀1𝑏 −𝑀6𝑏. From the remaining 

voltage, 𝑉𝐷𝑆9 = 0.3𝑉  is allocated to the current supplies (𝑀9𝑎  and 𝑀9𝑏 ) and 𝑉𝐷𝑆7 =

0.1𝑉 is allocated to the degeneration transistors (𝑀7𝑎 , 𝑀8𝑎 , 𝑀7𝑏 , 𝑀8𝑏). Considering 

the linear range, 𝑉𝐷𝑆1 − 𝑉𝑂𝐷1 > 0.2𝑉  is required for 𝑀1𝑎 −𝑀6𝑎  and 𝑀1𝑏 −𝑀6𝑏 . 

Hence, 𝑉𝑂𝐷1 = 0.1𝑉 is allocated to 𝑀1𝑎 −𝑀6𝑎 and 𝑀1𝑏 −𝑀6𝑏. 
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The length of the current source transistors (𝑀9𝑎  and 𝑀9𝑏 ) must be larger than the 

minimum length to reduce the channel-length modulation effect. Based on the equation 

(5.19), increasing the length reduces the supply current. Thus, either the width or the 

overdrive voltage must increase to provide the required current. Since increasing width 

and length together is not an area efficient solution, the overdrive voltage is selected to 

be 𝑉𝑂𝐷9 = 0.2𝑉. 

Considering the power budget (section 4.4.1), 𝐼𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑒𝑟 = 80 𝜇𝐴 is allocated to each of 

the current sources (𝑀9𝑎  and 𝑀9𝑏 ). Thus, each of the transistors in the bottom 

differential pairs (𝑀5𝑎 −𝑀8𝑎  and 𝑀5𝑏 −𝑀8𝑏 ) carries a current of 40 𝜇𝐴. Therefore, 

each of the transistors in the top differential pairs (𝑀1𝑎 −𝑀4𝑎 and 𝑀1𝑏 −𝑀4𝑏) carries a 

current of 20 𝜇𝐴.  

With the bias current and overdrive voltage of each transistor known, the aspect ratios 

of the transistors in the saturation region can be determined from 

 

𝐼𝐷 =
1

2
𝜇𝐶𝑜𝑥

𝑊

𝐿
𝑉𝑂𝐷
2  

 

 (5.41) 

Also, the aspect ratios of the transistors in the triode region can be determined from 

 

𝑅𝑜𝑛 =
1

𝜇𝐶𝑜𝑥
𝑊
𝐿 𝑉𝑂𝐷

 

 

 (5.42) 

To minimize the device capacitances, the minimum length (0.2 𝜇𝑚) was chosen for all 

transistors except 𝑀9𝑎 and 𝑀9𝑏. Table 5-1 shows the aspect ratios of the initial design 

which satisfies the swing and power budget specifications.  
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Table 5-1: initial aspect ratios of the complex multiplier  

Transistor 𝑀1𝑎 −𝑀4𝑎 

𝑀1𝑏 −𝑀4𝑏 

𝑀5𝑎 , 𝑀6𝑎 

𝑀5𝑏 , 𝑀6𝑏 

𝑀7𝑎 , 𝑀8𝑎 

𝑀7𝑏 , 𝑀8𝑏 

𝑀9𝑎 

𝑀9𝑏 

𝑀10𝑎 , 𝑀11𝑎 

𝑀10𝑏 , 𝑀11𝑏 

𝑀12𝑎 ,𝑀13𝑎 

𝑀12𝑏 ,𝑀13𝑏 

𝑊

𝐿
 (
𝜇𝑚

𝜇𝑚
) 

3

0.2
 

6

0.2
 

3

1.6
 

10

0.8
 

12

0.2
 

4

0.8
 

 

As it will be explained in section 6.2, devices with larger channel area (𝑊𝐿) provide 

better matching. In order to maintain a constant overdrive voltage, width and length of 

each transistor must scale together. Since 𝑀1𝑎 −𝑀8𝑎  and 𝑀1𝑏 −𝑀8𝑏  appear in the 

signals paths, their maximum lengths are determined by the bandwidth requirement 

(BW > 20MHz). Table 5-2 shows the final aspect ratios.  

 

Table 5-2: final aspect ratios of the complex multiplier 

Transistor 𝑀1𝑎 −𝑀4𝑎 

𝑀1𝑏 −𝑀4𝑏 

𝑀5𝑎 , 𝑀6𝑎 

𝑀5𝑏 , 𝑀6𝑏 

𝑀7𝑎 , 𝑀8𝑎 

𝑀7𝑏 , 𝑀8𝑏 

𝑀9𝑎 

𝑀9𝑏 

𝑀10𝑎 , 𝑀11𝑎 

𝑀10𝑏 , 𝑀11𝑏 

𝑀12𝑎 ,𝑀13𝑎 

𝑀12𝑏 ,𝑀13𝑏 

𝑊

𝐿
 (
𝜇𝑚

𝜇𝑚
) 

15

1
 

30

1
 

3

1.6
 

50

4
 

60

1
 

4

0.8
 

 

The maximum output swing is achieved by choosing the CM levels 𝑉1 = 𝑉3 = 1𝑉 , 

𝑉2 = 𝑉4 = 1.5𝑉  , and the bias voltage 𝑉𝑏𝑖𝑎𝑠 = 0.6𝑉 . Thereby, 𝑀9𝑎  and 𝑀9𝑏  each 

provide 66𝜇𝐴. The power consumption of the complex multiplier is 239𝜇𝑊.  

Figure 5.14 shows the transfer characteristics of the designed circuit for various 

multiplication coefficients. Variations of the differential input (∆𝑉1) and differential 

output (∆𝑉𝑜𝑢𝑡)  signals are given on the horizontal and vertical axes respectively. 

Changing the multiplication coefficient (∆𝑉2)  changes the slope of the transfer 

characteristic. According to these characteristics, the designed circuit has a linear 

multiplication range of [-0.3V, 0.3V].  
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Figure 5-14: Transfer characteristic of the Gilbert cell multiplier simulated in SPICE 

5.3 Discrete-Time Integrator 

The signal at the output of the multiplier is piecewise continuous. For an N-point DFT, 

the amplitude of N pieces must be summed together. Accordingly, a discrete-time 

integrator that takes samples of each piece and provides their sum is required. The 

discrete-time integrator was first realized by replacing the resistor in the Operational 

amplifier (Op-amp) integrator (i.e. continuous-time integrator) with a capacitor and two 

MOS switches (Figure 5.15) [106]. The nonoverlapping complementary clock signals 

(𝜑1 and 𝜑2) that control the circuit are shown in Figure 5.15(c). When the clock signal 

is high, the transistor is in the triode region. Thus, the transistor operates as a resistor 

and conducts current. Therefore, the switch turns on as the clock signal goes high. In the 

sampling mode S1 is on and 𝐶𝑆 absorbs a charge equal to 𝐶𝑆𝑉𝑖𝑛. In the integration mode 

S2 is on and 𝐶𝑆 deposits its charge on 𝐶𝐼.   
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Figure 5-15: (a) continuous-time integrator (b) discrete-time integrator (c) timing diagram of circuit (b) 

[80] 

 

The equivalent capacitance of the parasitic capacitors that affect the output is 

represented by the 𝐶𝑝. Sensitivity of the output to 𝐶𝑝 can be reduced by enlarging the 

sampling and integrating capacitors. Therefore, this integrator demands large layout 

area which is unsuitable for Very Large Scale Integration (VLSI) circuits. The design of 

a switched-capacitor (SC) integrator that is insensitive to the parasitic capacitors is 

discussed in the following sections. 

5.3.1 Analysis of the Parasitic-Insensitive Integrator     

A parasitic-insensitive switched-capacitor (SC) integrator [106, 107] is shown in Figure 

5.16(a). In the sampling mode (Figure 5.16(b)), S1 and S3 are on and S2 and S4 are off. 

Thereby, the sampling capacitor (𝐶𝑆)  absorbs a charge equal to 𝐶𝑆𝑉𝑖𝑛  while the 

integrating capacitor (𝐶𝐼) holds the previous value. The channel charge injection in the 

transition from the sampling mode to the integration mode (Figure 5.16(c)) can be 

alleviated by proper switch timing. To this end, S3 turns off first, then S1 turns off, and 

finally S2 and S4 turn on (Figure 5.17). Since the output voltage is measured after node 
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P is connected to ground, the final value of Vp is fixed (zero). Thus, the charge injection 

or absorption of S1 and S2 does not affect the output voltage. Moreover, the voltage 

across the junction capacitance of S3 and S4 changes from near zero in the sampling 

mode to virtual ground in the integration mode. Since this voltage variation is very 

small, the charge stored on the junction capacitance is negligible. Consequently, only a 

constant charge from S3 is injected onto 𝐶𝑆 which introduces a constant offset at the 

output. This offset is suppressed by the differential operation [80]. The parasitic 

capacitor 𝐶𝑝1 is periodically switched between the input and ground. Also, the parasitic 

capacitor 𝐶𝑝2 is periodically switched between the virtual ground and ground. Hence, 

𝐶𝑝1 and 𝐶𝑝2 do not deliver any charge to 𝐶𝐼. Therefore, the output voltage is insensitive 

to the parasitic capacitors. Accordingly, there is no need to alleviate the effect of 

parasitic capacitors by enlarging 𝐶𝑆 and 𝐶𝐼. Thus, the parasitic-insensitive SC integrator 

is area efficient [108, 109]. 

 

Figure 5-16: (a) Parasitic-insensitive integrator (b) circuit of (a) in sampling mode, (c) circuit of (a) in 

integration mode [80] 
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Figure 5-17: timing diagram of the parasitic-insensitive integrator  

The transfer function of the SC integrator is obtained from the charge-conversion 

analysis. In this analysis, 𝑄[𝑡] is the total charge stored at instant 𝑡. Also, the input and 

output voltages at instant 𝑡 are denoted by 𝑉𝑖𝑛[𝑡] and 𝑉𝑜𝑢𝑡[𝑡]. Accordingly [110], 

 

𝑄[(𝑛 − 1)𝑇𝑐𝑘] = 𝑉𝑖𝑛[(𝑛 − 1)𝑇𝑐𝑘]𝐶𝑆 + 𝑉𝑜𝑢𝑡[(𝑛 − 1)𝑇𝑐𝑘]𝐶𝐼 

 

(5.43) 

 

𝑄 [(𝑛 −
1

2
) 𝑇𝑐𝑘 ] = (0)𝐶𝑆 + 𝑉𝑜𝑢𝑡 [(𝑛 −

1

2
)𝑇𝑐𝑘] 𝐶𝐼 

 

(5.44) 

From the charge conservation  𝑄[(𝑛 − 1/2)𝑇𝑐𝑘] = 𝑄[(𝑛 − 1)𝑇𝑐𝑘] ; thus, 

 

𝑉𝑜𝑢𝑡 [(𝑛 −
1

2
)𝑇𝑐𝑘] 𝐶𝐼 = 𝑉𝑖𝑛[(𝑛 − 1)𝑇𝑐𝑘]𝐶𝑆 + 𝑉𝑜𝑢𝑡[(𝑛 − 1)𝑇𝑐𝑘]𝐶𝐼 

 

 

(5.45) 
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The charge stored on 𝐶𝐼 is constant during 𝜑1 ; hence  

 

𝑉𝑜𝑢𝑡[𝑛𝑇𝑐𝑘] = 𝑉𝑜𝑢𝑡 [(𝑛 −
1

2
)𝑇𝑐𝑘] 

 

 

(5.46) 

Combining equations (5.45) and (5.46) gives 

 

𝑉𝑜𝑢𝑡[𝑛𝑇𝑐𝑘] = 𝑉𝑖𝑛[(𝑛 − 1)𝑇𝑐𝑘]
𝐶𝑆
𝐶𝐼
+ 𝑉𝑜𝑢𝑡[(𝑛 − 1)𝑇𝑐𝑘] 

 

 

(5.47) 

which is the difference equation representation of the discrete-time integrator that was 

given in the chapter 3. The z-transform of this difference equation is  

 

𝑉𝑜𝑢𝑡(𝑧) =
𝐶𝑆
𝐶𝐼
 𝑧−1𝑉𝑖𝑛(𝑧) + 𝑧

−1𝑉𝑜𝑢𝑡(𝑧) 

 

 

(5.48) 

Thereby, the transfer function of the parasitic-insensitive SC integrator is 

 

𝐻(𝑧) =
𝑉𝑜𝑢𝑡(𝑧)

𝑉𝑖𝑛(𝑧)
=
𝐶𝑆
𝐶𝐼
 
𝑧−1

1 − 𝑧−1
 

 

 

(5.49) 

5.3.2 Speed and Precision Considerations 

Since capacitors take infinite time to be fully charged, the output is measured when it is 

settled within a certain error band [111]. Thus, it is essential to consider the speed-

precision trade-off in designing the integrator. For this purpose, the time constant of the 

circuit in each mode of operation must be calculated. In the sampling mode (Figure 

5.16(b)) [80], 

𝜏𝑠𝑎𝑚 = (𝑅𝑜𝑛1 + 𝑅𝑜𝑛3)𝐶𝑆    (5.50) 

where 𝑅𝑜𝑛 is the on-resistance of the switch (i.e. transistor in the triode region).  
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Hence,    

 

𝜏𝑠𝑎𝑚 =
𝐶𝑆

𝜇𝑛𝐶𝑜𝑥(𝑊/𝐿)
(

1

(𝑉𝐷𝐷 − 𝑉𝑖𝑛 − 𝑉𝑇𝐻)
+

1

(𝑉𝐷𝐷 − 𝑉𝑇𝐻)
) 

 

(5.51) 

which indicates that a smaller sampling capacitor and a larger 𝑊/𝐿  yield higher 

sampling frequency. However, as the switch turns off, 𝑅𝑜𝑛  generates thermal noise 

which is stored on the 𝐶𝑆. The RMS voltage of the sampled noise is [112] 

 

𝜐𝑛 = √𝑘𝑇/𝐶𝑆 

 

 (5.52) 

where k is the Boltzmann constant, and T is the absolute temperature. On the other hand, 

the channel charge injection introduces an error to the sampled voltage which is [80]  

 

∆𝑉 ∝
𝑊𝐿𝐶𝑜𝑥
𝐶𝑆

 

 

 

(5.53) 

Therefore, 𝐶𝑆 must be sufficiently large to achieve a low noise and a low error. Since 

the effect of the channel charge injection is alleviated by the switch timing, it is possible 

to increase the speed by enlarging 𝑊.   

 

 

 

 

 

 



 

103 

 

Figure 5.18 depicts the equivalent circuit of Figure 5.16(c). The output resistance of the 

op-amp is denoted by 𝑅𝑜𝑢𝑡.  

 

Figure 5-18: equivalent circuit of the parasitic-insensitive integrator in integration mode 

 

𝑉𝑖 = −𝑉𝑖𝑛 ; thus, KCL at the output node gives 

 

(−𝑉𝑖𝑛𝐴𝑣 − 𝑉𝑜𝑢𝑡)
1

𝑅𝑜𝑢𝑡
= 𝑉𝑜𝑢𝑡

𝐶𝐼𝐶𝑆
𝐶𝐼 + 𝐶𝑆

𝑠 

 

 

(5.54) 

Thereby, 

𝑉𝑜𝑢𝑡
𝑉𝑖𝑛

(𝑠) =
−𝐴𝑣

1 +
𝐶𝐼𝐶𝑆
𝐶𝐼 + 𝐶𝑆

𝑅𝑜𝑢𝑡𝑠
 

 

 (5.55) 

Hence, the time constant in the integration mode is  

𝜏𝑖𝑛𝑡 =
𝐶𝐼𝐶𝑆
𝐶𝐼 + 𝐶𝑆

𝑅𝑜𝑢𝑡 
   (5.56) 

which indicates that an op-amp with smaller 𝑅𝑜𝑢𝑡 yields higher integrating frequency. 

However, 𝐴𝑣  is directly proportional to 𝑅𝑜𝑢𝑡 . As explained in chapter 4, smaller 𝐴𝑣 

yields lower SNDR. Accordingly, there is a trade-off between the speed and precision 

requirements in the integration mode.   
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Differential amplifier is the simplest op-amp topology. Gain of the differential amplifier 

is relatively low. Adding cascode devices to the differential amplifier increases its 

output impedance. Thereby, differential cascode topologies attain higher gain than the 

differential amplifier. It is also possible to further increase the output impedance by gain 

boosting. However, as mentioned earlier, increasing the output impedance reduces the 

speed of the integrator. Moreover, higher gain in these configurations comes at the cost 

of higher power dissipation, lower output swing, and additional poles. Another method 

of increasing the gain of a differential amplifier is to add a second stage to it. The gain 

of the two-stage op-amp is comparable with that of a cascode op-amp. However, the 

speed of the two-stage op-amp is lower than the speed of a cascode op-amp [80].  

The objective is to design an analogue DFT processor with lower power consumption 

than the digital FFT processor. Considering the power budget and the above comparison 

between the principal op-amp topologies, the differential amplifier has been selected. 

For the differential amplifier in Figure 5.19 |𝐴𝑣| = 𝐺𝑚𝑅𝑜𝑢𝑡 = 𝑔𝑚2(𝑟𝑜2||𝑟𝑜4), where 

𝑔𝑚𝑥  and 𝑟𝑜𝑥  are the transconductance and the output resistance of  𝑀𝑥 , respectively. 

Therefore, the speed and precision requirements in the integration mode can be met by 

increasing 𝐺𝑚 instead of 𝑅𝑜𝑢𝑡. 𝐺𝑚 = √𝜇𝑛𝐶𝑜𝑥(𝑊/𝐿)𝐼𝑆𝑆 ; hence, 𝐺𝑚 can be increased by 

choosing a larger aspect ratio for the input transistors or increasing the supply current. 

Increasing 𝑊/𝐿 increases the input capacitance and reduces the speed; thus, 𝐼𝑆𝑆 has to 

be increased. 
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Figure 5-19: differential amplifier with single-ended output [80] 

 

𝜏𝑖𝑛𝑡  only determines the time-domain response of the small-signal. For large-signal, 

speed is limited by the slew rate. Slewing is a nonlinear phenomenon that distorts the 

output. In order to calculate the slew rate, the op-amp of Figure 5.16(c) is replaced by 

the differential amplifier (Figure 5.20). Slewing occurs when the sampled voltage |𝑉𝑠| is 

so large that one transistor (𝑀1 or 𝑀2) carries the entire 𝐼𝑆𝑆 and the other transistor turns 

off [80].  

 

Figure 5-20: Slewing in the op-amp [80] 
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Since the feedback loop is broken, the output voltage is [80] 

|𝑉𝑜𝑢𝑡(𝑡)| = 𝐼𝑆𝑆 (
𝐶𝑆+𝐶𝐼
𝐶𝑆𝐶𝐼

) 𝑡 
 

 (5.57) 

Slew Rate (SR) is the slope of the output voltage.  

𝑆𝑅 = 𝐼𝑆𝑆 (
𝐶𝑆+𝐶𝐼
𝐶𝑆𝐶𝐼

) 
 

 (5.58) 

Output voltage of the integrator during the 𝑛th integration period is [113] 

𝑉𝑜𝑢𝑡(𝑡) = 𝑉𝑜𝑢𝑡(𝑛𝑇𝑐𝑘 − 𝑇𝑐𝑘) + 𝛼𝑉𝑠 (1 − 𝑒
−

𝑡
𝜏𝑖𝑛𝑡)        0 < 𝑡 <

𝑇𝑐𝑘
2

 
 

 (5.59) 

where, 𝑉𝑠 = 𝑉𝑖𝑛(𝑛𝑇𝑐𝑘 − 𝑇𝑐𝑘/2) and 𝛼 is the integrator leakage. Maximum slope of the 

output voltage is  

𝑑𝑉𝑜𝑢𝑡
𝑑𝑡

|
𝑡=0

=
𝛼𝑉𝑠
𝜏𝑖𝑛𝑡

 
 

 (5.60) 

In order to prevent slewing, the maximum slope of the 𝑉𝑜𝑢𝑡 must be lower than the SR 

[113]. Hence, 

𝛼𝑉𝑠
𝑅𝑜𝑢𝑡

< 𝐼𝑆𝑆 
 

 (5.61) 

Thus, the lower limit of 𝐼𝑆𝑆 is 𝛼𝑉𝑠/𝑅𝑜𝑢𝑡 while its upper limit is determined by the power 

budget. 
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5.3.3  Circuit Realization  

Based on the Nyquist theorem, the sampling frequency must be at least twice the signal 

frequency. Since the DFT processor should support WiFi and WiMAX standards, the 

maximum signal frequency is 20 MHz. Thus, the maximum sampling frequency is 

considered to be 80 MHz. Settling time of the op-amp is  

𝑇𝑠𝑒𝑡 ≈ 5𝜏𝑖𝑛𝑡  (5.62) 

The durations of the sampling mode and integration mode must be equal; thus, 𝜏𝑖𝑛𝑡 can 

be replaced by  𝜏𝑠𝑎𝑚. Thereby, the unity gain bandwidth of the op-amp must be at least 

five times greater than the sampling frequency [114].   

𝑓𝑈 ≥ 5𝑓𝑆  (5.63) 

The output of the integrator should be sampled at (𝑁 + 1/2 ) 𝑇𝑐𝑘 , when the DFT 

computation is complete. As the DFT length (𝑁) increases, more samples should be 

stored on the 𝐶𝐼. Thus, the required 𝐶𝐼 for the WiMAX standard becomes prohibitively 

large. Large capacitors demand large layout area. More importantly, due to the fact that 

the gain of the integrator is inversely proportional to the 𝐶𝐼  , increasing the value of 𝐶𝐼 

attenuates the signal. The attenuation might be so severe that ADC cannot detect the 

signal. Thus, the upper limit of 𝐶𝐼 is determined by the quantization level of ADC. To 

overcome this problem, the DFT sum is broken into partial sums (equation (5.64)) and 

𝐶𝐼 is discharged after each partial sum is calculated. The results of partial sums can be 

added together in the Digital Signal Processor (DSP). 

𝑋(𝑘) = ∑ 𝑥(𝑛)

𝑁−1

𝑛=0

𝑊𝑁
𝑛𝑘 = ∑ 𝑥(𝑛)

𝑀−1

𝑛=0

𝑊𝑁
𝑛𝑘 + ∑ 𝑥(𝑛)

2𝑀−1

𝑀

𝑊𝑁
𝑛𝑘 +⋯+ ∑ 𝑥(𝑛)

𝑁−1

𝑁−𝑀

𝑊𝑁
𝑛𝑘 

 

 (5.64) 

To discharge 𝐶𝐼 at 𝜑𝑀 , S5 and S6 connect both sides of 𝐶𝐼 to the input CM level of the 

Op-amp (Figure 5.21). In Figure 5.21, the input CM level of the Op-amp is shown by 

the ground symbol. 
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Figure 5-21: Parasitic-insensitive integrator with reset switches 

 

Since 𝐶𝐼 ≫ 𝐶𝑆 , 𝐶𝐼 cannot be fully discharged during the sampling time of 𝐶𝑆. Therefore, 

the number of integrators is doubled so that multipliers can switch between two 

integrators. Thereby, one integrator is calculating a partial sum while the output of the 

other integrator in being read.  

Input of the integrator is connected to the output of the complex multiplier. Thus, the 

input CM level of the op-amp (Figure 5.19) is equal to the output CM level of the 

complex multiplier (𝑉𝑖𝑛,𝐶𝑀 = 1.2𝑉). In order to keep 𝑀2 in the saturation region, the 

output voltage should be 𝑉𝑜𝑢𝑡 ≥ 𝑉𝑖𝑛,𝐶𝑀 − 𝑉𝑇𝐻2. With 𝑉𝑇𝐻2 = 0.6𝑉, the output voltage 

should be 𝑉𝑜𝑢𝑡 ≥ 0.6𝑉. Hence, 𝑉𝑜𝑢𝑡 = 1.2𝑉 is selected. Since 𝑉𝑜𝑢𝑡 = 𝑉𝐷𝐷 − |𝑉𝐺𝑆3| and 

|𝑉𝑇𝐻3| = 0.4𝑉, the overdrive voltage of 𝑀3 is |𝑉𝑂𝐷3| = 0.2𝑉.  

Gain of the op-amp is 𝐴𝑣 = −𝑔𝑚1(𝑟𝑂1||𝑟𝑂3) . Also, 𝑔𝑚1 = 2𝐼𝐷1 𝑉𝑂𝐷1⁄ . Therefore, 

𝑉𝑂𝐷1 = 0.1𝑉  is selected to achieve a high gain. 𝑉𝑂𝐷5 = 0.2𝑉  is allocated to 𝑀5 . 

Considering the power budget (section 4.4.1), 𝐼𝑆𝑖𝑛𝑔𝑙𝑒−𝑒𝑛𝑑𝑒𝑑 𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑜𝑟 = 50 𝜇𝐴  is 

allocated to 𝑀5. With the bias current and overdrive voltage of each transistor known, 

the aspect ratios of the transistors can be determined. To minimize the device 

capacitances, the minimum length (0.2 𝜇𝑚) was chosen for all transistors except 𝑀5. 

Table 5-3 shows the aspect ratios of the initial design which satisfies the swing and 

power budget specifications. 
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Table 5-3: initial aspect ratios of the op-amp 

Transistor 𝑀1 −𝑀2 𝑀3 −𝑀4 𝑀5 

𝑊

𝐿
 (
𝜇𝑚

𝜇𝑚
) 

2

0.2
 

4

0.2
 

8

0.8
 

  

Since 𝑔𝑚𝑟𝑂 ∝ √𝑊𝐿 𝐼𝐷⁄  , gain can be increased by increasing the width and length of 

the transistors [80]. Since 𝑀1 −𝑀4 appear in the signal path, their maximum lengths are 

determined by the bandwidth requirement (𝑓𝑈 = 400 𝑀𝐻𝑧).    

Based on the equations 5.51 and 5.53, switches of the integrator (Figure 5.21) must have 

large 𝑊/𝐿 and small 𝑊𝐿. Hence, the minimum length is chosen for switches. Thereby, 

the width of 1 𝜇𝑚  is required to yield 𝑓𝑠 ≥ 80 𝑀𝐻𝑧 . Since the source and drain 

terminals may interchange, the bulk terminal of the NMOS switches must be connected 

to the ground. Table 5-4 shows the final aspect ratios. By selecting 𝑉𝑏𝑖𝑎𝑠 = 0.6𝑉, 𝑀5 

provides 54𝜇𝐴.  

Table 5-4: final aspect ratios of the parasitic-insensitive integrator 

Transistor 𝑀1 −𝑀2 𝑀3 −𝑀4 𝑀5 𝑆1 − 𝑆6 

𝑊

𝐿
 (
𝜇𝑚

𝜇𝑚
) 

10

1
 

20

1
 

40

4
 

1

0.2
 

 

𝐶𝑆 =  50𝑓𝐹  is selected because it is the smallest capacitor that holds the sampled 

voltage without dropping due to charge leakage. 𝐶𝐼 must be at least ten times bigger 

than 𝐶𝑆, otherwise the circuit in Figure 5.21 acts as a Low Pass Filter (LPF) instead of 

an integrator. Figure 5.22 shows the output of a differential parasitic-insensitive 

integrator that sums 8 pieces of the piecewise continuous signal (𝑀 = 8) . This 

integrator is realized with 𝐶𝐼 =  1𝑝𝐹 . The power consumption of the differential 

integrator is 395𝜇𝑊. While 𝜑𝑀 =  0𝑉, the differential integrator is in the integration 

mode (𝐶𝐼 is charging). While 𝜑𝑀 =  2𝑉, the differential integrator is in the reset mode 

(𝐶𝐼 is discharging). 
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Figure 5-22: output of a differential parasitic-insensitive integrator simulated in SPICE 

 

5.4 Real-Time Recursive DFT Processor  

As mentioned in the previous section, the DFT sum is broken into partial sums to 

overcome the limitation on 𝐶𝐼. To determine the maximum value of 𝑀 in equation 5.64, 

the impact of 𝐶𝐼 on the DFT processor performance must be analysed. For the purpose 

of this analysis, the analogue multiplier and the parasitic-insensitive integrator that were 

designed in previous sections are used to realize the real-time recursive DFT processor. 

An OFDM signal with QPSK modulation was applied to the input of the processor.  

SNDR curves of 8-point DFT with ideal devices were obtained for different values of 𝐶𝐼 

(Figure 5.23). The SNDR curve of an 8-point DFT with ideal integrators (integrations 

are performed by MATLAB) is also shown in Figure 5.23.  
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Figure 5-23: The SNDR curves of real-time recursive DFT processors with ideal devices 

 

These results indicate that in the absence of mismatch the DFT processor with larger 𝐶𝐼 

provides higher SNDR at low signal levels (input magnitude ≤ -25 dBV). At high signal 

levels (input magnitude > -25 dBV), however, the DFT processor with larger 𝐶𝐼 is more 

susceptible to the Op-amp saturation. 

Using the device mismatch model that is provided in chapter 6, the impact of 𝐶𝐼 on the 

performance of the DFT processor is analysed (Figure 5.24). These results indicate that 

in the presence of device mismatch the DFT processor with larger 𝐶𝐼 is more susceptible 

to noise and distortion at low signal levels. This inference is in contrast to the inference 

from DFT with ideal devices (Figure 5.23). Reduction of the SNDR with 𝐶𝐼 increase is 

due to the fact that a DFT with larger 𝐶𝐼 has a lower gain. The dynamic range and the 

peak SNDR of DFT processors with 𝐶𝐼 = 500 𝑓𝐹 and 𝐶𝐼 = 1 𝑝𝐹 are almost the same. 

By selecting 𝐶𝐼 = 1 𝑝𝐹 , the maximum length of partial sums in equation (5.64) 

becomes 𝑀 = 8. 
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Figure 5-24: SNDR curves of real-time recursive DFT processors in the presence of device mismatch 

 

For multi-standard radio applications, DFT processor should compute Fourier transform 

with various lengths. Hence, the impact of the transform length on the DFT processor 

performance must be analysed. For the purpose of this analysis, an OFDM signal with 

BPSK modulation was applied to the input of the processor. Figure 5.25 shows the 

SNDR curves of 8-point DFT and 16-point DFT with ideal devices. As mentioned 

earlier 𝑀 = 8. Hence, the 16-point DFT is calculated by breaking the DFT sum into two 

partial sums and adding the results of partial sums in MATLAB (equation (5.64)). 

Results of this analysis indicate that in the absence of mismatch increasing the 

transform length does not affect the performance of the recursive DFT processor. 
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Figure 5-25: SNDR curves of real-time recursive DFT processors with different transform lengths  

5.5 Accuracy of the Results 

Figure 5.26 shows the design and verification steps that must pass to create an 

Integrated Circuit (IC). The architectural design was explained in chapter 3. The 

behavioural models and the system-level performance analysis were covered in chapter 

4. This chapter and chapter 6 provide the circuit design and the circuit-level 

performance analysis.  
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Figure 5-26: steps in the integrated circuit design flow [115] 
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Interconnects properties (i.e. series resistance and parallel capacitance) impact the 

performance of the circuit. For long interconnects, the parasitic resistance and 

capacitance cause signal delay. Also, the series resistances in supply and ground lines 

create dc and transient voltage drops. Besides, charging extra capacitances increases the 

power consumption. To increase the accuracy of the circuit model, parasitic devices 

should be extracted from the layout design and annotated on the pre-layout schematic 

netlist [80].  

The physical verification step requires the access to the design rules for layout. Since 

the Process Design Kit (PDK) was not available, results of the pre-layout simulations 

are provided in this chapter and in the next chapter. For frequencies below 100 MHz, 

results of the pre-layout simulations are in good agreement with the experimental results 

[116]. The sampling frequency of the Switched-Capacitor integrator is 𝑓𝑠 = 80 𝑀𝐻𝑧. 

Hence, results of the circuit-level performance analysis are reliable. 

5.6 Summary 

The real-time recursive DFT processor is realized by analogue multipliers in 

conjunction with switched capacitor integrators. Differential circuits have an odd-

symmetric input/output characteristic; hence, they do not produce even harmonics. 

Accordingly, to enhance the nonlinearity cancellation, a fully differential configuration 

is used. The advantage of the proposed design approach over the previous designs is 

that it is both reconfigurable and area efficient. In this chapter, speed-power-accuracy 

trade-offs in circuits with ideal devices has been discussed. In order to analyse the 

impact of the transform length on the DFT processor performance, an 8-point DFT and 

a 16-point DFT were simulated with ideal devices. Results of this analysis indicate that 

in the absence of mismatch increasing the transform length does not affect the 

performance of the recursive DFT processor. The performance of the real-time recursive 

DFT processor in the presence of device mismatch will be analysed in the next chapter. 
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Chapter 6   

DEVICE MISMATCH ANALYSIS AND 

RESULTS 

In the previous chapter, the real-time recursive DFT processor was simulated with 

perfectly symmetric circuits. In reality, however, uncertainties in the manufacturing 

process lead to mismatch between nominally identical devices. In this chapter, the 

impact of device mismatch on the performance of the circuit is analysed. To this aim, 

first the mismatch models available in the open literature are reviewed. Then, the design 

tradeoffs that impose limitations on the performance of analogue signal processors are 

explained. Next, the effect of technology scaling on mismatch is discussed. Results of 

the mismatch analysis are presented and compared with previous work. Finally, some 

techniques that can mitigate the effect of device mismatch are briefly described.   

6.1 MOS Transistor Matching Models 

Generally, process mismatch analysis is based on global and local variations. Global 

mismatch is the total variation over a wafer or a batch. Local mismatch occurs between 

adjacent devices on the same chip. For a matched pair of MOS transistors, threshold 

voltage differences ∆𝑉𝑇𝐻   and current factor differences ∆𝛽 ( 𝛽 = 𝜇𝐶𝑜𝑥𝑊/𝐿 ) are the 

dominant sources of mismatch [117].  
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Pelgrom’s mismatch model [117] describes the behaviour of ∆𝑉𝑇𝐻 and ∆𝛽 as the spatial 

variations of device parameters  

 

𝜎2(∆𝑉𝑇𝐻) =
𝐴𝑉𝑇𝐻
2

𝑊𝐿
+ 𝑆𝑉𝑇𝐻

2 𝐷2 

 

(6.1) 

 

𝜎2(∆𝛽)

𝛽2
=
𝐴𝑊
2

𝑊2𝐿
+

𝐴𝐿
2

𝑊𝐿2
+
𝐴𝜇
2

𝑊𝐿
+
𝐴𝐶𝑜𝑥
2

𝑊𝐿
+ 𝑆𝛽

2𝐷2 ≈
𝐴𝛽
2

𝑊𝐿
+ 𝑆𝛽

2𝐷2 

 

(6.2) 

where 𝐴𝑃  is the area proportionality constant for parameter 𝑃, 𝑆𝑃  is the variation of 

parameter 𝑃 with spacing 𝐷, 𝑊 is the effective width and 𝐿 is the effective length of the 

channel, 𝜇 is the mobility of charge carriers, and 𝐶𝑜𝑥 is the gate oxide capacitance per 

unit area. Equations (6.1) and (6.2) show that local variations decrease as the effective 

channel area (𝑊𝐿) increases; whereas global variations ( 𝑆𝑉𝑇𝐻  and  𝑆𝛽) are independent 

of the device dimensions.  

Since the advent of the submicron technologies, more accurate mismatch models have 

been proposed [118, 119]. However, these models require the access to the standard cell 

libraries and Process Design Kit (PDK). Similarly, global variations of the Pelgrom’s 

mismatch model require the access to the design rules for layout. Since the design of 

analogue circuits is based on the device size, local variations are the main focus of 

attention for circuit designers. Hence, in the absence of the standard cell libraries and 

PDK, the experimental data available in the open literature was used to model the local 

variations described by Pelgrom. 

Combining (6.1) and (6.2) yields the drain current mismatch in the saturation region 

[120, 121]  

 

𝜎2(∆𝐼𝐷)

𝐼𝐷
2 = 4 

𝜎2(∆𝑉𝑇𝐻)

(𝑉𝐺𝑆 − 𝑉𝑇𝐻)2
 +  

𝜎2(∆𝛽)

𝛽2
 

 

(6.3) 
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As explained in chapter 5, signal swing requirements limit the overdrive voltage of each 

transistor to less than 0.65 𝑉. For (𝑉𝐺𝑆 − 𝑉𝑇𝐻) < 0.65 𝑉, ∆𝑉𝑇𝐻 is the main source of the 

drain current mismatch [120, 121]. Thus, the contribution of the ∆𝛽 mismatch can be 

neglected. In conclusion, a simplified version of the Pelgrom’s mismatch model can be 

used. 

𝜎2(∆𝑉𝑇𝐻) =
𝐴𝑉𝑇𝐻
2

𝑊𝐿
 

     (6.4) 

6.2 MOS Transistor Optimum Matching 

Pelgrom’s model describes the ∆𝑉𝑇𝐻 mismatch with a variance inversely proportional to 

the effective transistor channel area (𝑊𝐿). Accordingly, mismatch can be reduced by 

increasing the effective channel area. The effective channel dimensions are defined as 

 

𝑊𝑒𝑓𝑓 = 𝑊𝑑𝑟𝑎𝑤𝑛 − 2𝑊𝐷 

𝐿𝑒𝑓𝑓 = 𝐿𝑑𝑟𝑎𝑤𝑛 − 2𝐿𝐷 

 

(6.5) 

 

 

(6.6) 

 

 where 𝑊𝑑𝑟𝑎𝑤𝑛 and 𝐿𝑑𝑟𝑎𝑤𝑛 are the layout dimensions, 𝐿𝐷is the side diffusion of source 

and drain, and 𝑊𝐷 is the field oxide encroachment upon the channel. A short channel 

(large 𝑊𝑑𝑟𝑎𝑤𝑛/𝐿𝑑𝑟𝑎𝑤𝑛) and a narrow channel (small 𝑊𝑑𝑟𝑎𝑤𝑛/𝐿𝑑𝑟𝑎𝑤𝑛) for devices with 

equal drawn areas are shown in Figure 6.1. Since a narrow channel has larger effective 

area than a short channel, devices with smaller 𝑊/𝐿 provide better matching. Optimum 

matching is achieved when [122] 

 

𝑊𝑑𝑟𝑎𝑤𝑛

𝐿𝑑𝑟𝑎𝑤𝑛
= 
𝑊𝐷

𝐿𝐷
 

 

(6.7) 
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Figure 6-1: Equal drawn area devices (a) short channel (b) narrow channel 

 

Moreover, considering the ∆𝑉𝑇𝐻 variation, drain current in the saturation region can be 

expressed as   

𝐼𝐷 =
𝜇𝐶𝑜𝑥
2

𝑊

𝐿
(𝑉𝐺𝑆 − 𝑉𝑇𝐻 − ∆𝑉𝑇𝐻)

2 
 (6.8) 

Expanding the square term gives  

𝐼𝐷 =
𝜇𝐶𝑜𝑥
2

𝑊

𝐿
(𝑉𝐺𝑆 − 𝑉𝑇𝐻)

2 − 𝜇𝐶𝑜𝑥
𝑊

𝐿
(𝑉𝐺𝑆 − 𝑉𝑇𝐻)∆𝑉𝑇𝐻 +

𝜇𝐶𝑜𝑥
2

𝑊

𝐿
∆𝑉𝑇𝐻

2 
 (6.9) 

First term is the ideal drain current. Last term is negligible due to small ∆𝑉𝑇𝐻
2
. Hence, 

second term is the dominant mismatch, which can be reduced by minimizing the 𝑊/𝐿 

aspect ratio. In summary, sensitivity to ∆𝑉𝑇𝐻 mismatch is minimized by minimizing 

𝑊/𝐿 and maximizing 𝑊𝐿 [59]. These conditions can be met if the channel length is 

maximized. Tradeoffs that impose an upper limit on the channel length will be 

discussed in the next section. 
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6.3 Impact of Mismatch on the Performance 

Tradeoffs  

In the previous section, it has been discussed that mismatch can be reduced by 

increasing the channel area. However, tradeoffs in the design of the analogue circuits 

impose an upper limit on the device area. In view of the power budget and system 

specifications, circuit designers must investigate the optimal design.  

In the presence of mismatch, circuits that were designed in chapter 5 (the multiplier and 

the op-amp of the SC integrator) suffer from dc offset at their output. The output dc 

offset can be defined as the input-referred offset voltage that makes the output voltage 

zero. Hence, accuracy (𝐴𝐶𝐶) can be measured by [121] 

 

𝐴𝐶𝐶 = 
𝑉𝑖𝑛 𝑅𝑀𝑆
3𝜎(𝑉𝑂𝑆)

  
 (6.10) 

where 𝑉𝑖𝑛 𝑅𝑀𝑆 is the RMS of the input signal, and 𝑉𝑂𝑆 is the input-referred offset voltage 

of the circuit (multiplier or op-amp). Since 𝑉𝑂𝑆 is strongly dependent on the contribution 

of the input differential pair [121],  

𝐴𝐶𝐶 ≈  
𝑉𝑖𝑛 𝑅𝑀𝑆√𝑊𝐿

3𝐴𝑉𝑇𝐻
  

 (6.11) 

where 𝑊  and 𝐿  are the width and length of the input devices, respectively. Hence, 

accuracy can be improved by increasing the channel area. However, increasing the 

device area increases the input capacitance [121] 

𝐶𝑖𝑛 = 
𝐶𝑔𝑠

2
=  
1

2
.
2𝐶𝑜𝑥𝑊𝐿

3
  

 (6.12) 

where 𝐶𝑖𝑛 is the input capacitance of the circuit (multiplier or op-amp), and 𝐶𝑔𝑠 is the 

junction capacitance between the gate and the source of the input device.  
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Combining (6.11) and (6.12) yields 

 

𝐴𝐶𝐶2 ≈  
𝐶𝑖𝑛 𝑉𝑖𝑛 𝑅𝑀𝑆

2

3𝐶𝑜𝑥𝐴𝑉𝑇𝐻
2   

 

(6.13) 

The energy stored on the input capacitor is calculated by [55] 

 

𝐸 = 
1

2
𝐶𝑖𝑛 𝑉𝑖𝑛 𝑅𝑀𝑆

2 

 

 (6.14) 

Hence, the power consumption of the circuit (multiplier or op-amp) is  

 

𝑃 =  
𝐸

𝜏
=
𝑓 𝐶𝑖𝑛 𝑉𝑖𝑛 𝑅𝑀𝑆 

2

2
 

 

 (6.15) 

where  𝜏  and 𝑓  are the time constant and the operating frequency of the circuit, 

respectively. Combining (6.13) and (6.15) yields 

𝑃 ≈
3

2
 𝑓𝐶𝑜𝑥𝐴𝑉𝑇𝐻

2𝐴𝐶𝐶2 
(6.16) 

Replacing the operating frequency with the circuit bandwidth gives 

𝐵𝑊 𝐴𝐶𝐶2

𝑃
≈

2

3𝐶𝑜𝑥𝐴𝑉𝑇𝐻
2  

 (6.17) 

which is the bandwidth-accuracy-power trade-off of the circuit (multiplier or op-amp). 

This trade-off is only determined by the technology parameters 𝐶𝑜𝑥𝐴𝑉𝑇𝐻
2
 and circuit 

designer has no influence on the overall trade-off. Increasing the device area increases 

both accuracy and input capacitance (equations (6.11) and (6.12)). For constant power, 

as input capacitance increases, operating frequency decreases (equation (6.15)). Thus, 

increasing the accuracy reduces the bandwidth. 
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Multiplications are performed at 20MHz. Based on the results of the simulations in the 

previous chapter, the power consumption of the real multiplier is 120µW. Hence, 

accuracy of the multiplier is 

𝐴𝐶𝐶𝑀
2 ≈

4 × 10−12

𝐶𝑜𝑥𝐴𝑉𝑇𝐻
2   

 

 (6.18) 

On the other hand, the single-ended integrator operates at 80MHz and consumes 198µW 

power. Thus, accuracy of the op-amp is 

𝐴𝐶𝐶𝑂𝑝
2 ≈

1.65 × 10−12

𝐶𝑜𝑥𝐴𝑉𝑇𝐻
2   

 

 (6.19) 

Hence, the technology parameters 𝐶𝑜𝑥𝐴𝑉𝑇𝐻
2
 have more impact on 𝐴𝐶𝐶𝑜𝑝

2
 than 𝐴𝐶𝐶𝑀

2
. 

6.4 Impact of Technology Scaling on the Mismatch 

Technology scaling reduces the gate oxide thickness (𝑡𝑜𝑥) and increases the substrate 

doping level. Reduction in the 𝑡𝑜𝑥 reduces the 𝐴𝑉𝑇𝐻. However, increase in the substrate 

doping level increases the 𝐴𝑉𝑇𝐻 [117, 123].  

The reduction in the power supply voltage by technology scaling leads to the reduction 

in the power consumption and signal swing. Reduction in the signal swing leads to a 

quadratic reduction in the dc accuracy, while power consumption is reduced linearly.  

Linear reduction of 𝐴𝑉𝑇𝐻 with feature size implies that deeper submicron technologies 

have better matching for devices occupying a constant area. However, quadratic 

reduction in the dc accuracy is more significant than the linear reduction of 𝐴𝑉𝑇𝐻 [121]. 
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6.5 Mismatch Analysis Results 

Sensitivity of the real-time recursive DFT processor to device mismatch is analysed 

using the Pelgrom’s model described in section 6.1. Accordingly, the ∆𝑉𝑇𝐻  random 

variation has a normal distribution with zero mean and a variance described by the 

equation (6.4). Thereby, a pair of matched devices named 𝑀1 and 𝑀2  , with 𝛿𝑉𝑇𝐻𝑖 

random variation for each device, has random difference ∆𝑉𝑇𝐻 = 𝛿𝑉𝑇𝐻1 − 𝛿𝑉𝑇𝐻2 . 

Hence, variance of each device is 

𝜎2(𝛿𝑉𝑇𝐻𝑖) =
𝐴𝑉𝑇𝐻
2

2𝑊𝐿
 

   (6.20) 

𝑉𝑇𝐻  mismatch is modelled by an error voltage source in series with the gate of the ideal 

device (Figure 6.2). The 𝐴𝑉𝑇𝐻  proportionality constant is extracted from the 

experimental results of a study on the TSMC 0.18𝜇𝑚 mixed signal CMOS technology 

with 1.8V supply voltage [124]. Based on this study, a device with cross-coupled layout 

configuration has the minimum 𝐴𝑉𝑇𝐻. Thus, assuming that the layout configuration is 

cross-coupled, 𝐴𝑉𝑇𝐻 = 1.7𝑚𝑉𝜇𝑚  for NMOS and 𝐴𝑉𝑇𝐻 = 1.74𝑚𝑉𝜇𝑚  for PMOS are 

used in the device mismatch analysis.  

 

Figure 6-2: Modeling VTH variations using a DC voltage source in series with the MOS gate terminal 
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The Monte Carlo analysis is performed for the real-time recursive DFT processors of 

length 8 and 16. For the purpose of this analysis, OFDM signals with BPSK and QPSK 

modulations are generated by MATLAB/Simulink. The MATLAB code and the SPICE 

netlist are available in Appendix B. The results of the Monte Carlo analysis for the 

BPSK modulated signal are shown in Figure 6.3. 

 

 

Figure 6-3: Mismatch analysis results of the real-time recursive DFT processor of length 8 

 

Table 6-1 gives the statistics of the Monte Carlo analysis. The dynamic ranges are 

obtained by measuring the width of the SNDR curves at the minimum required SNDR. 

According to Table 4-1, the minimum receiver SNDR requirements for the OFDM 

signals with BPSK and QPSK modulations are 3 dB and 5 dB, respectively. As 

explained in section 4.2, the minimum required dynamic rage for the BPSK and QPSK 

modulated signals are 34 dB and 36 dB, respectively.  
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Table 6-1: Summary of the Monte Carlo analysis for the recursive DFT processors of length 8 

 

For BPSK modulated signal, the dynamic range histograms of the 8-point DFT 

processor and the 16-point DFT processor are shown in Figure 6.4 and Figure 6.5, 

respectively. The average dynamic range of the 16-point DFT processor is 33.4dB. 

Hence, doubling the length of the DFT processor reduces the average dynamic range by 

3dB. For QPSK modulated signal, the dynamic range histogram of the 8-point DFT 

processor is depicted in Figure 6.6. Table 6-2 provides the results of the yield prediction. 

 

 

Figure 6-4: dynamic range histogram of the 8-point DFT processor for BPSK modulated signal 

(dB) Dynamic range Peak SNDR 

BPSK QPSK BPSK QPSK 

Mean 36.3 33.2 22.5 22.3 

Standard deviation 1.6 1.6 1.3 1.3 
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Figure 6-5: dynamic range histogram of the 16-point DFT processor for BPSK modulated signal 

 

 

Figure 6-6: dynamic range histogram of the 8-point DFT processor for QPSK modulated signal 
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Table 6-2: Summary of the yield prediction for the recursive DFT processors of length 8 and 16 

DFT Length BPSK QPSK 

8 97.5 % 8.9 % 

16 43.4 % _ 

 

Table 6-3 compares the performance of the proposed architecture with an analogue FFT 

processor. For the purpose of this comparison, OFDM signal with BPSK modulation is 

used. Also, dynamic range is measured at 7 dB which is the minimum required SNDR 

for the DT FFT. Dynamic range and peak SNDR of the proposed architecture are 

20.7dB and 13.5dB less than the DT FFT processor, respectively.   

 

Table 6-3: Performance comparison of the analogue Fourier Transform processors 

Performance Metric Proposed DFT DT FFT [57] 

CMOS Technology 180 nm 130 nm 

Supply Voltage 1.8 V 1.2 V 

Input Frequency 20 MHz 1 GHz 

Operating Frequency 80 MHz 100 MHz 

Length 8  8 

Peak SNDR 22.5 dB 36 dB 

Dynamic Range 28.3 dB 49 dB 

Power Consumption 10 mW 25 mW 

 

As explained in chapter 5, sampling frequency of the SC integrator must be at least 

twice the signal frequency. Hence, operating frequency of the recursive DFT processor 

is greater than its input frequency. On the other hand, owing to the serial to parallel 

conversion in the DT FFT processor, operating frequency of the DT FFT processor is 

less than its input frequency. Hence, parallel processing relaxes the bandwidth 

requirement of multipliers in the DT FFT processor.  
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Normalizing the power consumption of the DT FFT processor to the 180nm technology, 

1.8V supply voltage, and 80MHz operating frequency gives 

𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝑃𝑜𝑤𝑒𝑟 =
25𝑚𝑊

(
130𝑛𝑚
180𝑛𝑚) (

100𝑀𝐻𝑧
80𝑀𝐻𝑍 ) (

1.2𝑉
1.8𝑉)

2 = 62.3𝑚𝑊 
 

 (6.21) 

Hence, power consumption of the recursive DFT processor is about 1/6 of the power 

consumption of the DT FFT processor. As explained in sections 6.3, linear reduction in 

the power consumption leads to quadratic reduction in the dc accuracy. Thus, lower 

peak SNDR and lower dynamic range of the recursive DFT processor are due to its 

lower power consumption. Other factors that contribute to the performance degradation 

of the recursive DFT processor are investigated in the next section.    

6.6 Root Cause Analysis 

According to the equation (2.12), the number of analogue multipliers that are required 

to implement a Radix-2 FFT of length 8 is 104. On the other hand, the real-time 

recursive DFT performs 256 multiplications to compute DFT of length 8. Results of the 

system-level performance analysis in chapter 4 showed that the proposed DFT 

processor has better performance than the FFT processor. Hence, performance 

degradation of the proposed DFT processor in the previous section is not due to the 

number of multiplications. This conclusion leads to the realization that the values of the 

mismatch parameters in the system-level performance analysis were under estimated. 

To find which non-ideality makes the most contribution to the performance degradation, 

the effect of each non-ideality is analysed individually. The effect of multipliers 

saturation is revealed by the SNDR curve of a recursive DFT processor with ideal 

integrators (integrations are performed by MATLAB). On the other hand, the effect of 

integrators (Op-amps) saturation is shown by the SNDR curve of a recursive DFT 

processor with Switched-Capacitor integrators. The aforementioned curves are shown in 

Figure 6.7.  
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Figure 6-7: The SNDR curves of 8-point recursive DFT processors with ideal devices 

 

The dynamic range is obtained by measuring the width of the SNDR curves at the 

minimum required SNDR. For the comparison between the recursive DFT and the DT 

FFT processors (Table 6-3), the dynamic range was measured at 7dB. A comparison 

between the blue and the red curves at SNDR = 7dB reveals that saturation of the Op-

amps in the SC integrators reduces the dynamic range by 7dB. The linear range of the 

multipliers in the recursive DFT processor is greater than the linear range of the 

multipliers in the DT FFT processor [57]. Hence, at high signal levels (input magnitude 

> -25 dBV), the Op-amp saturation is the reason of achieving a dynamic range less than 

the dynamic range of the DT FFT. 

The effect of multipliers’ device mismatches is revealed by a comparison between the 

SNDR curves of a recursive DFT with ideal integrators in the absence and presence of 

device mismatches (the blue and the red curves in Figure 6.8). Measuring the widths of 

the aforementioned curves at SNDR = 7dB shows that multipliers’ device mismatches 

reduce the dynamic range by 20dB.  
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Figure 6-8: The SNDR curves of 8-point recursive DFT processors 

 

The effect of SC integrators’ device mismatches is revealed by a comparison between 

the SNDR curves of a recursive DFT with ideal integrators and a recursive DFT with 

SC integrators in the presence of device mismatches (the red and the yellow curves in 

Figure 6.8). A comparison between the widths of the aforementioned curves at SNDR = 

7dB shows that SC integrators’ device mismatches reduce the dynamic range by 3dB. 

This analysis reaches to the conclusion that multipliers’ device mismatches make the 

most contribution to the dynamic range reduction. Increasing the power consumption of 

the multiplier can improve its accuracy. Other methods of mitigating the effect of device 

mismatch are discussed in the next section.      
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6.7 Mitigation of the Effect of Device Mismatch 

As explained in the previous section, multipliers’ device mismatches reduce the 

dynamic range significantly. Two approaches that can be taken to solve this problem are 

electronic offset cancellation and error correction techniques. The topology of an offset 

cancellation technique, which can be used for transconductance multipliers, is shown in 

Figure 6.9 [80]. Each 𝐺𝑚 stage is a differential pair and the R stage is a transimpedance 

amplifier.  

 

 
 

Figure 6-9: Offset cancellation by an auxiliary transconductance in a negative feedback loop [80] 

 

Suppose that first only S1 and S2 are on, thus 𝑉𝑜𝑢𝑡 = 𝐺𝑚1𝑉𝑂𝑆1𝑅 . Then, assuming that S3 

and S4 are on, a negative feedback loop is made with R and 𝐺𝑚2 . Thus, 𝑉𝑜𝑢𝑡 =

𝐺𝑚1𝑉𝑂𝑆1𝑅  is stored across 𝐶1  and 𝐶2 . Afterwards, 𝐺𝑚2  converts the voltage across 

capacitors to 𝐼𝑜𝑢𝑡 2 = 𝐺𝑚2𝐺𝑚1𝑉𝑂𝑆1𝑅  . When 𝑉𝑖𝑛  is connected, 𝐺𝑚2 adds an offset 

correction current at nodes X and Y [80]. Taking the offset voltage of 𝐺𝑚2 into account, 

the stored voltage on 𝐶1 and 𝐶2 is [80] 

 

𝑉𝑜𝑢𝑡 = [𝐺𝑚1𝑉𝑂𝑆1 − 𝐺𝑚2(𝑉𝑜𝑢𝑡 − 𝑉𝑂𝑆2)]𝑅 

 

  

(6.22) 
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Thereby, 

𝑉𝑜𝑢𝑡 =
𝐺𝑚1𝑅𝑉𝑂𝑆1 + 𝐺𝑚2𝑅𝑉𝑂𝑆2

1 + 𝐺𝑚2𝑅
 

 

   (6.23) 

Hence, the offset voltage referred to the main input is 

 

𝑉𝑂𝑆,𝑡𝑜𝑡 =
𝑉𝑜𝑢𝑡
𝐺𝑚1𝑅

=
𝑉𝑂𝑆1

1 + 𝐺𝑚2𝑅
+
𝐺𝑚2
𝐺𝑚1

𝑉𝑂𝑆2
1 + 𝐺𝑚2𝑅

≈
𝑉𝑂𝑆1
𝐺𝑚2𝑅

+
𝑉𝑂𝑆2
𝐺𝑚1𝑅

 

 

 

(6.24) 

If 𝐺𝑚2𝑅 ≫ 1 and  𝐺𝑚1𝑅 ≫ 1 , then 𝑉𝑂𝑆,𝑡𝑜𝑡  is very small. However, 𝐺𝑚1𝑅 is the gain of 

the multiplier. The linear range of the multiplier decreases as its gain increases. 

Therefore, the aforementioned offset cancellation technique imposes a trade-off 

between dynamic range and accuracy. Moreover, due to the large area overhead of the 

offset cancellation techniques, they cannot be widely applied. 

Tradeoffs in the electronic offset cancellation justify the use of error correction 

techniques. These techniques can be divided into three main categories; error correction 

codes, equalizers, and signal processing algorithms. One study showed that Turbo 

Product Code (TPC) effectively mitigates the mismatch loss of a 256-point analogue 

FFT [87]. It is also shown that Minimum Mean Square Error (MMSE) and Least Mean 

Square (LMS) equalizers can mitigate the performance degradation of the DFT 

processor implemented on a FPAA (Figure 6.10) [93].  Another study proposed an 

iterative signal processing algorithm to recover the output of a 64-point analogue FFT 

[125]. Neural Networks can also be applied to assist the detection of the received 

symbols.    
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Figure 6-10: Performance comparison of a 4-ponit analogue DFT implemented on a FPAA [93] 

6.8 Summary 

In this chapter, it is discussed that CMOS device matching depends on the bias point. 

For typical bias points, the threshold voltage is the dominant source of mismatch. 

Mismatch also depends on the device area and technology. Circuit designers can take 

these relations into account to optimize matching. Nevertheless, the bandwidth-

accuracy-power trade-off of the system is only determined by the technology 

parameters; hence, the circuit designer has no influence on the overall trade-off. 

Mismatch analysis results of the recursive DFT processor indicate that increasing the 

transform length degrades the performance. Also, the average dynamic range of the 

recursive DFT processor cannot meet the minimum requirement for the QPSK signal. 

The root cause analysis revealed that multipliers’ device mismatches make the most 

contribution to the dynamic range reduction. Increasing the power consumption of the 

multiplier can improve its accuracy. Moreover, error correction techniques such as TPC 

can mitigate the mismatch loss.   
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Chapter 7   

CONCLUSION AND FUTURE WORK 

Since analogue DFT processors consume significantly less power than digital DFT 

processors, they have been nominated as the next generation of the DFT processors. 

This work was motivated by the goal of evolving the next generation of the DFT 

processors. In view of that, a power-scalable variable-length analogue DFT processor 

has been proposed. The proposed DFT processor has application in multi-standard 

OFDM transceivers. This chapter presents the contributions to knowledge, the 

concluding remarks, and the remaining work for the future.  

7.1 Contributions to Knowledge 

7.1.1 Methodology 

Since the classical DFT architectures (i.e. FIR DFT and FFT) were originally designed 

for discrete-time signal processing, they do not take advantage of analogue signals. 

Specifically, these architectures require an analogue decimation filter ahead of them. 

Moreover, the analogue implementations of the classical DFT architectures are not 

power-scalable. Hence, the real-time recursive DFT architecture has been proposed. In 

this architecture, the DFT coefficients are formed into piecewise continuous signals. 

Thereby, the continuous baseband signal is piecewise weighted by the DFT coefficients.  
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Since the proposed architecture performs multiplications serially, it does not require 

additional multipliers to compute DFT of a longer sequence. Moreover, the power 

consumption is scalable with the transform length. Hence, the real-time recursive DFT 

architecture is suitable for the power-scalable variable-length DFT processor.  

In the classical DFT architectures, each multiplier provides the real multiplication of a 

signal sample and a DFT coefficient. On the other hand, in the real-time recursive DFT 

architecture, each multiplier provides the element-wise multiplication of a one-

dimensional array of the DFT coefficients and the continuous baseband signal. Hence, 

comparing to the classical architectures, the proposed architecture has the lowest 

number of multipliers. Moreover, since multiplications are performed without sampling, 

the analogue decimation filter is eliminated. Besides, the proposed architecture avoids 

propagation of the computational error to all DFTs by computing each DFT 

independently. 

7.1.2 Limitations and Considerations 

Reducing the dynamic range requirement of the ADC by moving the DFT processor 

from the digital back-end to the analogue front-end is at the cost of increasing the 

dynamic range requirement of the DFT processor.  

As data rate increases, the minimum SNDR and the minimum dynamic range 

requirements increase. On the other hand, as SNDR increases, width of the SNDR curve 

decreases. Therefore, as data rate increases, yield of the analogue DFT processor 

decreases. Results of the circuit-level performance analysis indicate that the 8-point 

recursive DFT processor has a yield of 97.5% for the BPSK modulated signal. For the 

QPSK modulated signal, however, yield of the 8-point recursive DFT processor is 

8.9%. Hence, dynamic range of the recursive DFT processor must be increased.  
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In the absence of mismatch increasing the transform length does not affect the 

performance of the recursive DFT processor. However, in the presence of mismatch, 

doubling the transform length reduces the average dynamic range by 3dB. The 16-point 

recursive DFT processor has a yield of 43.4% for the BPSK modulated signal.   

As the DFT length increases, more samples should be stored on the integrating capacitor 

(𝐶𝐼 ). Thus, the required 𝐶𝐼  for the WiMAX standard becomes prohibitively large. 

Hence, the DFT sum was broken into partial sums (equation (5.64)). The results of 

partial sums can be added together in the Digital Signal Processor (DSP). The maximum 

length of the partial sum (8) was determined by finding the optimum value for 𝐶𝐼 (1pF). 

Sampling frequency of the SC integrator must be at least twice the signal frequency. 

Also, unity gain bandwidth of the op-amp in the SC integrator must be at least five 

times greater than the sampling frequency. Hence, unity gain bandwidth of the op-amp 

must be at least ten times greater than the signal frequency. In contrast, serial-to-parallel 

conversion in analogue FFT processors relaxes the bandwidth requirement of 

multipliers. While the analogue FFT processor was proposed for Ultra-Wideband 

OFDM wireless transceivers [57], the real-time recursive DFT processor is proposed for 

WiFi and WiMAX standards. The maximum channel bandwidth of WiFi and WiMAX 

standards is 20 MHz.   

Trade-offs in the design of the analogue circuits impose limitations on the performance 

of analogue DFT processors. The bandwidth-accuracy-power trade-off is only 

determined by the technology parameters and circuit designer has no influence on the 

overall trade-off. This thesis provides a proof-of-concept for the power-scalable 

variable-length analogue DFT processor. The real-time recursive DFT processor was 

designed in 180 nm CMOS technology. The design process and the results of the 

circuit-level performance analysis provide guidelines for future designers to select a 

technology that satisfies the performance requirements for another application.  
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7.2 Future Work 

7.2.1 Design Enhancements 

Previous works on the analogue FFT processor were designed in 130 nm and 180 nm 

CMOS technologies [57-59]. In order to compare the performance of the proposed DFT 

processor with the analogue FFT processor, the real-time recursive DFT processor was 

designed in 180 nm CMOS technology. Equation 6.17 can be used to select a 

technology that provides higher accuracy while bandwidth and power meet the design 

specifications. 

Even though 𝐶𝐼  was selected carefully to prevent the reduction of dynamic range 

(section 4.4.3), the root cause analysis showed that integrator saturation reduces the 

dynamic range by 7dB. This problem can be resolved by reducing the input CM level of 

the Op-amp (𝑉𝑖𝑛,𝐶𝑀). Since input of the integrator was connected to the output of the 

multiplier, 𝑉𝑖𝑛,𝐶𝑀 was set equal to the output CM level of the multiplier. By adding a 

source follower between multiplier output and integrator input 𝑉𝑖𝑛,𝐶𝑀 can be shifted to a 

lower level. 

Performance comparison between the recursive DFT processor and the DT FFT 

processor [57] showed that dynamic range of the DT FFT is 20.7dB higher than the 

recursive DFT. The root cause analysis showed that multipliers’ device mismatches 

made the most contribution to the dynamic range reduction. Hence, the four-quadrant 

multiplier that was used in [57] is less sensitive to device mismatch than the designed 

Gilbert cell. Therefore, replacing the Gilbert cell multipliers by the multiplier in [57] 

can increase the dynamic range. 
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7.2.2 Further Analysis 

Since the Process Design Kit (PDK) was not available, post-layout simulations were not 

performed. Nevertheless, since sampling frequency of the Switched-Capacitor integrator 

was below 100 MHz, results of the pre-layout simulations were reliable. For frequencies 

above 100 MHz, however, it is essential to extract the parasitic devices and perform the 

post-layout simulations.  

In order to investigate the effectiveness of different mismatch mitigation techniques, the 

trade-off in the offset cancellation techniques and the effectiveness of different error 

correction techniques must be analysed. A hybrid of electronic offset cancellation and 

error correction might resolve the problem. 
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