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Abstract

The thesis investigated the influence of centre selection on the generalisability across
locations of trial-based economic evaluations. A novel methodology to assess and enhance the
generalisability of trial findings was demonstrated using the comparison between wound-edge
protection devices (WEPDs) and standard care to reduce surgical site infection (SSI) after
open abdominal surgery as a case study.

A systematic review and a preliminary economic model suggested that WEPDs may
be effective and cost-effective in reducing SSI compared to standard care, although the
methodological quality of available studies was poor. ROSSINI was a high quality multi-
centre randomised controlled trial (RCT) which demonstrated that WEPDs are unlikely to be
effective or cost-effective, so their routine use cannot be recommended.

The impact of centre selection on trial results was then investigated using ROSSINI as
a case study. Mixed methods research demonstrated that most RCTs do not enrol centres so as
to ensure a representative sample at jurisdiction level. The Generalisability index (Gix) was
introduced as the basis of a novel methodology to assess generalisability, which was
demonstrated using simulation methods and ROSSINI data. The results suggested that the
characteristics of the sample of participating centres can significantly affect RCT clinical and

cost-effectiveness estimates.
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CHAPTER 1. INTRODUCTION



Chapter 1. Introduction

This research focuses on the generalisability across locations of the results of
economic evaluations conducted alongside randomised controlled trials (RCTs). An
intervention to reduce surgical site infection (SSI) rate after open abdominal surgery is used
as a case study: after generating cost-effectiveness evidence by applying a range of standard
methods, the thesis investigates the importance of centre selection for trial results and
demonstrates a novel approach to evaluating generalisability.

This Chapter describes the methodological background of the research and presents
the structure of the thesis. The first section outlines the principles of RCTs, followed by a
brief introduction to economic evaluation methods and the current issues concerning the
generalisability of RCTs and trial-based economic evaluation results. The Chapter ends by

stating the objectives of the research and by presenting an outline of the thesis’ Chapters.

1.1. Randomised controlled trials

Clinical trials can be defined broadly as experiments which test a medical intervention
on human subjects (1). RCTs are a category of clinical trials with two important features: an
explicit control group, which enables a direct comparison between the intervention(s) being
tested and a comparator; and a random treatment allocation process, which ensures that
participants differ only by chance and the intervention they are about to receive. RCTs are
conducted in order to answer one or more meaningful research questions concerning the
benefits and harms of a given intervention relative to the chosen comparator.

The study outcomes operationalise a RCT’s research questions. The primary outcome
is the most important outcome in a trial and was defined by the International Conference for
Harmonisation - Statistical Principles for Clinical Trials (ICH E9, p.5) as “the variable

capable of providing the most clinically relevant and convincing evidence directly related to
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the primary objective of the trial” (2). The choice of the primary outcome should be informed
by the available clinical evidence and key stakeholders such as patients, investigators and
clinicians. Additional outcomes may include other clinically important variables, safety
markers, health-related quality of life (HRQoL) and cost-effectiveness; the last two are
important to policy makers to inform market authorization and reimbursement decisions (3).
In order to improve comparability, it is recommended that all trials conducted in a particular
therapeutic area adopt a core set of outcomes (4).

The principal research question of a given RCT can be formulated, by means of the
primary outcome, as a testable hypothesis which is usually labelled the ‘null hypothesis’ (Ho).
For example, in a trial of an antihypertensive drug X compared to placebo, a suitable primary
outcome may be the difference from baseline in systolic blood pressure after 90 days of
treatment. The null hypothesis may, thus, be that ‘Drug X is not more effective than placebo
in controlling systolic blood pressure’. In order to test the null hypothesis, primary data are
collected from an appropriate sample of participants, the relevant sample statistic is calculated
(e.g. mean difference in systolic blood pressure across treatment groups) and a decision rule
based on the sample statistic is used to decide whether sample data support the null
hypothesis or not i.e. Ho can be rejected or not. Upon making such a decision, two types of
errors can be made: type I error refers to the case when Hp is rejected when it is in fact true;
the notation for the probability of committing a type I error is a. Conversely, type Il error
refers to the case when Ho cannot be rejected, but it is in fact false; the notation for the
probability of committing a type II error is . The power of a statistical hypothesis test
measures its capacity to reject the null hypothesis when it is indeed false i.e. the capacity to

make a correct decision (1 — ) (5).
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The primary outcome is also important because it informs the calculation of the trial
sample size i.e. the number of patients who need to be recruited in order to maximise
statistical power. The following generic types of data inputs are necessary to calculate the
sample size: the minimally important difference in the primary outcome between the trial’s
arms that investigators expect to observe; the level of statistical significance a (usually 0.05);
the required power (usually 0.80); and, for continuous outcomes, the standard deviation of the
measurements (6).

Bias can be understood as any systematic error in results and is a major concern in any
experiment (2). RCTs are regarded as the gold standard in clinical research because of their
potential to minimise the effect of several important biases. For example, randomisation can
minimise selection bias by ensuring that patients are allocated to the intervention or control
arm purely by chance and not subject to patient or clinician preferences. This can be achieved
by using a treatment allocation sequence generation method which is unpredictable and
cannot be easily tampered with. An acceptable example is a computer-generated sequence
communicated to researchers via a secure Internet or phone connection, while poor methods
include the use of sealed envelopes and allocation according to the day of the week. More
sophisticated randomisation procedures include balancing the trial arms across known risk
factors (stratification) and randomising sequentially within blocks of patients of random size
(blocking) to maintain the desired intervention to control allocation ratio. Blinding refers to
keeping the study personnel and participants unaware of treatment assignment and, if
implemented appropriately, minimises performance bias i.e. uneven medical attention across
trial arms. Blinded outcome assessment i.e. the professionals who are conducting the
assessments are unaware of the treatment allocation, reduces the risk of detection bias,

thereby ensuring the study outcomes are evaluated objectively. A comprehensive discussion
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of sources of bias and available options to minimise and assess them is given in the Cochrane
Handbook of Systematic Reviews of Interventions (7).

A number of trial designs are available, their appropriateness depending primarily on
the therapeutic area, the trial intervention and the trial objectives. The most straightforward
configuration is the parallel design, where patients are randomised to either the intervention or
control arm and are subject only to the corresponding regimen. By contrast, in cross-over
designs patients are randomised to either of the arms and after a specified time interval they
switch to the other arm (8, 9). The main advantages of cross-over designs are that each patient
acts as their own control and smaller sample sizes are required to observe a significant effect.
However, these designs are only applicable to chronic, reversible conditions and there are
issues associated with carry-over effects i.e. the effect of a treatment may be such that by the
time patients switch to an alternative regimen they are not is the state they would have been
had they not received the initial treatment. One way to deal with carry-over effects is the
introduction of a wash-out period, after which all measurements are assumed to be unaffected
by the previous treatment.

In factorial designs two or more treatments are evaluated simultaneously; such designs
are particularly useful if the objective is to understand interactions or to describe dose-
response characteristics (10). Parallel, cross-over and factorial designs are conventional trial
configurations where the unit of randomisation is the individual (arguably in cross-over trials
the unit of randomisation is the sequence of interventions that the individual undergoes).
However, the unit of randomisation can be more complex, such as a health care institution or
a geographical area, where participants within that unit undergo only the allocated treatment.
This is the case of cluster randomised trials, which are particularly useful in evaluating

interventions where randomisation at individual level is problematic (the case of
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contamination effects, such as in the evaluation of health care professionals training
programmes) or impossible (the case of environmental factors such as air quality) (11). More
recently, adaptive designs allow updating trial characteristics based on accumulating
information without jeopardising the integrity of the analysis (12, 13).

The trial protocol describes the objectives, design, methodology, statistical
considerations and organisation of a trial (14). The protocol fulfils several roles: it documents
how data should be collected, managed and analysed; it presents the trial to funding,
regulatory and ethics bodies when applying for grants and approvals; it demonstrates the
trial's compliance with official regulations, norms and guidelines; and it acts as a reference
document throughout trial conduct. The SPIRIT Initiative (Standard Protocol Items for
Randomized Trials) have recently published a list of standard items to be included in RCT
protocols (15). In addition to data collection and analysis methods, the trial protocol must
include procedures for issues such as confounding and handling missing data. In the case of
missing data, it is important to investigate the reasons for which the data are missing in order
to estimate the degree of bias likely to be incurred and to inform the methods for dealing with
it (16).

Missing data are a sensitive topic in RCTs (17, 18). Despite the best efforts to ensure
complete data collection, small amounts of missing data are inevitable. This is even more the
case with patient self-completed case-report forms and patient-reported outcomes (PRO)
assessments, which may be returned incomplete or not returned at all (19). The International
Conference for Harmonisation - Statistical Principles for Clinical Trials (2) does not specify
precise guidelines with respect to the volume of missing data, but only require the analyses to
be “sensible”. Of paramount importance is, however, the mechanism responsible for data

missingness and researchers are strongly encouraged to investigate this mechanism prior to
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making definitive decisions. The main types of missingness mechanisms were conceptualised
by Little and Rubin (20):

a) ‘missing completely at random’ (MCAR): the probability of an observation to be missing is
independent of both observable and unobservable variables;

b) ‘missing at random’ (MAR): the probability of an observation to be missing is dependent
on observable variables and independent of unobservable variables. MAR is the weakest
assumption based on which valid inferences can be produced using only the observed data
and without having any other information regarding the missingness mechanism; and

¢) ‘missing not at random’ (MNAR): the probability of an observation to be missing depends
on both observable and unobservable variables. Valid inferences can only be obtained by
considering a joint model of the observed data and the missingness mechanism.

The nature of the missingness mechanism can never be known with certainty,
although a distinction can be made between MCAR and MAR in the sense that close
inspection of the data can rule out MCAR. It is always the case that a number of assumptions
have to be made before proceeding to handling missing data. Two types of approaches to
missing data can be distinguished: traditional (ad hoc) methods and likelihood methods. Ad
hoc methods (listwise deletion, casewise deletion, mean marginal imputation, last value
carried forward) make strong assumptions about the data and have been strongly critiqued
(17,21).

An attractive modern method is multiple imputation (MI) (22). The underlying
principle is the following: instead of imputing a single value for a missing observation, MI
imputes m>1 values, generating m alternative complete datasets which can be analysed using
standard statistical techniques. MI operates under the MAR assumption and the imputed

values for each observation are conditional on the joint distribution of the missing variables
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and other observed variables for that observation. A multivariate normal distribution is
assumed, which raises questions about the method’s suitability for non-normally distributed
data. However, Graham and Schafer (23) showed that MI performs well even for extremely
non-normal variables. The estimates of the m analyses are ultimately combined using a set of
rules formulated by Rubin (22). Although Rubin demonstrated that more than five
imputations bring negligible gains in efficiency, more recent accounts recommend a larger
number of imputations (24, 25).

Multiple imputation using chained equations (MICE) is a method for generating
imputed values based on imputation model constructed for each variable with missing data
(26). The underlying principle is that, following an initial filling of all missing values using
random sampling with replacement from the observed values, each variable in turn is
regressed against all the others and the missing values are replaced with values drawn
randomly from its posterior predictive distribution. The process is repeated for a number of k
cycles (usually 10-20) and m datasets are produced, similar to MI. The estimates are then
combined using Rubin’s rules. The important strength of MICE over MI is that it can easily
handle variables with different distributions. Moreover, each variable can have its own
imputation model, as opposed to MI which did not distinguish between independent and
dependent variables. Nevertheless, it does not yet have firm theoretical grounds and is
sensitive to model (mis)specification.

Adequate RCT reporting is of utmost importance for assessing the value of the
findings and for planning future research. The CONSORT (CONsolidated Standards of
Reporting Trials) Statement aims to provide a framework for the appropriate reporting of
RCT methods and results (27). CONSORT extensions are also available for various types of

designs (28, 29) and outcomes (30).
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1.2. Economic evaluation

Drummond et al. (31) defined economic evaluation as “the comparative analysis of
alternative courses of action in terms of both their costs and consequences” (p. 9). Given the
resource scarcity in the health care sector, economic evaluations can inform choices between
existing alternatives by making explicit the criteria underlying the decision. There are two
principal economic paradigms from which the evaluation can be conducted: welfarist and
extra-welfarist (32). The differences between these two perspectives are substantive in what
concerns the relevant outcomes, the sources of outcome valuation, the weighting of the
outcomes and the extent to which interpersonal comparisons are possible. Welfarism assumes
that individuals make rational choices by selecting the options which maximise their welfare;
individuals are the best judges of their welfare; utility derives from outcomes or behaviours
rather than from processes; and utility information is the only argument used to assess the
merit of a given state. Central to the welfarist paradigm is the concept of ‘utility’, which has
received a range of interpretations across history (33), but can be understood as an
individual’s preference ordering over bundles of goods or states of the world (32). By
contrast, extra-welfarism allows the use of other relevant outcomes than utility, does not
consider individuals as the only source of valuation, explicitly allows outcome weighting
based on non-preference principles and explicitly allows interpersonal outcome comparisons
(34, 35). Although extra-welfarism allows the incorporation of relevant outcomes other than
utility, such as equity, its practical applications have been criticised for focusing solely on
health (36).

Several techniques of economic evaluation can be distinguished based on their

approach to the valuation of consequences of health care interventions. The main types of
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economic evaluation are cost-benefit analysis (CBA), cost-effectiveness analysis (CEA) and
cost-utility analysis (CUA) (31). CBA (37) is rooted in the welfare economic theory and
evaluates the net social benefit of an intervention by comparing the costs and benefits of a
given alternative, both valued in monetary units. An intervention is judged to be worth
implementing if the net social benefit is positive i.e. net benefits outweigh net costs.
Economists noted the methodological and ethical difficulties associated with assigning
monetary values to health outcomes, a key step in CBA (38).

Both CEA and CUA assess a given alternative’s value by comparing it to an external
standard and assume that the decision makers’ objective is to maximise health outcomes, but
they do not measure benefits using the same unit: CEA uses natural units (e.g. cases averted,
deaths), while CUA employs HRQoL measures. The two methods are similar in both
application and interpretation, to the point where no formal distinction is made between them:
for instance, in the US literature the term ‘cost-effectiveness analysis’ comprises both CEA
and CUA, and increasingly so in the UK as well (39). Although CEA/CUA avoid a direct
monetary valuation of health outcomes, in contrast to CBA, an external criterion of value is
necessary to inform decision-making. An example of such a criterion is an accepted
willingness-to-pay (WTP) threshold value (40).

It can be argued that CBA has a broader scope than CUA/CEA. First, by assigning
monetary values to outcomes, CBA is suitable to compare programmes across different
sectors of the economy, while CEA and CUA are restricted to comparing interventions which
produce similar outcomes. Second, CUA/CEA often focus solely on health benefits and thus
mainly address questions of production efficiency, while CBA can easily inform allocative

efficiency decisions because it assigns relative values to both health and non-health outcomes.
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Third, CEA and CUA are less equipped to capture health externalities because they usually
focus on health outcomes, while CBA can quantify a wider range of effects.

Nevertheless, CUA 1is particularly useful because it allows comparability between
largely different programmes and provides a means to integrate patients’ preferences in the
decision process (31). The costing exercise involves accounting for the monetary value of the
resources associated with the programme’s implementation. The choice of the considered
costs is a delicate issue and a balance must be struck among several factors e.g. the
perspective of the evaluation, the costs’ relevance and the resources available for the
evaluation itself.

Benefits in CUA are expressed in quality-adjusted life years (QALYSs), a measure
which combines morbidity and mortality such that it reflects an intervention’s implications on
both quality and quantity of life (41, 42). QALYs are generated by weighting the life
expectancy with health utility weights informed by patients’ preferences. Utility weights are
anchored on death and perfect health and are measured on an interval scale — usually 0 to 1,
where 0 corresponds to death and 1 to perfect health, although negative values are possible to
indicate health states perceived as worse than death. A multitude of instruments are available
for assessing the preference-based utility weights, both general (e.g. EQ-5D (43), SF-6D (44),
HUI2 (45)) and disease specific (e.g. EORTC QLQ-C30 for cancer patients (46)).

The outputs produced by CUA are the costs and QALYs for each of the alternatives
under scrutiny. In practice, one of the alternatives is usually the current standard of care, be it
an intervention or simply no intervention. The metric of interest for decision-making purposes
in CUA and CEA is the incremental cost-effectiveness ratio (ICER), defined as:

_ Gi—Go _ g
ICER = -2 =72 (1.D)
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where:
Ci, Ei — costs (monetary units) and effects (QALYs) of the intervention under study; and
Co, Eo — costs (monetary units) and effects (QALY's) of the comparator (standard care).

The ICER represents the additional spending on a medical intervention compared to
another in order to gain one extra QALY. There are instances where the value of the ICER
does not communicate much about the relative implications of the two alternatives — for
example, the ICER is positive both when the intervention is less costly and less effective, but
also more costly and more effective than the comparator. The cost-effectiveness plane (47) is
a graphic tool that clarifies such instances, allowing the straightforward visualisation of the

incremental costs and effects (Figure 1.1).
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Figure 1.1 The cost-effectiveness plane
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The decision rule based on the ICER is that an intervention can be judged to be cost-
effective if the ICER is below a set WTP threshold favoured by the decision maker. The UK
decision body, the National Institute for Health and Clinical Excellence (NICE), currently
favours interventions with an ICER between £20,000 and £30,000 per additional QALY (39),
although the legitimacy of this interval is controversial (48, 49).

The ICER is constructed as a ratio of two differences between means (equation 1.1).
While the differences can be assumed to asymptotically normal (if the sample size is large
enough via the central limit theorem or if costs and effects are normally distributed), the
sampling distribution of the ratio itself cannot be known. This raises serious difficulties in
specifying confidence intervals around the ICER. Two types of methods have been suggested:
a) parametric approaches, including the confidence box method, Fieller’s theorem and Taylor
series (50); and b) bootstrapping approaches, which include several variations such as the
normal approximation, the percentile method, the bias-corrected and accelerated method
(BCa) and parametric bootstrapping (51).

The objective of bootstrapping (52) is to make inferences about a population
parameter based on a sample drawn from that population. The underpinning principle is that,
given a sample of size n, repeatedly sampling with replacement from this sample and
calculating the statistic of interest for each of the resulting samples of size n will construct an
empirical distribution of the sampling distribution of the statistic of interest. While the process
of obtaining the random samples and the statistic for each of them is straightforward, various
methods of constructing the confidence intervals based on the empirical sampling distribution
have been proposed. The normal approximation employs the traditional formulation of the
variance and assumes that the sampling distribution of the statistic is normal. The percentile

method involves ranking the statistics obtained from the replicated samples and selecting the
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ith percentile values and the bounds of the confidence interval. The bias corrected and
accelerated method (BCa) is a modification of the percentile method which corrects for the
estimator bias i.e. unequal proportion of bootstrap replicates above and below the sample
statistic, and for the skew of the sampling distribution (53). The Fieller’s theorem approach
and BCa have been shown to outperform other methods (54).

Due to the statistical difficulties in expressing uncertainty around the ICER using
parametric methods, after rearranging equation 1.1 the incremental net benefit (INB) was

proposed as an alternative statistic of interest for cost-effectiveness (55):
INMB =AE * A - AC (1.2)
INHB = AE - AC/A (1.3),

where:

INMB — incremental net monetary benefit;
INHB - incremental net health benefit;

AE — incremental effect;

AC — incremental cost;

A — willingness-to-pay threshold (£/QALY).

The net benefit (NB) framework has several advantages compared to incremental cost-
effectiveness ratios. First, its interpretation is unambiguous and does not require information
about the joint distribution of (AC; AE) pairs: positive values favour the intervention under
scrutiny, while negative values do not. Second, net benefits are generally asymptotically
normal, which allows obtaining unbiased estimates of variance.

Cost-effectiveness acceptability curves (56) describe the probability of an intervention
to be cost-effective at a given willingness-to-pay threshold A. The rules can be formally

different depending on the chosen cost-effectiveness estimator: for the ICER, the CEAC is
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specified by the probability that the ICER<A, if AE>0 and ICER>A, if AE<0. In terms of the
net benefit framework (55), the CEAC is given by the probability of the NB(A)>0, where
NB(A) is the net benefit estimator. A thorough account of the definition, calculation and
interpretation of CEACs is given by Lothgren and Zethraeus (57) and Fenwick et al. (58).

It must be noted that the CEAC only refers to a single intervention at a time. When
multiple alternatives are compared simultaneously, the cost-effectiveness acceptability
frontier (CEAF) extends the concept of CEAC by depicting the probability of the optimal
option at each A to be cost-effective. This may or may not be the alternative with the highest
probability of being cost-effective, as indicated by the CEAC.

Although CEACs bring a more straightforward interpretation to the uncertainty around
the cost-effectiveness estimator compared, for example, with confidence intervals around the
ICER, they have been criticised on a number of grounds. Koerkamp et al. (59) pointed out
that CEAC:s are insensitive to changes in the joint distribution of costs and effects differences,
thereby masking potentially significant differences or exaggerating existing differences.
Barton et al. (60) made a compelling case for not relying solely on CEACs when
recommending the cost-effective option from a panel of interventions and advocate the
mandatory representation of the CEAF as well. Jakubczyk and Kaminski (61) demonstrated
that the properties of the CEAC are strongly influenced by factors such as the skewness of the
NB estimator and correlation between AC and AE, and advise their use only for illustration
purposes.

There are two principal types of economic evaluation: trial-based and model-based
evaluations. The former entails collecting individual patient data on costs and outcomes
alongside a RCT which compares two or more alternatives (62-64). This is often done using

case report forms which record resource utilisation and outcome information (such as
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HRQoL) for every enrolled patient. The quantities of interest for economic evaluation are the
differences in mean cost and effect between the trial arms. Cost analysis may be particularly
challenging because of inherent right skewness of cost data, potential difficulties in
identifying the unit costs (as opposed to prices of health care provider charges) and censoring
(missing data due to inappropriate data collection processes, patient drop-out or other reasons)
(65).

Model-based economic evaluations predict under uncertainty the costs and outcomes
associated with each alternative by means of a decision-analytic model, which "uses
mathematical relationships to define a series of possible consequences that would flow from a
set of alternative options being evaluated” (66, p.6). The key conceptual elements of a
decision model are its structure and data inputs. Choosing the appropriate model type and
associated structure are of utmost importance; to that end, categorisations and decision charts
have been proposed to guide researchers (67, 68). Probabilities and expected values are the
fundamental types of data inputs. Probabilities can be thought of as the likelihood of each
possible consequence to occur; in a clinical setting they reflect the fact that clinically identical
patients who are subject to the same intervention may respond differently. In relation to CUA,
expected values concern the costs and outcomes (QALY's) associated with each alternative:
these are calculated as the sum of costs and outcomes, respectively, of each possible
consequence, weighted by the probability of each consequence.

Trial-based economic evaluations are now common, but several important
shortcomings have been highlighted: evaluating a limited number of relevant interventions,
providing information on restricted patient sub-groups and for a limited time-horizon (69). As
such, the optimal approach to generating cost-effectiveness evidence entails multiple cycles of

decision modelling and primary data analyses.
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1.3.  Generalisability of trials and trial-based economic evaluations

The generalisability of trial findings is a legitimate concern, both for clinical and
economic outcomes. This section provides an overview of generalisability issues for RCTs,
followed by an in-depth look at the generalisability of trial-based economic evaluations. A
number of gaps in the current body of knowledge are identified and discussed. The section is

informed by a pragmatic search of the relevant literature.

1.3.1. Clinical trials and external validity

RCTs have been considered the gold standard research design because of their
potential to offer unbiased estimates of interventions' effectiveness. The strength of the RCT
rests on three fundamental features: comparability of effects (through a placebo or control
arm); comparability of populations in trial arms (through randomisation); and comparability
of information (through blinding) (70). The extent to which a trial’s results can be trusted is
reflected in the study’s quality. Quality itself is a complex, multidimensional concept which
integrates elements of design, conduct, statistical analysis and reporting (71, 72). A definition
of trial quality was proposed by Verhagen ef al. (72) as a result of their Delphi study (p.1239):
“Quality is a set of parameters in the design and conduct of a study that reflects the validity
of the outcome, related to the external and internal validity and the statistical model used”.
Validity is, thus, recognised as an important and conceptually rich dimension of quality.
Moreover, validity is a fundamental pre-requisite for ethical and valuable research (73). A
further distinction between internal and external validity was proposed by Campbell in 1957
(74); although it originated in psychology, this dichotomisation was adopted in social sciences

and experimental design in general.
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1.3.1.1 Internal validity

Internal validity refers to whether the results of the study are correct for the original
study population. A study has internal validity when there are no suspicions that the
differences in outcomes between the patient groups are due to other factors apart from chance
and the intervention(s) that were administered. By contrast, external validity refers to whether
the results of the study are applicable to other circumstances, such as a given patient
population, a particular health care organisation or a geographical setting. External validity as
a concept is meaningless without specifying the descriptive parameters of the setting where
results are to be applied. Furthermore, internal validity is a pre-requisite of external validity,
as misleading results cannot form a reliable basis for any further generalisation. This reality
has been acknowledged by Campbell himself (p.310): “If one is in a situation where either
internal validity or representativeness must be sacrificed, which should it be? The answer is
clear. Internal validity is the prior and indispensable consideration” (74).

Assessing internal validity involves identifying the extent to which a study is
vulnerable to a range of sources of bias. Bias is understood here as a systematic error in
results or inferences. A formal definition of bias has been proposed by Murphy (p.345): “any
process at any stage of inference tending to produce results that differ systematically from the
true values” (75). Detailed lists of possible biases that can occur in experimental research
have been proposed, for example by Murphy (75) and Sackett (76) in the late 1970s. The
Cochrane Collaboration currently distinguishes between several major types of bias in relation
to RCTs (7): selection bias — systematic differences between the patient groups being
compared; performance bias — differential exposure in health care provision or other treatment
outside the intervention under scrutiny; attrition bias — systematic variation in withdrawals or

exclusions; detection bias — systematic differences in outcome assessment; and reporting bias
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— preferential reporting of study’s findings. It must be acknowledged that a methodological
flaw falling into one of the categories outlined above may or may not actually introduce bias,
therefore the term ‘risk of bias’ is more appropriate. The methods and procedures to avoid or

minimise each of these biases have been extensively addressed in the literature (7, 71).

1.3.1.2 External validity

The conceptual content of ‘external validity’ in the context of RCTs is extremely rich,
which explains the heterogeneity of its accounts. For example, Dekkers ef al. (77) suggested a
checklist of 11 individual items, grouped in four domains: eligibility criteria for participants
and centres; temporal, ethnical, socio-economic and geographical aspects; patient
characteristics going beyond eligibility criteria, such as age and comorbidities; and the
applicability of study results. A comprehensive account was proposed by Rothwell (78), who
indicated 39 relevant issues that should be considered and reported, grouped under six
categories: the setting of the trial; patient selection; characteristics of randomised patients;
differences between trial protocol and routine practice; outcome measures and follow-up; and
adverse effects of treatment. Other checklists or frameworks for assessing external validity are
also available (79, 80). The distinction between the study population and the population from
which it has been sampled and is thought to represent (the target population) has often been
the focus of generalisability research in trials (81). The example checklists cited above,
however, show that there is more to context than the patient population: for example, the type
of health care setting and the nature of clinical protocols are also important.

Enhancing the external wvalidity of trials involves creating an experimental
environment which is as close as possible to real-life settings i.e. pragmatic trials (82), for

example by relaxing the inclusion/exclusion criteria, selecting a representative sample of

20



Chapter 1. Introduction

clinicians and centres, devising protocols that are in accordance with clinical practice and
evaluating relevant and meaningful outcomes. It must be acknowledged that it is challenging
for a given RCT to produce results that are widely generalisable. Nevertheless, honest,
transparent and detailed reporting of the trial’s conduct would allow the readers to make their

own opinion as to the findings’ generalisability.

1.3.1.3 Enhancing the external validity of RCTs

The RCT as a research design is particularly valued in the scientific community for
high internal validity, in other words for the potential to offer unbiased results. However,
trials’ potential for external validity has often been questioned (78, 83-85). Indeed, RCTs
feature several strong limitations: they usually evaluate specific interventions one at a time,
thus leaving potentially important questions unanswered; they focus on optimizing the
conditions for obtaining a positive finding by minimising heterogeneity, for example by
adhering to strict clinical protocols or over-selecting patients; and are bounded by logistical,
financial and ethical constraints in choosing the questions they can answer (86). These
limitations, especially the drive for positive findings, hinder the applicability of trial findings
to real world practice. A wealth of empirical evidence supports this claim. Studies across a
wide range of therapeutic areas have suggested that trial participants are often
unrepresentative of the target population (87-94), which can introduce bias in the measures of
effect (95). For example, Steg et al. reported that eligible patients with acute myocardial
infarction enrolled in RCTs had lower baseline risk and lower mortality than non-enrolled
ones (96).

The choice of participating centres can also influence the generalisability of trial

results (78), especially in non-pharmacologic trials, as outcomes may be affected by factors
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like hospital volume (97) and practitioners' expertise (98). For example, the systematic review
of Halm et al. (97) found that patients treated in higher volume hospitals have better clinical
outcomes across a wide range of therapeutic areas. In surgical RCTs, restricting participation
to centres where surgeons have a proven record of success may lead to results which depart
greatly from real-life estimates (78). Practice guidelines can also differ from one hospital to
another. For instance, negative pressure wound therapy (NPWT) is a technology currently
used in the UK for the open abdomen at the discretion of UK National Health Service (NHS)
trusts in the absence of a nationwide recommendation towards its implementation (99).
Limited evidence suggests that RCTs are predominantly carried out in university and teaching
centres, while non-teaching centres are somewhat better represented in non-randomised
studies (100). The influence of centre-specific characteristics on treatment outcomes has been
equally recognized in observational research (101).

Two types of strategies are available for enhancing the generalisability of clinical
trials. One of them is, obviously, conducting RCTs which emulate closely ‘real’ clinical
practice. This approach is based on a more than 40-year old conceptual distinction between
explanatory and pragmatic clinical trials (102). Explanatory trials are usually conducted in
tightly controlled, ‘laboratory’ conditions, with the aim of answering a scientific question. On
the other hand, pragmatic trials would be run in ‘normal’ conditions in order to answer an
applicability question, such as a policy decision. In accordance with the latter approach,
pragmatic or practical clinical trial designs have been proposed (103-105) so as to maximise
the value of trial findings to decision makers. The distinction between explanatory and
pragmatic trial designs has been commented in more detail by MacPherson (106) and
Treweek and Zwarenstein (82). Recommendations include comparing clinically relevant

alternatives (placebo-controlled trials often have little relevance when alternative
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interventions are already available), enrolling a diverse study population, recruiting from a
variety of settings and measuring a broad range of relevant outcomes. The issue of relevant
outcomes is particularly important in at least two aspects: first, outcomes beyond health must
also be considered, such as economic and quality of life consequences, as more and more
decision makers include such considerations in their decisions (3). Second, generalisability is
also linked to between-study comparability, therefore the need for trials to report a core,
common outcome set for evidence synthesis purposes is more stringent than ever (4, 107).

Pragmatic clinical trials may appear to solve most of the problems associated with
external validity, but Karanicolas et al. (108) pointed out that even pragmatism can be
evaluated from at least three relevant standpoints: the policymaker, the clinician and the
patient. The corollary is that there is no ‘one size fits all’ pragmatic approach, which can only
underline even more RCT’s major limitation of not being able to answer multiple questions at
once. The PRECIS tool, developed by Thorpe et al. (109), introduced a summary measure of
the pragmatic-explanatory continuum in order to assist both researchers who design trials and
those who assess trials. While noting that ‘pragmatism’ has become more and more
fashionable in research during the past two decades, Kent and Kitsios (110) warned against
over-reliance on the results of pragmatic trials by pointing out that generalising the findings of
an over-inclusive experiment may be equally as (or even more) flawed as doing the same with
a severely restrictive one.

The second strategy involves stimulating the complete and transparent reporting of
trial conduct and results in order to allow readers to make their own judgement on the general
quality and, specifically in this case, the external validity of trial results. The CONSORT
statement (27) provides a minimum set of recommendations for trialists in that respect.

Initially developed for parallel group RCTs, further CONSORT extensions have become
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available, for example for pragmatic trials (29) and PRO data collected alongside RCTs (30).
Since the introduction of the CONSORT statement in 1994 (111), cumulative evidence has
suggested that RCT reporting has improved, but remains suboptimal (112-115).

Generalisability is a stand-alone item in the CONSORT 2010 checklist, where it is
included as ‘Generalisability (external validity) of trial findings’ and invites discussion on
how the trial’s results can be interpreted in light of the participants, setting, interventions and
outcomes. The CONSORT extension for pragmatic trials (29) is more specific in guiding the
discussion of contextual effects, as it requires to “describe key aspects of the setting which
determined the trial results. Discuss possible differences in other settings where clinical
traditions, health service organisation, staffing, or resources may vary from those of the trial”
(p.6). Similarly, the CONSORT extension to RCTs of non-pharmacologic treatments (116)
requires discussing generalisability in relation to the care providers and centres involved in
the trial: “Generalizability (external validity) of the trial findings according to the
intervention, comparators, patients, and care providers and centers involved in the trial”
(p.W-63). The CONSORT extension to patient-reported outcomes (30) also refers to
participating centres in the explanation of the generalisability item (p.820): “In addition to the
design and conduct issues relevant to the generalizability of the RCT overall, several PRO—
specific limitations (including both patient- and center-level characteristics) may affect
generalizability of the PRO results”.

However, it is often difficult to ascertain the generalisability of RCT results since
reporting external validity in trial publications remains poor (117-119). One potential reason
for this state of affairs is the focus of most guidelines and textbooks on internal rather than
external validity (120, 121). For instance, the CONSORT Statement has only one item

explicitly addressing generalisability out of 25 in total. This focus on internal validity has also
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been recognised by journal editors and the emerging picture is that more effort needs to go
into improving external validity (122). In addition, the lack of specific information in trial
reports has been identified as restricting applicability and interpretation (104, 123).
Transparency is key not only to make an informed qualitative judgement on the transferability
of trial findings to other settings, but analytical methods are now available to allow a

quantitative adjustment of trial results to an appropriately specified target population (124).

1.3.2. Generalisability of trial-based economic evaluations

Trials consume enormous amounts of resources and have become increasingly
expensive to run (125, 126). Reasons for this include: longer follow-up periods, increasing
regulatory requirements and the need for ever larger sample sizes as the therapeutic benefit of
new technologies are more and more marginal. Furthermore, the ethics of reproducing
research is at least questionable. Under these auspices, the pressure to maximise the output of
every research endeavour has increased continually and RCTs often recruit across
jurisdictions (in this context, ‘jurisdiction’ refers to an administrative space where a medical
intervention will be implemented e.g. a health care system, a local authority). For example,
multinational trials recruit internationally in order to achieve the required sample size, to
demonstrate that the clinical findings can be extrapolated to other populations or, in the case
of industry-driven studies, to obtain the data required by local regulatory authorities for
market authorisation purposes (127).

Ensuring the generalisability of RCT results may be particularly challenging for
economic outcomes, which inform health policy decisions. This is because the relative
clinical effect of an intervention has been historically assumed constant across settings, albeit

not without challenges (78, 128, 129); however, this assumption may not hold for economic
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outcomes. Therefore economic evaluation results should not routinely be assumed to be
completely transferable between jurisdictions.

In one of the earliest pieces of research on this topic, Drummond et al. (130) compared
a decision model between four countries while allowing for slight adjustments of the model as
well as for local input data. Their conclusion was that cost-effectiveness results were
significantly different between countries; and the main drivers of variability were the cost
variations and the patterns of care. O’Brien (131) further strengthened this case by
identifying six generic ‘threats to transferability’ in economic evaluation studies: demography
and epidemiology of disease; clinical practice and conventions; incentives and regulations for
health care providers; relative price levels; consumer preferences; and the opportunity cost of
resources. These issues are equally applicable to decision modelling and trial-based economic
evaluations and, furthermore, to “all levels of geographical grouping” (p. S39). As a result, it
is perfectly possible for the same medical technology to be cost-effective in one setting and
cost-ineffective in another. Such a reality is likely to be of utmost concern for decision
makers, who are interested in knowing whether results collected in other jurisdictions can
inform decisions in their own. The focus group study of Hoffmann et al. (6) pointed out,
indeed, that the generalisability of economic evaluation findings are of great interest UK
policy makers. The major emergent issue was that economic evaluations too often ask
narrowly focused questions which do not allow the portability of their results to other
contexts.

Before going any further, a terminology note should be made. 'Generalisability’,
'transferability’, 'portability' have all been used to describe the extent to which economic
evaluation results are applicable from one geographical setting to another. Boulenger et al.

(132) suggested that 'transferability' may be a broader concept than 'generalisability' as it

26



Chapter 1. Introduction

encapsulates both the intrinsic value of the results and the methods available to assess their
applicability in various settings. Barbieri et al. (p.1028) defined generalisability and
transferability as follows: "Studies may be considered generalisable if they can be applied to
a range of jurisdictions without any adjustment needed for interpretation. In addition, some
studies may be transferable if they can be adapted to apply to other settings" (133). This
interpretation has been endorsed by the International Society for Pharmacoeconomics and
Outcomes Research (ISPOR) Good Research Practice Task Force (134). No formal
distinction will be made between these terms throughout the thesis for simplicity. Two
principal research directions have been intensively explored in the generalisability literature in
relation to economic evaluations: the factors which influence transferability; and the methods

that address the transferability of cost-effectiveness results.

1.3.2.1 Factors influencing transferability

The factors linked with transferability of economic evaluations received close scrutiny
in the literature and this sub-section gives an overview of the nature and content of these
factors by drawing on several comprehensive papers which investigated them in detail. A
summary of the most relevant factors, as identified in the literature, in presented in Table 7.1.
Welte et al. (135) published in 2004 a systematic review of 44 studies which aimed to identify
potential transferability factors i.e. any parameter which may influence economic evaluation
results and may differ between countries. They identified 14 factors, grouped under three
broad categories: methodological characteristics of the economic evaluation; health care
system characteristics; and patient characteristics. In addition, the authors also made a

judgement on the effort required to check for each factor the correspondence between the
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study and the decision country; eight out of 14 factors were rated as requiring ‘medium-very

high’ such effort.

Table 1.1 Factors which influence the generalisability of economic evaluation results

Study Factors
Welte et al.(135) Methodological characteristics: Perspective; Discount rate; Medical cost
approach; Productivity cost approach.
Health care system characteristics: Absolute and relative prices in health care;
Practice variation; Technology availability.
Population characteristics: Disease incidence/prevalence; Case-mix; Life
expectancy;, Health-status preference; Acceptance, compliance, incentives to
patients; Productivity and work-loss time; Disease spread.
Sculpher et Patient factors: demographics; epidemiology; case-mix; baseline risk;
al.(127) compliance.
Clinician factors: skill/experience; practice style; incentives.
Health care system factors: absolute/relative prices; exchange rates; clinical
practice; resource utilisation; historical differences.
Wider socio-economic factors: cultural attitudes; health-state preferences.
Goeree et al.(136)  Patient characteristics: demographics, education, socio-economic status; risk

factors, medical history, genetic factors; lifestyle, environmental factors;
mortality rates, life expectancy; attitudes toward treatment, culture, religion,
hygiene, nutrition; compliance and adherence rates, ethical standards; population
values (utilities); population density, immigration, emigration, travelling
patterns; income, employment rates, productivity, work loss time, friction time;
type of insurance coverage, user fees, co-payments, deductibles; incentives for
patients.

Disease characteristics: epidemiology; disease severity, case mix; disease
interaction, co-morbidity, concurrent medications; mortality due to disease.
Provider characteristics: clinical practice, conventions, guidelines, norms;
experience, education, training, skills, learning curve position; quality of care
provided; method of remuneration (supplier-induced demand); patient
identification; cultural attitudes; incentives for providers, liability.

Health care system characteristics: absolute or relative prices; available
resources, programs, services; organization of delivery system, structure, level of
competition; level of technology advancement, innovation and availability;
available treatment options; capacity utilization, economies of scale, technical
efficiency; input mix, specialization of labor, joint production; access to
programs and services, gatekeepers, historical differences; waiting lists, referral
patterns; regulatory and organizational infrastructure, licensing of products;
availability of generics or substitutes; market forms of suppliers, payment of
suppliers, supplier incentives; incentives for institutions.

Methodological characteristics: costing methodology, estimation procedures;
study perspective; study factors; timing of the economic evaluation; clinical
endpoints/outcome measures; discount rates; exchange rates, purchasing power
parities; opportunity cost; affordability.
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In a similar but more targeted exercise published in 2005, Barbieri et al. (137)
systematically reviewed European-wide cross-country comparisons of economic evaluations
(both model- and trial-based) of pharmaceuticals in order to identify the factors which account
for variations of cost-effectiveness results between countries. They included 46 inter-country
comparisons and concluded that differences were not likely to be systematic in the sense there
was no stable enough pattern to infer that if a given intervention was found cost-effective in
country A it would automatically be, say, more cost-effective in country B. The principal
finding of the study was that resource use (when it was allowed to vary') and the local
willingness to pay threshold were the main determinants of variation.

Sculpher et al. (127) published in 2004 a comprehensive account of the determinants
of generalisability of economic evaluations in health care. They undertook a series of
systematic reviews to identify, on one hand, the factors associated with variability in
economic evaluations and, on the other hand, the methods used to assess variability and
enhance generalisability. Their review was very broad as it referred to both trial-based and
model-based economic evaluations and, furthermore, to variability across locations and time.
For their systematic review on factors influencing generalisability, the authors reviewed 36
conceptual papers and identified 26 factors affecting the geographical variability of economic
evaluation results, grouped under four categories: patient factors; clinician factors; health care
system factors; and wider socio-economic factors. The authors highlighted that, at the time,
generalisability appeared to be a particularly relevant issue in a multinational context as most
of the included studies investigated cross-national comparisons, with only two studies (from

the UK and US, respectively) looking at within-country variations.

! Specifically in trial-based economic evaluations where the analyst does not decide to pool resource use data
across countries. The authors’ opinion was that resource use should not be pooled whenever possible.
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In their discussion of the potential effect of local factors on cost-effectiveness results,
Sculpher et al. referred explicitly to several issues: first, they acknowledged the difference
between centres which usually participate in clinical trials and those who do not, further
implying that differences in outcomes between intervention and controls may not be
transferable across these types of settings; second, they acknowledged the 'clinician effect',
whereby the training, experience and habits of health care professionals are an integral part of
the intervention that is being delivered and, therefore, the resulting costs and patient
outcomes. As a result, local variations may have obvious implications on cost-effectiveness.
Third, and in relation to the previous issue, the incentives that health care staff have across
locations, such as payment and reimbursement schemes, also impact performance. Even more
importantly, different centres are exposed to different population profiles (reflected by
demographic characteristics such as age, sex and ethnicity), epidemiological profiles
(reflected by different disease burdens) and, subsequently, to differences in patient case-mix.
The latter are also correlated with institutional factors, as well - for example, teaching
hospitals tend to see the more complicated and thus more resource intensive cases, but also
offer better care than nonteaching hospitals (138).

Goeree et al. (139) published in 2007 the results of a systematic review where they
looked at 102 papers (conceptual, empirical and review articles) and derived no less than 77
factors affecting transferability, grouped into five categories inspired by the earlier review of
Welte et al. (135), as characteristics of the: patients; diseases; providers; health care systems;
and methodologies. It has to be acknowledged that this review had a strong focus on
international comparisons. The provider-specific factors identified in the review were similar
to the ones pointed out by Sculpher et al. (127): clinical practice; staff experience and skills;

the quality of care provided; method of remuneration; cultural attitudes; and provider
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incentives. Most importantly, the authors' final conclusive point drew attention to the
importance of directing research efforts towards quantifying the relative impact of these
factors when transferring economic evaluation data.

While the demographical, epidemiological and health care system characteristics can
often be considered fixed in a particular context, the centre-specific variability factors are
arguably of more interest to researchers and decision makers because they are (at least at an
intuitive level) the most readily amenable to change. The selection of centres and health care
professionals for inclusion in trials to ensure generalisability has received relatively little
attention (78), but the limited available evidence suggests that most evaluative research takes
place in university hospitals, while ‘common centres’ are slightly better represented in
observational studies (100).

Unit costs are also expected to vary across locations and Sculpher ef al. (127) pointed
out that such variations exist not only in between-country comparisons, but also in within-
country ones. In the context of trial-based economic evaluations, the issue thus becomes the
suitability of using average unit costs across all the centres in the trial: in the absence of unit
costs missing completely at random (MCAR), the average unit cost will most likely
misrepresent the centre-specific cost (140, 141). This is a legitimate concern: a systematic
review of economic evaluations conducted alongside trials funded by the UK Health
Technology Assessment Programme revealed that only 52 of 95 reviewed studies used unit
costs that were sourced locally (142). Of course, it may be impractical or even impossible to
collect unit costs from all centres involved in a study, so a number of alternative solutions
have been suggested: for example, Goeree et al. (23) reported a framework allowing the
selection of the number of hospitals (one or more) from which unit costs should be used to

perform economic evaluation calculations across multicentre economic evaluations; and
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Grieve et al. (140) used multiple imputation to account for missing centre-specific unit cost
data. However, in the UK the use of nationally averaged (‘off the shelf”) unit costs is accepted
for the reference case of an economic evaluation (39).

Another relevant local factor relates to the quality of care provided. The differences in
quality of care between providers have been documented thoroughly at multiple levels. For
example, extensive literature reviews have shown that larger health care providers (both
hospitals and physicians) seem to be associated with better outcomes (97) and that teaching
hospitals are generally associated with superior health outcomes when compared with non-
teaching hospitals (138, 143). In the case of the UK, there is evidence of variation in quality
of care across settings both in primary care (144) and hospital care (145).

The empirical evidence on the variations of patient preferences across settings is more
controversial. This has relevance for the results of cost-utility analyses i.e. cost per QALY:
theoretically, if patients in different settings value the same health states differently, the
results of an economic evaluation will subsequently vary irrespective of other contextual
factors. For example, several national tariffs as well as a European tariff are available for the
EQ-5D instrument (146) and there is evidence that valuations differ substantially between
countries, mostly due to methodological differences in elicitation and cultural attitudes (147).
However, the evidence on whether such variations affect the economic evaluation results is
scarce and inconclusive: several studies have shown that using different tariffs to calculate
QALYs has little impact on the overall cost-effectiveness findings (148, 149), while others
have suggested that these differences may be relevant (150).

In summary, the current knowledge on factors influencing the generalisability of
economic evaluations depicts a complex picture. First, while a plethora of potentially relevant

factors have been proposed, accounting for the majority of them may be challenging in
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practice. Second, not all of these factors can be measured straightforwardly e.g. the impact of
clinician incentives. Third, the impact of these factors on economic evaluation results is
difficult to measure. Finally, even if the impact can be measured, empirical results on the
magnitude and direction of these effects have not always been consistent. Some factors are
less prone to such difficulties than others, such as the cost of the intervention itself, although
even in this case the cost assumed in a research environment can be different from the one
that the manufacturer (e.g. the drug company) may eventually agree with local decision

makers.

1.3.2.2 Methods addressing transferability

Two broad categories of methods have been suggested to aid decision makers in
addressing the transferability of economic evaluation results. The first category refers to
methods which aim to assess the extent to which the results of economic evaluation studies as
a whole can be transferred across settings. The second category includes methods that address
transferability involves adjusting the results of an economic evaluation to obtain local cost-

effectiveness estimates.

Methods which assess the transferability of economic evaluations

Such methods primarily target decision makers and aim to assist them in evaluating
the extent to which the results of an economic evaluation conducted elsewhere are applicable
in their own setting. A recent synthesis of these methods was given by Goeree ef al. (139),
whose systematic review of transferability approaches identified seven strategies: five aimed
to offer a qualitative verdict on transferability and two proposed indices to quantify it. The

main characteristics of the identified approaches are presented in Table 7.2.

33



Chapter 1. Introduction

Table 1.2 Approaches towards the generalisability of economic evaluation studies

Study Type of Preliminary criteria Generalisability factors Comments
approach to be considered
Heyland et Checklist Comprehensive  description of competing Patient characteristics. No clear decision rule
al.(151) alternatives; Perspective of the analysis Method piloted on 29 Canadian
Sufficient evidence of clinical effectiveness or, as  Intervention economic evaluations in the field of
second best, clinical efficacy; Costing methods critical care, out of which four got
Important costs were identified, measured and Outcomes past the first stage. Overall
valuated appropriately; Discount rate generalisability verdict interpretable.
Appropriate sensitivity analysis taking into
account all estimates of uncertainty.
Spéth et Checklist The study perspective is clear Perspective of the analysis Decision rule: a study must comply
al (152) Two or more competing options are compared Patient characteristics with all generalisability criteria in
The evaluated therapies are described Health outcome data order to be considered transferable.
The therapies are applicable in the local setting Resource utilisation Method piloted on 26 economic
Unit prices and discount rates evaluations (in the area of breast
cancer) for transfer to the French
health care system. Six studies met
the methodological criteria, but none
was judged to be transferable mainly
due to insufficient reporting of
resource use and unit prices.
Welte et Transferability Relevant technology is relevant to local setting Methodological characteristics: ~ Decision chart guides the reader
al.(135) chart Comparator is relevant to local setting (4 factors) towards a generalisability

Study has acceptable quality
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Study

Type of
approach

Preliminary criteria

Generalisability factors
to be considered

Comments

Boulenger et
al.(132)

Drummond
et al.(134)

Chase et
al.(153)

Checklist and
quantitative
transferability
index (0% not
transferable to
100%
completely
transferable)

Four-step
application
algorithm

HTA
adaptation
toolkit

None (see Comments)

Relevant technology is relevant to local setting
Comparator is relevant to local setting
Study has acceptable quality

Relevant policy and research questions
Translation is possible

Technology is described

Scope is specified

Report is peer-reviewed

Conflict of interest

Report is not outdated

Methods are accurately described

Intervention and comparator
Countries

Perspective

Study population (2 factors)
Effectiveness (2 factors)
Benefit

Costs (5 factors)

Sensitivity analyses

Methodological characteristics:
(4 factors)

Health care system
characteristics (3 factors)
Population characteristics (7
factors)

Perspective; Preferences;
Relative costs; Indirect costs;
Discount rate; Technological
context; Personnel
characteristics; Epidemiological
context; Factors that influence
incidence and prevalence;
Demographic context; Life
expectancy; Reproduction; Pre-
and post-intervention care;
Integration of technology in
health-care system; Incentives

Methodological quality of each
study is assessed as an integral part
of the evaluation, not a pre-requisite.
Piloted on 25 economic evaluations,
average transferability index 68.8%.

Based on the Welte et al. criteria, the
authors discuss practical approaches

to adapting cost-effectiveness results
to local settings.

Very comprehensive checklist,
aimed at HTA reports. Checklist
generated as part of a wide European
consensus involving 28 HTA
agencies. Out of five domains, one
refers to economic evaluation: 26
questions in total, out of which 3
refer to transferability.
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Study Type of
approach

Preliminary criteria

Generalisability factors
to be considered

Comments

Antonanzas Transferability

et al.(154) index (0 not
transferable to
1 completely
transferable)

The relevant parameters needed to estimate cost-

effectiveness are given in the study
The quality of the study is acceptable

Perspective; Intervention and
comparator; Clinical practice;
Life expectancy; Health status
preferences; Productivity
measures; Epidemiology;
Discount rate; Costs and health
effects.

Global Transferability Index (IT)
results from aggregating a general
transferability index (IT1) and a
specific transferability index (IT2)
Method piloted on 27 economic
evaluations on infectious diseases
conducted in Spain, obtaining IT in
the range 0.534 to 0.543, denoting
low to moderate transferability.
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Five of the seven strategies developed checklists or guidelines to inform a qualitative
judgement of the extent to which the results of a given study are transferable (115, 134, 135,
151, 152). Most strategies comprised two steps: the first step was a methodological
assessment of the study; if judged appropriate, an in-depth assessment of transferability then
ensued. The criteria for the preliminary methodological assessment are largely similar across
the checklists, but vary in focus: for example, Heyland ef al. (151) emphasised the validity
and quality of reporting by requiring a comprehensive description of the alternatives under
scrutiny, evidence of effectiveness and efficacy, appropriate costing and appropriate
sensitivity analyses. On the other hand, Welte ef al. (135) included relevance as well by
requiring the relevant technology and comparator to be comparable to the one that will be
used in the decision country.

In terms of the generalisability assessment itself, a wide range of criteria were
proposed. Heyland et al. (151) proposed a list of ten questions related to clinical and system
generalisability. Spith ef al. (152) suggested an assessment against five indicators, namely:
potential users of the economic evaluation, characteristics of the patient population in the
‘receiving’ setting, the transferability of outcome data, the transferability of resource use and
the transferability of unit prices. Welte ef al. (135) described 14 specific knock-out criteria
and suggested a flowchart along which the user is guided either towards a clear transferability
verdict i.e. ‘study results full/qualitatively transferable’ or towards an assessment of whether
modelling adjustments are needed and how they can be made, followed by a similar
transferability verdict. Drummond ef al. (134) also produced a decision chart which guides the
reader through an assessment of transferability, with or without adjustment for ‘specific

knock-out criteria’ such as unit costs, discount rate, time horizon and perspective. Finally,
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Chase et al.?> (153) developed a comprehensive toolkit to focus the appraisers’ efforts in
extracting the relevant information from health technology assessments reports conducted
elsewhere and making an informed judgement on the transferability to their own setting. The
actual economic evaluation component of the toolkit contains 26 questions that assess
relevance and reliability and three questions addressing transferability.

Two of the seven strategies used the generalisability criteria published in previous
checklists to calculate numerical indices quantifying the measure of transferability (132, 154).
Boulenger ef al. (132) proposed their own checklist of relevant criteria and used it to construct
a study-level transferability index: a score was assigned to each item in the checklist (1 for
‘yes’, 0.5 for ‘partially’ and 0 for ‘no/no information’) and an overall score was obtained by
summation and then division by the maximum number of points, thereby obtaining the
transferability index as a percentage. When they piloted it on a sample of 25 economic
evaluations to assess the transferability of results between the UK and France, the authors
found a mean transferability index of 66.9% for the entire checklist and 68.8% for the
transferability sub-checklist. Antonanzas et al. (154) proposed a general index (IT;) and a
specific index (IT>) applicable to economic evaluation studies. I'T; assesses two critical and 16
non-critical objective factors in order to produce an index that evaluates the methodological
quality of the economic evaluation. IT> assesses four critical and eight non-critical subjective
factors to evaluate the extent to which a study is transferable to a different setting. For each of
the factors, a score of 1 is given if the factor is completely addressed, 0.5 if partially
addressed and O if not addressed at all. Ultimately, IT; and IT, are combined in a global

transferability index using a number of alternative formulae such that a maximum value of 1

2 In the Goeree et al. systematic review, this document is cited as ‘Turner et al.’ A more comprehensive
publication of the same project and with the same authors has become available in the meantime with Chase D as
the first author, therefore it is referred to and referenced in this Chapter as Chase et al. The content of the toolkit
is identical in Turner et al. and Chase et al.
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denotes a completely transferable study and 0 denotes non-transferability or insufficient
information to make such a judgement. The authors tested their method by evaluating the
transferability of 27 economic evaluations on infectious diseases conducted in Spain and
found a mean value of the index in the range 0.534 to 0.543, denoting low to moderate
transferability.

In summary, the methods proposed to assess the transferability across settings of
economic evaluation results share a number of fundamental characteristics: first, they are
predicated on the necessity of evaluating internal validity as a pre-requisite for external
validity. All the proposed methods start with a preliminary phase where the methodological
quality of the study is assessed; if deemed acceptable, a thorough investigation of
transferability then becomes appropriate. Second, they recognise the difficulty of accounting
for the plethora of factors that are thought to be relevant for the generalisability of economic
evaluation results and attempt to integrate them in meaningful tools aimed at facilitating the
decision-making process. Through the use of flowcharts, algorithms and scores, the reader
(e.g. decision maker) is guided towards a rational and informed decision. Finally, it is
acknowledged that transferability is a matter of judgement. Most of the reviewed methods
offered clear-cut verdicts (e.g. findings are transferable/not transferable) only in the extreme
cases where either all the information is available and appropriate or essential information is
missing. In real-life policy making, most situations are likely to be mapped somewhere
between these two extremes, where the decision becomes much more nuanced. Two of the
seven proposed methods (132, 154) attempted to quantify transferability using indices, but no

meaningful cut-off points were suggested.
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Methods which adjust economic evaluation findings

This category includes analytical methods, aimed primarily at researchers, which can
be used either independently or in the final stages of the previous category of methods. A
distinction can be made between decision-modelling studies and trial-based economic
evaluations: while adapting the results of a decision model to a local context usually involved
populating the model with local input data (with or without adapting the model structure to
reflect the local clinical pathways), the methods that obtain local adjustments based on
individual patient data (i.e. from trials) are more complex. Manca et al. (155) conducted a
comprehensive critical review of the proposed methods in the context of multinational RCTs
and identified three broad categories of approaches.

The first type of approach uses tests for heterogeneity to establish whether the cost,
effectiveness and cost-effectiveness results of multinational RCTs can be pooled or should
undergo a stratified analysis. Cook and colleagues (156) proposed this approach and, citing
the work of Gail and Simon (157), distinguished between qualitative interactions i.e. the
treatment effect is positive in some countries and negative in others, and quantitative
interactions 1.e. only the magnitude of the treatment effect, but not its direction, varies across
countries. The authors used a five-country RCT as a case study, calculated country-specific
measures of effectiveness (mortality and hospitalization rate) and cost-effectiveness
(incremental cost-effectiveness ratio and net monetary benefit) based solely on patients
recruited from those countries, and then applied statistical tests for qualitative (157) and
quantitative interactions (157, 158). This approach has several limitations: heterogeneity tests
are often underpowered (159, 160); non-statistically significant differences may mask
different cost-effectiveness recommendations; and, most importantly, this method cannot

offer context-specific estimates.
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The second type of approach aims to estimate local (country-specific) cost-
effectiveness results without accounting for the hierarchical structure of the trial data i.e. by
using centre characteristics and a centre-level dummy as regressors. The method involves
applying a simple regression model of costs and outcomes against a number of patient-level
and centre-level variables, as well as a centre dummy variable; the parameter of interest is
thus the treatment coefficient estimate. Coyle and Drummond (161) applied this approach by
using simple ordinary least squares regression to explain cost variation using data from two
UK RCTs investigating interventions for head and neck cancer patients. However, such a
framework does not incorporate the correlation between costs and outcomes (162) and Willan
et al. (163) later addressed this limitation by regressing costs and effects simultaneously using
seemingly unrelated regressions.

Finally, the third type of approach estimates local (country-specific) cost-effectiveness
results while accounting for the hierarchical structure of the data. The key concept here is to
account for the fact that individual patients are sampled within higher-level units (such as
centres or countries) and thus individual effects are assumed to be drawn randomly from a
distribution of higher-level effects. The advantages of using such a multilevel structure are
clear: the correlation between individuals and countries can be modelled explicitly; and the
analysis uses all the information in the trial as opposed to information only from a country-
specific subset. As a result, adjusted country-specific cost-effectiveness estimates can be
obtained. The application of multilevel modelling in the cost-effectiveness analysis of
multinational trials was introduced by Manca et al. (164), who regressed net-benefits and then
estimated centre-specific values using a fully Bayesian procedure (Markov chain Monte Carlo
shrinkage estimation). Of note, regression on net benefits had been proposed earlier by Hoch

et al. (165). Further developments of the method allowed for the correlation between costs
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and outcomes to be explicitly modelled using bivariate hierarchical modelling (166, 167),
which is currently the method recommended by ISPOR in conducting cost-effectiveness
analyses of multinational trials (134).

In summary, the third type of approach to generalisability uses regression methods to
account for individual and centre-specific variables in order to obtain appropriately adjusted
local cost-effectiveness estimates. The methods have varied in complexity as they
incorporated the multi-level structure of the data and they allowed modelling the correlation
between costs and outcomes. While bivariate hierarchical modelling is the current norm, it
relies on the fundamental assumption of exchangeability (168, 169): given a collection of
independent and identically distributed random variables, the property of exchangeability
means that the joint distribution of the variables is symmetric or, equivalently, that the joint
distribution of any permutation of the variables remains constant. In the context of multicentre
RCT analyses, this means that prior to examining the data there is no reason to expect
differences between the outcomes of interest at centre- (or country-) level. For example, in the
simple case of a two-centre RCT, exchangeability holds if the probability of observing an
incremental cost below £300 in centre A and below £500 in centre B is identical to the
probability of observing an incremental cost below £500 in centre A and below £300 in centre
B.

Obviously, systematic variations between centres/countries do exist in practice; if they
could be completely explained by several factors (such as the health expenditure per capita for
a given country or the proportion of qualified staff employed in each hospital), the assumption
of exchangeability would still hold as conditional exchangeability - which is to say that
exchangeability applies for a given set of values of the identified systemic factors. However,

Manca et al. acknowledged that, in practice, it is rarely known whether the centres (countries)
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included in RCTs comply with the assumption of exchangeability. They reiterated the earlier
appeal of Drummond et al. (134) to ensure that the sample of centres (countries) included in
the RCT satisfies this assumption and that sufficient country- and centre-specific data are
collected to allow relevant analyses.

Two observations can be made in relation to the categories of methods summarised
above. First, the majority of studies approached transferability from an international
perspective by referring to multinational RCTs. There remains the question whether existing
evidence is sufficient to warrant the use of generalisability techniques in refining centre-
specific economic evaluation results of multi-centre single-country RCTs.

Second, a series of general recommendations for further research in the area of
generalisability have been made (127, 134, 155, 170). Despite repeated calls for addressing
generalisability at the trial design stage, no practical guidance has been offered to date and
most of the existing research contributions are to be employed in retrospective analyses using
trial-wide results. The question still remains as to the role and scope for a prospective
methodology, applicable at the trial design stage, to support generalisability. This issue will

be addressed in the following sub-section.

43



Chapter 1. Introduction

1.3.3. Identifying knowledge gaps

Can economic evaluation estimates vary?

Extrapolating the results of a trial-based economic evaluation is of interest to decision
makers, who want to know whether and the extent to which a particular intervention is cost-
effective in their jurisdiction. The first question that arises is: are there reasons to believe that
economic evaluation results vary systematically across centres in a given jurisdiction? At
present it is difficult to answer. There are indications in the literature that within-country
variations in economic evaluation results are possible. For instance, in their article which
introduced multilevel modelling in economic evaluations, Manca ef al. (164) obtained centre-
specific net monetary benefits and cost-effectiveness acceptability curves for each of the 20
centres in an English RCT and the results clearly suggested that the intervention under
scrutiny was cost-effective in some settings and cost-ineffective in others. In another study,
which focused on using MI methods to obtain centre-specific unit costs as opposed to average
unit costs for a trial-based economic evaluation set in the NHS, Grieve ef al. (140) found that,
for the particular comparison under scrutiny, the intervention was more cost-effective in
teaching hospitals than in district general hospitals. More specifically, the intervention was
15% less likely to be cost-effective at £30,000/QALY in non-teaching hospitals compared to
teaching hospitals when MI methods were used, and 40% less likely to be cost-effective when
mean reference costs were used. Sculpher ef al. (12) had mentioned in their review several
studies reporting differences in cost-effectiveness estimates between centres as a result of
differences in unit costs and practice variation. Only one of these studies was UK-based.
Nevertheless, they suggested that obtaining centre-specific cost-effectiveness results required

further exploration to establish their usefulness for local policy makers. Goeree et al. (136)
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acknowledged that "the little evidence that does exist suggests that hospital cost variation
may be as large within countries as it is between countries” (p. 565). Consequently, variables
intrinsic to the patient (e.g. age, comorbidities), the health care inputs (e.g. qualification of
surgeons, availability of particular medical technologies) and the health care system (e.g.
financing streams) may explain reasonably well the source of these variations. Even in health
care systems like the NHS where hospital reimbursement relies on largely fixed tariffs
(Payment by Results), hospital-specific costs are expected to vary (171, 172). Furthermore,
observational data from the English NHS suggested that between-hospital variation in cost of
care for all obstetrics patients can be as high as 19% after controlling for patient
characteristics (173), while between-hospital variation in length of stay for elective hip
replacement was in the region of 5% (174). Coding inaccuracies, apportioning shared costs
and managerial inefficiency were all indicated as potential explanations for the observed
differences. In the light of this evidence and given that the interdependence between costs and
outcomes is often difficult to quantify, there are reasons to expect a potentially significant
systematic variation in cost-effectiveness between centres at the very onset of the RCT. This
should lead to a proportionate interest from the part of local decision makers of accounting for

as much of this variation as possible in economic analyses of interventions.

Do economic evaluation results vary?

Nevertheless, how can it be ascertained that economic evaluation results actually vary
across locations? Within the constraints of an experimental design one can only enrol in
research a sample of the potentially relevant centres, therefore the issue quickly becomes
whether results vary across the centres involved in the RCT. This question can only be

reliably answered in retrospect, once the trial results have been analysed. Gail and Simon
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(157) described such tests for heterogeneity to test the influence of centre on any parameter of
interest and their methods were applied by Cook et al. (156), as discussed in the previous sub-
section. However, heterogeneity tests are usually underpowered and have limited informative
value. Notwithstanding, once heterogeneity has been ascertained and the need for adjustment
acknowledged, the methods outlined in the previous sub-section can be used to refine the
cost-effectiveness estimates for each of the participating centres. Refining should be
understood in this context as adjusting the centre-specific cost-effectiveness estimate based on
the trial-wide results. It must be made clear once more that the existing methods refer to data
analysis and are retrospective in nature because they are only applicable when the trial data

have been collected.

Are adjusted cost-effectiveness estimates valid?

This leads to a further question: are there limitations inherent in the retrospective
approach of these methods that may lead us to question the validity of the adjusted cost-
effectiveness estimates? Two observations must be made. First, none of the existing methods
makes any verifiable assumption regarding the sample of centres included in the analysis. In
other words, pooling data from centres from within the same jurisdiction is assumed to
reliably lead to a representative cost-effectiveness estimate for the entire jurisdiction. For
example, if a multi-national RCT recruited patients from four centres in country A, adjusted
cost-effectiveness estimates for country A will be based on information collected from those
four centres and on trial-wide information. This is what Manca et al. demonstrated in their
example of the ATLAS trial (167). However, is it correct to assume that the cost-effectiveness
estimate for country A is valid without knowing how representative those four centres are for

country A itself?
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Intuitively, at least, this assumption should hold if the centres enrolled in the RCT
were representative for the jurisdiction they represent. This could be achieved in two ways:
either centres were deliberately chosen based on a number of covariates which recommended
them as representative at jurisdiction level; or the centres were randomly selected from the
pool of available centres in the jurisdiction. There is no evidence in the literature to date that
either condition has been satisfied. Moreover, given the host of factors influencing cost levels,
it is expected that the definition of 'representative' is both complex and difficult to specify.
Purposive selection of recruiting centres/sites has been previously suggested without further
details (101, 127, 170). Drummond et al. (170) suggested possible centre-level covariates and
introduced the concept of minimum patients recruited from each centre, but no consistent
method to address this suggestion has yet been developed.

The issue of randomly selecting centres has been touched upon in the literature rather
as a limitation and an area where more research should be conducted (155, 164). Furthermore,
choosing an insufficient number of centres and corresponding sample sizes can only lead to
biased mean estimates and large variances. As discussed in sub-section 1.3.2, the issue applies
to centre-specific unit costs, as well.

The second observation is that the existing generalisability methods still leave
decision makers from jurisdictions that were not involved in the trial with difficulties in
transferring the economic evaluation results. Building on the limitation outlined above, this
equally applies to centres that belong to a jurisdiction included in the trial but have not
contributed with primary data. Manca et al. (175) advised towards great caution when
considering such extrapolations. If the generalisability refinements have not incorporated
centre-specific covariates (e.g. patient case-mix), one potential approach would be to find a

similar recruiting centre in terms of the covariates considered in the model and then simply
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use the economic evaluation result. However, there is no guarantee that such a centre exists
and, more importantly and in relation with 'representativeness', there is no straightforward
indication as to what exactly constitutes 'similarity'.

Manca et al. (175) also offered a comprehensive account of the analytical strategies
available depending on the availability of individual-patient data (IPD) and participation in
the trial. The proposed framework was designed to address multinational studies, but the
authors suggested that it may be useful for within-country jurisdictions. In the absence of IPD
and if the jurisdiction of interest did not participate in the trial, decision-modelling was the
indicated option. Decision models usually offer cost-effectiveness estimates with confidence
intervals around them according to the uncertainty and sensitivity analyses incorporated; if the
uncertainty around the point cost-effectiveness estimate is large (i.e. the confidence interval is
wide), the result is of little use and its applicability is restricted to jurisdictions which are
assumed to have identical budgets and identical reimbursement priorities. Of course,
constructing a decision model for each centre would be impractical. An alternative solution
would be to make the decision model available to all interested decision makers, who may
adjust the parameters to their own needs. This would involve specifying a transparent and
user-friendly decision model and circulating it to decision makers.

Another approach involves the use of a preliminary decision model (69). For example,
Glasziou et al. (176) used a preliminary cost-utility analysis to inform data selection and the
required sample size. The question at hand is the following: when an estimate of cost-
effectiveness robust to sensitivity analyses is already available, under what circumstances is it
worth collecting prospectively additional centre-specific data (as required by multilevel
modelling and bivariate hierarchical modelling, for instance, or for selecting centres based on

centre-specific covariates)? Decision modelling is not ideal because the issue at hand is not an
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entirely statistical consideration and should not be treated as such. If the sample of
participating centres is unrepresentative (e.g. a random sample) of the entire population of
centres, any estimator based on the sample of centres will be biased from the nationwide
estimator to an unknown degree and in an unknown direction. First, the preliminary decision
model may often be based on effectiveness and resource use estimates from outside the
jurisdiction (e.g. another country) and the impact of the differences would be difficult to
assess, especially in the presence of structural uncertainty. Second, in relation to the concerns
expressed in the previous paragraph, even if jurisdiction-specific cost-effectiveness estimates
exist, there is no guarantee that they reflect national practice if the process of centre selection
(centres from which primary data were collected and the estimates have been calculated) has
not been justified. Third, the uncertainty around the decision model's cost-effectiveness output
may be significant enough to prevent any yes/no recommendation to be formulated. Finally,
let us assume that a jurisdiction-specific decision model exists and wide sensitivity analyses
around the base-case estimates have proved virtually every scenario to be cost-effective. It
would thus be expected that the intervention is cost-effective in any given centre within the
jurisdiction and a yes/no decision can be made. However, a yes/no decision is simply not
enough, as this would require local decision makers to have the same reimbursement
priorities. Taking the example of the UK health reforms at hand, where increased
decentralisation is about to be implemented and commissioning devolved to local clinical

commissioning groups, this assumption is unlikely to hold (177).
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Summary

The discussion above attempted to identify the knowledge gaps associated with
retrospective methods concerned with patient-level data analysis from RCTs. Two main
themes emerged, both giving reason for concern: there usually is no explicit method of
selecting centres and their corresponding sample sizes, although this has been suggested in the
literature at a conceptual level. This limitation may hamper the validity of a series of
computations, from heterogeneity tests to adjusted cost-effectiveness estimates. Furthermore,
there is no reliable tool available for decision makers representing centres and/or jurisdictions
which did not participate in an RCT to relate to the trial-wide results when having to make
decisions in their own settings. Some of the limitations of modelling methods in addressing
these concerns have also been discussed. These themes suggest that centre selection has not
been addressed in the literature and it may matter in deriving centre-specific cost-

effectiveness estimates. However, its impact has not yet been established.

1.4.  Thesis objectives and structures

The objectives of the thesis are as follows: first, to evaluate the implications of the
current practice of centre selection in RCTs in the UK for the generalisability of trial results;
second, to identify any discrepancies between the current and optimal practice of centre
selection; and third, to propose and demonstrate a novel methodology i.e. the Generalisability
index (Gix), as a tool to explore the influence of centre selection on RCT results and to allow
the selection of representative centres at the trial design stage. The research will consider a
given intervention as a case study i.e. wound-edge protection devices (WEPDs) to reduce
surgical site infection (SSI) after open abdominal surgery, and will follow the standard steps

in generating evidence on the clinical and economic benefits of medical interventions (69).
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The novel generalisability methodology will be demonstrated using data collected alongside
the ROSSINI trial (Reduction of Surgical Site Infection using a Novel Intervention), a UK-
based RCT which evaluated the benefits of WEPD against standard care.

The thesis is structured as follows: the first part (Chapter 2 to Chapter 6) presents the
clinical and economic evidence related to the chosen case study i.e. the benefits of WEPDs
compared to standard care (no WEPDs) in reducing SSI. Chapter 2 introduces the main
concepts and issues surrounding SSI together with the strategies available to reduce it,
including WEPDs. Chapter 3 appraises and summarises the existing evidence on the clinical
effectiveness of WEPDs by means of a systematic review and meta-analysis. Chapter 4
produces preliminary evidence on the cost-effectiveness of WEPDs compared to standard care
using an original decision tree informed by secondary data relevant to the UK setting. Chapter
5 describes the rationale and principal clinical findings of the ROSSINI (Reduction of
Surgical Site Infection Using a Novel Intervention) trial and presents the results of the trial-
based economic evaluation of WEPDs compared to standard care. Chapter 6 provides an
integrative discussion of the clinical and economic evidence on the benefits of WEPDs in
reducing SSI, based on the findings presented in Chapters 3 to 5.

The second part of the thesis (Chapter 7 and Chapter 8) discusses in depth the
generalisability of trial results from the perspective of centre selection and proposes an
approach to evaluate generalisability, which will be demonstrated using ROSSINI data.
Chapter 7 presents the methods and findings of a mixed methods study describing the current
and optimal practice of centre selection for RCTs in the UK. Chapter 8 describes in detail the
Generalisability index as a tool to explore the influence of centre selection on RCT results and
demonstrates its utilisation using the ROSSINI trial as a case study. Ultimately, Chapter 9

offers an integrative discussion of the previous Chapters’ findings.
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Chapter 2. Background to surgical site infection and wound-edge protection devices

The aim of this Chapter is to introduce the clinical context which serves as a case
study for the generalisability investigation i.e. surgical site infection (SSI) and the use of
wound-edge protection devices (WEPDs). The Chapter starts with an exposition of the
relevant concepts for SSI — definition, classification, epidemiology and consequences — and

then discusses the types of strategies available to minimise SSI risk, with a focus on WEPDs.

2.1. Background to surgical site infection

Health care-associated infection (HCAI) can be defined as "an infection occurring in a
patient in a hospital or other health-care facility in whom the infection was not present or
incubating at the time of admission. This includes infections acquired in the hospital, but
appearing after discharge, and also occupational infections among staff of the facility" (178,
p.1). In a recent systematic review on the worldwide burden of HCAI (179), the World Health
Organization (WHO) estimated that 7.1% of hospitalized patients acquire a HCAI, of which
approximately 20% are SSIs. Surgical infections are postoperative complications with an
overall average incidence among surgical patients in the range of 1-5% (180, 181). The
burden of SSI is particularly high in developing countries: a recent systematic review (182)
suggested a pooled cumulative incidence of SSI of 5.6 cases per 100 surgical procedures,
almost twice the average value in the US (183) and Europe (184), thus making it the most
prevalent type of HCAI in such settings. Examples include SSI rates of 12% in Bolivia (185),
up to 17% in Egypt (186, 187), 24% in Brazil (188) and 26% in Tanzania (189).

Data from the US, UK and continental Europe indicate substantial variation in SSI
incidence for different surgical sites, with hip replacement among the interventions with the
lowest risk and large bowel surgery at the opposite end of the spectrum (183, 184, 190, 191).
For example, the cumulative SSI incidence in English hospitals between 2006 and 2011

(Table 2.1) was 0.6% and 0.8% for knee and hip prosthesis, respectively, and 10.1% for large

53



Chapter 2. Background to surgical site infection and wound-edge protection devices

bowel surgery. These were the lowest and highest SSI rates, respectively, among all the 17

monitored surgical interventions (192). These concur with European-wide estimates (193),

where the highest SSI rates were observed for colon surgery (9.2%) and the lowest for knee

prosthesis (0.7%). In particular colorectal surgery is typically associated with average SSI

incidence rates of 4-10%, but rates as high as 27% have been reported (194-198), especially in

studies with intensive patient follow-up i.e. outside the inpatient setting.

Table 2.1 Cumulative SSI incidence by surgical category in England (2006-2011)

Operations SS.I - S.SI ra?e (%) -
Type of surgery reported mpatl(?nt. & 1npat1(?nt. & 95% Cls
readmission readmission

Abdominal hysterectomy 5,388 80 1.5 1.2-1.8
Bile duct, liver and pancreatic surgery 1,559 126 8.1 6.8-9.6
Breast 1,484 17 1.2 0.7-1.8
Cardiac (non-CABG) 1,286 13 1.0 0.5-1.7
Cholecystectomy 619 11 1.8 0.9-3.2
Coronary artery bypass graft (CABQG) 26,468 1,172 4.4 4.2-4.7
Cranial 557 5 0.9 0.3-2.1
Gastric 1,093 48 4.4 3.3-5.8
Hip prosthesis 150,149 1,169 0.8 0.7-0.8
Knee prosthesis 162,728 895 0.6 0.5-0.6
Limb amputation 2,538 126 5.0 4.2-5.9
Large bowel 13,534 1,370 10.1 9.6-10.6
Reduction of long bone fracture 7,580 104 1.4 1.1-1.7
Repair of neck of femur 39,830 647 1.6 1.5-1.8
Small bowel 2,902 196 6.8 5.9-7.7
Spinal 13,166 126 1.0 0.8-1.1
Vascular 7,798 221 2.8 2.5-3.2

Source: Health Protection Agency (2011)
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2.1.1. SSI definitions

The best known definition of SSI is the one elaborated by Horan ef al. in 1992 (199),
endorsed by the US Centers for Disease Control and Prevention (CDC) (200). This definition
replaced the term 'surgical wound infection' (SWI) (201), which referred to incision
infections, with 'surgical site infection' in order to comprise infections both at the organ and
the incision level. Thus surgical infections are categorised according to their site in superficial
SSIs, deep SSIs and organ/space SSIs (Table 2.2).

Nevertheless, a host of SSI definitions are available in clinical practice and research.
Bruce et al. (202) conducted a comprehensive systematic review of the definition,
measurement and monitoring of surgical wound infection and three other surgical adverse
events. They reviewed 82 studies and identified 41 different definitions of surgical wound
infection. Of the 41 definitions, five were nationally proposed definitions coming from US
(199, 201) and UK (203-205) collaborative groups, respectively. Other studies used
definitions largely based on the presence of purulent discharge with or without bacterial
culture in combination with other criteria. The CDC definition was used in 29 studies from 12
countries, while the UK definitions were used in three UK-based studies. The plethora of SSI
definitions and the apparent predominance of the CDC criteria informed the recommendation
to consider the implementation of the CDC definition in the UK in the interest of consistency
and comparability. The recommendation was later translated in practice and the current SSI
definition employed by the UK Health Protection Agency (HPA) is in line with the CDC

definition (206).
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Table 2.2 CDC definition of SSI

Superficial Incisional SSI

Infection occurs within 30 days after the operation and

infection involves only skin or subcutaneous tissue of the incision and

at least one of the following:

1. Purulent drainage, with or without laboratory confirmation, from the superficial incision.

2. Organisms isolated from an aseptically obtained culture of fluid or tissue from the superficial
incision.

3. At least one of the following signs or symptoms of infection: pain or tenderness, localized swelling,
redness, or heat and superficial incision is deliberately opened by surgeon, unless incision is culture-
negative.

4. Diagnosis of superficial incisional SSI by the surgeon or attending physician.

Do not report the following conditions as SSI:

1. Stitch abscess (minimal inflammation and discharge confined to the points of suture penetration).

2. Infection of an episiotomy or newborn circumcision site.

3. Infected burn wound.

4. Incisional SSI that extends into the fascial and muscle layers (see deep incisional SSI).

Note: Specific criteria are used for identifying infected episiotomy and circumcision sites and burn
wounds.

Deep Incisional SSI

Infection occurs within 30 days after the operation if no implant is left in place or within 1 year if
implant is in place and the infection appears to be related to the operation and

infection involves deep soft tissues (e.g., fascial and muscle layers) of the incision and

at least one of the following:

1. Purulent drainage from the deep incision but not from the organ/space component of the surgical
site.

2. A deep incision spontaneously dehisces or is deliberately opened by a surgeon when the patient has
at least one of the following signs or symptoms: fever (>38°C), localized pain, or tenderness, unless
site is culture-negative.

3. An abscess or other evidence of infection involving the deep incision is found on direct
examination, during reoperation, or by histopathologic or radiologic examination.

4. Diagnosis of a deep incisional SSI by a surgeon or attending physician.

Notes:

1. Report infection that involves both superficial and deep incision sites as deep incisional SSI.

2. Report an organ/space SSI that drains through the incision as a deep incisional SSI.

Organ/Space SSI

Infection occurs within 30 days after the operation if no implant is left in place or within 1 year if
implant is in place and the infection appears to be related to the operation and

infection involves any part of the anatomy (e.g., organs or spaces), other than the incision, which was
opened or manipulated during an operation and

at least one of the following:

1. Purulent drainage from a drain that is placed through a stab woundj into the organ/space.

2. Organisms isolated from an aseptically obtained culture of fluid or tissue in the organ/space.

3. An abscess or other evidence of infection involving the organ/space that is found on direct
examination, during reoperation, or by histopathologic or radiologic examination.

4. Diagnosis of an organ/space SSI by a surgeon or attending physician.

Source: Centers for Disease Control and Prevention (1999)
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A comprehensive systematic review concluded that even small differences between
SSI definitions can account for large variations in reported SSI rates both across institutions
and across countries; therefore comparing estimates in the literature should be exercised with
great caution (207). Furthermore, several important shortcomings have been pointed out in
relation with the CDC definition: first, it relies on a relatively complex algorithm, which
makes it difficult to implement and open to interpretation; second, it doesn’t consider SSIs
which occur beyond 30-days post-operatively and thus cannot account for the long-term
impact of SSI. The authors of the review advocated the need for a more reliable and easy to
implement definition of SSI before formally using SSI rates as a proxy for quality of health
care services with a view to comparing hospitals.

A further aspect in SSI assessment pertains to the grading of wound infection, a useful
instrument in SSI diagnosis. The same systematic review of Bruce ef al. (202) identified 13
grading scales for surgical wound infection. The most prominent ones are the ASEPSIS scale
(208) and the Southampton Wound Assessment Scale (209). The former was developed with
the aim of evaluating wound healing after cardiac surgery and involves a point-based system
relying on both clinical signs (serous discharge, erythema, purulent exudate and separation of
deep tissue) and objective criteria such as antibiotic treatment and inpatient stay. A total score
greater than 20 points indicates a SSI. The Southampton Wound Assessment Scale was
developed for the assessment of hernia wounds and comprises five grades from 0 (normal
healing) to 5 (deep or severe wound infection). Both grading scales were validated (210), but
their practical implementation was judged to be cumbersome. A more recent comparison
between the CDC and ASEPSIS definitions pointed out that ASEPSIS is more sensitive than
CDC and the agreement between them is moderate at best; however, somewhat paradoxically,

the two scales performed comparably (and also modestly) in predicting outcomes such as
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postoperative length of stay and the prescription of antibiotics (207). This finding only

highlights the need for developing a more robust SSI definition in the future.

2.1.2. SSI microbiology

SSI can only develop if the surgical site is contaminated with microorganisms, which
can originate either from the patient or from the environment in the operating room. When the
skin is incised, the tissue is exposed to the flora on patient’s skin, mucous membranes and
hollow viscera, which constitute the causative agents of SSI in most cases (211). The
pathogens responsible for SSI have been known for years and Staphylococcus aureus has long
been indicated as the leading cause for SSI (200), but the microorganisms responsible for
infection may differ across countries. For example, the HPA reported that Enterobacter spp
were the predominant causes of SSI in 2011 (31% of isolated pathogens), followed by
Staphylococcus aureus (27%), Enterococcus spp (8%), Pseudomonas spp (8%) and
Coagulase-negative staphylococci (8%). Methicillin-resistant S. Aureus (MRSA) contributed
6% of all identified pathogens (192). The situation appears to be markedly different in the US,
where Staphylococcus aureus 1is the leading causative pathogen (40%), followed by
Coagulase-negative staphylococci (10%), Streptococcus spp (3.5%) and Enterococcus spp
(2.6%), with MRSA accounting for 13.7% of infections and rising across time (212).
Staphylococcus aureus has also been indicated as the major causative pathogen in countries
such as Switzerland (213) and Egypt (186). The rise of MRSA as a cause for SSIs is an
indication of the high proportion of immunocompromised individuals, potentially a

consequence of the widespread use of antibiotics.
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2.1.3. Risk factors for SSIs

The risk factors for SSI have been traditionally classified in two categories: patient
charac