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Abstract

The electronic properties of the materials studied in this thesis; a dilute magnetic

semiconductor and a member of the actinide family, are thought to lie on the edge

of local and itinerant behaviours. The role of localised versus itinerant magnetism is

indirectly explored by characterising the magnetism through a range of experimental

techniques.

Reports of magnetism in dilute magnetic semiconductors have been largely con�ict-

ing, with most focusing on thin �lms. This work characterises high quality bulk single

crystals of Cr-doped TiO2 and �nds no magnetic ordering down to 4 K. This suggests

that the observed thin �lm magnetisation is a result of non-equilibrium or impurity

phases and lattice strains.

In the canonical 3-k magnet, USb, the spin waves soften at a temperature, T ∗

(well below TN), with no change in magnetic or structural symmetries. It had been

suggested that this was due to de-phasing of the di�erent Fourier components making

up the 3-k state: this was tested using inelastic polarised neutrons and found not to

be the case. Instead, the e�ects at T ∗ are likely linked to a change in itinerancy. The

magnetic domain dynamics are probed using X-ray photon correlation spectroscopy

and �nd changes to the domains near TN and also T ∗.
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Chapter 1

Introduction

1.1 General Introduction

This thesis explores magnetism in two condensed matter systems, by characterising

the magnetism through a range of experimental techniques.

In the �rst system, the relatively young �eld of dilute magnetic semiconductors,

we look at careful growth and characterisation of samples to identify the presence of

magnetic order in this sample. Whilst much work has previously centred on thin �lm

samples, we provide a new perspective that is more easily comparable with theory by

studying the bulk behaviour.

The second system looks at the canonical 3-k magnet, uranium antimonide. In con-

trast to the dilute magnetic semiconductor work, there have been many measurements

characterising this system; however, there remain open questions about the change in

characteristics around a temperature, T ∗, inside the 3-k antiferromagnetic phase.

The motivations and common theme between these two systems lies in the role

of local vs. itinerant interactions and the e�ect of this on the magnetic properties.

For dilute magnetic semiconductors, it was unclear from the literature whether any

derived magnetic properties arose from localised spins or a more band-like interaction.

1



2 Chapter 1. Introduction

Similarly, in the actinide compound, USb, the low temperature behaviour has been

successfully understood in a localised framework; however the behaviour at higher

temperatures is less clear and possibly points towards an itinerant understanding. This

thesis work looks indirectly into the nature of this exchange by studying the emergent

magnetic properties in these two systems.

For studies of the dilute magnetic semiconductor, the standard structural and mag-

netic characterisation tools of X-ray di�raction, energy dispersive X-ray analysis, scan-

ning electron microscopy and magnetometry measurements are used. In the work on

USb, the probes of inelastic neutron scattering with tri-directional analysis and X-ray

photon correlation spectroscopy help bring new insights into the understanding of this

system.

The experimental means to study magnetism and a more detailed discussion of the

materials' physics will be presented in the respective chapters. In this introduction,

the common routes of magnetic exchange in these systems that underpin the observed

magnetism, will be highlighted.

1.2 Exchange mechanisms in magnetic systems

In many systems (and indeed the ones studied in this thesis) it is much easier to identify

the presence of magnetic order rather than the origin. In a real material, there may be

many competing interactions forming the magnetic response, though often these can

be broken into simpler isolated models - a few will be discussed here.

For the purposes of constructing models, the di�erent approaches may be broken

loosely into two viewpoints: considering the electrons either in a localised or band

framework. In the local view, we can imagine distinct electron spins, from various

elemental orbitals, sitting at �xed points and interacting with one another: whilst

in the itinerant case, we switch to a collective band picture of the electrons with
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interactions dominated by the landscape of the Fermi surface(s).

The electronic properties of both of the materials studied in this thesis, a dilute

magnetic semiconductor and a member of the actinide family, are thought to lie on the

edge of local and itinerant behaviours. I will now break the discussion of mechanisms

behind the magnetism into these local and itinerant viewpoints, before discussing some

work that combines the two.

1.2.1 Local exchange interactions

The simplest magnetic exchange mechanisms are ones where the electrons can be

viewed as being mostly localised: these give typically short range (nearest neighbour

or even next nearest neighbour) interactions but can still lead to macroscopic magnetic

ordering.

An example is superexchange, where the exchange mechanism is mediated by a

non-magnetic ion placed between two magnetic ions [4, 96]. A �xed coupling between

the two magnetic ions is favoured depending on the electron occupancies and local sym-

metry of the system, which can lead to either ferromagnetism or antiferromagnetism

(see cartoon in �gure 1.1) [61, 81]. Here, it is the virtual hopping of spins that a�ords

a reduction in the exchange energy that favours (anti)-parallel con�gurations.

These interactions are important in understanding transition metal oxides, where

there is magnetism despite the d-orbitals being largely localised and also separated by

intermediary atoms (e.g. MnO and LaMnO3).

The double exchange mechanism is super�cially similar to superexchange mecha-

nism. Systems with mixed valency (either through occupancy of di�erent lattice sites

or chemical doping, which draws comparisons with dilute magnetic semiconductors)

can favour electron hopping if neighbouring ions are (anti)-ferromagnetically aligned.

While this mechanism can be understood in a local framework, this interaction often

results in interactions over an extended system and metallic behaviour.
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Figure 1.1: (From reference [143]). A cartoon of the superexchange mechanism between the

3dz2 orbital of two Mn3+ ions and the O2− 2pz orbital. The t2g levels are not

shown, but are represented by the group of three arrows. The coupling between

neighbouring Mn ions, is dependent on the electron occupancies and the symmetry

of the system leading to antiferromagnetic (a) and ferromagnetic exchange (b, c).
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1.2.2 Crystal �elds

In a real sample, the anisotropy of the crystal often results in easy and hard magnetic

axes. These result from the local symmetry of the crystal which can be re�ected in the

magnetism.

This prompts a discussion of crystal �eld theory, which describes the break of the

electrons' orbital degeneracy. The idea is that interaction between the orbitals states

and the surrounding ligands leads to an energy splitting of the previously degenerate

orbitals.

For example, if an ion containing 10 d-orbitals is surrounded by charges in an oc-

tahedral environment (which can be considered to approximate bonding), this causes

a splitting in the degeneracy of the orbitals: orbitals that lie closer/further to the

charges will have the their energy increased/decreased. This modi�es the energy land-

scape which can lead to changes to the magnitude and direction of the magnetisation.

This crystal �eld splitting is important for the d and f orbitals, especially if they

are extended, as they possess a high angular anisotropy and can interact strongly with

the surrounding environment. The crystal �eld states are dependent on a number of

factors, which include the nature of the ion and its oxidation state, in addition to the

surrounding arrangement of ligands and their valency [172, 198].

1.2.3 Non-local exchange interactions

One way to introduce a more itinerant picture is to consider the e�ect of a magnetic

impurity on a free electron model. This treatment naturally lends itself to comparison

with dilute magnetic semiconductors, where there is a small amount of magnetic dopant

in a (semi)-conducting background, although the results are more general.

We switch from a local view describing particular sites and spins, to a broader one

by writing down the magnetisation for an electron gas. Considering a single magnetic
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impurity in the system as a delta function in �eld and expanding it in terms of it

Fourier modes, one obtains:

H(r) = δ(r)H =
1

(2π)3

∫
Hqe

i(q.r)d3q (1.1)

We may play a similar trick and expand the q-dependent susceptibility, χq, by

Fourier transform and rewrite it in terms of the real space susceptibility, hence [19]:

χ(r) =
1

(2π)3

∫
d3qχq e

iq.r (1.2)

=
1

(2π)3

∫
d3q

χP
2

[
1 +

4k2
F − q2

4kF q
ln

∣∣∣∣q + 2kF
q − 2kF

∣∣∣∣] eiq.r (1.3)

=
2k3

FχP
π

F (2kF r) (1.4)

where we consider r = |r| (i.e. spherical symmetry). Here, kF is the Fermi wavevector,

χP is the Pauli susceptibility and F (x) is a function de�ned as [19]:

χP =
2kFg

2µ0µ
2
Bme

π2~2
(1.5)

F (x) =
−x cosx+ sinx

x4
(1.6)

The additional complexity in the form of Eqn. 1.3 compared to Eqn. 1.2 is that we

consider the e�ect of the Fermi surface on the free electron gas.

In the large spatial limit (r � k−1
F ) we �nd χ(r) ∝ cos r

r3
and the magnetisation is

oscillatory (see �gure 1.2).

If we now imagine this spin-polarised electron gas coupled, either ferromagnetically

or antiferromagnetically, to another impurity then there is some means of exchange.

This particular exchange is known as the RKKY interaction after Ruderman, Kittel,

Kasuya and Yosida who �rst formulated this when considering the e�ect of a nuclear

moment (a sensible approximation to a delta function) on an electron gas and later

extended to understand carrier mediated ferromagnetism in metals [83, 156, 196]. It

should be noted that this is not a true itinerant magnetism, but presents a long range

interaction.
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Figure 1.2: The spatial susceptibility of the RKKY interaction showing the oscillatory nature

of the magnetisation.

Another route to magnetism in an itinerant system can spontaneously arise due to

minimisation of the energy costs between kinetic energy and Coulombic repulsion in a

system.

We take a system where there are two bands: one of spin up and one of spin

down electrons both equally �lled up to the Fermi energy. Now consider a population

imbalance and some of the spins are transferred to the spin up band (see Fig. 1.3).

This results in a reduction of the Coulombic energy but also an increase in the kinetic

energy of the system (as now there are spins in a higher energy state).

If the interplay between these two e�ects can result in an overall reduction in

the energy of the system, then it is energetically favourable allowing the bands to be

spontaneously split: this di�erence in the number of up and down spins results in a

net magnetisation.

The determining factors for whether this happens are the density of states at the

Fermi level and the associated Coulombic energy which govern the energetic costs
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Figure 1.3: Spontaneous spin-split bands can lead to an energy saving by o�setting the in-

crease in kinetic energy, by a reduction in Coulombic repulsion.

of the system. When there is a high density of states near the Fermi level and the

Coulombic energy costs is also high, then this favours spontaneously spin-split bands.

This relationship is known as the Stoner criterion, which is found in many metallic

systems exhibiting ferromagnetism and expressed as:

Ug(EF ) > 1 (1.7)

where U is the energy associated with Coulombic repulsion and g(EF ) is the density

of states at the Fermi level.

1.2.4 Local and itinerant systems

Treating the magnetic behaviour either from a local or itinerant view should not be

treated too stringently and is often a matter of conceptual or theoretical convenience.

Indeed, in the case of double exchange, which was approached from a local view

based on mixed ionisation states, there will also be interplay between the e�ects of

de-localisation and the band structure of the material on this interaction. Therefore in

a real system, both local and non-local e�ects are needed to understand the emergent

properties.
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In the light actinides (for example, uranium) the 5f orbitals are partially extended.

This di�ers from the core-like f electrons in the lanthanides and heavy actinides (Am-

Lr), and for the light actinides leads to increased hybridisation with nearby 6d and 7s

bands [52].

The need to reconcile both local and itinerant behaviour is especially important

in heavy fermion compounds, such as CeAl3 [5], UPt3 [40] and UPd2Al3 [183]. These

materials have localised f electrons that strongly interact with the itinerant electrons

creating complicated conduction bands [41, 55]. Dealing with this duality is important

in understanding the insulating, metallic, superconducting and magnetic states in these

materials.
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Chapter 2

Cr:TiO2 - a dilute magnetic

semiconductor?

2.1 Introduction & motivations

Dilute magnetic semiconductors (DMS) are materials that are semiconducting and also

magnetically ordered due to the inclusion of a low concentration of magnetic dopant in

a semiconducting host material. This is potentially interesting for the developing �eld

of spintronics, where the spin, in addition to the charge property of the carriers, is used

to carry information. Whilst current electronics (in both meanings of the word) utilise

the charge property of the carriers; the idea of spintronics is to use a spin polarised

current as the basic unit in these circuits and give an extra degree of freedom to enable

devices to become smaller and faster.

Attempts to inject a spin polarised current into a semiconductor (by means of

a ferromagnet-semiconductor sandwich) have proved di�cult due to a low injection

e�ciency which is heavily governed by small defects on the interface [42, 80] (thus

making it hard to commercialize); dilute magnetic semiconductors, where the spin

polarisation is intrinsic to the material, could overcome this problem. It is also hoped

11



12 Chapter 2. Cr:TiO2 - a dilute magnetic semiconductor?

a low dopant concentration would not signi�cantly alter the band structure of the host

semiconductor, allowing compatibility with existing semiconductor infrastructure [17].

In the last decade, there has been a huge amount of interest in dilute magnetic

semiconductors, due to the prediction and subsequent synthesis of room temperature

dilute semiconductor materials [39, 129] which could be critical for the widespread

commercial implementation of spintronic devices.

In addition to the potential technological applications, dilute magnetic semicon-

ducting materials can also exhibit rich and interesting phenomena such as spin glass

behaviour, short range antiferromagnetic order, giant Faraday rotation and bound

magnetic polarons that make them an interesting �eld of study in their own right

[30, 142, 148].

In spite of the successes in theoretical work and fabrication of dilute magnetic

semiconductors, the magnetism found in these samples (which are mostly thin �lms)

varies largely from study to study with di�erent authors citing various mechanisms for

the observed ferromagnetic order. It is this discrepancy on the experimental side that

this thesis work attempts to address through careful fabrication and characterisation

of bulk samples.

2.2 A background to dilute magnetic semiconductors

This section gives the �avour for the main theoretical mechanisms for ferromagnetism

in these materials, as well as reviews the transition metal doped TiO2 group of dilute

magnetic semiconductors, particularly noting the wide range of observed magnetic

properties and dependence on fabrication technique.

The dilute nature of the magnetic systems makes direct exchange and even some

modes of indirect exchange unlikely. For example, mechanisms such as superexchange

and Zener double exchange, where hopping to neighbouring atomic sites favours (anti-)



2.2. A background to dilute magnetic semiconductors 13

parallel spin con�gurations due to a kinetic energy saving, are precluded due to low

concentrations of magnetic dopant of only a few percent. Interestingly most of the

candidate systems considered are oxides, where often the magnetic exchange takes

place by these direct routes.

The itinerant nature of some electrons in semiconductors allows the possibility

of carrier mediated exchange, which is likely to be important in explaining the long

range order that develops in these systems. Whilst a true description of these systems

must include the band-like nature of semiconductors, the underlying physics can be

demonstrated from the simpli�ed picture of a single dopant and a non-interacting

electron gas.

One can imagine extending this idea to a dilute magnetic semiconductor, where we

invoke the RKKY interaction (discussed in section 1.2) to explain ferromagnetism (or

alternatively antiferromagnetism) in these materials: the magnetic dopant plays the

role of the delta function perturbation whilst the electrons (or holes) give the itinerant

character of the electron sea.

Phenomenologically, this gives a reasonable idea of what could be going on inside

a dilute magnetic semiconductor, but we should be careful of the assumption that the

charge carriers are free, which is made in the RKKY model. To accurately model a

real dilute magnetic semiconductor, the band like nature of semiconductors should also

be taken into account.

An alternative theory for exchange in these systems is based around bound magnetic

polarons. This non-itinerant theory requires oxygen vacancies to act as electron donors

and also electron traps which can bind the electrons to defects leading to insulating

behaviour [78]. These bound electrons may then couple to magnetic spins leading

to a bound magnetic polaron with large moment. For a high enough concentration

of defects (such that the bound magnetic polaron volumes overlap) and appropriate

coupling between spins, the material may order ferromagnetically; this is illustrated in
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Figure 2.1: Representation of bound magnetic polarons coupling in a material [31]. Oxygen

defects are shown as empty rectangles which donate carriers to a volume (large

shaded circles) allowing the spins (red arrows) on magnetic sites (black circles) to

couple to one another.

�gure 2.1.

Although there are other possible mechanisms for magnetism in these systems [30,

33, 38], these two examples highlight the main routes for ferromagnetism: carrier

mediated itinerant models (useful for spintronic applications) and localised insulating

models. It should be noted that the exact mechanism may vary for system to system

and there is no need for a single universal route to dilute magnetic semiconducting

behaviour.

2.2.1 Prediction of room temperature ferromagnetism

The recent interest in dilute magnetic semiconductors is largely due to Dietl et al.'s

theoretical prediction of room temperature dilute magnetic semiconducting materials

in 2000 [39]. Whilst interest in magnetic semiconductors has existed since the 1980s [56]
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and a lot of work (mainly theoretical) on DMS had gone on prior to this publication, this

paper marks the beginning of a surge in synthesis of dilute magnetic semiconducting

materials and is a good place to start the story.

Dietl et al.'s work was based on a model proposed by Zener to explain ferromag-

netism [197]. Zener's model considered localised d -spins coupling to one another via

intermediary coupling to carriers. In the DMS system, the magnetic dopants were

modelled to play the role of hole donors and also localized spins.

This model was rejected at the time to explain ferromagnetism in metals, as it

neglects the itinerant nature of the magnetic spins and does not include Friedel oscilla-

tions: both of which are important for a description of magnetism in metals. However,

in the case of semiconductors, the Friedel oscillations average to zero as the mean

distance between carriers is greater than that between spins.

To calculate the expected Curie temperature, Dietl et al. adopted a Ginzburg-

Landau framework to approach to this problem. Ginzburg-Landau theory is a phe-

nomenological treatment of second order transitions; although originally employed to

deal with superconductors, it can be extended to many other physical systems [60].

The free energy is parametrised in terms of an order parameter (for the magnetic case,

this describes the number of ferromagnetically aligned spins) with coe�cients setting

the energy scale and hence temperature scale for the system.

In their calculation, contributions to the free energy from carriers and localised

spins were included, using values for input parameters derived experimentally (where

available) and theoretically. By minimising the free energy with respect to the mag-

netisation at a given temperature and carrier concentration, it was found that the

Curie temperature is determined by competition between ferromagnetic and antifer-

romagnetic interactions and was strongly dependent on the level of doping and hole

concentration. The calculated values showed good agreement with some experimentally

measured Curie temperatures.
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The mechanism is that ferromagnetic correlations are mediated by holes that come

from acceptors in a matrix of magnetically doped semiconductor. It was also suggested

from this mean �eld calculation that Curie temperatures above room temperature were

possible in several materials, where there was larger hybridisation between p-d bands

and also a reduction in spin-orbit coupling.

2.2.2 Experimental review of dilute magnetic semiconductors

This review will focus on transition metal doped titanium oxide samples as these have

been widely studied and can also have high Curie temperatures - attractive for potential

spintronic applications. There are many designs and ideas for transition metal oxides

such as transparent electronics, UV light emission, gas sensing, varistors, surface acous-

tic wave devices, magnetic FETs and low threshold spin-lasers [54, 148, 157, 159, 160].

Titanium dioxide has three mineral forms, with rutile and the thermodynamically

less stable anatase, being the most common. Whilst large single crystals (useful for

understanding electron transport properties and magnetic correlations) of rutile may

be produced; anatase with high crystallinity is stable in thin �lm form only. The

structures of rutile and anatase are shown in �gure 2.2.

Figure 2.2: The crystal structure of rutile (left) and anatase (right) with the Ti atoms in grey,

O atoms in red (from [132])
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Thin �lm work

The �rst report of room temperature ferromagnetism was the serendipitous discovery

in Co-doped TiO2 in anatase thin �lm form by Matsumoto et al. in 2001 [129].

The CoxTi1−xO2 samples were fabricated using molecular beam epitaxy using two

di�erent substrates, with a range of cobalt concentrations (0 < x < 0.08) showing no

evidence for impurity segregation when looked at using a tunnelling electron microscope

(TEM). Using TEM and X-ray di�raction (XRD) no structural second phases were

observed.

SQUID microscopy and magnetic measurements showed evidence for ferromag-

netism in the imaging of domains and observation of hysteresis loops, respectively.

Data analysis suggested that the ferromagnetism in Co-doped TiO2 is due to local

cobalt spins, although a model for the coupling between ions was not put forward.

Following this work, many other groups looked at Cox:TiO2 anatase to try to elu-

cidate the mechanism behind the ferromagnetism: however, the results are somewhat

at odds with one another.

For example, Balagurov et al. [9] grew their samples by magnetron sputtering of an

alloyed metal target and found the moment per cobalt ion to be 0.57µB in the anatase

form (compared to the 0.32µB/Co as reported by Matsumoto et al). By varying the

concentration of oxygen, the resistance would change (by ∼4 orders of magnitude) with

little e�ect on the observation of ferromagnetism: this largely resistance independent

behaviour led the authors to the conclusion that a carrier mediated explanation of

ferromagnetism is not needed. In all studies e�ort was made to rule out second phase

inclusions.

On the other hand, Chambers et al. again found ferromagnetism in thin �lm

Cox:TiO2 grown using oxygen plasma assisted molecular beam epitaxy (MBE) [24].

They found that increasing the cobalt concentration led to the samples changing from
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ferromagnetic n-type semiconducting (with moments 1.2-1.4 µB/Co) to insulating non-

magnetic, indicating that the transport properties are important to the magnetism in

this system.

The picture becomes less clear with other transition metal-doped TiO2 systems as

there are fewer available studies. However, the story remains similar with di�erent

groups' �ndings con�icting with one another. In the case of Cr-doped TiO2; Mat-

sumoto et al. found that Crx:TiO2 grown by pulsed laser deposition (PLD) was not

ferromagnetic [128], whilst Wang et al. found that oxygen de�cient rutile Crx:TiO2 (also

grown by PLD) was a room temperature ferromagnet with a large magnetic moment

of 2.9µB/Cr [191].

Other studies by Droubay et al. found Crx:TiO2 grown by MBE to be ferromagnetic

insulators [43] and Kaspar et al. found that high crystallinity reduced the ferromag-

netism in MBE grown Crx:TiO2 [82]. Other transition metal doped samples [21, 151]

have reported a similar requirement on defects for ferromagnetism to occur, raising

questions behind the mechanism of ferromagnetism in dilute magnetic semiconductors

that remain unexplained.

The possible mechanism behind ferromagnetism in these samples is further com-

pounded by a report that room temperature ferromagnetism could occur in TiO2−δ

�lms without any magnetic dopant (Tc = 880 K)[195]. The magnetism was found

to scale with conductivity suggesting carrier mediated ferromagnetism, but calls into

question the role transition metal doping has in other studies. Here, it was put forward

that anion defects on oxygen sites, brought about by a lattice-substrate mismatch and

processing in an oxygen de�cient environment, played an important role in the obser-

vation of ferromagnetism.
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Bulk dilute magnetic semiconductors

Whilst much attention has been given to thin �lm preparation of samples, there are

comparatively few studies that look at bulk single crystals; where e�ects such as lattice

strain from the substrate and non-equilibrium growth, typical of thin �lm preparation,

do not play a role.

Sangaletti et al. grew various transition metal doped TiO2 bulk single crystals by

the �ux method using a Na2B4O7 �ux and obtained needle-shaped rutile single crystals,

approximately 0.1 x 0.05 x 5.0 mm3. They found room temperature ferromagnetism

for all samples, including Cox:TiO2 and Crx:TiO2, and although there was no detailed

discussion of Crx:TiO2, the coercive �eld was reported to be ∼ 50 Oe [158]. The

samples grown were non-transparent and dark, indicative of oxygen vacancies and the

authors could not rule out low amounts of contamination of the small sample volume

during the growth method.

Koohpayeh et al. also looked at bulk single crystals of Cox:TiO2 grown by the �oat-

ing zone method (see section 2.4.1) [92] and found that in contrast to Sangaletti et al.'s

�ndings, growth in oxygen de�cient environment led to ferromagnetism due to cobalt

clusters with growth in an oxygen rich atmosphere destroying the ferromagnetism. An

advantage of the �oat zone method over the �ux method is that the need for a crucible

is eliminated, reducing the risk of contamination, and also larger single crystals can be

obtained using the �oat zone technique.

Overview

Following the theoretical prediction of room temperature ferromagnetic dilute magnetic

semiconductors and the subsequent menagerie of experimental data, no encompassing

model is able to explain the behaviour of these materials: however, it is clear that, in

addition to the conduction properties of the materials, the local environment (structural
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and chemical defects) plays an important role in the origin of ferromagnetism.

Additionally, to isolate the intrinsic behaviour occurring in these materials, careful

control and understanding of the di�erences in sample preparation is needed (growth

method, substrates, growth parameters, post-annealing processes etc.).

2.3 Motivation & aims

This work looks at the behaviour of bulk single crystals of chromium doped rutile

CrxTi1−xO2 (with x = 0.02, 0.04, 0.08 and 0.12), and explores the e�ect of doping

on their structural and magnetic properties. In particular, it would be of interest

to identify deformation of the lattice with doping (e�ects such as change in lattice

parameter/symmetry, second phase inclusions, etc.) in addition to seeing whether

CrxTiO2 is ferromagnetic.

Chromium was chosen as the magnetic dopant as there would be no spurious fer-

romagnetic signal due to clustering of the dopant (chromium is an antiferromagnet in

bulk). Chromium also has a relatively high solubility limit (∼ 6wt.%) into the TiO2 ru-

tile structure [178, 117], which in addition to the near equilibrium growth technique of

the �oat zone image furnace, should limit second phase inclusions. The phase diagram

is shown in �gure 2.3.

One should note that CrO2 is a ferromagnet (which also crystallises into the rutile

structure), however if present, it can be distinguished from the TiO2 host by measuring

the lattice parameters using X-ray di�raction [173]. Furthermore it should undergo an

irreversible transition to Cr2O3 during the sintering process [154].

From the literature, most of the CrxTiO2 thin �lm work has focused on the anatase

structure, although both polymorphs have shown evidence for ferromagnetism [43, 72,

82, 119, 191], albeit having varying magnetisation dependencies on the concentration.

The electronic properties of the two structures di�er, however only the more stable
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Figure 2.3: Structural phase relations of the TiO2-Cr2O3 system with respect to doping and

temperature (from reference [178]).

rutile form can be fabricated using the �oat zone method.

The crystal growth and some of the characterisation was done in collaboration with

S. Koohpayeh (formerly of Metallurgy and Materials, University of Birmingham) and

was looking to build on a similar study of bulk Cox:TiO2 grown by the �oat zone

method [92].

The main aim was to establish whether high quality Crx:TiO2 bulk rutile single

crystals, prepared by the �oat zone method, were actually ferromagnetic or whether

the result was particular to the �ux method growth of Sangaletti et al. [158]. The

properties of these well-characterised bulk single crystal samples, present a more direct

and simpler link with theory than thin-�lm samples.
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Figure 2.4: Schematic of the �oat zone image furnace growth [57]

2.4 Methods

2.4.1 Floating zone crystal growth

The �oat zone image furnace method enables growth of large single crystals in near-

equilibrium conditions, as opposed to the non-equilibrium growth typical of thin-�lm

preparation. In contrast to Czochralski or �ux methods for bulk growth, �oat zone

growth eliminates the use of a crucible and the associated potential contamination,

which is critical due to the small volume and low dopant levels of the fabricated sample.

This makes the �oat zone technique an excellent candidate for study of bulk dilute

magnetic semiconductors.

The operational concept behind the image furnace is that mirrors focus light onto a

vertical rod of sample to create a small molten zone (the setup is shown in �gure 2.4).

The sample is then slowly moved upwards; simultaneously adding more new material

to the molten zone in the direction of travel, while allowing single crystal to solidify

behind. The recently solidi�ed single crystal acts as a seed for subsequent sample

solidi�cation allowing single crystals of ∼100 mm to be grown.
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There are a large number of variables that can be altered which a�ect the quality

of crystal growth, such as:

• heater power: this must be tuned to create the molten zone, keep it stable

against collapse and also limit evaporation of material from the rod.

• crystal scan speed: generally a slow rate (∼10 mm hour−1) gives a planar

growth front and a more homogeneous composition. However, in some cases,

depending on the the samples phase stability, faster growth rates (up to 240 mm

hour−1) are required to limit second phase inclusions [91].

• growth atmosphere and pressure: changing this can limit evaporation of

sample material, access di�erent parts of the phase diagram and allow for di�erent

crystal structures. It can also lead to bubble formation in the molten zone and

cracking of the sample.

• sample rotation speed: rotating the feed rod or seed rod (which can be done

independently) can facilitate more homogeneous mixing and allow for even heat-

ing of the molten zone but also can introduce defects into the grown crystals

(such as bubbles and low angle grain boundaries) [92].

It should be noted that these variables are not independent nor linear. For example;

increasing the pressure increases the melting temperature required, hence heater power

(which is itself a function of the materials absorption properties). A combination of

experience/trial & error is needed to control the molten zone and grow quality single

crystals.

Prior to growth a feed rod must be prepared. This is done by taking the stoichio-

metric quantities of the starting materials, shaping them into rods (roughly 70 mm

in length and 6 mm in diameter) and compacting via hydraulic press. The powders

were calcined at 1400◦C for eight hours in a controlled air or argon atmosphere. This
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sintered polycrystalline rod is then ready to be used for growth or part of it can be

used for magnetic/structural characterisation.

2.4.2 Structural characterisation methods

Di�raction is a powerful tool in probing periodic crystal environments. Several di�erent

setups were used to look at the samples; however, the underlying principle of Bragg

di�raction is common to them all1. Constructive interference occurs at the Bragg

condition and is given by 2d sin θ = nλ, where d is the spacing between planes, θ is the

angle between the incident beam and the crystal planes, n is an integer and λ is the

wavelength of the radiation [65].

Four circle X-ray di�raction (XRD) allows the incident angle of the beam and a

single crystal sample to be orientated to match the Bragg condition. By rotating

sample and detector to access di�erent crystal planes where the Bragg condition is

ful�lled, the dimensions of the crystal (including angles between lattice vectors) and

symmetry can also be found.

In powder di�raction, where the crystal planes are orientated in random directions,

the detector angle is scanned resulting in an intensity versus angle plot. The task is

then to identify the di�erent Bragg peaks corresponding to di�erent planes within the

crystal(s) and also the presence of other crystalline phases.

Laue di�raction can be used to check for single crystals and also to orientate a

sample. The sample is illuminated with X-rays and the di�racted intensity is captured

by an area detector (either a CCD or photographic �lm). In the case of a single crystal

there will be many distinct Bragg spots (see �gure 2.5) and for the case of a powdered

sample there will be a ring/Debye-Scherrer cone (corresponding to isotropic orientation

of the crystal lattice). Intermediary cases of a sample made of a few crystal grains can

1The details of Bragg di�raction by X-rays are assumed and will not be discussed here. Introductory

texts found in references [11, 65, 122], give a good introduction into this area.
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Figure 2.5: A Laue di�raction image of a single crystal of MoSi2 with spots corresponding

to scattering from di�erent planes (from [168]). The four fold symmetry is from

re�ections along [0 0 1]-like directions.

also be resolved.

TiO2 rutile has space group P42/mnm and is tetragonal [62] so the crystals were

cleaved along the principal a and c axes. This was to ease alignment for magnetisation

measurements along these axes, where some anisotropy/easy axis might be present.

Scanning electron micrographs were made of the �oat zone grown crystals and the

compositional homogeneity was checked using energy dispersive X-ray spectroscopy

(EDX) with a scanning electron microscope (this was done by S. Koohpayeh).

2.4.3 Magnetometry measurements

It was important to characterise the magnetic properties prior to single crystal growth

(i.e. the sintered rods) in addition to the �oat zone grown single crystals. TheMPMS c©

(magnetic property measurement system) SQUID magnetometer by Quantum Design c©

allowed measurements of the DC moment and AC susceptibility of samples from 5 K

to room temperature and thus gave a large parameter space to look for evidence of

magnetism.

Of obvious interest would be measuring M vs. H curves to give evidence for ferro-
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magnetism with a characteristic hysteresis loop, but it would also be useful to cool the

samples to see if a ferromagnetic (or even antiferromagnetic) component developed in

the DC magnetisation or AC susceptibility.

The MPMS c© measures the DC moment by moving the sample through supercon-

ducting pickup loops which changes the �ux through the loop. This results in a change

in current which is coupled out to a pre-ampli�er stage via a �ux transformer then

measured by a SQUID detector. A measurement will comprise of many such readouts

at each sample position to give better averaging. The superconducting nature of the

SQUID sets the measurement scale down at the �ux quantum which will be mitigated

by electrical, magnetic and thermal noise. AC magnetic susceptibility measurements

can can also be made by applying a small oscillatory �eld and measuring the dynamic

magnetic response.

Data was gathered using the MPMS c© Multiview Software c© which automated con-

trol of the data acquisition and the sample environment.

2.5 Results & discussion

There are three main parts to the results section: the growth of the CrxTi1−xO2 sam-

ples, structural characterisation and magnetic measurements.

2.5.1 Crystal growth

The feed rod was prepared by taking the stoichiometric quantities of TiO2 (99.9 % in

rutile and anatase forms) and Cr2O3 (99 %) to give x = 2, 4, 8 and 12 % concen-

trations of Crx:TiO2; making them into rods (roughly 70 mm in length and 6 mm in

diameter) and compacting via hydraulic press. The powders were calcined at 1400◦C

for eight hours in either air or argon atmospheres. The polycrystalline rods were then

characterised in terms of their structural and magnetic properties and also used for
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feed in �oat zone growth.

The crystals were grown using a four mirror �oat zone furnace (Crystal Systems

Inc. c© FZ-T-10000-H-VI-VP) with four 1 kW halogen lamps as the heating source.

Single crystal TiO2 were used as feed rods. A growth rate of 25 mm/hour without

rotation of the feed or seed rod shaft provided a stable growth environment. It was

found that growth in air (at a range of pressures) led to evaporation of material, with

deposition on the surface of the growth chamber blocking further growth. Float zone

growth was successfully conducted under a 1 bar argon atmosphere.

2.5.2 Structural characterisation

Phase identi�cation of the polycrystalline CrxTi1−xO2 feed rods using XRD (see �g-

ure 2.6a) showed that for x = 0.02 & 0.04 there was no noticeable shift in the peak

positions, implying conversion to the rutile structure and no evidence for other phases.

For higher Cr concentrations, unidenti�ed secondary phase peaks in the XRD pat-

tern are apparent with increasing concentration of dopant. These secondary phase

re�ections are consistent with published data on Cr0.12Ti0.78O1.74 [50].

The �oat zone grown samples were powdered for XRD phase analysis. In �gure 2.6b,

the 2 at.% and 4 at.% Cr samples appear to be rutile only and in the case of the 8 at.%,

the intensity of the peaks corresponding to secondary phases is reduced. It is unclear

whether there is any relative intensity change of the secondary phase to rutile in the

case of the 12 at.% sample.

X-ray Laue di�raction taken across various cuts through the sample length showed

the 2-8 at.% crystals to be of high crystalline quality with evidence for microcracks

in the 12 at.% sample. The samples were measured using four circle XRD and no

detectable change in the lattice parameter was observed. This implies chromium sub-

stitution into the rutile matrix with little structural distortion and below the resolution

limit of the X-ray setup (<0.05 Å).
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(a) Sintered feed rods (b) Float zone grown samples

Figure 2.6: XRD from a) sintered feed rods and b) �oat zone grown samples of CrxTi1−xO2

(with x=0.02, 0.04, 0.08 & 0.12) in an argon atmosphere plotted on a linear scale.

Synthesis in air gives the same XRD pattern for a), but prevents growth for b).

Figure 2.7: Scanning electron microscope backscattered micrographs showing cross sections

of polished sections �oat zone crystals with 4 & 8 at.% Cr. The second phase

inclusions appear white in the �gures.
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Whilst powder XRD did not give any evidence for second phases in the 4 at.%

samples, scanning electron microscope backscattered micrographs show evidence for

inclusions (see �gure 2.7). Energy dispersive X-ray spectroscopy (EDX) analysis shows

the second phases to have chromium contents of ∼5-6 at.% Cr relative to Ti (white

regions in �gure 2.7) with chromium concentration in the rutile portions ∼3 at.%.

Scanning electron microscope data for the 8 at.% crystal showed the larger second

phases to have a higher chromium content of 13 at.% Cr.

2.5.3 Magnetic characterisation

Sintered powders

Preliminary magnetisation measurements were made on the sintered samples and are

shown in �gure 2.8. There is evidence for ferromagnetism in both preparation atmo-

spheres (air and argon) and whilst both have similar paramagnetic backgrounds, larger

coercive �elds were seen in the sample prepared in air. The coercive �eld decreased

with increasing Cr content in both cases.

The source of the weak ferromagnetism in these samples is hard to pinpoint, al-

though some second phase inclusion below the resolution of XRD is likely. Ferromag-

netic CrO2 clusters should not be present as an irreversible transformation to Cr2O3

should have occurred during the sintering process [154].

Cr:TiO2 �oat zone grown crystals

Magnetisation vs. �eld curves for the 2-8 at.% Cr were measured at room temperature

(on a vibrating sample magnetometer) and at 5 K (using theMPMS c©) along the a and

c crystallographic directions and did not show evidence for ferromagnetism (see �gure

2.9). Paramagnetic behaviour was observed and was �tted using the Brillouin function

[19]. Some anisotropy was noticed between the a and c axes and will be discussed
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Figure 2.8: Magnetisation measurements of the 2-12 at.% Cr-doped TiO2 sintered powder by

synthesis in air and argon taken at 300 K.

later. It is interesting to note that whatever the cause of the ferromagnetism present

in the sintered powders, this e�ect was removed after �oat zone growth; presumably

as trace amounts of unidenti�ed secondary phase were converted to rutile.

A Brillouin function describes the paramagnetic response for an ensemble of elec-

trons with total angular momentum (J) and gives for the magnetisation:

M(H) = MSBJ(H) (2.1)

where MS is the saturation magnetisation and BJ is the Brillouin function [19]. The

saturation magnetisation is given by:

MS = ngJµBJ (2.2)

where n is the number of moments per unit volume and gJ is the Landé g-value for

the electron. The Brillouin function depends on the the total angular momentum (J),

temperature, Landé g-value, applied �eld (H), and has the form:

BJ(H) =
2J+ 1

J
coth

(
2J+ 1

2

gJµ0µBH

kBT

)
− 1

2J
coth

(
gJµ0µBH

kBT

)
(2.3)
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Figure 2.9: M vs. H measurements of the 2-8 at.% Cr-doped TiO2 �oat zone grown crystals

along a (open symbols) and c (closed symbols) crystallographic directions at 300 K

and 5 K. Points have been omitted for clarity.

The experimental data was �tted using two Brillouin functions simultaneously con-

sisting of the likely contributions to the paramagnetic response from the sample: one

Brillouin function corresponding to substitution of Cr4+ ions for the Ti (where J = 1)

and the second contribution from Cr2O3 inclusions (where J = 3
2
).

The expected oxidation states were determined by considering a 2− valence on the O

ions and charge neutrality. The Cr atom, with ground state con�guration [Ar] 3d5 4s1,

if directly substituted for Ti would form CrO2 and hence be Cr4+ with electron con�g-

uration [Ar] 3d2 and S = 1 by Hund's rules considerations. Similarly, the second phase

Cr2O3 would give rise to a [Ar] 3d3 and a Cr3+ con�guration with S = 3
2
.

Implicit in the assumptions for the choice of J was that the orbital angular mo-

mentum, L, was quenched for the Cr ions (i.e. L = 0 and hence J = S). This is a

sensible and common approximation for ions with 3d electrons, but as we will see later

spin-orbit coupling may play a role and we cannot completely ignore L.

It was assumed that only a chromium contribution to the magnetic signal was
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Figure 2.10: Extracted parameters from Brillouin �t to the magnetisation data (with error

bars shown). Left panel: results from �tting saturation magnetisation showing

the contributions from J=1 and J= 3
2 . Right panel: results from gJ �t (dashed

line is gJ value for a fully quenched system).

present, which is consistent with the very weak paramagnetic signal that was measured

from pure TiO2. The TiO2 measurement was used as a background and subtracted

from all Cr-doped TiO2 data after appropriate scaling for mass.

The data was �tted in Originr (a data graphing and analysis software environment)

using a Levenberg-Marquardt �tting algorithm with J = 1 and J = 3
2
and the free

parameters as the saturation magnetisation of each J-component.

The results of this �t are shown in the left panel of �gure 2.10, which show the

sample to be largely made up of J = 1 with small amounts of J = 3
2
present in the

4 and 8 at.% samples. The J = 1 amplitude scales roughly linearly with increasing

Cr concentration, indicative of chromium incorporating into the rutile structure with

increased doping.

Using the known mass of samples, it was possible to convert the saturation mag-

netisation into the magnetisation per Cr atom. It was found that the magnetisation

was 1.9± 0.2µB per Cr atom: as expected for this oxidation state [33].
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Figure 2.11: The temperature dependence of magnetisation measured in 0.1 T. Inset: inverse

magnetisation as a function of temperature. Points were omitted for clarity.

For a paramagnet, one expects the saturation magnetisation to be independent of

orientation. It was postulated that the di�erence observed arose from some anisotropy

of gJ and to extract this; the saturation magnetisation was held �xed (at the mean

value of the magnetisation obtained from the previous �t) for each concentration with

gJ as the only free parameter.

The results for the J = 1 �t are shown alongside a dashed line showing the expected

value in the right panel of �gure 2.10. The anisotropy ratio, gaJ/g
c
J was 1.1 and 1.3 for

J = 1 and J = 3
2
, respectively.

The physical motivation for this correction was to account for the earlier assumption

that the orbital angular momentum was completely quenched. Whilst this approxima-

tion is supported by close agreement in the �ts, if the angular momentum is only partly

quenched and some �nite L exists (i.e. L6=0), then the spin-orbit interaction may be

included as a perturbation to mix in states with non-zero angular momentum.

This can result in a quenched ground state but a g-factor that is not exactly equal
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to the value of 2, as expected for the L = 0 state [19]. In this Cr-doped system, the

anisotropic g-factor is attributed to some spin-orbit coupling of the Cr ions with the

local crystal �eld environment of the rutile lattice.

Measurements on the temperature dependence of the magnetisation (see �gure 2.11)

show the sample to be paramagnetic down to low temperatures, rising asymptotically

at T = 0 K. No anisotropy was measured in the low applied �eld of 0.1 T. Thermal

and �eld cycling had no e�ect on the values of the temperature curves.

AC measurements were di�cult to obtain due to the small paramagnetic signal,

but showed no evidence for a phase transition at �nite temperature, including at the

antiferromagnetic ordering of Cr2O3 at TN = 307 K (where TN is the Néel temperature)

[35].

2.6 Conclusions, impact & outlook

Sintered powder rods of Cr-doped TiO2 showed weak ferromagnetism when prepared

in air and argon, with a smaller magnetic hysteresis from processing in an oxygen

de�cient environment. The ferromagnetism in these polycrystalline samples decreased

with increasing Cr concentration, which also had the e�ect of introducing secondary

phases. The source of ferromagnetism in these samples is unidenti�ed and disappeared

after �oat zone growth.

High quality single crystals were grown using the �oat zone method and char-

acterised using powder XRD, Laue di�raction, four axis XRD, SEM, EDX and also

magnetometry measurements. This showed the 2 at.% Cr doped TiO2 to be free of

second phase inclusions, with a growing amount of inclusions on higher doping. A

complementary use of techniques led to a rounded understanding of the structural

characteristics of the samples.

The magnetisation data was �tted using the Brillouin function and this identi�ed
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the compositional contributions from primary & secondary phases. The results showed

good agreement with the expected ionisation states and g-factor for Cr substituting

for Ti in the rutile structure. Anisotropy in the magnetisation was observed and this

was attributed to spin-orbit coupling of the chromium moments with the tetragonal

lattice resulting in anisotropy of the Landé g-factor.

It appears that if ferromagnetism does occur in Cr:TiO2 then it must be a non-

equilibrium e�ect peculiar to thin �lms and not bulk single crystals. This conclusion is

well supported by the disappearance of ferromagnetism in the sintered powders (where

apparently no secondary phases were present) after �oat zone growth which seems to

have e�ectively annealed away these defects (possibly made of unknown secondary

phases, oxygen de�ciencies or strain). Importantly, we show no ferromagnetic ordering

in bulk Cr:TiO2 single crystals at any temperatures in contrast to previously published

work looking at this system [158]. As no ferromagnetic component was measured, it is

not possible to comment on the role of local versus itinerant magnetism in this system.

This work is unable to answer what makes a dilute magnetic semiconductor, but

does make an important and already well known point: the physics occurring in thin

�lms is subtle and often hard to translate from bulk theoretical predictions. This

mismatch between theory and experiment is in the process of being readdressed, with

studies that include the crucial ingredient of disorder now taking place [23, 33, 34]. In

particular, recent theoretical work has speci�cally looked at the origin of magnetism

in Cr-doped TiO2 rutile and anatase systems, with focus on the role of oxygen defects

[33], however the results for rutile are not fully clear.

Since the publication of this work2, there have been other studies that show fer-

romagnetism in similar oxide samples is largely a characteristic of their �lm nature.

This is demonstrated most clearly in the studies where ferromagnetism is explored in

2This work was published in the Journal of Applied Physics [94] and has since been cited six times

as a clear example of an ideal bulk transition metal doped oxide [33, 93, 124, 146, 147, 174].
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undoped TiO2 �lms [174, 195]. Our work supports the picture that the observed mag-

netism is not a bulk phenomenon, but is instead possibly related to oxygen content

[6, 13, 48] .

In this thesis work, the conductivity properties of the samples have not been stud-

ied. In many semiconductors, solubility of electronic or magnetic dopants is generally

not conducive to coexistence of carriers and spins in high densities - this creates a fur-

ther obstacle in the development of practical applications. In the search for practical

dilute magnetic semiconducting devices it has been assumed that single phase mag-

netic materials are needed, however, there may be potential for multi-phase materials

in magneto-optical applications [148].

Taking a wider look at the �eld; following the bursting (or rather slowing) of the

dilute magnetic semiconductor bubble in recent years, the focus of dilute magnetic

semiconductor research has switched from a race to high Tc to a more careful char-

acterisation of growth and property measurement of samples. This trend, from large

number of rapid publications to more careful studies, has been seen many times before

in many other �elds (especially ones with attractive practical applications, e.g. high

temperature superconductors).

In the introduction of this chapter (section 2.1), it was put forward that in addition

to pure research aims, the study of dilute magnetic semiconductors is in part motivated

by the potential application of them in spintronic devices (as the spin polarisation of

any charge carriers would be intrinsic). However, since the start of this work, there

has been a growing interest in the �eld of topological insulators. These materials also

have the spin polarisation intrinsic to the material, not by ferromagnetic ordering of

the charge carriers as in the case of dilute magnetic semiconductors, but by having

topologically protected spin states.

Whilst it is beyond the scope of this thesis to discuss topological insulators in detail,
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there are interesting parallels to be drawn between the two areas3. In contrast to many

phenomena in condensed matter, the underlying theory and prediction for both these

systems way proceeded their experimental discovery: dilute magnetic semiconductors

and topological insulators were theoretically discussed in the 1950's and 1980's, respec-

tively. There also exists a noticeable trend that has made these materials à la mode,

when following a breakthrough experimental measurement, there is a surge in output

as seen in conferences, publications and overall e�ort.

3There are several excellent reviews of topological insulators such as J. Moore, Nature 464 194-198

(2010) and M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82 (2010).
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Chapter 3

Inelastic neutron scattering studies in

uranium antimonide

We now move from the relatively new and dynamic �eld of dilute magnetic semicon-

ductors; to the well studied and mature topic of multi-k magnetism in uranium anti-

monide. Despite being well established, there are still similar challenges in measuring

and understanding the emergent magnetic properties.

There is also a shift in topic from the study of ferromagnets to multi-k magnetic

order, where the spins are no longer collinear and there is no net magnetisation. The

underlying themes that unite these two topics are in the role of local vs. itinerant

magnetic interactions, as well as using available experimental techniques to probe and

understand the emergent magnetism.

3.1 Introduction

Identifying the magnetic structure is central to studies in magnetism, akin to how

crystal structure is key to chemistry [105]. However, clear experimental understand-

ing of a magnetic properties is often obscured by the many e�ects present within a

39
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system, which make prediction of the emergent properties very di�cult. One example

is the oldest known magnetic substance, magnetite (Fe3O4); which despite having a

net magnetisation was thought to be a ferromagnet until work by Néel revealed it to

show ferrimagnetism [136]. This ordering was later understood to be due to the double

exchange mechanism (discussed in section 1.2).

In the case of antiferromagnets, the magnetisation vanishes on macroscopic length

scales, which means determining the con�guration of the magnetic order requires a

probe sensitive to these length scales. Neutron scattering (discussed in section 3.4)

has successfully become a choice method in determining the spin con�guration and

properties of antiferromagnets [20, 170].

The uranium monopnictides have a simple face-centred cubic structure, but can

exhibit widely di�erent magnetic symmetries depending on the composition: from

ferromagnetism, to a range of multi-k magnetic orders (this is discussed in more detail

in the following sections). In particular, it is the multi-k magnetic ordering that has

provided many surprises: rather than simple antiferromagnetic stacking of spins in a

single k direction, these systems can exhibit k-vectors ordered in multiple directions

simultaneously. This con�guration was unexpected and only through careful study was

their ordering revealed [105].

Key themes in this �eld that are still being explored are identifying the type of

antiferromagnetic order, which has proved experimentally challenging, and also the

lack of quantitative understanding of the individual interactions - in particular, the

extent of hybridisation that occurs between the uranium's 5f electrons with conduction

electrons and its role for magnetism is not fully understood [79, 84, 105, 194].

This chapter discusses one of the uranium monopnictides: the 3-k antiferromagnet

uranium antimonide, which has proved a rich �eld of study for over thirty years. Whilst

the low temperature behaviour has been well characterised by many methods, there

still remain puzzles at higher temperatures that give insights into the magnetic order
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in this material.

This study uses inelastic neutron scattering with tri-directional polarisation analy-

sis, which is used to learn about the disappearance of the spin waves in the system - a

point that, as we shall see, is crucial in understanding the stabilisation of the multi-k

state in USb.

This chapter will discuss the physics of multi-k magnetism and the uranium anti-

monide system, and show how developing experimental techniques are able to reveal

new discoveries in this canonical 3-k system.

3.2 Background to multi-k magnetism

The aims of this section are to provide a brief background to multi-k magnetism in

general, with particular attention on the focus of this chapter: uranium antimonide.

3.2.1 Multi-k magnetism

Any ordered magnetic structure can be described by a general on-site term

Mkα = Mkα exp(iθkα) (3.1)

where Mkα is the polarisation vector (containing the magnitude and direction of the

moment), θkα = kα.ri + θα gives the phase of the spin density wave on the ith site

and kα is the propagation wave vector. Note that the magnetisation and propagation

wave vector do not have to be collinear or commensurate - for example, in the case of

a helimagnet.

Systems with a single propagation vector are known as single-kmagnetic structures.

This can be extended to de�ne a multi-k magnet as a system where there are multiple

and equivalent kα components. For localised spins, a magnetically ordered multiple-k
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system can be thought of as being made up of a superposition of multiple equivalent

k ordering vectors on each spin site.

In general, there may be competing magnetic orders present (such as spin glass ma-

terials), in which case additional frequency components (θkα) may be also introduced.

It should be noted that whilst these have di�erent k components, they are not referred

to as multi-k magnets as they are not long range ordered.

The existence of multiple and equivalent propagation vectors makes these systems

highly symmetric: these systems must have crystal symmetry high enough to support

multiple equivalent k components. In fact it remains an open question as to whether,

the multi-k nature is re�ecting the high crystal symmetry or enforcing it. This sym-

metry, in addition to being theoretically interesting as we shall see, also presents ex-

perimental challenges in probing these systems.

Justi�cation for the multi-k state

The existence for multi-k magnetic ordering as energetically favourable shall now be

presented. We start by considering a face centred cubic (fcc) magnetic structure with

localised spins. The observed magnetisation is given by

M(r) = Mkα +M∗
kα

= Mkαe
i(kα.r+θα) +Mkαe

−i(kα.r+θα) (3.2)

where kα is the propagation vector(s). Due to symmetry, the spin density waves along

equivalent directions must have the same energy (otherwise there must be a distortion

away from cubic symmetry along a preferred direction so that the k-vectors can no

longer be equivalent).

We now consider the Landau free-energy expansion, which expresses the free energy

of a system in terms of the order parameter. For the magnetic case (in the absence of

an external magnetic �eld), only even terms exist due to symmetry which gives

Φ(T, k) = Φ0 + a(T, k)η2 + b(T, k)η4 + ... (3.3)
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where Φ(T, k) is the free energy and η is the order parameter. The relevant order

parameter is given in Equation 3.1 if we now interpret Mkα not simply as an on-

site term, but over many sites. We are free to do this as the free energy must be

translationally invariant under the operation ri → ri +Rn (where Rn is a multiple of

the lattice vector).

The simplest multi-k expression for the free energy expansion (up to second order)

is then

Φ−Φ0 =
∑
α

A(kα, T )(Mkα .M
∗
kα

) +B1

∑
α

(Mkα .M
∗
kα

)2 +B2

∑
α6=β

(Mkα .M
∗
kα

)(Mkβ .M
∗
kβ

)

(3.4)

where A(kα, T ) depends on both temperature and the magnitude of kα and the Bn

terms are assumed to be temperature and wave vector independent in this approxima-

tion. This expression is still generally valid for the 1-k case, which sets the o�-diagonal,

B2, terms to zero (as by de�nition there is only one k in a given volume), therefore

(Φ− Φ0)1k = A(kα, T )|Mkα|2 +B1|Mkα|4 (3.5)

Minimising this free energy with respect to |Mkα|2 gives |Mkα |2 = −A(kx, T )/2B1

(where kx is chosen without the loss of generality). A stable minimum for the free

energy can be found by considering the second derivative, which shows that the 1-k

state is stabilised when B1 > 0.

The assumption here to ignore the temperature dependence of the B parameters is

supported by noting |Mkα|2 ∝ A(kx, T ). In the simplest approximation the A(kx, T )

term will be linear in temperature (with the form [T − TN ], where TN is the ordering

temperature), so including any temperature dependence to the B parameters now only

adds fourth-order terms to the free energy.

To consider the 3-k case, we assume three equivalent propagation vectors and hence

three equivalent order parameters (needed to preserve the cubic symmetry): |Mkx|2 =

|Mky |2 = |Mkz |2 = |M|2. Also from symmetry considerations these k-vectors must all
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be orthogonal to one another and must lie along symmetry directions of the underlying

crystal.

From Equation 3.4, the free energy of the 3-k state is then

(Φ− Φ0)3k = 3A(kα, T )|M|2 + 3B1|M|4 + 3B2|M|4 (3.6)

If we assume there is a �xed total amount magnetic moment available in the system,

we note that 3|M3k|2 = |M1k|2. Therefore, in order for the 3-k state to be energetically

favourable over the 1-k state and by comparison with Equation 3.5, the o�-diagonal

terms must bring some energy saving (i.e. B2 < 0).

The free energy of the 3-k state is minimised when |M|2 = −A(k, T )/2(B1 + B2)

and is a stable energy minimum when B1+B2 > 0. Hence, with the previous condition,

this means that only when −B1 < B2 < 0 is the 3-k state energetically favourable over

the 1-k state and stable.

Similar arguments can be made to show that 2-k magnetic order is also possible,

where higher order terms in the free energy are needed to stabilise it over the 3-k case.

These arguments show that by careful selection of the coe�cients in the free energy

expansion, multi-k order is possible, however it says nothing about why a given system

should choose these values.

Magnetic 3-k order on the fcc lattice

The 3-k state is de�ned as a state made up of three equivalent propagation vectors.

In principle, this can exist in many di�erent topologies and have di�erent forms. If we

consider the fcc lattice (important in many 3-k materials, and in particular for USb

studied in this thesis), then the 3-k state may be made up of 3 equivalent k-vectors

of the form 〈0 0 1〉. These 3-k components can be summed to give the resultant

magnetisation which points along 〈1 1 1〉-type directions for each spin.

An illustration of a lattice populated with 〈0 0 1〉-type ordering of spins (pointing



3.2. Background to multi-k magnetism 45

Figure 3.1: Spins on an fcc lattice pointing along 〈1 1 1〉 directions made up of 〈0 0 1〉-type

propagation vectors making up a longitudinal 3-k structure. The di�erent colours

denote the four di�erent lattice points of the fcc basis.

Figure 3.2: 2D spin projections of the two possible 3-k structures on an fcc lattice with 〈0 0 1〉-

type propagation vectors (from reference [126]). There is one longitudinal con�gu-

ration (the same as Fig. 3.1) denoted by L, which has propagation vector parallel

to the polarisation. The two possible degenerate transverse domains labelled, TA

and TB, have propagation vector perpendicular to the magnetisation.
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along 〈1 1 1〉 directions) is shown in �gure 3.1. In this case, the coupling of spins gives

the magnetic polarisation, Mkα, which is parallel to the propagation vector, kα, and

is therefore known as a longitudinal 3-k structure. It is also possible for the magnetic

polarisation to be perpendicular to the propagation vector in which case this is known

as a transverse structure. Longitudinal and transverse structures are shown in �gure

3.2, with the actual observed order depending on the material in question.

Measurements of multi-k magnets

Neutron di�raction is often the choice probe to resolve magnetic order. The neu-

tron's magnetic moment makes it an ideal microscopic probe to detect a periodic spin

structure and, as they are deeply penetrating, they are useful for studying the bulk

behaviour (rather than being limited to the sample surface). By studying the Bragg

re�ections from the system; the direction, periodicity and magnitude of the ordered

moments can be deduced.

However, whilst neutron scattering intrinsically operates on a microscopic scale (by

interference of scattered neutron amplitudes within a coherence volume [14, 47]), the

measured quantity (the square of the amplitudes) is a sum over the whole sample - thus

there is no way to di�erentiate between a mixed phase and phase separated regions.

This presents a problem for the high symmetry case of the multi-k magnets where there

is a superposition of ordered k vectors on each site: there is no way of distinguishing

the 3-k state from three equally populated phases of 1-k magnets.

To study these high symmetry systems using neutron di�raction outlined above,

it is clear something is needed to crack the symmetry: this can be done by either

studying the excitations of these systems away from their equilibrium positions (i.e. a

study of spin waves, which is detailed in Section 3.2.3) or by polarising the neutron

spin to isolate di�erent components of the magnetisation (detailed in Section 3.4 and

is the main theme of this chapter).
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Another approach could be to impose some external action to break this symmetry;

for example uni-axial pressure, which could in the case of a 1-k magnet, preferentially

populate a single domain only (and hence con�rm this is a 1-k rather than 3-k mag-

net). Whilst this was an important step historically in providing evidence for multi-k

magnetism [155], this method and others like it should be treated with caution. Apart

from the question of how much pressure to apply to cause this change, this forcibly

attempts to destroys the symmetry of the 3-k state that we want to study.

In addition to neutron scattering, the usual toolbox of bulk probes are important

to identify phase transitions in these materials; such as magnetisation, speci�c heat,

resistivity and lattice parameters measurements.

3.2.2 Magnetic order in the uranium monopnictides

In the periodic table, uranium lies in the actinide series and, in general, shares many of

the properties (both chemical and physical) that make actinide compounds interesting.

The electronic con�guration of the actinides is made up of a radon-like core, with

the remaining electrons �lling the 7s, 6d and 5f shells. In particular, for the lighter

elements in the actinide series (of which uranium is included), the 5f electrons are

partially extended. If there is overlap between shells of neighbouring atoms, this can

lead to the formation of a 5f band and metallic behaviour. Hybridisation of this band

can then occur with the 6d and 7s bands, which are nearby in energy, resulting in

a complicated band structure. In addition, the large amount of angular momentum

associated with the 5f electrons (and indeed to some extent the 6d) can lead to spin-

orbit interactions altering this energy landscape further.

In general, the local environment of the actinide ion plays a very important role

in the expression of these e�ects (for example insulating vs. metallic behaviour) and

understanding the resulting properties.

The uranium monopnictides, UX (where X is N, P, As, Sb, Bi) all crystallise into
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face centred cubic rock-salt structures (part of the Fm3̄m space group) and may be

thought of as two inter-penetrating fcc lattices, with uranium and the pnictide atoms

on each sub-lattice, respectively. They all magnetically order and display a range of

magnetic structures (see table 3.1).

a (Å) TN (K) k Ordering Easy axis

UN 4.890 53 〈0 0 1〉 1k type I 〈0 0 1〉

UP 5.589 122 〈0 0 1〉 1k type I 〈0 0 1〉

22 〈0 0 1〉 2k type I 〈0 1 1〉

UAs 5.779 124 〈0 0 1〉 1k type I 〈0 0 1〉

62 〈0 0 1
2
〉 2k type IA 〈0 1 1〉

USb 6.191 213 〈0 0 1〉 3k type I 〈1 1 1〉

UBi 6.364 285 〈0 0 1〉 type I ?

Table 3.1: A table showing the magnetic properties of the uranium monopnictide series (from

reference [105]).

The ordering in these compounds was found to be longitudinal, due to the absence of

the (0 0 1) magnetic Bragg re�ections from powdered neutron measurements, meaning

the moments must be parallel to the propagation direction (this is discussed more in

section 3.4.1). From this information, it was initially supposed that these materials

had a single longitudinal wavevector; later experimental evidence was able to show this

not to be the case.

Experiments on mixed uranium pnictide-chalcogenide systems, such as UP1−xSx

[101, 106] and UAs1−xSx [116, 108], were able to show a continuous transition between

k = 1 antiferromagnetism, through incommensurate ordering, right up to k = 0 or-

dering in US (ferromagnetism). Here it was put forward that it was the conduction
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electrons that were important through a RKKY-like coupling [64].

Whilst there are some similarities between compounds in the pnictide series, such

as the gradual increase of the Néel temperature, there are also clear di�erences such

as the absence of a low temperature transition in USb and UBi. With the magnetism

mostly associated with large 5f spins, these di�erences highlight a possible electronic

in�uence and dependence on local environment from the pnictide species.

3.2.3 Multi-k magnetism in USb

This section introduces the properties of uranium antimonide; with particular attention

to the magnetic order, how this was realised experimentally through study of the

magnetic excitations and then the evolution of these excitations at higher temperatures.

USb: a physical overview

USb is an insulator (the room temperature resistivity is approximately 600µΩcm [140])

and so it appears that the uranium 5f electrons are largely localised. The temperature

dependence of the resistivity is shown in Fig. 3.3 and shows several interesting features;

Figure 3.3: The temperature dependence of resistivity in USb from reference [140]. The dif-

ferent curves are due to di�erent annealing conditions.
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Figure 3.4: The temperature dependence of lattice parameter magnitude (top panel) and

FWHM of the Q = (1, 1, 0) re�ection (lower panel) in USb from reference [87].

for example, a change in gradient around 210 K due to magnetic ordering.

The temperatures where these features occur are also mirrored in lattice parameter

measurements (Fig. 3.4) [87]. However, the dependencies of these measurements are

not fully understood, but will be referred to later in section 3.6.1.

Speci�c heat measurements were able to identify a phase transition around 210 K,

with no further transitions below this temperature (Fig. 3.5) [140].

Early neutron scattering measurements on USb were able to identify the emergence

of magnetic order (TN ≈ 215 K)[102, 115]. Measurements showed that there were

Bragg re�ections from theQ = [1 1 0], but not from the [0 0 1] re�ection, corresponding

to a purely longitudinal moment. This is because an ordered magnetic moments along

the ±(0, 0, 1) direction cannot not give rise to a Bragg re�ection at Q = [0 0 1] as the

neutron is sensitive to ordered moments perpendicular to the scattering vector (this is

discussed in more detail in Sec. 3.4.1). Therefore, it was initially supposed that the

ordering was made of + − + − planes with the moments parallel to the [0 0 1]
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Figure 3.5: The speci�c heat capacity of USb (and UTe) from reference [140].

directions (type-I antiferromagnetism) [111, 112, 115]. However as discussed in Section

3.2.1, these types of measurements represent ensemble averages and are not sensitive

in resolving three equally populated and spatially separated 1-k domains from real 3-k

ordering.

In the next section we will see that the 1-k type-I AFM order proposed above, is not

the case for USb. There were two important hints against this simple picture. One was

the observation in USb, and also related actinide monopnictides, of the preservation

of cubic symmetry in antiferromagnetic compounds below TN (but not ferromagnetic

ones) [87, 107] which is puzzling for single-k magnetism - the structural symmetry must

be lowered when lowering the magnetic symmetry.

Furthermore, careful measurement of the elastic neutron cross section and calcu-

lation, in addition to bulk magnetisation measurements, showed that the crystal-�eld

ground state selects the 〈1 1 1〉 as the magnetic easy axis, raising questions as to how

this could result in ordered moments along the 〈0 0 1〉 directions as seen by neutron

di�raction [109, 105].
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Spin excitations in USb

Understanding the spin excitations in USb was key in realising the magnetic order in

this system. The results for the spin wave dispersion are shown in Figure 3.6 and were

obtained by inelastic neutron scattering [79, 112].

Figure 3.6: The spin wave dispersion in USb at low temperatures (from reference [79]). The

solid points were experimentally obtained from reference [112] and the solid lines

are calculated based on 3-k longitudinal magnetic order.

The lower of the two modes was identi�ed as being longitudinally polarised (i.e.

parallel to the magnetic propagation vector), with the upper mode transversely po-

larised. This result is surprising as one normally expects the low energy spin waves to

have excitations transverse to their polarisation: this semi-classical understanding is

illustrated in Figure 3.7a, which show the precession of spins to always be transverse

to the magnetisation propagation vector.

However, now consider the 3-k structure, which is made of equivalent wave vectors

of the form [0 0 1] that add to give spins (residing on the uranium sites) pointing

along local 〈1 1 1〉-type directions. Within each (0 0 1) plane, the �uctuations of the

spins from the equilibrium positions have transverse and longitudinal components with
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(a) Low energy excitations in a type-I

AFM are purely transverse relative

to the propagation vector.

(b) A cartoon showing spin excitations

of the 3-k state.

Figure 3.7: Cartoons of spin excitations of 1-k and 3-k structures (from reference [79]).

respect to the wave vector of the propagating excitation (as shown in Figure 3.7b).

By direct analogy with phonons, the resultant spin waves can either arise from

coupling spins in-phase or in antiphase with one another, giving acoustic and optical

magnons, respectively. Without a loss of generality, we can consider modes relative to

k = [0 0 1] (i.e. in the z-direction) and also perpendicular to this (i.e. in the xy plane).

Looking �rst at the acoustic mode (the solid lines in Fig. 3.7b), one �nds the

in-plane components of the xy−plane cancel, whilst the precession of the longitudinal

components along k occurs in-phase: hence the low energy acoustic mode appears to

be longitudinally polarized.

For the higher energy optical mode, the opposite situation occurs (this is shown by

the dashed lines in Figure 3.7b) and the mode appears as a transverse one.

The spin wave dispersion (solid lines in Fig. 3.6) was calculated based on a 3-

k con�guration of localised uranium spins, originally carried out by Jensen and Bak

[79]. The Hamiltonian of this model (Eqn. 3.7) has three terms: a nearest neighbour
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Heisenberg exchange (HIso), an anisotropic pseudo-dipolar interaction (HDipolar) and

a crystal �eld term (HCF ).

H = HIso +HDipolar +HCF (3.7)

HIso = −
∑
nm

JIso Si.Sj

HDipolar = −
∑
nm

JD (Si.r̂ij) (Sj.r̂ij)

HCF = B0
4 (O0

4 + 5O4
4)

The On
m terms are the fourth order Stevens operators and are chosen to give cubic

symmetry to represent the crystal �eld environment [76]. S = 9
2
(or S = 4) correspond-

ing to the 5f 3 (or 5f 2) con�guration were considered for USb. It was found that the

bilinear terms give the same ground state con�guration for the 1-k and 3-k states and

that it is the crystal �eld term in the Hamiltonian that is responsible for stabilising

the structure and selecting the [1 1 1] easy axis.

The spin wave calculation was based around the standard Holstein-Primako� trans-

formation, using experimentally estimated values for the exchange constants where

available.

These results were key in crucially establishing USb as a multi-k structure over a

multi domain single-k magnet [105].

More recently, inelastic neutron scattering experiments with tri-directional polariza-

tion analysis have been able to unambiguously con�rm the 3-k nature in some materials

[16, 126]. By judicious choice of neutron polarisation directions relative to the scat-

tering vector and the underlying crystal axes, the scattered intensity is generated by

di�erent components of the magnetization �uctuation operator and allows insight into

spin-wave excitations in these high symmetry, complex magnetic structures [22].

In a previous study of USb using knowledge of the expected spin wave polarisations
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Figure 3.8: Typical inelastic polarised neutron spectra from USb at low temperatures (50 K),

along the x, y and z neutron polarization axes (from reference [126]). The y and z

neutron polarisation channels are able to pick out the acoustic and optical modes,

respectively. The total magnetic signal is measured in the x polarisation channel.

Inset: a schematic of the sample-polarization scattering geometry.

described above, the authors were able to pick the neutron polarisations such that the

spin waves only appeared in the corresponding neutron polarisation channels [126]. The

results from this are shown in Fig. 3.8 which shows the lower acoustic mode in the y-

channel and the higher energy optical mode in the z-channel (the x-channel is sensitive

to the total detectable magnetic component). This polarised neutron technique is key

to this chapter and will be discussed in more detail in Section 3.5.1.

USb spin excitations: getting warmer

At low temperatures, USb is understood as a well-localized 3-k antiferromagnet, with

clearly de�ned spin waves that are characteristic of the 3-k state.

Above a temperature T ∗ ≈ 160 K inside the AFM phase, previous studies have

shown evidence of changes in the physical properties. For example, the lattice parame-

ter (Fig. 3.4) [87] and resistivity (Fig. 3.3) [140] reach a maximum at this temperature.
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Figure 3.9: Temperature dependence of the spin wave parameters as a function of temper-

ature [66]. The points come from �tting to the measured inelastic spectra and

the solid lines are guides to the eye only. Left: spin wave peak frequency vs.

temperature showing the collapse of the characteristic spin waves of the 3-k state

at T ∗. Right: the damping of the spin waves vs. temperature, which shows the

spin waves becoming heavily damped approaching T ∗.

More notable are the inelastic neutron scattering measurements looking at the spin

waves that are also sensitive to this change.

The results for the spin wave peak frequency, shown in left panel of Fig. 3.9, show

a small initial increase in the spin wave peak frequency at low temperatures, followed

by a steep drop at T ∗ across a range of di�erent scattering vectors, which represents

the collapse of the acoustic mode, as the excitations go from gapped to continuous. By

analysis of the width of the spin wave feature, the damping can be obtained, which

was found to increase approaching T ∗ and is shown in right panel of Fig. 3.9.
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Often the collapse of a spin wave mode to zero energy is an indicator that a system

is unstable against �uctuations and an associated magnetic phase transition is nearby

- a feature seen in many materials [29, 95, 163, 175, 181]. It is therefore puzzling that

there is no structural or magnetic phase transition associated with this mode softening

and collapse at T ∗. No changes have been reported in the magnetic order from neutron

scattering experiments (including this work) and speci�c heat shows no evidence for a

transition [66, 115, 140]. The cubic symmetry of the 3-k state is also preserved at all

temperatures [87].

Muon spin rotation (µSR) measurements �nd a distinct change in the relaxation

rate at T ∗ [8, 97]. Here, it was suggested that this change-over and collapse of the spin

waves is due to de-phasing of the individual Fourier components making up the 3-k

phase [8, 110]. Many other multi-k systems show changes in the number of Fourier

components locked in as a function of temperature, often in a non-intuitive fashion

[100, 121]. It is the de-phasing hypothesis at T ∗ in USb that is the subject of this

thesis chapter.

3.3 Motivation & aims

It had been suggested that the change-over and collapse of the spin waves at T ∗ is due

to phase de-locking of the individual Fourier components making up the 3-k state [8,

110]. However, clear observation of this de-phasing has remained elusive: µSR studies

are di�cult to interpret and lack spatial information [8, 97], whilst straightforward

neutron scattering experiments probe the total projection of the magnetisation onto

the scattering plane and so are unable to resolve changes to a speci�c mode, which has

a particular direction of propagation.

Only a few UX compounds have well de�ned spin waves. This has been explained

as being due to an interaction between the localized magnetic 5f electrons and the
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6d conduction electrons, leading to a strong damping of the spin waves [67]. In this

picture the presence of spin waves in USb is assigned to its localised moments and

lower `metallicity'; there is little overlap between the f and d electrons. In this case,

the change in the spin waves at higher temperatures could be due to an increased f−d

coupling. There is no obvious reason for this to e�ect the 3-k structure, and so if

this is the only factor in play, the spin wave polarisation should remain unchanged.

Interestingly, this model of almost localised 5f electrons has been challenged by the

interpretation of recent photo-emission experiments on USb [99].

The aim of this work is to use polarised neutrons to measure the inelastic spectrum

from below T ∗, where there are well de�ned spin waves, to above TN , where there is

only quasielastic scattering. By monitoring the change with temperature of the di�erent

neutron polarisation channels, and hence polarization of magnetic �uctuations that are

particular to the 3-k structure [16, 126], this gives a clear way to test whether the de-

phasing occurs or whether the physics at T ∗ arises from a change in the itinerancy. If

the 3-k structure de-phases, then the polarisation di�erences should disappear above

T ∗. If the 3-k structure remains �xed up to the Néel temperature, the polarisation

di�erences will be maintained as the spin waves broaden and disappear.

3.4 Methods

The principles behind inelastic neutron scattering will be presented, with an emphasis

on the neutron polarisation in the context of inelastic polarised neutron scattering with

tri-directional polarisation analysis which is heavily used in this work,

3.4.1 Neutron scattering theory

The neutron has a magnetic moment so it can scatter from both nuclear and electron

spins, whilst also interacting with nuclei via the strong force. The spatial periodic-
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ity found in magnetic materials means that, similar to the use of X-rays for probing

structural properties (Sec. 2.4.2); neutron di�raction from ordered electron spins is an

invaluable tool in probing these correlations.

Thermal neutrons (i.e. having kinetic energies corresponding to temperatures of

∼ 300 K) have wavelengths similar to inter-atomic spacings and also energies on the

order of 10 meV, so are well matched to probe the relevant length and energy scales

found in many condensed matter systems. Neutrons have a high penetration depth (in

part due to them being uncharged) and so are ideally suited to probe bulk behaviour:

a useful regime to work in theoretically, as surface e�ects can be safely neglected.

In a neutron scattering experiment, the measured quantity is the partial di�erential

cross section ( d2σ
dωdΩ

) which gives the number of scattered particles into a given solid

angle (dΩ) and energy range (dω). This quantity depends on the interaction between

the neutrons and the structure & composition of the material. Neutrons scatter weakly

from nuclei and magnetic �elds so can be treated using �rst order perturbation theory.

A justi�cation for the cross section will now be put forward, following the approaches

in texts by Lovesey and Squires [122, 180]

It is �rst useful to consider the di�erential cross section ( dσ
dΩ
) by integrating the

partial di�erential cross section across all energies, which simply gives the number

of particles scattered into a solid angle. We will now switch to a more microscopic

viewpoint by considering the neutron changing from state k → k′ and the sample

transitioning from a state λ→ λ′. The di�erential scattering cross section is given by:

(
dσ

dΩ

)
λ→λ′

=
1

Φ

1

dΩ

∑
k′

Wk,λ→k′,λ′ (3.8)

where Φ is the incident neutron �ux and Wk,λ→k′,λ′ is the transition ratio from state

k, λ to k′, λ′. One may recognise the right hand side of equation 3.8 as a standard

and important result in quantum mechanics which is given by Fermi's golden rule:

this states that the transition rate between states is proportional to the �nal neutron
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density of states and the square of matrix element betweens initial and �nal states

(subject to the conservation of energy), and is expressed as:

∑
k′

Wk,λ→k′,λ′ =
2π

~
ρk′ |〈k′λ′|V̂ |kλ〉|2 (3.9)

where ρk′ is the �nal momentum density of states for the neutron per unit energy range

and V̂ is the potential operator for the system that describes the interaction between

the neutron and the sample.

By adopting a standard box normalisation approach, where the neutron and sample

system exist in a box of large but �nite volume, Y , the density of momentum states,

ρk′ , may be evaluated. By imposing this boundary condition, only a discrete set of

wave vectors are allowed (i.e. neutron states that are periodic in the volume of the

box), which form a lattice in k-space. with volume

vk =
(2π)3

Y
(3.10)

For a neutron with mass, m, the �nal neutron energy is

E ′ =
~2

2m
k′2 (3.11)

and hence dE ′ =
~2

m
k′dk′ (3.12)

We note that ρk′dE ′ is, by de�nition, the number of states in dΩ with energy

between E ′ → E ′ + dE ′, which is equal to the number of wavevector points in an

element of volume k′2dk′dΩ and therefore

ρk′dE
′ =

1

vk
k′2dk′dΩ (3.13)

hence from Eqn. 3.10 and 3.12

ρk′ =
Y

(2π3)
k′
m

~2
dΩ (3.14)
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The result should not depend on our choice of box size and so we may begin to

evaluate the matrix element from Eqn. 3.9 by considering plane waves and a single

neutron in the box volume, Y . In this scheme, the matrix element in Eqn. 3.9 must be

normalised by 1
Y 2 . The incident neutron �ux in Eqn. 3.8 is the product of the neutron

density and velocity, so

Φ =
1

Y

~k
m

(3.15)

We may now use these results from Eqn. 3.14 and 3.15 with the original de�nition

of the di�erential cross section (Eqn. 3.8) to �nd that this cross section is independent

of the choice in box size and is given by(
dσ

dΩ

)
λ→λ′

=
k′

k

( m

2π~2

)2

|〈k′λ′|V̂ |kλ〉|2δ(~ω + Eλ − Eλ′) (3.16)

where the conservation of energy is explicitly included using a δ-function. This labels

the neutron energies by Eλ and Eλ′ for initial and �nal neutron energies, respectively;

and introduces the energy transfer, ~ω, as the di�erence in energy between initial and

�nal sample states (i.e. ~ω = E − E ′).

This constraint on the conservation of energy, allows us to move between the dif-

ferential cross section (where we integrate over all neutron and sample energy states)

and the partial di�erential cross section and write

dσ

dΩ
=

∫ ∞
0

d2σ

dΩdE ′
dE ′ (3.17)

and hence
d2σ

dΩdω
=
k′

k

( m

2π~2

)2

|〈k′λ′|V̂ |kλ〉|2δ(~ω + Eλ − Eλ′) (3.18)

In this expression, we have captured all the sample physics in the matrix element

squared term. It is worth noting that in addition to the allowed quantum mechanical

states, the observed scattering will also depend on a weighting factor based on the

population of these states, pλ (this is de�ned such that
∑
λ

pλ = 1). In general, this

weight will depend on a thermodynamic factor and the degeneracy of the states.
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The motivation for splitting the perturbative term into a weighting factor and ma-

trix element terms is that in a real scattering experiment, the focus is on the matrix

elements term (which contains information about the sample states e.g. spin waves,

phonons etc.) and the weighting factor gives the appropriate scaling to resolve this.

This idea is later used in isolating the interesting spin wave component and the asso-

ciated Bose population factor in section 3.6.

Spin dependent neutron scattering

The neutron can be de�ned by two parameters: a wave vector, k, that gives the

direction of neutron and wavelength, and orientation of the neutron magnetic moment

σ (where σ are the Pauli matrices relative to some quantisation axis).

In an experiment, the individual spin of each neutron is not measured and instead

it is often useful to focus on the polarisation, P, which is the average neutron spin.

This is de�ned such that P = +1 for a fully polarised spin up beam (relative to a

quantisation axis), −1 for spin-down and 0 for an unpolarized beam. An expedient

way in which to describe partial polarisation uses a density matrix of the form

ρ̂ =
1

2
(I +P · σ) (3.19)

where ρ̂ is the quantum mechanical density matrix operator that describes the neutron

beam and I is the identity matrix.

Recall that the partial di�erential cross section and hence the measured intensity

is proportional to the matrix elements squared (Eqn. 3.18). If we explicitly include the

occupational probability, pσ, and considering only the neutron spin states; the partial

di�erential cross section is proportional to

∑
σ,σ′

pσ|〈σ′|V̂ |σ〉|2 =
∑
σ,σ′

pσ〈σ|V̂ +|σ′〉〈σ′|V̂ |σ〉 (3.20)

=
∑
σ

pσ〈σ|V̂ +V̂ |σ〉 (3.21)
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where the closure relationship has been used which assumes there are no phase cor-

relations between neutron spin states, so assumes that the density matrix is diagonal

with respect to these states. Continuing this reasoning, the occupational probability

is given by the diagonal elements pσ = 〈σ|ρ̂|σ〉, and so

∑
σ

pσ〈σ|V̂ +V̂ |σ〉 =
∑
σ

〈σ|ρ̂|σ〉〈σ|V̂ +V̂ |σ〉 (3.22)

=
∑
σ

〈σ|ρ̂V̂ +V̂ |σ〉 (3.23)

= Tr
(
ρ̂V̂ +V̂

)
(3.24)

Note that the trace is independent of choosing ρ̂ to be diagonal and so is generally

valid [122].

Now without justi�cation, we will construct the following scattering potential, V̂ ,

for the neutrons and later show its validity for both nuclear and magnetic scattering

processes.

V̂ = Â+ B̂ · σ (3.25)

Here Â and B̂ refer to operators for the sample.

Using this expression for the potential and the de�nition for the density matrix

(equation 3.19), we are able to write the spin dependent cross section as being propor-

tional to

Tr
(
ρ̂V̂ +V̂

)
= Tr

[
(I +P · σ)(Â+ + B̂+ · σ∗)(Â+ B̂ · σ)

]
(3.26)

= Â+Â+ B̂+B̂ + Â+(B̂ ·P) + (B̂+ ·P)Â+ iP · (B̂+ × B̂) (3.27)

where the properties of the Pauli matrices have been used to obtain this result. As

we expect scattering from the nucleus to be polarisation independent (nuclear spins

are orientated randomly except at very low temperatures), we will �nd the Â-only

terms are from nuclear scattering and associate the B̂-only terms mostly with magnetic

scattering. The mixed cross-terms arise from interference from nuclear and magnetic
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scattering and can be used to extract values for the magnetic structure factor (and

hence magnetic moments) in absolute units. This is discussed in more detail in section

3.4.1.

In order to perform a polarisation analysis experiment, it is also important to know

the �nal polarisation of the scattered neutrons, P′. The �nal polarisation is due to the

interaction of the neutron spin with the sample and is made up of sampling the initial

neutron spin with all possible scattering processes. This is given by the density matrix

ρ̂′ = ρ̂V̂ +V̂ and combining this with the de�nition of the beam polarisation [namely

that P′ = Tr(σρ̂′) which follows from Eqn. 3.19], we �nd:

P′ ∝ Tr(ρ̂V̂ +σV̂ ) (3.28)

where the cyclic properties of the trace operation have been used and the appropriate

constant of proportionality is the normalisation by Tr(ρ̂′).

The measured polarisation dependent partial di�erential cross section is propor-

tional to the quantity, P′, so it is therefore important to evaluate Tr(ρ̂V̂ +σV̂ ), which

we are able to express in terms of the sample operators Â and B̂ as:

Tr(ρ̂V̂ +σV̂ ) = Â+B̂ + B̂+Â+ Â+ÂP

+B̂+(B̂ ·P) + (B̂+ ·P)B̂−P(B̂+ · B̂)

−i(B̂+ × B̂) + iÂ(B̂×P) + i(P× B̂+)Â (3.29)

We will revisit this expression in the context of nuclear and magnetic scattering but

to highlight some features of this result, we �nd that an unpolarized beam is polarized

by the Â+B̂, ÂB̂
+
and −i( ˆ

B+ × B̂) terms, which is useful in the creation of polarised

neutron beams (see section 3.4.2).

Nuclear scattering

Nuclear scattering, between a neutron and nucleus, can be e�ectively described by

short-range isotropic s-wave scattering (as the range of the strong force is much smaller
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than the neutron wavelength)1. From this, the Fermi pseudo-potential for a nuclei at

position, Rl, is then de�ned as:

V̂ (r) =
2π~2

m

∑
l

blδ(r−Rl) (3.30)

where the subscript l denotes that each di�erent site may have a di�erent element and

isotope which will have a di�erent scattering length, b.

We may substitute this pseudo-potential into the expression for the di�erential cross

section and need to evaluate:

〈k′| V̂ |k〉 =
∑
l

b̂l

∫
dr exp(−ik′ · r)δ(r−Rl) exp(ik · r) (3.31)

=
∑
l

b̂l exp(iQ ·Rl) (3.32)

where the momentum transfer vector, Q, is de�ned as Q = k′ − k and we have in-

troduced a general scattering length operator, b̂, which is useful for dealing with the

spin dependence of neutron-nuclear scattering. For a single nucleus this is de�ned as

b̂ = α + 1
2
βσ · Î, where I is the nuclear spin operator.

The coe�cients α and β may be determined from the eigenvalues of b̂ on the two pos-

sible spin states for the composite neutron-nucleus system. These two states,
∣∣I + 1

2

〉
and

∣∣I − 1
2

〉
give eigenvalues of b+ and b−, respectively; and after some manipulation:

α =
(I + 1)b+ + Ib−

2I + 1
(3.33)

β =
2(b+ − b−)

2I + 1
(3.34)

Comparing these expressions to the general potential given in Eqn. 3.25, we �nd

1There is no complete theory for the nucleon-nucleon interaction and the powerful nature of

the strong force means the perturbative approach is not strictly valid [88, 122, 135] and can be

parametrised by a single scalar value, b, referred to as the scattering length. Note that Eqn. 3.30 is

not the actual potential, but a convenient representation, that reproduces s-wave scattering in the

Born approximation.
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that

Â =
2π~2

m

∑
l

αl exp(iQ ·Rl) (3.35)

B̂ =
2π~2

m

∑
l

βlÎl exp(iQ ·Rl) (3.36)

To evaluate the e�ect on scattering, we must consider the expression for the cross

section and revisit the matrix element (see equation 3.27). We will assume that the

nuclear spins are randomly orientated, which is valid expect at ultra-low temperatures

[2, 162]. Any terms linear in Î will disappear: hence the last three term in equation

3.27 vanish, the �rst term is independent of nuclear spin and the second term will

remain.

At this stage, it is also useful to consider the e�ects of di�erent isotopes, which we

do by averaging our results over the varying isotope distributions. We now �nd 3.27

becomes:

OTr(ρ̂V̂ +V̂ ) = Â+Â+O
{
B̂+ · B̂

}
(3.37)

=
∑
l

∑
l′

e{iQ·(Rl−Rl′ )}
{
α∗l′αl + 1

4
O(β∗l′βl′ Î

′
l · Îl)

}
(3.38)

=
∑
l

∑
l′

e{iQ·(Rl−Rl′ )} ×
[
|αl|2 + δl,l′

{
|αl|2 − |αl|2 + 1

4
|βl|2 Il(Il + 1)

}]
(3.39)

where the average over nuclear spin orientations is denoted by the operator, O, and the

averaging over isotope distribution is included in the last line and denoted by a bar.

This expression has been written with the coherent and incoherent parts separated,

and shows that the cross section is independent of the starting neutron polarisation.

It is also of interest to look at the e�ect on neutron polarisation from the scattering

process. To do this we need to evaluate equation 3.29, so after nuclear spin and isotope

averaging, and following a similar approach to the derivation of equation 3.39, we �nd
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[180]:

OTr(ρ̂V̂ +σV̂ ) = P
{
Â+Â− 1

3
O(B̂+ · B̂)

}
(3.40)

=
∑
l

∑
l′

e{iQ·(Rl−Rl′ )} ×

P
[
|αl|2 + δl,l′

{
|αl|2 − |αl|2 − 1

12
|βl|2 Il(Il + 1)

}]
(3.41)

We may now compare equation 3.39 with 3.41, and note the following: the nuclear

coherent and isotope incoherent scattering polarisations remain unchanged. However,

random nuclear spin orientations reduce the polarisation by 1
3
; as one third of the time

the interaction will scatter the neutron without spin-�ip, whereas the remaining two

thirds of the time, spin �ip scattering will occur, reducing the polarisation and giving

it opposite sign.

Magnetic scattering

Neutrons and electrons both have a magnetic moment, which leads to an interaction

between them and makes the neutron an e�ective probe for the magnetic order of

electron spins.

The magnetic component from the electrons arises from both spin and orbital contri-

butions. The result of this is an interaction with the neutron that is more complicated

than the nuclear scattering potential and has the form [123, 180]:

V̂ (Q) = r0σ · M̂⊥ (3.42)

where r0 is a constant of proportionality and M̂⊥ are de�ned as:

r0 =
µ0

4π

e2

me

(3.43)

M̂⊥ = Q̃× (M̂× Q̃) (3.44)

and M̂ = − 1

2µB

∫
M(r) exp(iQ · r)dr (3.45)
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From equation 3.45, we �nd that only magnetic components perpendicular to the

unit scattering vector, Q̃, give a �nite contribution to the cross section2.

In contrast to the nuclear component, there is no Â term so we have B̂ = r0M̂⊥.

Again, we evaluate the e�ect this potential has on the cross section and �nd that it

depends on the incident polarisation relative to the magnetic �eld generated by the

electron spins:

Tr(ρ̂V̂ +V̂ ) = B̂
+
B̂+ iP · (B̂

+
× B̂) (3.46)

In polarised neutron experiments, it is important to calculate the e�ect on the �nal

neutron polarisation, which has a cross section proportional to:

Tr(ρ̂V̂ +σV̂ ) = B̂+(B̂ ·P) + (B̂+ ·P)B̂−P(B̂+B̂)− i(B̂+ × B̂) (3.47)

The �rst three terms describe a polarised beam. The neutron polarisation will

remain unchanged (non-spin �ip scattering) if the neutron polarisation is parallel to

B̂; alternatively if the polarisation is perpendicular, then the scattered beam will have

the polarisation reversed (spin �ip scattering).

These processes are key to understanding a polarised neutron experiment and the

results of these polarisation e�ects and the underlying geometry of the spins and scat-

tering vector are shown in a cartoon in �gure 3.10.

The last chiral i(B̂+ × B̂) term in equation 3.47 means a non-collinear magnetic

structure will polarize an initially unpolarized beam.

Nuclear and magnetic scattering

In a neutron scattering experiment, both nuclear and magnetic scattering will be

present. We have seen that Â terms come from nuclear contributions only, while

2This is the reason why there is no scattering from longitudinal moments parallel to theQ = (0 0 1)

re�ection, as mentioned in section 3.2.2 and 3.2.3.
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Figure 3.10: A cartoon showing the di�erent magnetic scattering processes that are dependent

on the relative orientations of neutron polarisation (P), sample magnetisation

(M⊥) and scattering vector (Q). Top left: the possible observable magnetic

signal is in a plane perpendicular to Q. Top right: if the neutron spin is parallel

toM⊥, then the neutron spin is not �ipped. Bottom row: there are two possible

geometries that �ip the spin of the neutron: with the neutron spin either parallel

or perpendicular to Q, whilst perpendicular to M⊥.
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the B̂ terms arise from both nuclear and magnetic parts, which can complicate the

interpretation.

The expression for scattered neutron polarisation is proportional to Tr(ρ̂V̂ +σV̂ )

(equation 3.29), which is repeated here for clarity:

Tr(ρ̂V̂ +σV̂ ) = Â+B̂ + B̂+Â+ Â+ÂP

+B̂+(B̂ ·P) + (B̂+ ·P)B̂−P(B̂+ · B̂)

−i(B̂+ × B̂) + iÂ(B̂×P) + i(P× B̂+)Â

As nuclear and magnetic scattering occurs together, there are now interference

terms from these processes that in the magnetic case, we could previously ignore (i.e.

mixed Â and B̂ terms that now remain).

Many materials do not have isotopes of di�erent spin, which means the nuclear B̂

terms vanish. Also, as discussed earlier, the nuclear moments are randomly orientated

(apart from at the lowest temperatures). Therefore, it is a useful approximation to

associate the B̂ terms solely with the magnetic scattering (and Â terms with nuclear

origins) [123].

Correlation functions

The interaction of neutrons with the electrons and nuclei of system of study have

been presented, which results in experimentally measured cross sections. It is now

important to relate this observed quantity to the physics in the system; to do this, a

brief introduction into the formalism of correlation functions will now be presented.

The cross section measured will be from an ensemble of nuclear and magnetic spins,

so a real experiment will always probe the thermal average. The matrix element part

of the cross section contains all the information about the physics in the system. We
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de�ne the scattering function, S(Q, ω), as

S(Q, ω) =
1

2π~

∫
G(r, t) exp {i(Q · r− ωt)} drdt (3.48)

such that
(

d2σ

dΩdE ′

)
coh

=
σ

4π

k′

k
NS(Q, ω) (3.49)

where we have also introduced the time-dependent pair-correlation function, G(r, t),

and N is the number of elements in the scattering system [188]. The quantity S(Q, ω)

is related to G(r, t) by Fourier transform in the space and time domains.

For the nuclear case, the correlation functions represents the correlations in the

nuclear density in either real (r) or reciprocal (Q) space. For magnetic scattering, the

correlation functions quantify the spin density correlations.

In a scattering experiment, the neutron can either gain or lose energy when in-

teracting with the sample. For the system to give the neutron energy, it must have

su�cient energy itself and therefore is linked to temperature. This asymmetry between

neutron energy loss and gain is accounted for by detailed balance [122] so:

S(Q, ω) = exp

(
~ω
kBT

)
S(−Q,−ω) (3.50)

Attenuation e�ects

Due to the highly penetrating nature of neutrons, the e�ects of neutron attenuation

by the sample are normally ignored, however, in some cases this can appreciable. In

the case of inelastic neutron scattering, the scattered amplitudes are often low: a

combination of long count times and large mass samples are needed to maximise the

measured intensity and improve the signal to noise ratio. The large sample used in

this work (7 g) is approximately 1.7 cm3 and has a attenuation length ∼ 3 cm and so

presents noticeable attenuation. In general, particularly strong scattering can also lead

to secondary (or multiple) Bragg scattering from the sample.

Neutron attenuation is governed by two e�ects; which are from neutron scattering
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Figure 3.11: Schematic of a typical triple axis spectrometer setup. The monochromator sets

the initial wavelength and by moving the sample, k can be selected relative to

the sample's underlying crystal axes. By moving the analyser and detector, k′

can be uniquely de�ned and hence also Q and the energy transfer.

(both coherent and incoherent cross sections contribute) and neutron absorption e�ects.

This will not be discussed further but more details can be found in reference [166].

3.4.2 Neutron scattering instrumentation

Inelastic neutron scattering setups

When measuring scattering to �nite energy transfers, ~ω, there are currently no e�ec-

tive neutron calorimeters (i.e. with high enough detection e�ciency and energy reso-

lution). The main setups to measure inelastic neutron spectra are triple-axis, time of

�ight, backscattering and neutron spin echo spectrometers. Whilst di�erent techniques

have their advantages (such as large reciprocal-energy space coverage or excellent en-

ergy resolution), triple axis spectrometry has the most suitable geometry to place the

guide �elds and �ippers that are needed for full polarisation analysis. The principles

behind triple axis spectrometry will now be discussed and a schematic of a typical

triple-axis instrument is shown in �gure 3.11.

On triple axis spectrometers, neutrons of a known wave vector, k, impact on the
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sample (this is selected by a monochromating element and is the �rst axis). These

neutrons are then scattered so have a new wave vector, k′ (this is the second axis).

The scattering process can be described by a momentum transfer vector, Q. Whilst

the direction of k′ is well de�ned (by measuring it with a detector at a given angle),

the magnitude of k′ and hence the energy transfer are unknown. The wavelength, and

hence the energy transfer, of these scattered neutrons can be determined by Bragg

scattering from an analyser crystal of known inter-atomic spacing (and represents the

third axis).

In practise specifying any two pairs from k, k′ or Q, uniquely selects the third (this

is known as closing the triangle). It is common to operate in constant kf (or k′ mode,

where this refers to the modulus of the scattered neutron wave vector only) as this

makes the normalised intensity directly proportional to S(Q, ω) and resolution e�ects

constant for a given scan [27, 32].

Neutron polarizers

The neutron beam from a reactor or spallation source is unpolarized, so the neutrons

must be prepared by selecting a certain polarisation and discarding the remainder.

For this reason, the intensity and resulting signal-to-noise ratio is much reduced as

much of the neutron beam is unused, so high polarisation e�ciencies and low losses

are required.

One method for polarising neutron beams is to use a polarising monochromator.

The operation of these can be understood from considering the scattered polarisation

from a magnetic system (equation 3.29). Here there are three terms that give a po-

larisation from an unpolarised beam: the Â+B̂ and ÂB̂
+
terms from spin and nuclear

interference, and the chiral magnetic term, i(B̂
+
× B̂). In polarisation setups, it is

these spin-nuclear terms that are used to polarise the neutron beam.

These �rst two terms exist in a ferromagnet, as the nuclear and magnetic parts have
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the same wavevector; assuming random nuclear spins and associating the B̂ terms

with the electrons spins (section 3.4.1). The nuclear re�ection (Â+Â terms) can be

minimised by selecting a forbidden structural re�ection.

At the ILL, where this work took place, the Q = (1, 1, 1) re�ection was used to

polarise the neutron beam from the Heusler alloy, Cu2MnAl, that can achieve neutron

polarisations greater than 90 % [37].

This technique can be extended to create polarizing supermirrors, where multi-

layers stacks of weak ferromagnetic and non magnetic material can achieve even higher

levels of polarisation [130, 161].

An alternative approach is to use 3He polarizing �lters. 3He is a spin 1/2 nucleus and

has a strong neutron capture cross section, with anti-parallel neutron spins absorbed

allowing the remaining polarised beam to be used [53].

Unlike polarising monochromators, where the system is itself highly polarised, the

limiting factor for 3He �lters is polarizing the 3He nuclei, which is achieved through

optical pumping [161]. 3He �lters have the advantage of having a wide angular and

broadband wavelength acceptance (in contrast to supermirrors).

Neutron polarisation setups

Once the neutron beam has been polarised, the beam polarisation must be maintained

before and after scattering from the sample. This is achieved by use of guide �elds,

where constant magnetic �elds (∼ 1 mT) perpendicular to the neutron polarisation,

maintain the beam polarisation. Furthermore, by adiabatically changing the orien-

tation of the magnetic �eld, the neutron polarisation can be rotated without loss of

polarization.

The �eld can be changed non-adiabatically causing the neutron spin to precess

around the �eld direction. This can be implemented in a Mezei �ipper which can

allow the polarisation to be �ipped by π or π/2. Alternatively, RF (radio frequency)
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�ippers (as found in our experimental setup on IN22) can �ip the neutron polarisation

by applying an RF pulse on the same energy scale as the Larmor frequency.

If we consider spin �ippers before and after the sample and change which spin �ip-

pers are turned on, an initially polarised beam can now access the 〈↑ | ↑〉, 〈↑ | ↓〉, 〈↓ | ↑〉

and 〈↓ | ↓〉 cross sections (an additional analyser is also required to resolve �nal neutron

polarisation state). By combining this setup with adiabatic spin rotation, polarisation

can be rotated relative to the scattering vector and crystal/magnetic structure.

Since the pioneering work of Moon et al. [134], this technique has been used to

resolve many magnetic structures and form factors. For example, if the neutron polari-

sation is parallel to Q, then magnetic and nuclear scattering can be separated from the

spin �ip and non-spin �ip scattering (assuming random nuclear spins). In the absence

of a nuclear re�ection (for example at a forbidden structural Bragg re�ection), the

direction of the magnetic signal can be determined from the spin �ip or non-spin �ip

components if the polarisation is perpendicular to Q. These processes are illustrated

in �gure 3.10 on page 69.

3.5 Experimental setup

Polarized neutron measurements were made using a Helmholtz coils setup on the triple-

axis spectrometer IN22 at the Institut Laue-Langevin, Grenoble. Initially we had

intended to use the CRYOPAD setup, which involves a superconducting jacket, to

exclude magnetic �elds and maintain high neutron polarisation; however, this was

made unavailable due to a quench at the start of the experiment.

Measurements were made in �xed �nal energy mode (kf = 2.662 Å−1) in the stan-

dard Heusler-Heusler monochromator-analyser con�guration. The beamline layout is

shown in �gure 3.12.

USb has an fcc NaCl structure (a = 6.197 Å) and a single crystal (7 g) of USb was
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Figure 3.12: Overview of the triple axis spectrometer on the IN22 beamline, ILL, France (from

Ref. [74]).

used, the same as in the study by Magnani et al. [126].

3.5.1 Polarised neutron scattering setup

The sample was aligned to access the (1 0 0)-(0 1 0) scattering plane. We focus on the

spin �ip (SF ) channel in order to exclude phonon contributions and detect magnetic

scattering at Q = (1, 1, 0) [this magnetic Bragg peak arises from the nuclear zone

centre at (1 1 1) minus the magnetic propagation vector (0 0 1)]. We de�ne the xSF

neutron polarisation direction as parallel to Q (i.e. in the [1 1 0] direction) and it

is sensitive to the total magnetic �uctuations in the plane perpendicular to Q. ySF

and zSF polarisation channels are along the [1̄ 1 0] and [0 0 1] crystal directions,

respectively: this setup is shown in �gure 3.13. The former probes the component of

the magnetization �uctuations along [0 0 1], the latter along [1̄ 1 0].
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Figure 3.13: Schematic of scattering geometry showing the polarisation axes (colour) relative

to underlying crystal structure (dark grey).

As in the previous work by Magnani et al. in this geometry [126], the ySF neutrons

select the acoustic mode exclusively (as they are sensitive to magnetic �uctuation in the

〈0 0 1〉-type directions), whilst the zSF channel selects the optical magnon (sensitive to

magnetic �uctuations along [1̄ 1 0] (this was shown in Fig. 3.8 in the original discussion

of spin waves on page 55). Note that although the measurements are at a Q where the

Bragg peak is generated by one component, the magnetic �uctuations are sensitive to

the total ordered moment, which is along 〈1 1 1〉 in the 3-k state.

Below T*, where the 3-k structure has well de�ned spin waves, the ySF/zSF inten-

sity ratio will be equal to some maximal value (equal to the �ipping ratio, determined

by the incident neutron polarisation). However, for spins pointing along the local

〈1 1 1〉-directions in the absence of any phase relationship, the ratio of ySF/zSF will

tend to
√

2 (due to projections of the spins onto the chosen polarisation axes).

This setup can unambiguously resolve the optical and acoustic modes into the dif-

ferent polarization channels and so makes it ideal for testing the de-phasing hypothesis

above T*, where there are no clearly de�ned spin waves and the spectral weight becomes

quasielastic. Therefore, if the Fourier components de-phase, the relative integrated in-

tensities in the ySF and zSF channels must also change.
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The �ipping ratio was found to be 13.7 in the x, y and z channels. The inelastic

polarized spectrum was measured at Q = (1, 1, 0) from -2 to 13 meV (we focussed

on the acoustic mode only). We measured at nine temperatures: from 40 K to 300 K

at Q = (1, 1, 0) (from below T*, to above TN). Measurements were also made at

Q = (1.2, 1.2, 0), in both spin-�ip and non-spin-�ip (NSF ) channels at a few key

temperatures to provide a cross-check of our results.

3.5.2 Data analysis methods

The resolution function for the setup was not directly measured during the experiment.

However, the resolution function was estimated by normalising the �tted the elastic

response (minus a constant background signal) at low temperatures, where the Debye-

Waller broadening due to thermal motion should be minimal. From this analysis, the

energy resolution was 0.56 meV full width half maximum at the (1, 1, 0) elastic position

in good agreement with expected values based on the particular instrumental setup.

It was found that all inelastic spectra could be parametrised using the same three

components:

• an inelastic two-pole Lorentzian function (for positive and negative energy trans-

fer) weighted by the Bose distribution and convoluted with the instrumental

resolution function (details can be found in reference [165]). This function was

chosen as it allows for a continuous variation of this component from an inelastic

spin wave type-component at �nite energy transfer, to a quasielastic response

centred about zero energy transfer.

• an elastic component, centred about the zero of energy, convoluted with the

resolution function

• a constant background term.
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A Levenberg-Marquardt nonlinear regression �tting algorithm was used to �t the

data in MATLABr. The normalisation was carried out using a built-in MATLAB

function, quadv, which uses an adaptive Simpson quadrature able to numerically eval-

uate integrals. The convolution between the response and the resolution function was

calculated using the conv function.

It proved di�cult for the �ts to distinguish the weak quasielastic response above a

strong (and fairly broad elastic line) and background, which led to large uncertainties in

the quasielastic integrated intensity and width: the �tting algorithm was preferentially

�tting closely to the elastic line, at the expense of the quasielastic signal. To give more

reliable quasielastic �ts, the log10 of the normalised intensity was �tted (and the errors

treated accordingly) to bring more weight to low intensity, whilst still giving excellent

parametrisation of the strong elastic signal (and close agreement with linear �ts to the

data).

A graphical front-end was also written in MATLAB to allow easy modi�cation of

�t parameters and fast display of results, whilst also allowing batch processing of data

sets to be scripted (this is shown in appendix 3.A).

All counts were assumed to have a Poisson noise distribution, i.e. the errors are

∼
√
N , where N is the number of counts. This error was used for weighting the

residuals (∼ 1
N
) and calculating the �t curve.

3.6 Results & analysis

A proxy for the AFM order parameter as a function of temperature was obtained by

measuring rocking curves of the elastic Q = (1, 1, 0) Bragg re�ection and extracting

the integrated intensity (�gure 3.14). The e�ect of extinction is clearly present at the

lowest temperatures as a kink in integrated intensity however, no correction for this is

made. The data near the transition were �tted to a general order parameter function
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of the form:

I = I0

(
1− T

TN

)2β

+BG for T < TN

I = BG for T > TN (3.51)

where I is the integrated intensity, I0 is the integrated intensity at zero temperature,

β is the critical exponent and BG is a constant background term.

The Néel temperature (TN = 216.8 ± 0.8 K) and critical exponent (β = 0.33 ±

0.06) were extracted. These results were in close agreement with published values

[87, 111, 139].

Inelastic spectra were measured in the temperature range 40 to 300 K atQ= (1, 1, 0)

using polarised neutrons: a sample of the results are shown in �gure 3.15 (the full re-

sults can be found in Appendix 3.B on page 95). At low temperatures, a well de�ned

Figure 3.14: The Q = (1, 1, 0) Bragg integrated intensity (black squares) serve as a proxy

for the AFM order parameter (�tted with order parameter - red curve). Inset:

log-log plot of the (1, 1, 0) intensity against reduced temperature. The error

bars are based on the �t errors on the integrated intensity.



3.6. Results & analysis 81

spin wave was measured in the xSF and ySF channels, that broadened and became

quasielastic around T ∗ (see Fig. 3.15a & 3.15b), in excellent quantitative agreement

with previous results [66, 126].

We note that in the zSF channel, there is a small amount of narrow quasielastic

broadening at 150 K (and also at 120 K, not shown), which is absent at 40 K. Although

�ts to this feature and extraction of the integrated intensity were unsuccessful because

of the relatively strong elastic signal; there is a clear quasielastic contribution in the

zSF which is present above leak-through (see dashed-dotted line in Fig. 3.15). The

origin of this scattering is as yet unknown. One possibility might be magnetic domain

wall motion appearing in all polarisation channels, which freezes out below T ∗ and this

is discussed in the following section.

Figure 3.15c shows the inelastic polarized neutron spectrum above T ∗ and is char-

acteristic of all spectra in the range T ∗ to TN : centred about zero energy transfer is

the AFM elastic Bragg peak and a smaller broad quasielastic contribution.

Here, the intensity in the tails is much greater in the ySF channel compared to the

zSF channel. This relationship was also observed at 170 K withQ = (1.2, 1.2, 0), where

magnon-phonon coupling can be safely ignored. The large di�erences in intensities

between the di�erent polarisation components indicates that the Fourier components

do not fully de-phase above T ∗.

Measurements were taken at Q = (1.2, 1.2, 0) (in SF and NSF channels) and

the data, away from the strong elastic leakthrough from the magnetic Bragg peak,

supports the picture atQ= (1, 1, 0) both above and below T ∗ (this data can be found in

Appendix 3.B, Fig. 3.20, page 95). The NSF channel contained a phonon contribution

at low temperatures that would be problematic for the data parametrisation at higher

temperatures. During the experiment we chose to focus on the Q = (1, 1, 0) spin �ip

scattering to allow us to study the critical scattering over a wide range of temperatures

and is the basis for the following discussion.
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Figure 3.15: Inelastic polarized neutron spectra from the (1, 1, 0) re�ection at di�erent tem-

peratures with the experimental data as solid points (with error bars) and lines

showing �ts to the data. Figures 3.15(a) & 3.15(b) show the spin waves in the

xSF and ySF channels only, which broaden and collapse towards the elastic line

with increasing temperature. Figures 3.15(c) and 3.15(d) show that the Fourier

components do not fully de-phase above T ∗ and TN , respectively. The black

dash-dotted line shows an estimate of the polarisation leak-through (calculated

from the �ipping ratio) from the xSF into the zSF channel, showing there is a

�nite quasielastic component above 40 K.
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The spectra above TN (e.g. see Fig. 3.15d) no longer shows an elastic contribution

from the magnetic Bragg peak and quasielastic broadening is all that remains. Surpris-

ingly, the broad tails show the polarisation conditions remain the same above TN , with

greater spectral weight in the ySF channel relative to zSF. This noticeable anisotropy

between the ySF and zSF channels implies phase correlations remain present even in

the absence of static magnetic order up to T = 1.4 TN .

The quasielastic behaviour can be studied by extracting the �t parameters and a

summary of results is shown in Fig. 3.16 (the full results can be found in Appendix

3.C). Due to the large elastic signal, the magnitude of the zSF quasielastic components

could only be reliably extracted at elevated temperatures where the elastic response is

Figure 3.16: Upper panel: extracted quasielastic integrated intensities. The quasielastic signal

develops only above T ∗ and shows divergent behaviour as expected around TN

in the ySF channel, however this is not seen in the zSF intensity. Lower panel:

HWHM of the quasielastic signal, where again critical behaviour is seen in the

ySF but not in the zSF (the instrumental resolution is shown by the dashed

horizontal line).
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Figure 3.17: Upper panel: (1, 1, 0) Bragg integrated intensity (blue circles) and the extracted

elastic intensities from �tted spectra (red squares) serve as a proxy for the AFM

order parameter (�tted with critical exponent - black curve). Inset: log-log plot

of the (1, 1, 0) intensity against reduced temperature. Lower panel: spectra were

�tted with elastic and quasielastic components and the ratio of these integrated

intensities is plotted vs. temperature. The ratio of the elastic components exactly

follows the expected behaviour for the ordered 3-k state, whereas a value of the

quasielastic ratio greater than
√
2 indicates 3-k correlations.
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diminished. This limitation could be due, in part, to an inadequate resolution function,

which was not measured directly.

Around TN in the ySF channel, the quasielastic integrated intensity diverges and

the width becomes narrower. This behaviour is expected and has been previously

reported [66]. However, the quasielastic features in the zSF channel are strikingly

di�erent: the feature is much narrower and does not change on passing through the

Néel temperature. This feature will be discussed in more detail later.

For comparison, it is useful to consider the ratio of the ySF spectral weight divided

by the zSF spectral weight. This ratio, split into elastic and quasielastic contributions,

is shown as a function of temperature in the lower panel of Fig. 3.17.

Below TN , the elastic ratio reaches a maximal value (determined by the incident

beam polarization), indicating that the zSF elastic intensity is due to leak-through

only. Above TN , where there is only a small non-zero elastic component to the �t, the

elastic scattering equals the value of
√

2, as expected for incoherent magnetic scattering

from spins randomly pointing along local 〈1 1 1〉 directions. The clear agreement of

the elastic �t component with theory, indicates the data is well parametrized and the

remaining signal is solely quasielastic magnetic scattering.

Above T ∗ in the quasielastic channel, the unequal intensities between the ySF and

zSF channels mean that polarisation conditions are similar to when in the 3-k state

(see Fig. 3.15). Around TN and above, we are able to quantify the relative intensities in

the quasielastic ratio and show this phase relationship remains and, whilst decreasing

slowly, appears robust to ∼100 K above TN (see lower panel of Fig. 3.17). The

quasielastic signal cannot be from phonon leak through as this spectral weight should

increase with temperature.

This result also con�rms that the correlations above the Néel temperature, seen

previously in neutron scattering and bulk measurements, are indeed magnetic in origin

[66, 140].
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3.6.1 Discussion

This discussion contains two main parts: the observed behaviour between T ∗ and

TN , where the spin wave becomes quasielastic with sample still antiferromagnetically

ordered, and the behaviour above TN , where there are correlations in the neutron

polarisation data in the absence of long range-order.

The collapse of a spin wave mode to zero energy is often an indicator that a system

is unstable against �uctuations and an associated magnetic phase transition is nearby -

a feature seen in many materials [29, 192]. It is therefore unusual that on approaching

T ∗, no transition is seen - either in the speci�c heat data or in the nuclear or magnetic

structure [66, 87, 140]. A possible explanation for this change is that the spins, making

up the 3-k structure, de-phase with one another. We have been able to test this

hypothesis using polarized neutrons and conclude that it does not occur.

We attribute a non-
√

2 value of the quasielastic ratio (i.e. greater than expected

intensity in the ySF over the zSF channel) as evidence for 3-k correlations. This

interpretation is in good agreement with theoretical and experimental results at low

temperatures [79, 126] and can be generalized to higher temperatures. Hence, if the

spins are uncorrelated or de-phase with one another, then the ratio should tend to
√

2.

Conversely if some correlation persists, the ratio should be greater than
√

2.

Whilst we are unable to explain the cause of the mode softening at T ∗, we suggest

understanding of the behaviour may rely on the itinerant-local duality found in many

5f electron systems. In particular this points towards a more itinerant picture of USb,

considering the quasielastic nature of the spin waves. Whilst much work has been done

on measuring and modelling the low temperature behaviour (e.g. de Haas van Alphen

measurements, spin density functional theory calculations, etc. [73, 86, 194]), more

study is needed to understand the high temperature behaviour [99, 140].

It should be noted that polarized inelastic neutron scattering is unable to discern
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whether any partial de-phasing is due to a mixture of fully phase-locked and fully de-

phased 3-k structure or partial de-phasing of the whole magnet; however, one would

not expect a coexistence of locked and unlocked spins considering the large temperature

range over which this behaviour is seen (∼ 60 K).

At low temperatures, the physical properties of USb are very well described by a

mean-�eld model where the electrons are localized and the exchange interaction domi-

nates, thus generating large magnetic moments pointing along the cubic cell diagonal.

On the other hand, the angle-resolved photoemission spectroscopy (ARPES) deter-

mined band structure seems more consistent with an interpretation based on itinerant

electrons [99]. The possible transition toward a larger degree of itinerancy at high

temperatures might also help to explain some peculiar bulk properties, such as the

resistivity peak corresponding to T ∗ [140, 164]. The spin wave becoming quasielastic

at T ∗ is clearly an indication that the transition between the localized exchange lev-

els, which gives rise to the observed excitations, can no longer be understood from a

mean-�eld point of view at such high temperatures. If so, and considering that the

present work disproves both the de-phasing hypothesis and any involvement of interac-

tions with phonons, it seems natural to propose that the softening is linked to a higher

degree of itinerancy, which could reduce the value of the magnetic moment, broaden

the spin-wave transition and therefore also lower its energy range.

The measurements above the Néel temperature are also striking and unexpected. As

the material exits the ordered AFM phase, there is little change in the zSF quasielastic

scattering and the ySF :zSF ratio remains distinctly di�erent from
√

2 (see lower panel

of Fig. 3.17). This suggests that even in the absence of long-range order, the spins

maintain a strong, partial phase relationship with one another. Indeed, the presence

of these phase correlations may indeed be important in forming the multi-k state in

USb.

It should be noted that this precursor regime (above TN) shows persistent 3-k-
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like correlations, which have not been previously reported. It is surprising that these

correlations should extend to such high temperatures; particularly as it is the fourth

order terms in a Landau free energy expansion that are needed to stabilize the 3-k over

the single-k state.

It could be interesting to realize whether the strong exchange interaction, which

dominates at low temperatures, is itself pushing the system toward stronger localization

or if the magnetic properties are simply re�ecting the e�ect of another driving force.

The peculiar properties of the 3-k structure allow us to observe directly the magnetic

response of the itinerant states in the zSF channel which, remarkably, does not show

any critical behaviour at TN . At a glance, the interplay between these itinerant states

and the localized moment seems somewhat indirect, with the appearance of the former

linked to T ∗ and the disappearance of the latter linked to TN ; on the other hand, the

e�ect of the exchange interaction on the high-temperature behaviour is still clearly

visible in the strong phase correlations.

A �nal interesting feature is the origin of the zSF signal: acoustic spin wave ex-

citations should not give any signal in the zSF channel. It remains unclear where

this signal comes from although speculation into some possible sources will now be

presented.

It is uncertain from the data obtained whether this signal comes from a strong

non-magnetic quasielastic feature polarised along the z-direction. The necessary data

is absent so we are unable to con�rm this hypothesis and although data at Q =

(1.2, 1.2, 0) hint against this (see Appendix 3.B, Fig. 3.20), they do not directly cover

the quasielastic region.

Another possibility is that the zSF signal comes from magnetic domains. As dis-

cussed in Section 3.2.1, there is one possible domain for a longitudinal 3-k structure of

USb. We may still create a domain wall by changing the coupling (i.e. �ipping or rotat-

ing) of nearby spins along some boundary: this will result in multiple and equivalent
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3-k domains that are now separated by a phase shift: a domain wall.

Neighbouring domains are distinct from one another, not by any orientational or

symmetry constraints as is usually the case, but by a phase di�erence at the domain

wall: we may think of these di�erent domains as phase domains - locally identical

regions of 3-k longitudinal order, but separated by a phase shift in the magnetic prop-

agation vector at the domain wall.

These domains may be mobile and if so, will give contributions in all directions

(including the zSF polarisation channel). Furthermore, if domain motion is able to

produce a quasielastic signal, this may explain the presence of a quasielastic ySF and

zSF signal above TN . As the spins still point along the 〈1 1 1〉 directions (supported

by the value of the ratio in Fig. 3.17 and the large crystal �eld energy), �uctuations

of these domains would give observable signal in the ySF and zSF channels, although

expected relative make-up of the contributions (i.e. more ySF intensity over zSF )

remains unclear.

It would be interesting to study these domains further and explore whether the

physics at T ∗ has any e�ect on these domains and vice versa.

It should be noted that it is likely that these phase domains do exist in USb (or

rather it is unlikely that there are no domains at all in a macroscopic sample), however,

these have never been previously studied or realised. It remains unclear, however, if

these domains and their dynamics are responsible for the observed inelastic neutron

scattering measurements or whether it is the localised-itinerant cross-over (or a combi-

nation of both) that gives the changes in physical properties. In the next chapter, the

possibility of domain dynamics will explored further using the probe of X-ray photon

correlation spectroscopy.
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3.7 Conclusions & outlook

The inelastic spectra of the multi-k antiferromagnet USb have been explored using po-

larised neutrons, across a broad range of temperatures. At the lowest temperatures, we

observe a well de�ned spin waves from a localised 3-k magnet. However, tri-directional

polarisation analysis has shown that, contrary to prediction, the Fourier components

do not de-phase above T ∗. The cause of the spin wave softening at T ∗ still remains an

open question.

Notably, USb maintains phase correlations to at least ∼ 1.4 TN in its quasielastic

excitations, despite possessing no long range magnetic order. This precursor region

above the Néel temperature is unexpected but may be important for the formation of

the 3-k state in USb.

This work has been published [118] and continues to give new insights and surprises

into the long-standing problem of spin waves in this canonical 3-k magnet3.

Two possible qualitative explanations for the change in behaviour have been put

forward: a local to itinerant cross-over and a change in phase domain dynamics. It

is not clear which of these two (or combinations) are responsible, however, a local-

itinerant duality is found in many other actinide and uranium monopnictide systems

and this change in itinerancy is the more simple of these two explanations, so might

be favoured in this respect.

However, the study of domains in a 3-k magnet is an exciting new proposition that

can be tested. A continuation of this work is proposed to again use polarised inelastic

neutron scattering and carefully study the quasielastic spectra around T ∗.

Here the aim is to systematically measure the temperature dependence of the

quasielastic signal looking for evidence of phase domains and their dynamics (for more

3This work has recently been cited by Normile et al. as an example of resolving multi-k order in a

material [138].
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details see appendix 3.D). Using a cold neutron source increases the instrumental res-

olution and allows us to study the quasielastic signal more clearly. In particular, it

would be of interest to study and parametrise the zSF quasielastic signal below T ∗ and

compare this to the ySF spectral weight, around the onset of the spin wave softening.

The next chapter details the work carried out using X-ray photon correlation spec-

troscopy to try to resolve changes in the dynamics over longer time scales and probes

the magnetic domains in USb.
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Appendices:

Inelastic neutron scattering studies in
USb
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3.A Matlab analysis program

Figure 3.18: Screenshot of the GUI used to manage �ts to the spectra.

Figure 3.19: Screenshot of the output from the �tting GUI. The lower panel shows the resid-

uals on a �xed scale (which can be set by the user) to give easy comparison

between �ts.

A �tting routine based on the MATLABr code by S. P. Collins was used. A graph-

ical front end to this routine was written in MATLAB to intuitively allow parameters

to be set and change which parameters were varied (see Figure 3.18). This allowed for

some play and exploration in di�erent starting parameters, which would have otherwise

been more taxing in a command line environment.
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To allow batch processing of the data, it was important to be able to switch from

the graphical user interface (GUI) to the MATLAB command line environment. It

was also important to sensibly organise and allow saving of di�erent �t attempts. This

was implemented by holding the data in structures and automatic saving of data using

check boxes.

The �t(s) would be executed with the �Go Go Go� button, and the user could also

optionally display and save the �t results. The original data, �t curve and components,

parameter summary, labels and residuals are automatically plotted to give fast feedback

(see Figure 3.19).
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3.B USb polarised inelastic spectra

Figure 3.20: The inelastic polarised neutron spectra at Q = (1.2, 1.2, 0) showing the acoustic

longitudinal excitation at 40 K and 150 K. Top inset: the subtractions give an

estimate of the magnetic signal less background showing the spin wave clearly.
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Figure 3.21: The inelastic polarised neutron spectra from USb from 40 - 300 K atQ = (1, 1, 0)

(the solid lines are �ts to the data). The damping of the spin wave and collapse

can be seen with increasing temperatures. The anisotropy between the ySF and

zSF is clearly present at all temperatures, indicative of 3-k like correlations.
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3.C Fit overview to inelastic spectra

Figure 3.22: Extracted �t parameters from �tting inelastic spectra. Top panels: �ts to spin

wave components show dampening and collapse of spin wave approaching T ∗.

Lower panels: Quasielastic �t components showing critical behaviour in the case

of xSF and ySF (middle panels) and smooth broadening of the zSF quasielastic

signal (lower panels) that is insensitive to TN .
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3.D Proposal for continuation of inelastic studies on

USb

Probing fluctuations of antiferromagnetic phase domains in USb 

Scientific case  

The 5f electrons in uranium based compounds have proved a rich field of study for well over 30 years. At 
low temperatures, uranium antimonide (USb) looks like a well-localised 3-k antiferromagnet (TN = 213 K) 
with well defined spin waves [1]. One surprise was that the acoustic modes appear to be longitudinal, but 
this is now well understood as a consequence of the 3-k structure, and not due to any change in the 
magnitude of the spins [2]. 
 
This picture is well supported at low temperatures, however, above a temperature T* (T*<TN), the spin 
waves collapse with no corresponding change in the structural or magnetic symmetries [3, 4]. This change 
was attributed to the unlocking of the different phase components making up the 3-k state [5] but a recent 
study using polarised neutrons showed that this was not the case (see Figure 1) [6]. The change of spin wave 
characteristics at T* is still an open question. 
 
Our measurements, using inelastic neutron scattering with XYZ polarisation analysis, were able to track the 
static and dynamic magnetic signal as a function of temperature and show that the Fourier components 
making up the 3-k state do not unlock above T* and even persist above TN, up to at least 300 K [6].  
 
 

 
 
 
Figure 1 shows energy scans of spin-flip scattering in USb at a range of temperatures: from below T*; to 
above TN. Below T* (Fig. 1a, 1b), the geometry (detailed in Ref. [7]) is such that the acoustic mode appears 
in the y-polarised spin flip (SF) channel and is absent in the z-SF channel. This anisotropy in the polarisation 
conditions is characteristic of the 3-k state and remains unchanged above T* and TN, indicative of remnant 
3-k-like correlations. 
 
At all temperatures above 40 K, there is a non-zero quasielastic component (above nominal polarisation 
leakthrough) in the zSF channel that is not expected based on current understanding. We were able to rule 
out phonon contributions to this signal. 
 
Inside the 3-k state, it is possible to have domains based on the phase correlations between nearby spins. 
These domains have no associated magnetoelastic distortions and so the energy barrier to domain wall 
motion might be expected to be small.  
 

Figure 1: Inelastic polarized neutron 
spectra at Q = (110) at different 
temperatures (solid points are data, 
lines are fits to the data). Figures 1a) & 
1b) show that the spin waves only exist 
in the xSF and ySF channels. They 
broaden and collapse towards the 
elastic line with increasing 
temperature.  
 
Figures 1c) & 1d) show most of the 
signal remains in the ySF channel and 
hence the Fourier components do not 
fully de-phase above T* and TN, 
respectively.  
 
The black dash-dotted line shows an 
estimate of the polarisation leakthrough 
into the zSF channel, showing there is 
an extra quasielastic component in the 
zSF above 40K. 



At temperatures between T* and TN, we hypothesise that the motion of these domain walls is on a faster 
timescale than the spin waves, which washes out the spin wave signal, and leaving only the quasielastic 
excitations from the domain wall motion. Below T*, these domains walls would then freeze-in, allowing the 
spin waves to be observed.  
 
This domain wall motion is a way of explaining the zSF signal observed, as this motion should give rise to a 
magnetic signal in all polarisation channels. It would also explain the persistence of phase correlations above 
TN - here there is no static long range order, but fluctuations of these domains can be seen. 
 
We therefore ask for beam time on a cold triple axis spectrometer with polarisation analysis to investigate 
this quasielastic signal, which we attribute to the motion of domains. We plan to carry out a systematic study 
to characterise the quasielastic spectra above and below T*, at magnetic and structural Bragg reflections to 
test this dynamic domain picture. 

Detailed Experimental Proposal  

A single crystal (7 g) is available, as used on IN22 for the work in Ref. [6, 7] and is currently at the ILL. 
USb has an fcc NaCl structure (a = 6.197 Å). It is a type I antiferromagnet (QAFM = [0 0 1]) with TN = 217 
K.  
 
The sample is currently aligned to give a (100)-(010) scattering plane using the polarisation setup as 
described in Reference [7]. The points of interest in reciprocal space are: 

 Q = [110] – we have studied this magnetic Bragg peak before, but want to use cold neutrons and the 
excellent energy resolution available on PANDA to focus on small energy transfers and the 
quasielastic signal, as a function of temperature between 40 K and 150K. 

 Q = [111] (or [002]) – will act as a reference. Changes in the magnetic domains should not effect the 
reflections from this structural peak, as there can be no elastic energy associated with the domains of 
the 3-k structure. 

 Q = [001] – For 3-k USb,  the structure is longitudinal and parallel with the scattering vector so no 
static magnetic signal is expected here or has been seen before [2, 8]. However, the suggested 
domain fluctuations could have a small but finite quasielastic component that we will look for. As 
Fig. 1 illustrates, this will be very small, and so this part should initially be done without polarisation 
analysis to maximise the incident flux. 

 
We have successfully used this technique to look at multi-k structures on UO2 [9] and USb [6, 7], and 
anticipate from the previous experiments on IN22 at the ILL that, despite the size of the crystal, the signal is 
weak when full polarization analysis is needed. In order to resolve any small broadening, particularly below 
T*, a reference measurement of vanadium would also be made (note that the due to the large sample mass 
and associated extinction effects, the structural peaks are unsuitable to calibrate the resolution). 
 
After consultation with Dr. A. Schneidewind, we request 8 days of beam time on PANDA to complete this 
study. This includes: 1 day setup, 5 days to measure energy scans at three points in reciprocal space across 
seven different temperatures (40 – 200K) and 2 days for unpolarised measurements at Q=[001]. We will 
work in fixed kf mode at 1.5 Å-1 with a Be filter and use the standard Heusler-Heusler monochromator-
analyser configuration. 
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Chapter 4

XPCS measurements on uranium

antimonide

4.1 Introduction & aims

Dynamics can occur across a range of timescales: from femtoseconds in molecular

vibrations states [1], to kiloseconds for domain wall motion [25], however measuring

this requires a probe with time resolution to match. In magnetic systems, inelastic

neutron scattering and neutron spin echo are often the probes of choice; however they

have upper bounds limited to nanosecond and microsecond timescales, respectively

[131, 145, 180].

X-ray photon correlation spectroscopy (XPCS) (also known as speckle spectroscopy)

uses X-rays to take snapshots and correlate processes occurring on Angstrom length-

scales, from microseconds to kiloseconds, and is a useful probe to capture dynamics

across a range of timescales [133, 167, 171].

In the previous chapter, we have seen that partial phase correlations remain way

above the Néel temperature in USb and also an unexpected contribution to one of the

polarisation channels. An explanation for this may be local regions within the sample

101
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where the nominal phase relationships remain, leading to local phase domains (see

Section 3.6.1).

The aims of this study were to use magnetic X-ray photon correlation spectroscopy

to look for magnetic domain �uctuations in the 3-k magnet USb. In a macroscopically

ordered sample, it is highly likely that these magnetic domains are present, although

little is known about their spatial extent of these domains or the timescales over which

the domains change. For reasons discussed later the dynamics are expected to be slow

and the study of 3-k domains should be well suited to the XPCS technique, which has

a broad dynamic range and should also be sensitive to change in the magnetic domains.

In particular, it is of interest to see how the magnetic domains change near TN and

also T ∗.

4.2 Magnetic domains in a 3-k magnet

In a macroscopically ordered sample, it is highly likely that spatial magnetic domains

are present. Often, these arise from a need to minimise the magnetostatic energy (as

is the case for ferromagnets) or due to sample morphology/defects (antiferromagnets).

Neighbouring domains are separated by a domain wall that incurs some additional

exchange energy cost, which is balanced against the magnetocrystalline anisotropy of

the system and any magnetoelastic energy.

There are many possible con�gurations for a domain wall in a 3-k magnet. Local

regions around a straight domain wall are illustrated in �gure 4.1. In the �rst case, the

crystal has a single magnetic 3-k domain (grey boxes are guides to eye showing similar

spin con�gurations: all pointing either in/out of a tetrahedra). In the other two cases

the domain wall is created by changing the spins in the fourth column, which results

in a domain wall between spins in column three and four (highlighted in green).

In the centre panel of �gure 4.1, the spins in the fourth column have been �ipped



4.2. Magnetic domains in a 3-k magnet 103

Figure 4.1: Possible domain spatial magnetic domain con�gurations in a 3-k magnet (adapted

from [126]). Left: a longitudinal 3-k mono-domain. Centre: a canted ferromag-

netic domain wall with net moment to the right. Right: an antiferromagnetic

domain wall, but with transverse 3-k coupling across the wall. The grey boxes

highlight tetrahedra with spins pointing all in or out.

relative to the monodomain con�guration (a common approach to making domains in

an antiferromagnet). The �fth column of spins is generated by continuing this tiling

from the previous column. This results now in two domains that are separated by a

canted ferromagnetic domain wall (in this case with net moment to the right).

In the right panel of �gure 4.1, the spins in the fourth column have again been

altered, but this results in no net magnetisation for the domain wall. If one looks along

either side of the domain wall we note that there is regular longitudinal 3-k coupling

similar to the bulk. However, looking across the domain wall, we �nd the transverse

3-k structure (recall �gure 3.2 on page 45).

In both of these cases, the local cubic symmetry is broken by the domain wall as a

preferred axis is chosen. One expects this to be important for USb as the local cubic

symmetry is necessary for, and preserved by, the 3-k state. For this reason, and due

to exchange energy costs, the domain wall is expected to be relatively slow (compared

to other antiferromagnets, say), although little is known about domain dynamics in a

multi-k system.
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One should note that this is not a consideration for 1-k antiferromagnets, as the

cubic symmetry has already been broken [113]. This di�erence, in part, motivates

this thesis work as domain dynamics have been studied for 1-k, but not 3-k magnets

[25, 26, 90, 167, 187].

In addition to the con�gurations discussed here, there are other possible domain

walls one could consider and the simple cubic symmetry is broken there too. Note,

that these illustrations are simple 2D projections and so the domain wall, rather than

being a simple 1D object, is a 2D plane of spins which results in many di�erent domain

wall possibilities.

The other aim of this study is to explore the e�ect TN and T ∗ have on the domain

con�gurations and dynamics. At TN , one expects a break-up in the domains and faster

dynamics as the sample turns paramagnetic. It would be interesting to realise whether

there are similar changes around T ∗, which is associated with a softening of the spin

wave modes but shows no change in the structural symmetry or magnetic order.

To explore the domains and their dynamics, a probe is needed that is sensitive to

this order and also matches the relevant timescales - this prompts a discussion of X-ray

photon correlation spectroscopy.

4.3 X-ray photon correlation spectroscopy

X-ray photon correlation spectroscopy (XPCS) has been able to probe structural dy-

namics (for example, di�usion in colloidal systems) from microseconds to kiloseconds

[133, 171]. Recently, this technique has been applied to the study of antiferromagnetic

domain motion.

In contrast to microscopy techniques, which are often surface sensitive (such as

photoelectron emission microscopy (PEEM) [98, 137, 141, 190] and transmission X-

ray microscopy [46, 49, 89]), X-ray photon correlation spectroscopy is a bulk probe
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that captures an ensemble average of the domain properties. This is advantageous as

the sample surface breaks the symmetry of the 3-k state which can lead to complex

behaviour [10, 113]

A brief introduction to the XPCS technique will be presented, highlighting the

suitability of studying magnetic dynamics.

Figure 4.2: Speckle from magnetic stripe domains in a 350 Å �lm of GdFe2 measured at the

Gd M5 resonance. Image from Ref. [63] attributed to [150]

4.3.1 Principle

If a sample is illuminated by coherent X-rays, then the di�racted beam will exhibit

interference from the sample morphology and give rise to a spatially varying scattered

intensity pattern: this is known as speckle (see �gure 4.2). If the sample is undergoing

thermal �uctuations, then this speckle pattern will vary as a function of time. Cor-

relation spectroscopy looks at �uctuations in the speckle pattern, at time instants t′

and t′ + t and compares them, giving useful information about the time evolution and

dynamics of the system.

The measure of correlation in XPCS is the intensity-intensity autocorrelation func-

tion, g2(Q, t), which is de�ned for wavevector, Q and time interval, t, as:

g2(Q, t) ≡ 〈I(Q, t′)I(Q, t′ + t)〉
〈I(Q, t′)〉2

; t ≥ 0 (4.1)
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where I(Q, t′) is the intensity for a given wavevector at time t′ and 〈...〉 denotes a time

average over time t′. For short time intervals, the speckle pattern does not change

and in this limit, the numerator goes as 〈I(Q, t)2〉. Considering the long time interval

limit, the intensities in the numerator will be uncorrelated from one another so will

tend towards 〈I(Q, t)〉2. The correlation function, g2(t), will therefore decay from a

maximal initial value to a constant at long times (note that 〈I(Q, t)2〉 > 〈I(Q, t)〉2);

and using the Siegert relationship [149] can be expressed as [125, 182]:

g2(Q, t) = 1 + A[f(Q, t)]2 (4.2)

where A is de�ned as the speckle contrast (a sample independent, beamline parame-

ter, determined experimentally) and f(Q, t) is the normalised intermediate scattering

function linked to the dynamic structure factor, S(Q, t), by

f(Q, t) =
S(Q, t)

S(Q, 0)
(4.3)

A cartoon of the data acquisition procedure for a XPCS experiment is shown in

�gure 4.3. At a given temperature, a series of N speckle di�raction patterns are

obtained on a CCD, spaced apart by a time interval, t (the �nite time of exposure will

be ignored for now). For a chosen region Q = Q′, g2(Q′, t) is calculated in the discrete

limit of equation 4.1, which is given by:

g2(Q′, t) =
1
N

∑
t′>0 I(Q′, t′)I(Q′, t′ + t)

〈I(Q′, t′)〉2
(4.4)

If one considers a sample whose dynamics are governed by a process that follows a

single exponential decay, then it will have the autocorrelation function:

g2(t) = 1 + Ae−2Γt (4.5)

where the relaxation rate of the process of the equilibrium �uctuations is governed by

the relaxation constant, Γ. Jakeman [77] has shown that the e�ect of counting for a
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Figure 4.3: Speckle di�raction patterns are obtained for time steps, t, and then correlated

using equation 4.4 to �nd g2(Q, t). In the above example the yellow dot region is

chosen for a particular Q, however this is illustratory only; in practise an annular

sector at constant Q about a Bragg re�ection would be chosen.
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�nite time does not change the form of the auto-correlation function (in most cases)

and leads to a decreased optical contrast: A→ A′ (where A′ < A).

In a typical XPCS experiment, the aim is to calculate g2(Q′, t) over a particular

detector region Q', where dynamical processes are occurring and then to look at its

form for a given temperature in order to extract a characteristic time scale(s). The

next step would be to look at how the relaxation time varies with temperature.

The time window of an XPCS experiment is limited by �nite count and detector

read-out time mitigating the fast event resolution; and beam coherence and setup sta-

bility limiting the long time scale processes. Across all time regimes, photon intensity

is critical to give meaningful statistics for a technique that requires a good signal to

noise ratio.

Beam spatial-coherence is generated by a pinhole aperture, which massively reduces

the incoming �ux. It is due to bright synchrotron sources with a large number of

coherent photons and fast CCD detector hardware that have made XPCS possible

[125].

4.3.2 Previous XPCS studies

To date XPCS has been used successfully as a structural probe for colloidal systems

and other problems in soft condensed matter [125, 171, 186]. These systems have

characteristic length scales that are well matched by X-ray wavelengths and dynamics

that can span many orders of magnitude.

Magnetic XPCS, however, is a �eld still in its infancy. A challenge facing the

measurement of spin dynamics using XPCS is tuning the X-ray beam to be an e�ective

probe at picking out the magnetic correlations, over and above any structural signal

and other �uctuations that will be present.

In an antiferromagnet there exist domains and also domain �uctuations. Unlike

ferromagnets, where these �uctuations in domains give rise to volume changes and
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associated Barkhausen noise [189], detecting �uctuations in antiferromagnetic domains

is more subtle: for antiferromagnets, mesoscopic probes have not proved useful as the

net magnetisation vanishes on these length scales.

XPCS on the other hand provides a suitable tool to probe the magnetic domain

con�gurations and their dynamics. The principle of generating a series of speckle

patterns and then correlating them remains the same. In the magnetic case, the speckle

is generated from interference between di�erent magnetic domains (recall �gure 4.1).

The �rst reported use of this technique was in the case of elemental chromium,

an antiferromagnet. Here the magnetic domain dynamics were studied by measuring

changes in the autocorrelation function of the charge density wave satellite, which

encodes information about the spin density wave and associated magnetic domain

dynamics [169]. The authors were able to extract g2(t) (see �gure 4.4) and found that

there were two components to the relaxation: a slow and fast relaxation linked to local

and collective reorientation dynamics.

Other XPCS studies have probed antiferromagnetic domain �uctuations more di-

rectly by measuring magnetic Bragg re�ections at resonant X-ray edges [25, 26, 90, 167,

187]. Tuning the X-rays to a resonant edge is necessary to maximise the scattered �ux,

boost signal to noise ratios and reliably extract g2(t) (the details of resonant magnetic

X-ray scattering are covered brie�y in the following section).

In particular, the recent work by Chen et al. uses resonant XPCS to look at the

spiral antiferromagnetic state in dysprosium. Here, they �t the form of the relaxation to

F (t) = exp[−(t/τ)β], where the coe�cient β = 1.5 gives evidence for jamming or glass-

like domain dynamics. The idea here is that domain wall motion requires a cooperative

reorientation of many spins. This behaviour is similar to the case of chromium and

also a wide range of other systems from colloidal gels [28] to dense ferro�uids [153].

It would be interesting to realise whether this jamming behaviour is seen in the

domain dynamics of USb; or if the relaxation occurs by another route, such as quantum
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Figure 4.4: a) Upper panel: the correlation function vs. time for the charge density wave su-

perlattice peak (2-2δ, 0, 0) at di�erent temperatures. There are two characteristic

timescales present in the relaxation, which are modelled by the solid curves. Also

shown is the correlation function from the (2, 2, 0) structural Bragg peak and

show little relaxation (which is due to the partially coherent beam) and is marked

as "Lattice". b) lower panel: a time sequence of charge density wave speckle pat-

tern evolution at 17 K, with subsequent images 1,000 s apart, which shows the

gradual loss of correlation with increasing time. Figure from reference [169].
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mechanical tunnelling [44, 169].

4.3.3 Magnetic X-ray scattering

So far it has been asserted that the X-rays are sensitive to magnetic order. This is to

be expected to some extent, as X-rays are electromagnetic radiation and so are able

to scatter from not only charge distributions, but also a magnetisation density. Some

of the details behind magnetic and resonant magnetic X-ray scattering will now be

presented.

Magnetic X-ray di�raction from an antiferromagnet was �rst demonstrated for NiO

in the pioneering work of Bergevin and Brunel [36]. The tiny observed di�raction

peak (≈2 counts/min on a background of 15 counts/min) was visible below TN due

to selecting a structurally forbidden re�ection where there is a magnetic superlattice

lattice re�ection only (the onset of magnetic order leads to doubling of the unit cell,

allowing new re�ections to be accessed).

This non-resonant magnetic scattering process comes from relativistic e�ects due to

the coupling between the electromagnetic �eld with the spin and orbital components of

the electron [11, 12]. This is a relatively weak e�ect; roughly 106 orders of magnitude

smaller than Thompson scattering [18]. However, by tuning the incoming X-ray energy

to excite a transition between electron states in an atom, this can lead to a large

enhancement of the scattered intensity that can also be sensitive to the magnetism.

Resonant scattering occurs when an electron is excited from a core level to a higher

un�lled atomic shell (or a narrow band) and then decays back to the original state (i.e.

elastic scattering), releasing a photon. This process is described by second order per-

turbation theory and the transition probability between states (which is proportional
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to the scattered intensity) is given by

W =
2π

~

∣∣∣∣∣∣
〈
ψf

∣∣∣Ô∣∣∣ψi〉+
∑
n

〈
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∣∣∣Ô+
∣∣∣ψn〉〈ψn ∣∣∣Ô∣∣∣ψf〉

Eg − En + ~ωi

∣∣∣∣∣∣
2

ρ(E) (4.6)

where the initial and �nal states are labelled by i and f , respectively, Ô is an operator

describing the electron-photon interaction, Eg is the ground state energy, ~ωi is the

incoming photon energy, and ρ is the density of states [18]. At the resonant condi-

tion (i.e. ~ω = Eg − En), the denominator in the second term will vanish, massively

increasing the scattering rate.

This resonant scattering process samples the magnetism indirectly, with the strongest

resonant enhancements to the scattering found at low-order electric multipole transi-

tions (E1 or E2). Here it is the transitions to either the d- and f -levels, which are

exchange split by the magnetism of the outer electrons, that gives rise to the magnetic

sensitivity [18, 68].

Resonant magnetic X-ray scattering was �rst reported at the L3 edge of holmium by

Gibbs et al., where the 50-fold increase in the magnetic di�racted intensity was used to

study the spin spiral structure in elemental holmium [59]. Since then there have been

many other resonant magnetic scattering studies, particularly ones looking at the 5f

magnetism where there are huge resonant enhancements to be found [103, 104]. For the

actinides, the relevant resonances are the M4 and M5 resonant edges that correspond

to E1 transitions from 3d to the magnetic 5f orbitals.

The details behind magnetic, and particularly resonant magnetic, X-ray scattering

are subtle; with the former a result of interaction between the electromagnetic �eld

with spin and orbital magnetism, and the latter associated with transitions linked to

magnetically exchange-split outer levels. The aims of this section were to provide a

brief motivation behind the physics and to represent the �avour of X-ray magnetic

scattering1. The key messages are that:
1For a more detailed and thorough approach, the reader should consult reference [12] and [11] and
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• X-rays are sensitive to magnetism, either by non-resonant or resonant scattering,

and the scattered intensity is typically weak.

• The magnetic signal can be separated from the intense charge scattering by se-

lecting a forbidden structural re�ection where only the magnetic signal is present.

• The magnetic scattering can be greatly enhanced by resonantly exciting a tran-

sition to exchange-split outer electron states.

There are many complicated and useful techniques associated with resonant mag-

netic X-ray scattering (such as spectroscopic and polarisation analysis [70]), but it

should be emphasised in the context of this XPCS study, that the scattered intensity

is used simply as a high resolution Bragg peak that is sensitive to the magnetic order

of the sample.

4.3.4 Magnetic XPCS work carried out during this thesis

During this thesis work, I have used XPCS to study other magnetic systems. Although

the physics are quite di�erent to that of a 3-k magnet, the approaches and lessons

developed were important in applying this technique to USb.

XPCS studies of the spin ice Ho2Ti2O7

I have tried using XPCS to study spin dynamics in the magnetic frustrated spin ice

Ho2Ti2O7. In Ho2Ti2O7, localised Ho spins sitting on a pyrochlore lattice point along

local 〈1 1 1〉 directions, with two spins pointing to the centre of each local tetrahedra

and two out. There is no unique ground state for this con�guration and the system is

highly frustrated. This two in, two out con�guration for spins on a pyrochlore lattice

references therein.
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Figure 4.5: AC susceptibility measurements showing the real and imaginary parts of the AC

magnetic susceptibility versus temperature for di�erent applied �elds in Ho2Ti2O7

(from Ref. [45]). The e�ect of the �eld appears to slow down the low process al-

lowing the high process to dominate. Inset: Arrhenius plot for the frequency shift

of the low process peak for polycrystalline Ho2Ti2O7 (�) and Ho1.9La0.1Ti2O7

(©). This shows doping to slow down the low process.

directly maps onto the proton displacements due to hydrogen bonding in water ice -

so Ho2Ti2O7 is referred to as a spin ice2.

As seen in Chapter 2, magnetic susceptibility measurements are a useful tool in

realising the bulk response of a system. Figure 4.5 shows the AC magnetic susceptibility

data for Ho2Ti2O7, where two distinct features are noticeable as peaks in the imaginary

part of the dynamic susceptibility, χ′′ [44, 45]. The higher temperature process is seen

in other RE2TM2O7 (where RE is a rare earth element, e.g. Dy, Tb, Er and TM is

either Ti or Sn) and is indicative of the material entering a glassy phase; the spins are

2An excellent introduction and review to the geometrically frustrated magnetic materials can be

found in reference [58].
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Figure 4.6: The normalised intermediate scattering function response as a function of time

integrated over a range 0.5Å−1 6 Q 6 1.0 Å−1 also showing �ts for the relaxation

time, τ(T ) (from Ref. [45]). At low temperatures the exponential relaxation

cannot be measured by neutron spin echo.

unable to follow the applied �eld as the dynamical response of the system is slowed

[69, 127, 152, 176]. At lower temperatures, another feature is present in χ′′ only when

a �eld is applied. This behaviour is di�erent from other rare earth titanates, where it

is present even in the absence of �eld.

To study the slow microscopic dynamics of Ho2Ti2O7 using neutrons, high energy

resolution is needed which the neutron spin echo technique is able to provide. The

experiment measures the intermediate scattering function S(Q, t), which unlike sus-

ceptibility measurements of the bulk, contains both temporal and spatial correlations.

Indeed, Ehlers et al. found the suppressed high process of Ho2Ti2O7 is also observ-

able in the neutron spin echo data: by taking the Fourier transform of S(Q, t) and by

Kramers-Kronig inversion, the real and imaginary parts of the AC susceptibility can

be found [45].

The results for S(Q, t) across a given Q range are shown in �gure 4.6 and can

be �tted by a simple exponential decay using a parameter, τ(T ), that characterises

the relaxation rate for a given temperature which is similar to the bulk susceptibility

measurement for relaxation. Measurements show S(Q, t) to be largely Q independent
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at high temperature which re�ects the likely origin of the process. This gives negligible

evidence for two spin correlations and so the high process is likely to be a single spin

�ip mechanism, as expected.

Speculation into the origin of the low process is that a cooperative quantum tun-

nelling of spins is the dominant mechanism, with Ehlers et al. suggesting that the

unusually strong dipolar �eld plays an important role in its origin [44]. However, it

is clear from �gure 4.6 that at these low temperatures, the process lies outside of the

neutron spin echo time measurement window and as yet no microscopic measure of the

spatial and temporal spin correlations exist for low temperatures.

The motivation of our research in this �eld was to use X-ray photon correlation

spectroscopy to reveal the microscopic dynamics at the lowest possible temperatures,

and hence the physics at the longest timescales where other probes fall short.

In order to pick out the magnetic signal, this study used X-rays tuned to the

M -resonant edges of holmium (M4 = 1394 eV, M5 = 1351 eV) which provided an

ampli�cation of the magnetic signal [144]. Unlike the studies of antiferromagnetic

domains where a magnetic Bragg re�ection is often selected, this was not available for

the frustrated spin ice which does not order.

Instead the plan was to measure close to the Q = 0 position, where the magnetic

signal would be boosted by the nearest neighbour ferromagnetic exchange interaction.

This corresponds to grazing incidence scattering in re�ection geometry and straight

though scattering in transmission geometry.

The relatively large beam footprint in the grazing incidence scattering geometry was

very susceptible to small motion of the sample, which made it impossible to correlate

frames over the required timescales.

We also found that switching to transmission geometry also proved problematic,

as it requires a thinned sample to be prepared (to minimise X-ray attenuation) which

limits the signal from a process that is already signal-to-noise starved.
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The stability in the transmission geometry was much improved, which could prove

useful in other systems. In XPCS, the energy (and hence wavelength) is determined

by the resonant energies meaning that often, the associated 2θ angle may not be easily

accessible. In the case of low angle scattering, we have been able to prepare samples

by focused ion beam milling and mechanical �lm polishing that can be used in this

geometry (see Fig. 4.7).

Figure 4.7: An optical microscope image of the focused ion beam milled prepared Ho2Ti2O7

sample attached to a copper support grid for use in transmission geometry.

From this work, we were unable to clearly observe speckle and so unable to extract

the autocorrelation function and characteristic relaxation of Ho2Ti2O7. Systematic

changes were observed in the scattering pattern when reversing the �eld which seem

to coincide with temperatures where there are magnetic and electronic transitions -

however, the data is not of high quality and is di�cult to interpret (see appendix 4.A

on page 135 for details).

XPCS studies of the magnetostrictive Fe1−xGax alloys

Fe1−xGax is a magnetostrictive material with a rich phase diagram as a function of dop-

ing, showing a number of di�erent structures [85]. On cooling, there exists a metastable

phase x between 0.15 and 0.27, which is made of a coexistence of the perfect solid so-
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lution (the bcc A2 phase) and a Ga-rich D03 phase. However, the equilibrium phase

at room temperature should be face centred cubic (the L12 phase). This transition

from D03 to L12 occurs at room temperature and must pass through a tetragonal

phase (D022). It is thought that a rotation through this intermediary tetragonal phase

is induced by ferromagnetic interactions which may be key to generating the large

structural change observed as a function of magnetic �eld [85].

Small angle neutron scattering has shown that in Fe0.81Ga0.19, there is a close

link between the macroscopic magnetostriction and magnetisation in and around the

nanoscale heterogeneities (the D022 precipitates) [114]. From this work it was antici-

pated that there are two di�erent dynamical processes on the application of a magnetic

�eld: magnetic domain wall motion and also the rotation of the tetragonal D022 pre-

cipitates to align the magnetic easy access of the tetragonal structure parallel to the

�eld. Mechanical stress measurements, indicating loss due to magnetoelastic hysteresis

of domain wall motion, show a resonance around 1 Hz [75].

The aim was to use XPCS to monitor the dynamic processes and changes as a

function of magnetic �eld by studying the scattering at the Fe (LII = 1143 eV) and

Ga (LII = 1116 eV, LIII = 707 eV) edges [185], as well as o� resonance, to discern

magnetic and structural information.

Speckle patterns were obtained at room temperature (for example, Fig. 4.8); how-

ever no dynamical speckle was observed on the timescales measured and the speckle

pattern remained static. Due to the limited scattered intensity and slow read-out times,

it was not possible to probe dynamics on timescales faster than 1 Hz.

Outcomes from XPCS work

These studies on Ho2Ti2O7 and Fe-Ga system highlight some important lessons for

magnetic XPCS:

• The setup must be stable over the timescales measured - without stability, the
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Figure 4.8: The magnetic speckle pattern obtained from a magnetic re�ection in Fe0.81Ga0.19

at the resonant L3 edge of Fe showing clear speckles arising from constructive and

destructive interference.

optical contrast is hugely reduced and extraction of dynamics impossible.

• It is important to collect a large number of photons in order to be able to mean-

ingfully measure the relaxation. In the case of the Fe1−xGax system, the small

�ux limited the dynamical range we were able to probe.

4.4 Experimental setup

4.4.1 XPCS setup

XPCS measurements on USb were carried out on the I16 beamline at Diamond in the

UK, which is optimised for high coherence and resonant hard X-ray measurements, so

well suited for this study looking at the uranium M-edge. An overview of the beamline

layout detailing focusing and monochromating elements is shown in �gure 4.9.

The relevant resonant energies for the Ho2Ti2O7 and Fe1−xGax systems were both

in the soft X-ray regime. In the case of uranium, the resonant energies lie in the hard

X-ray range and so at much shorter wavelength. This means the angular spread of the

scattered pattern will be much smaller. The key features of this setup are to extend the
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Figure 4.9: Overview of the optics layout on I16, Diamond (from [179]).

detector arm in order to obtain enough resolution on the detector to resolve the speckles

that are needed for the correlation procedure. This is obtained by a ∼1 m evacuated

PVC pipe with Kaptonr windows (see �gure 4.10) that allows the scattered X-rays to

travel through to the detector with minimal losses and noise from air scattering. The

detector to sample distance was 1.26 m.

The high beam coherence required is obtained by closing sample slits to ∼10 µm

square (this could be optimised to maximise the number of photons whilst keeping

high coherence), approximately 70 cm before the sample. Excellent beam stability and

higher harmonic rejection was achieved with a set of slits 0.35 m upstream, acting as a

secondary source, and additional mini-mirrors [7] (resulting in 0.1% of contamination

from charge di�raction from higher harmonics at the Q = (0, 0, 3) position).
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Figure 4.10: Picture of the detector setup on beamline I16 at Diamond. X-rays emerge from

the beam tube, scatter from the sample and then into the detector arm assembly.

The detector arm houses many di�erent detectors and is also the mounting point

for the extension. A black optics rail (visible below the pipe extension) supports

the vacuum tube extension and the ANDORr detector.

Re�ections from the uranium M4 edge (3.728 keV) provided a large enhancement

of the magnetic scattering [184], enough to mitigate against the loss of intensity from

a pinhole aperture. The feasibility of this approach has been demonstrated by pre-

liminary studies on the isostructural compound UAs at the ESRF where, in similar

conditions, up to 2000 cts/s from the Q = (0, 0, 1) re�ection and static speckle was

observable [193]. The scattering can be further enhanced by measuring at Q = (0, 0, 3)

due to the greater 2θ angle, where there is a nine times intensity gain over Q = (0, 0, 1)

[11]. Furthermore, the Q = (0, 0, 3) is a forbidden structural re�ection for the face

centred cubic lattice, meaning that the resulting speckle pattern is purely magnetic in

origin and the resulting speckle pattern is due to the magnetic domains.

The energy resolution of the setup at the M4 edge was 4.0± 0.2 eV at FWHM [10].

This corresponds to a longitudinal coherence length of ∼ 4µm that is comparable to

the maximum optical path di�erence (governed by the X-ray attenuation length and
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Figure 4.11: The mounted USb sample prior to loading into cryostat (with cm-scale ruler

visible) with the underlying crystallographic axes illustrated.

scattering geometry).

The aim was to �rstly con�rm the presence of magnetic speckle and the suitability

of I16 in this new setup. Once established, the next step was to look for slow dynamics

(∼1 Hz) by recording speckle patterns of the Q = (0, 0, 3) magnetic re�ection on a

CCD camera. As the timescales associated with the �uctuations were unknown, it was

planned to search for faster dynamics (∼kHz) using a MediPix detector, if the �ux were

large enough. However, it was found that during the experiment that the relatively

low scattered X-ray �ux would make it impossible to correlate processes occurring on

such short timescales (>1 Hz). The detector used to capture snapshots of the speckle

pattern was an ANDORr iKon-M 934 (1024 x 1024 13 µm pixels), continuously cooled

at −65◦C.

Snapshots of the speckle pattern were then obtained across a range of temperatures,

with exposure times of 1, 3 and 10 seconds. By correlating series of images at �xed

temperature, it was possible to calculate the autocorrelation function to look for the
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characteristic timescale of the magnetic �uctuations (this method is detailed in the next

section 4.4.2). Speckle images were recorded 10 minutes after changing temperature;

however, at least 1 hour was left for the setup to stabilise before the speckle patterns

could be used for the correlation procedure, which was justi�ed by checking that the

values of g2(t) (at �xed delay time) versus acquisition time showed a random, and not

a transient, response.

We aimed to measure at several di�erent temperatures: from low temperature below

T ∗ (where we expect slow domain dynamics) to above both T ∗ and TN (where there

are expected to be many domains). Close to the transitions and in the critical regime,

we expected the dynamics to increase dramatically [25, 167, 169].

Several high quality crystals of USb for X-ray scattering were available. The chosen

crystal had polished faces ∼2 mm2 (see �gure 4.11) and the most re�ective was selected

to be scattered from. The illuminated sample area is determined by the pinhole setup

and the sample-beam angle (2θ). The sample was orientated with the [0, 0, 1] direction

out of the sample surface and the [1, 0, 0] and [0, 1, 0] along the edges (due to the

underlying rock-salt structure). The sample was mounted on a copper puck and with

silver paint to ensure good thermal contact and sample stability.

Alignment to the magnetic re�ections was carried out with a photodiode, which has

high photon detection e�ciency. Using a Dectris 100K-S Pilatus c© detector, magnetic

order parameter measurements [based on the magneticQ= (0, 0, 3) di�racted intensity]

were quickly obtained (∼ 1 hour) by virtue of the area based detector. Note that whilst

the Pilatus detector was more sensitive to X-rays than the ANDORr CCD, the small

pixel size of a CCD is needed to resolve the speckle patterns for XPCS.

4.4.2 Data analysis methods

The data was imported and analysed in MATLABr. Whilst the detailed calculations

of g2(Q, t) would have been faster in other programming environments (e.g. Python,
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C++, etc.), this was o�set by MATLAB's support to load a range of di�erent data

types which enabled rapid prototyping and importantly displaying the processed data -

this was extremely useful for on-the-�y analysis during the experiments. Details about

the analysis program can be found in appendix 4.D.

The correlation function, g2(Q, t), was calculated in the discrete limit using the

formula in equation 4.4.

To improve statistics, the whole speckle pattern was used for the correlation, rather

than dividing into individual ∆Q bins. This approach was shown to be justi�ed for the

data (in the following section) and also supports the �ndings in other magnetic XPCS

studies that the dynamics are not ∆Q dependent [25, 167, 169] (although this may be

due to the relatively low scattered intensities and limitations of the scattering geometry

[25]). The results were independent of choosing overly large regions for analysis, due to

a thresholding procedure (detailed in appendix 4.B) that meant pixels with low counts

did not increase the background [125].

It was found that looking at the distribution of g2(t) values for a given delay time, t,

there was a notable distribution in values, highlighting the need to use as much available

data as possible. Furthermore, by checking a series of g2(t) at a �xed delay against

acquisition time, transient responses could be identi�ed and only speckle patterns after

this settling were used. To avoid correlated errors, each frame was used only once in

the calculation procedure.

It will be shown in section 4.6, that the response of g2(t) is largely static. In order

to attempt to extract a small dynamical response on top of the large static magnetic

signal, an alternative correlation procedure was used that subtracts a modelled static

response (this is detailed in appendix 4.C). This analysis presented other problems and

is not presented here, although it largely supports the dynamical picture put forward

in the following sections.

Parallel analysis was carried out by F. Livet, using a droplet algorithm [15, 120] to
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count photons and also calculate the intensity autocorrelation. The principle behind

this is that a single X-ray photon generates a distribution of charges in neighbouring

pixels on a CCD. By looking over the whole CCD and using a statistical process to

model each of these impacts as a droplets, individual photon counting can be achieved

with low background and sub-pixel resolution. In the limit of low noise and large

intensity this gives the same result as other methods.

4.5 Results

The sample was rocked through the Bragg condition at the Q = (0, 0, 3) position. The

intensity was integrated over this rocking curve using a Voigt function, which forms

a measure of the order parameter and �ts the data well. The order parameter as a

function of temperature can then be extracted and is shown in �gure 4.12.

The integrated intensity near the transition was �tted with a general order param-

eter function (see Eqn. 3.51); and the critical exponent, β = 0.33 ± 0.05 and Néel

temperature, TN = 218 ± 1 K were extracted. These results were in close agreement

with the neutron data and published values [87, 111, 118, 139].

Bragg di�raction from rastering around the sample surface showed an alpine-like

structure to the di�racted intensity at a single Bragg condition (see Fig. 4.13), despite

the polished smooth surface. This is typical of the rock-salt structure of USb that

contains many grain boundaries, dislocations and other defects. Regardless of the

beam position, the sample showed an average mosaic width of 0.08◦ at full width half

maximum.

Using the ANDORr camera setup, as described in Section 4.4.1, series of speckle

patterns were obtained at �xed temperatures. The obtained speckle patterns showed

clear and well de�ned speckles - a typical magnetic speckle pattern is shown in the top

upper panel of �gure 4.14.
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Figure 4.12: Integrated intensity of the Q = (0, 0, 3) re�ection as a function of temperature,

which forms a measure of the magnetic order parameter. The solid points are

shown with errorbars, and the solid red curve is a �t to the data as described in

the text. The error bars are based on the �t errors on the integrated intensity.

Inset: log-log plot of the Q = (0, 0, 3) integrated intensity against reduced

temperature.

Figure 4.13: Translational scan of the sample surface at �xed θ and 2θ, showing the intensity

from the Q = (0, 0, 3) re�ection.
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Figure 4.14: Upper halves: Typical speckle pattern obtained from the magnetic Q = (0, 0, 3)

and structural Q = (0, 0, 2) re�ection at the M4 resonant edge of uranium (a

and b, respectively). The exposure time was 1 s and 25 x 25 µm or 10 x 10 µm

slits were used for the structural and magnetic patterns, respectively. The black

dashed lines show the region for the intensity pro�le in each lower panel. Lower

halves: The intensity pro�le (solid line) of a slice through the speckle pattern

showing intensity �uctuations that arise from the beam coherence. The red curve

(Gaussian) shows the expected non-coherent intensity pro�le.
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The top lower panel of �gure 4.14 shows a intensity slice through the magnetic

speckle pattern at 150 K. The smooth curve (Gaussian) shows the expected di�racted

intensity pro�le in the absence of coherent speckle. The large intensity deviations

from this curve come from constructive and destructive interference indicating high

coherence of the setup. The speckle pattern and pro�le for the charge peak, at 100 K,

is shown in the lower half of �gure 4.14.

4.6 Analysis & discussion

The spread of the static speckle pattern on the CCD gives information about the

characteristic length scales of the domains. The central intensity pro�les of the speckle

patterns �t well to a Lorentzian lineshape, and the half width at half maximum, ∆Q,

is then inversely related to the average domain size [193]. Figure 4.15 shows the results

of this process, showing magnetic correlations on length scales on of 100 Å and above.

For comparison, the same method gives the size of structural domains to be 100 Å [as

measured from the Q = (0, 0, 2) peak] indicating that the magnetic domain size is not

limited by the structure. This feature was also observed in the 1-k magnet UAs [193].

This can be explained by strong magnetic interactions healing over small structural

defects [71, 177].

Near TN , there is a reduction in magnetic domain size, which is expected as the

sample fragments into many smaller 3-k domains. Interestingly, this behaviour is also

seen near T ∗, which indicates there are changes to the domain con�gurations around

this temperature.

The autocorrelation function, g2(t), was extracted using the procedure detailed in

section 4.4.2 and appendix 4.B. The calculation of g2(t) for each temperature typi-

cally used 1000 frames (where available), which corresponds to a dynamic range from

∼1 second to 1 hour. Speckle patterns were measured from temperatures below T ∗ to
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Figure 4.15: The extracted width of the magnetic speckle pattern and associated real space

length as a function of temperature. The critical temperatures T ∗ and TN are

marked by the vertical lines. The dashed horizontal line denotes the average real

space domain size based on the Q = (0, 0, 2) re�ection, as measured at 100 K.

Figure 4.16: The calculated correlation function, g2(t), for di�erent temperatures (error bars

displayed) showing largely a static response.
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Figure 4.17: Magnetic speckle contrast as a function of temperature, which shows a maximum

(the solid line) at A = 0.88.

right up to TN . The results are shown in �gure 4.16 and broadly show the correlation

to not change with time. This apparent time independent result corresponds with the

visual inspection of the speckles that appear to be static, re�ecting the large static

magnetisation of the 3-k state.

Complementary analysis by F. Livet, using a droplet algorithm [15, 120] to count

photons, supports this analysis but is not presented here. In particular, there was no

evidence for any ∆Q dependence to the results, validating the approach to integrate

over many speckles and increase statistics.

A measure of the coherence contrast can be estimated to be equal to A [recall

g2(t) = 1+A[f(Q, t)]2 (Eqn. 4.2)], which �nds the contrast to decrease with decreasing

�ux as the temperature is raised (see �gure 4.17). At low temperatures (< 180 K) this

saturates at a maximum, A = 0.88. The contrast was found to decrease with the

scattered �ux [193], but does not follow the same scaling relationship as the order

parameter, indicating that other factors are also at play. High contrast for the Q =

(0, 0, 2) charge peak was measured (A = 0.93) due to the increased �ux and reduced

10x10µm slits. Nonetheless, the constant response of g2(t) re�ects the excellent stability

of the setup on I16 and the high speckle contrast shows the suitability of this beamline

for correlation spectroscopy over 100s of seconds.

Zooming in on the correlation function we see more detail and evidence for a small
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Figure 4.18: The normalised correlation response (the intermediate scattering function,

f(t)2), at temperatures near T ∗ and TN zoomed in and showing the small de-

crease in correlation with increasing time.

Figure 4.19: The initial linear gradient (�rst 100 s) of the intermediate scattering function

against temperature (greater negative gradient corresponds to faster dynamics)

showing faster dynamics near T ∗ and TN (denoted by vertical lines).

relaxation on the order of 0.4% (�gure 4.18). The full set of data can be found in

appendix 4.E on page 148.

The oscillatory signal clearly visible at 160 K (and all other curves) is unlikely to be

linked to the sample physics, but is possibly due to a property of the beamline setup.

We are unable to rule out the occurrence of fast �uctuations that are outside the time

interval probed by this technique.

It was not possible to �t the response for all the obtained curves (nor was it always

possible to resolve the functional form [25, 167, 169]) due to the quality of the g2(t)
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data and the absence of a readily extractable background level. Instead, a proxy for

the relaxation dynamics was estimated by looking at the initial linear slope over the

�rst 100 s (�gure 4.19).

This shows evidence for a faster dynamical response around TN as expected, and also

an increase in the rate of relaxation around T ∗. This dynamical picture supports the

static speckle information which gives evidence for a change in the domain con�guration

around TN and also T ∗ (�gure 4.15).

Using XPCS, we have observed a very slow response to domain motion, whilst

the characteristic energies of the spin waves place the associated times in the giga-

hertz regime. For this reason, it is unlikely that the changes to the magnetic domains

are driving the physics at T ∗ and the associated mode softening; rather it appears

the decrease in magnetic domains size and increase in �uctuations is re�ecting the spin

wave mode softening. However, we note that our XPCS measurements are not sensitive

to dynamics on timescales faster than 1 Hz, so continuation of the inelastic polarised

neutron scattering experiments is important.

4.7 Conclusions & outlook

High quality speckle patterns were measured at the uranium M4 resonant edge in bulk

USb samples from the purely magnetic Q = (0, 0, 3) re�ection, that showed high

stability and an almost static response. The magnetic speckle contrast was found to

be ∼ 0.88 in the setup using a pinhole aperture of 25 x 25 µm and demonstrates the

suitability of I16 in this setup for studying magnetic domain dynamics.

There are clear changes in the static and dynamical speckle patterns that show an

increase in �uctuations and decrease in magnetic domain size around TN and T ∗. Ad-

ditionally, these observations are entirely consistent with the idea of the soft magnon

mode driving these domain changes around T ∗. The cause behind the change of be-
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haviour (which includes the magnon mode and other changes) around T ∗ remains

unclear, although this work suggests that physics at T ∗ can not only be understood by

changes in itinerancy [118].

These results are among the �rst XPCS measurements on a 5f electron system and

this is one of the few studies to look at domains in a multi-k magnet3. This work shows

the potential of the XPCS technique which combines coherent X-rays and resonant

di�raction, for study of domain dynamics that is not otherwise accessible by other

means. While there are distinct advantages to XPCS, to date there are still relatively

few magnetic XPCS studies. This, as highlighted by the work in this thesis, is due to

the necessity to match the physical timescales with the available coherent �ux. In the

case of USb the dynamics were not well aligned with the relevant timescales. However,

useful static and dynamical domain information can be obtained, which widens the

possibility for this �edgling technique.

3This XPCS work has been submitted for publication in the Journal of Physics: Conference Series.
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Appendices:

XPCS investigations in USb
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4.A Coherent X-ray studies on Ho2Ti2O7

A brief summary will now be presented of the setup, results and analysis of the work

on the spin ice, holmium titanate. The motivation and aims of this project are detailed

in section 4.3.4 on page 113.

Setup

Resonant X-ray scattering fromQ = (0, 0, 0) was studied, as this was expected to boost

the magnetic intensity relative to the structural signal. The experiment was carried

out in transmission geometry and the Ho2Ti2O7 sample was appropriately thinned to

allow the X-rays to pass through. The attenuation length of 1351 eV X-rays (the M5

Ho resonant edge) in Ho2Ti2O7 is 420 nm [51]. A single crystal sample of Ho2Ti2O7 was

thinned by focused ion beam milling to 400 nm thick and was roughly 10µm square.

The beamline layout is illustrated in �gure 4.20. The main parameters to tune

during the experiment were the undulator and monochromator energies, and also the

focusing optics for maximising the X-ray �ux on the sample. Not shown in the setup

were pinholes of various sizes (1µm − 10µm) that could be positioned just before

the sample (with attocube c© piezo motors) to aperture the beam and improve beam

coherence. The beam spot size at the sample is 10µm (FWHM) with coherent light.

Speckle patterns were recorded on an ANDORr camera (2048x2048 CCD with an

area of ∼2 cm) positioned 61 cm from the sample and collected intensity over a Q

range 43 nm< Q−1 < 300 nm at the resonant Ho M -edge.

The sample environment allowed control of �eld from -0.5 to 0.5 T and temperature

from 20 to 330 K via a continuous �ow cryostat operated by a needle valve. There

was some evidence for drift in sample position as the temperature was changed that

was hard to stabilise, which was problematic for the analysis and obtaining speckle

patterns. Furthermore, as the pinhole and sample were comparable size to one another,
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Figure 4.20: An illustration of the optics at the beamline that is used to collimate and preserve

the beam brilliance at the ALS, whilst also setting the energy of the X-rays via the

di�raction grating monochromator [3]. Not pictured is the pinhole and detector

setup.

this exacerbated the drift problem and resulted in no observable speckle.

Results & analysis methods

The relative beam-sample drift and lack of speckle patterns makes XPCS impossible.

However, the static systematics in the scattering were studied as a function of tem-

perature. The idea was to look at pairs of images (chosen such that the drift between

consecutive images is minimal) where the magnetic signature would change in some

controlled way.

This was done by two methods: either �ipping the magnetic �eld or detuning the

energy from the holmium resonance. It was hoped that this would serve as a contrast

mechanism and that by looking at systematic changes in consecutive images some

useful static data could be extracted. In particular, it was of interest to see on what

length scales correlations might develop.

The temperature was increased in steps and allowed to settle with approximately

20 images taken at each temperature (giving 19 contrast images) for both �eld and

energy contrast methods. Before warming, the sample was either �eld cooled (FC) in

60 Oe or zero �eld cooled (ZFC).
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Figure 4.21: Analysed scattering patterns using the contrast method. The non-circular fringes

arise from the small sample size and square shape. The support grid and beam

stop are clearly visible as the places with zero intensity. Top: three consecutive

captures make up two energy contrast images. Bottom: �eld contrast images

showing the �ip in the fringes as �eld is reversed.
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To create these contrast images, either a magnetic �eld was applied that followed

the series [60, 0, -60, 0, ...] Oe or alternatively the incident energy was switched from

the Ho M5 edge to 15 eV below the edge. The time to change the �eld or energy was

on the order of a second, whilst the time for a single exposure was 15 s.

The �les were read using an adapted MATLABr script and several programs (writ-

ten in MATLAB) were written to deal with the large number of images and study the

systematics. The data analysis scheme comprised of subtracting the intensity of con-

secutive images, pixel by pixel to form a contrast image (�gure 4.21 shows energy and

�eld contrast images, showing systematic changes to the intensity when the energy or

�eld was changed).

To quantify the contrast of each subtraction, the modulus of the each contrast image

was taken and then summed over all pixels (in a given Q range): this value shall be

referred to as the energy or �eld contrast, depending on the conditions of obtaining the

images. Taking the sum of moduli of the contrast images avoids cancelling a negative

di�erence from the subtraction process.

The non-circular fringes seen in �gure 4.21 were moving, appearing/disappearing

and varying in number from one image to the next. In general the de�nition of the

fringes was not as clear as in �gure 4.21. As it was problematic to �nd a reliable spot to

focus on for data analysis, ∆Q resolution was traded o� to average over many fringes.

The temperature dependence of the contrast is shown in �gure 4.22 for select Q

regions. Across a broad range of scattering vector there is a characteristic hump around

48±2 K and 52±4 K for the ZFC and FC environments, respectively. The weak

dependence of this feature on scattering vector is indicative of correlations occurring

on many length scales: possibly an indication of glassy or frustrated behaviour.

The temperature of the peaks in contrast agree with the neutron spin echo data by

Ehlers et al., who found a change in the magnetic correlations at ∼ 55 K for low Q,

which they attributed to the onset of spatial correlations [44].
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Figure 4.22: Contrast as function of temperature for di�erent regions of Q. There is evidence

for systematic di�erences between the FC and ZFC, but this remains largely Q

independent.
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There is some di�erence between the ZFC and FC behaviour, with the FC peak

showing a change towards higher temperatures. The reason for this is unknown, but

phenomenologically could arise from the FC state �nding a more favourable spin ar-

rangement that then persists to higher temperatures.

In Summary

XPCS measurements on Ho2Ti2O7 were not possible due to beam-sample drift, but an

alternative analysis scheme showed evidence for systematic static magnetic scattering

from the sample. A peak in contrast was seen near temperatures where magnetic

changes are known to occur.

There is some di�erence between ZFC and FC behaviour, with the FC showing a

change in contrast towards higher temperatures. There is no microscopic explanation of

this however, phenomenologically it may be understood by a favourable magnetisation

state being created in the FC case which continues to higher temperatures.
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4.B Pre-processing of images

This approach largely follows the procedure detailed by Lumma et al. [125].

When a speckle pattern is obtained, in addition to the coherent photons that are

used for the auto-correlation, there will be unwanted noise. A large source of this comes

from dark counts (i.e. when no X-ray are incident): approximately 1200 ADU, relative

to 3000 ADU in the brightest speckles. It is found that there is signi�cant dependence

of the dark pattern across the CCD, whilst there are much smaller spatial changes in

the standard deviation, σD.

To remove the dark count background, the dark counts are subtracted pixel-by-

pixel from the recorded speckle pattern. If the di�erence is smaller than 4σD, then the

intensity is set to zero; otherwise the di�erence is left unaltered. This places a low end

discrimination on the data to mask the dark noise.

When distinguishing small changes in autocorrelation (as is the case for USb), it

is important to ensure that the appropriate normalisation is used. In addition to this

thresholding procedure, it is important to list the pixels where the intensity has been

set to zero and when cross-correlating set any corresponding pixels in the other frame

to zero. This in e�ect forcibly removes some pixels from the correlation procedure and

biases the correlation to be sensitive to high intensity speckles, rather than background

�uctuations. The advantage of this is that this means the ∆Q averaged correlation is

now largely independent of region size. It also avoids arti�cially increasing the intensity

normalisation when no correlation exists and so losing sensitivity to �uctuations in the

speckles.
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4.C Alternative correlation calculation

In the case of apparent static speckle patterns, an alternative calculation was also made

to pick out small dynamics on top of a large static background magnetisation. The

principal idea is to subtract some average static signal, leaving only the �uctuations

on top of this static background; and then correlate these �uctuations. An overview of

this work�ow is outlined in �gure 4.23.

In order to subtract an appropriate �static background�, the average intensity of

temporally nearby frames was calculated. The number of frames to average over was

varied: clearly if too few frames were taken then the result tends to zero; too many

and the drift in sample setup becomes apparent. All the foreground frames were split

into a �xed number of regions and the averages calculated within these regions. This

sliding average approach means that frames at the extremes of the region had a sub-

optimal average; but the drifts were very small meaning this could implemented to

save computation e�ort without reducing the reliability of the average. The quantity

after subtraction is referred to as ∆It(Q), where the subscript t denotes the time index

of a particular frame.

The result from this subtraction would be approximately zero with some �uctua-

tions remaining. The next step was to reject random �uctuations that are unrelated to

the experiment. This noise �ltering was done by looking at the size of the �uctuations,

pixel by pixel, and setting it to zero if below a certain threshold - these pixels were also

then excluded from the correlation procedure. This threshold was set as a multiple

(typically 4) of the standard deviation of the dark noise, σD, obtained with no photons

[125].

The output from the correlation procedure, referred to as g3(Q, t), spans the range

from −1 < g3(Q, t) < 1. Note, that it is not the sign of the ∆It(Q) that determines

the sign of g3, but rather the relative sign of pairs of pixels between frames.
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�Subtract static background�: ∆It(Q) = It(Q)− 〈I(Q)〉

∆It(Q) = ∼ 0± fluctuations

↓

Filter: if |fluctuations| < NσD

set fluctuations = 0

else

∆It(Q) = ±fluctuations

↓

Calculate correlation: g3(Q, t) =
∑
dt

∆It(Q)∆It+dt(Q)√
〈∆It(Q)〉2〈∆It+dt(Q)〉2

Output: g3(Q, t) > 0 =⇒ correlated

g3(Q, t) = 0 =⇒ uncorrelated

g3(Q, t) < 0 =⇒ anticorrelated

Figure 4.23: Schematic work�ow for an alternative calculation of the correlation, g3(t). The

aim of this method is to be more sensitive to any �uctuations that may be present

on a large static background.

The interpretation of the g3(t) values is that if the �uctuations are correlated, then

this will give a value greater than zero. If the values are randomly or uncorrelated,

then g3 will be zero. Alternatively negative values of g3 imply that the system is anti-

correlated: there is a �ip in the sign of the �uctuation, ∆It from one frame to the next

(relative to the average background).

It was found that adequately parametrising the average intensity was non-trivial

and attempts to use local-time averages for the intensity produced additional artefacts

in the correlation function, g3(t). It was possible, with some adjustment, to extract

a dynamical response that was qualitatively similar to the calculated g2(t) values in

the main text; however, it was decided to abandon this adaptive g3(t) approach in
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favour of the looking at systematics in the g2(t) derived relaxation, which o�ers a more

transparent interpretation.
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4.D Matlab analysis program

From the Andorr camera, the data is saved as .ti� �les and are loaded using the

MATLAB built-in imread function. To carry out the autocorrelation procedure, there

are two inputs the programs needs: the Input structure and Settings structures.

The Input structure contains information about the current data set; such as ac-

quisition time, scan number, temperature, frames to correlate, region of interest and

other information relating to the background subtraction.

The Settings structure contains information about what the program should run

and parameters it should use (for example the colour bar scales, original data location,

plot settings etc.). Whilst the Input structure will vary between di�erent temperatures

and di�erent scan conditions, the Settings structure carries the settings that will be

used to analyse a range of data.

The analysis can be run in batch mode from the MATLAB command prompt,

however often it was useful to try di�erent regions, background subtraction settings

etc, and this was run using a simple GUI (see �gure 4.24). The GUI would read and

write data from the workspace so it is always available for batch scripting and saving.

Overview of GUI

The working of the main GUI options is detailed below.

Main window

• Load Workspace - based on the input name - this loads the corresponding

MATLAB structure from the workspace.

• Frames - this speci�es which frames should be loaded. It was found that after

changing the temperature there was approximately a one hour transient that

would disappear after this initial change (this was present for both structural and
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Figure 4.24: Screenshot of the MATLAB GUI to control data loading and execution of the

autocorrelation calculation. Details about the calculation procedure are detailed

in the main text.

magnetic peaks, so independent of the sample physics). Whilst the acquisition

generally started after a delay, it is possible by specifying the frames to exclude

these transient e�ects.

• Boxes - this allows a the region of interest box to be speci�ed.

• Viewer panel - these buttons launch the program callbacks for running the

correlation programs.

Settings window

• Thresh - this allows a constant noise �oor to be subtracted from the raw data

and was a simple means to treat the data during the experiment.

• Dark Thresh - this is a multiple of the standard deviation of intensity for the

dark frames (i.e. electronic noise). Elements with �uctuations that are smaller
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than (DarkThresh) × σdark from the average intensity are rejected and do not

contribute to the calculation of the correlation function.

• Calc g2 relax if this option is checked, it correlates all the images relative to

the �rst one (rather than summing together the pairs of similar correlation time).

Often the sequence starts when there still may be transients present and by using

this option, it is easy to identify when a transient response disappears.

• ImAveLocal - this parameter is set when calculating the alternative correlation

method (see details in section 4.C). In addition to the fast transient response from

changing temperature, there are slow random �uctuations/drifts in the speckle

pattern that are not due to sample physics - this parameter speci�es how many

local bins to divide the data into for averaging, so it can then be subtracted.

• Plot Settings - this speci�es which plots should be generated by during the

program.

• Scales - this allows standard scales to be set on the colour bars and output plots

to allow easy comparison between di�erent �ts.
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4.E Overview of g2(t) data

Figure 4.25: The calculated g2(t) values at di�erent temperatures (plotted on a common y-

axis span), showing an overall relaxation in addition to noise �uctuations.
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Conclusion & Perspectives

5.1 Characterisation of the possible dilute magnetic

semiconductor, Cr-doped titanate

Single crystal CrxTi2−xO2 grown by �oat zone growth has been studied at a range of

di�erent dopings and characterised in terms of its structural and magnetic properties.

In contrast to previous �ndings [158], no evidence of ferromagnetism was found in

the single crystal samples; however, small amounts of ferromagnetism were detected in

the sintered powders. The presence of ferromagnetism in the Cr-doped TiO2 system

is attributed to defects, in agreement with other recent �ndings [92, 195]. This is an

important result as it highlights the disparity between theoretical work and the thin-

�lm prepared samples, whilst also providing a base-line for theoretical ideas. As no

ferromagnetic component was measured, it is not possible to comment on the role of

local versus itinerant magnetism in this system.

Looking forward, it is important to understand both experimentally and theoret-

ically the variety of physics in these small samples. Whilst detailed calculations are

important in understanding the properties, experimental characterisation of the im-

149
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purities and physics at the interface will likely drive the development of this �eld,

especially in �nding novel and useful properties.

5.2 Studies of the 3-k magnet USb

The canonical 3-kmagnet, USb has been studied using inelastic neutron scattering with

tri-directional polarisation analysis. This has revealed that approaching the tempera-

ture, T ∗, the softening of the spin waves is not due to de-phasing of the 3-k structure

as was previously thought.

Instead, it is suggested that the softening of the spin waves is due to cross-over

from local to more itinerant behaviour: a feature seen in other actinide compounds. A

higher degree of itinerancy, could reduce the value of the magnetic moment, broaden

the spin-wave transition and therefore also lower its energy range.

It was found that not only do the spin waves not de-phase, but remain phase-locked

well above TN . This leads us to propose phase domains (regions where quasielastic ex-

citations preserve the low temperature 3-k phase information) which may also account

for some of the behaviour around T ∗.

This prompted an interest in magnetic domains in this system, which was studied

using X-ray photon correlation spectroscopy (XPCS). Little was previously known

about magnetic domains in a 3-k magnet and this is the �rst attempt at looking at

this system with XPCS.

High quality speckle patterns were obtained from a magnetic re�ection at the ura-

nium M4 edge. The domain evolution at all temperatures was found to be much slower

than in other 1-k antiferromagnets: this was attributed to the breaking of the cubic

symmetry required by the 3-k state.

It was found that there were structural and dynamic changes to the average domain

con�gurations around TN and interestingly, T ∗. The reason behind the change in prop-
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erties around T ∗ remains unclear; however, it is evident that the physics occurring at

this temperature result in a break-up of magnetic domains, similar to the observations

at TN .

The change in physical properties at T ∗ in USb remains unexplained. In addition,

to the softening of the spin wave mode, there are changes in the resistivity, lattice

parameter and speci�c heat that have yet to be understood. Two possibilities have

been put forward in this thesis: a change in itinerancy and evolution of phase domains.

There are plans to test the latter hypothesis using polarised inelastic cold neutron

scattering.

To understand changes in itinerancy, the theoretical work could be reformulated to

include e�ects of temperature through change in the lattice parameter and the e�ect of

excitations on the band structure. Alternatively, the experimental route could be taken

and possibly use other techniques, such as angle resolved photoemission spectroscopy

(ARPES) or resonant X-ray scattering, to study the Fermi surface and hybridisation

of the 5f electron states as the temperature is changed.
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Other work during thesis period

Interband Scattering in Superconducting KxFeySe2

The pairing symmetry in the recently discovered iron-based superconductors is not

only important in understanding the mechanism behind superconductivity, but is also

widely contested and poorly understood. I have conducted inelastic neutron scattering

measurements at the ILL in France to search for interband scattering of electrons at

particular momentum transfer vectors and energies. This resonance was observed and

tracked through the superconducting phase and is thought to be important ingredient

to superconductivity in the iron-selenides.

J. A. Lim, R. Morisaki, L. Lemberger, L.-P Regnault, E. M. Forgan, E. Blackburn,

H. Kawano-Furukawa, (submitted to the Journal of the Physical Society of Japan)

Studies of the vortex lattice in superconductors

Vortex lattices in superconductors are an interesting state of matter in their own right

and also can reveal important properties about the superconducting state. Also, doping

a material is a well known method, especially in the cuprates, for applying �chemical

pressure� to change the properties.

Using small angle neutron scattering to measure the vortex lattice, we have worked
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on high quality samples of underdoped YBa2Cu2O7−x and have mapped out the vortex

lattice structural phase diagram - this gives insight to non-local Fermi surface e�ects

and vortex lattice transitions that are di�erent from the optimally-doped parent com-

pound.

N. Egetenmeyer, J. A. Lim, J. S. White, J. L. Gavilano, L. Lemberger, A. T. Holmes,

E. M Forgan T. Loew, D. S. Inosov, V. Hinkov, M. Kenzelmann (in preparation)

Coupled magneto-structural transitions

In materials where structural and magnetic transitions are coupled, a number of in-

teresting and useful phenomena are seen, such as the giant magnetocaloric e�ect and

shape memory. I have studied epitaxial Ni2MnGa �lms and Ni50Mn25+xSb25−x using

a variety of neutron techniques to try to reveal details of the magnetic structure and

�uctuations.

In the case of Ni2MnGa, polarised neutron re�ectivity measurements were used to

probe the depth dependent magnetisation (which is thought to be highly structured),

however we were unable to resolve this due to the large �lm thicknesses. Recently, I

have proposed using low energy muons as an alternative way to study this magnetic

heterostructure and plan to carry out an depth-dependent implantation study later in

2013.

Dynamics of the liquid crystal fd virus in magnetic

�elds

Using small angle neutron scattering, we have studied the dynamical reorientation

(Frederiks) transition across a range of di�erent sample concentrations. Using 2D �t-
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ting and modelling, we have successfully used small angle scattering to directly extract

the elasticity constants (a novel result) and reveal di�erences between the wild-type

and mutated strains.

This work, distinct from my projects in hard condensed matter, has challenged me

to work in a new �eld as a part of an interdisciplinary team; which has helped improved

my understanding of international collaboration, teamwork and project management.

J. A. Lim, A. T. Holmes, E. Mossou, E. Blackburn, V. T. Forsyth, E. M. Forgan,

P. Lettinga et al. (in preparation)
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