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## Abstract

In this thesis, we discuss the cardinality minimization problem(CMP) and the cardinality constraint problem, which have attracted plenty of recent attention across various disciplines. These problems have a wide range of applications in such areas like signal processing, control theory, finance, economics, statistics and principal component analysis. Due to the NP-hardness of these problems, we discuss Lagrangian and SDP relaxations, reweighted $l_{1}$-techniques, smoothing, linearization, and d.c. programming techniques for finding an approximate solution to these problems. We also discuss the $l_{1}$-minimization as one of the most efficient methods for solving CMPs, and we demonstrate that the $l_{1}$-minimization uses a kind of weighted $l_{2}$-minimization. Through theoretical, geometrical and numerical methods, we show that the reweighted $l_{j}$-minimization $(j \geq 1)$ is very effective to locate a sparse solution to a linear system. Next, we show how to introduce different merit functions for sparsity, and how proper weights may reduce the gap between the performances of these functions for finding a sparse solution to an undetermined linear system. Furthermore, we introduce some effective computational approaches to locate a sparse solution for an underdetermined linear system. These approaches are based on reweighted $l_{j}$-minimization $(j \geq 1)$ algorithms. As a special case of reweighted approaches, we focus on the reweighted $l_{1}$-minimization. We introduce several new concave approximations to the $l_{0}$-norm function. These approximations can be employed to define new weights for reweighted $l_{1}$-minimization algorithms. We show how the change
of parameters in reweighted algorithms may affect the performance of the algorithms for finding the solution of the cardinality minimization problem. In our experiments, the problem data were generated according to different statistical distributions, and we test the algorithms on different sparsity level of the solution of the problem. As a special case of cardinality constrained problems, we also discuss compressed sensing and restricted isometry property(RIP). We illustrate how the problem of finding the restricted isometry constant(RIC) is related to an optimization problem with cardinality constraints, and we discuss some techniques for an approximate solution to these problems.
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## Chapter 1

## Introduction

We study the following optimization problems:

$$
\begin{gather*}
\underset{x}{\operatorname{Minimize}} \operatorname{Card}(x)  \tag{1.1}\\
\text { s.t. } x \in \mathcal{F}
\end{gather*}
$$

and

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & f(x) \\
\text { s.t. } & \operatorname{Card}(x) \leq \tau  \tag{1.2}\\
& x \in \mathcal{F},
\end{align*}
$$

where $f(x)$ is the objective function, $x$ is a vector, $\tau$ is a constant, and $\mathcal{F}$ is the feasible set. We may suppose that $\mathcal{F}$ is a linear or nonlinear convex set or even a nonlinear and non-convex set.

We refer to the problem (1.1) as the cardinality minimization problem(CMP), and we refer to (1.2) as the cardinality constrained problem(CCP). These problems are known as NP-hard problems $[62,135,31,103,51]$, i.e., they are computationally intractable in general.

Cardinality minimization problems(CMPs), and cardinality constrained problems(CCPs) have many applications in finance $[97,35,126]$, where the cardinality constrained defines some bounds on the number of the assets, or sets the portfolio proportion. CMPs and CCPs have also lots of applications in signal and image processing [22], and compressed sensing [11,50]. Compressed sensing tries to recover the vector (signal) $x \in \mathbb{R}^{n}$ using an observed vector (signal) $b \in \mathbb{R}^{m}$ by solving $A_{m \times n} x=b(m<n)$. CMPs and CCPs have found many applications in statistics and principal component analysis(PCA) as well [47, 154]. PCA is often used to reduce the dimension of a model, or in other words, PCA tries to compress the data without losing much information. Usually PCA is reformulated as an optimization problem on eigenvalues. We will discuss some special cases of PCAs in chapter 6 .

In general, cardinality minimization problem(CMP) (1.1) is looking for the sparsest solution (i.e, a vector with the maximum number of zeros) to a mathematical program. A special case of the CMP is the problem of finding the sparsest solution to an underdetermined linear system of equations, which have found so many applications across various disciplines, including signal recovery and image processing. Excellent surveys about compressed sensing can be found in [50, 33, 22].

As normally used in the literature, we use $\|x\|_{0}$ or $\operatorname{card}(x)$ or $l_{0}$-norm to denote the cardinality of the vector $x$. Clearly, the sparsest solution of $A x=b$ is the solution to the following problem:

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & \|x\|_{0}  \tag{1.3}\\
\text { s.t. } & A x=b,
\end{align*}
$$

where $A \in \mathbb{R}^{m \times n}(m<n)$ and $b \in \mathbb{R}^{m}$. Obviously, in this case, $A x=b$ defines an underdetermined linear system of equations, which has infinitely many solutions.

The old methods for solving the above problem are mostly based on least squares, or structured total least norm $[85,68,134,118]$. The least square problem can be written as follows:

$$
\begin{equation*}
\underset{x}{\operatorname{Minimize}}\|A x-b\|_{2} \text { s.t. } x \in \mathbb{R}^{n} \tag{1.4}
\end{equation*}
$$

This problem is an unconstrained convex problem, and its optimal solution minimizes the residuals, $r=A x-b$. The most common application of the least square method is in data fitting and linear and non-linear regression problems [98, 139].

The most well known heuristic approach for solving the problem (1.3) is to replace $\|x\|_{0}$ by $\|x\|_{1}$, and solve the following convex problem:

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & \|x\|_{1}  \tag{1.5}\\
\text { s.t. } & A x=b,
\end{align*}
$$

which is called the basis pursuit problem. This problem has lots of applications, especially in signal processing $[41,58,30,22,123,26]$. Except for solving the problem (1.5), sometimes greedy methods are also used in the literature. These methods include the orthogonal matching pursuit(OMP) [132, 55]. OMP algorithm starts with a sparse solution and then searches for a sparser solution iteratively. This procedure finds an approximate solution to the problem by linear combination of some selected columns of matrix $A$. To find a sparser solution, at each iteration some new column is added to the existing columns to build a possibly sparser solution. OMP is a relatively strong algorithm to solve CMPs, however the $l_{1}$-minimization is more successful than OMP algorithms in finding a sparse solution, in many situations $[51,131]$. Therefore, we discuss the $l_{1}$-minimization with more details in chapter 4.

It is worth mentioning that the combination of the problem (1.4) with $l_{1}$-norm constraints has been considered by Tibshirani in 1995 [129]. This problem is called LASSOtype problem, which can be cast as

$$
\begin{array}{r}
\underset{x}{\operatorname{Minimize}}\|A x-b\|_{2}  \tag{1.6}\\
\text { s.t. }\|x\|_{1} \leq \tau .
\end{array}
$$

This problem has found many applications in regression selections [137, 145]. The unconstrained version of the LASSO-type problem can be written as follows:

$$
\begin{equation*}
\underset{x}{\operatorname{Minimize}}\|A x-b\|_{2}+\lambda\|x\|_{1}, \quad x \in \mathbb{R}^{n}, \tag{1.7}
\end{equation*}
$$

where $\lambda \gg 0$ is a penalty parameter.
As mentioned, the $l_{1}$-minimization is considered as one of the most successful methods to locate a sparse solution to a system of linear equations. So, seeking for even more effective algorithms than the $l_{1}$-minimization is one of the developing and ongoing researches in this area. Numerical experiments show that the reweighted $l_{1}$-minimization outperform the $l_{1}$-minimization in many situations $[152,82,34,140,37,43]$.

Candes, Wakin, and Boyd [34] proposed the following reweighted $l_{1}$-algorithm (CWBalgorithm):

$$
\begin{gather*}
x^{l+1}=\operatorname{argmin}  \tag{1.8}\\
\sum_{i=1}^{n} \frac{1}{\left|x_{i}^{l}\right|+\epsilon}\left|x_{i}\right| \\
\text { s.t. } A x=b,
\end{gather*}
$$

where $l$ is the number of the iteration, and $x_{i}^{l}$ is the $i^{\text {th }}$ component of the solution from
the $l^{t h}$ iteration. The term $\frac{1}{\left|x_{i}^{l}\right|+\epsilon}$ can be interpreted as the penalty, which encourages the small component to tend to zero quickly if possible. We will discuss the CWB-algorithm with more details in the chapters 4 and 5 . It is shown in [61] that after enough number of iterations, the problem (1.8) may solve the following problem:

$$
\begin{gather*}
\underset{x}{\operatorname{Minimize}} \sum_{i} \log \left(\left|x_{i}\right|+\epsilon\right)  \tag{1.9}\\
\text { s.t. } A x=b .
\end{gather*}
$$

In [140], it is demonstrated that if $\epsilon$ is set to be zero in the problem (1.9), then the iterative reweighted $l_{2}$-method for solving this problem can be interpreted as the FOCal Underdetermined System Solver algorithm (FOCUSS algorithm). The FOCUSS algorithm was first introduced by Gorodnitsky, Rao et al [115, 71, 70].

Here we should mention that the cardinality minimization problem over polyhedral sets was considered by Mangasarian in 1995 [96]. He approximated the cardinality function ( $\|x\|_{0}$ ) with a smooth concave exponential approximation, and used a finite linear-programming-based iterative method (successive linearization algorithm) to solve the problem [21, 94]. Also, he proved that this algorithm converges to a stationary point (vertex point) of the approximation problem after a finite number of iterations.

Recently, Zhao and Li [152] also used concave approximations to the cardinality function and proposed a unified framework to construct reweighted $l_{1}$-algorithms. They illustrated how to define merit functions for sparsity. These merit functions are some proper concave approximations to the function $\|x\|_{0}$, and minimizing such functions may lead us to a sparse solution of the problem. Also, they defined range space property(RSP) for the matrix $A$, under which their algorithm may converge to a sparse solution. In chapter 5 , we will focus on the method proposed by Zhao and Li [152], and we will construct more
new concave approximations to the function $\|x\|_{0}$ and we will explain how to define more new reweighted $l_{1}$-algorithms along the line in [152].

The reweighted $l_{1}$-minimization is a new topic in the field of optimization and applied mathematics, but reweighted least squares methods(RLS) have been introduced by Lawson in 1960s [84]. The RLS problem can be written as follows:

$$
\begin{equation*}
x^{l+1}=\operatorname{argmin} \sum_{i=1}^{n} w_{i}^{l}\left(A x^{l}-b\right)_{i}^{2}, \tag{1.10}
\end{equation*}
$$

where $\left(A x^{l}-b\right)_{i}$ is the $i^{\text {th }}$ component of the residual at the iteration $l$, and $w_{i}^{1} \in \mathbb{R}_{+}^{n}$ is the weight. Reweighted least square problems have been extended to $l_{p}$-minimization $(0<p<1)$, which is non-convex problem [42, 43]. RLS has many applications in maximum likelihood estimates problems [5], and robust regression [111]. Note that RLS can also be considered as the reweighted $l_{2}$-algorithm [70, 38, 63], which will be discussed in chapter 4 . We show that the $l_{1}$-minimization itself is a kind of weighted $l_{2}$-minimization, which is hidden inside the $l_{1}$-norm function. We also give some theoretical, geometrical, and numerical explanations for promoting weighted approaches. Hence, we will consider the following general form of weighted $l_{j}$-minimization problems:

$$
\begin{array}{r}
x^{l+1}=\operatorname{argmin}\left\|W^{l} x\right\|_{j}  \tag{1.11}\\
\text { s.t. } A x=b,
\end{array}
$$

where $j \geq 1$, and $W^{l}$ is a diagonal matrix at the iteration $l$, with the weights on its diagonal. Note that in this thesis, the iterative weighted problems are called reweighted problems, i,e. weights are updated in each iteration. In chapter 4, we mainly focuss on the case when $j \geq 2$, and we will focuss on reweighted $l_{1}$-minimization in the chapter 5 .

### 1.1 Outline of the thesis

In chapter 2, we review some basic concepts of convex optimization problems, duality and semidefinite programming. Besides, we discuss rank minimization problems(RMPs) briefly, as these problems are closely related to the cardinality minimization problem.

In chapter 3, we start with the optimization problems with cardinality constraints. Different SDP relaxations are provided based on Shor's lemma for these problems. Next, we proceed with the cardinality minimization problem(CMP) under non-convex quadratic constraints. We apply reformulation techniques combined with Lagrange duality methods, and Shor's lemma to relax the CMP to an SDP form. Furthermore, we show how the CMP can be cast as a bilevel optimization problem. Also, we discuss the $l_{1}$-minimization and reweighted $l_{1}$-methods for finding an approximate solution to the CMP. We introduce a continuous approximation to the $\|x\|_{0}$-function, and we explain how to apply linearization methods combined with the reweighted $l_{1}$-minimization method to get an approximate solution to the CMP. We continue to develop the reweighted minimization approaches in chapters 4 and 5. Finally, in chapter 3, we review branch and bound algorithms and subgradient methods. We also provide some numerical experiments based on these methods.

In chapter 4 , we discuss the $l_{1}$-minimization and reweighted $l_{j}$-minimizations $(j \geq 1)$ in details. To motivate the weighted approaches, we first show that a certain weighted $l_{2}$-minimization is hidden inside the $l_{1}$-minimization, and through theoretical, geometrical and numerical studies, we prove that weighted approaches are very effective to locate a sparse solution to a linear system. Also, we illustrate that choosing proper weights may reduce the gap between different merit functions for sparsity. In addition, we demonstrate how to construct different new merit functions for sparsity, and how to introduce new effective weights to reweighted algorithms by applying different merit functions. In this
chapter, the choice of the parameter $\epsilon$ in the weights will be also discussed, and the performances of different algorithms will be compared through the numerical experiments.

In chapter 5 , we focuss on reweighted $l_{1}$-algorithms. We introduce different new concave approximations to the $\|x\|_{0}$-function, and we show how to generate more approximations to the $\|x\|_{0}$-function, and how to introduce new reweighted $l_{1}$-algorithms based on these approximation functions. Besides, we show how the change of parameters in reweighted algorithms may affect the performances of the algorithms to find the sparsest solution of the cardinality minimization problem. In our experiments, the problem data will be generated according to different statistical distributions (as in the literatures usually normally distributed matrices are discussed), and we test the algorithms on different sparsity levels of the solution of the problem.

In chapter 6, we discuss some topics on compressed sensing and restricted isometry property(RIP). Following that, we explain how the problem of finding the restricted isometry constant(RIC) is related to a sparse eigenvalue problem, which itself is a cardinality constrained problem. Next, to find an approximate solution to RIC as a special case of the cardinality constrained problem, we study such methods as relaxation, smoothing, and d.c. programming techniques.

Finally, in chapter 7, we summarize the main results of this thesis.

## Chapter 2

## Preliminaries

In this chapter, we review some basic definitions and concepts of conic and semidefinite programming, [12, 20, 110, 75]. Also, we discuss rank minimization problems briefly, as these problems are closely related to the cardinality minimization problem.

### 2.1 General optimization problems, duality, and KKT conditions

An optimization problem in standard form is defined as follows:

$$
\begin{align*}
& \underset{x}{\operatorname{Minimize}} f_{0}(x) \\
& \text { s.t. } f_{i}(x) \leq 0, \quad i=1, \ldots, p  \tag{2.1}\\
& h_{i}(x)=0, \quad i=1, \ldots, q
\end{align*}
$$

where $x \in \mathbb{R}^{n}$ is the optimization variable. $f_{0}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is the objective function, and the functions $f_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $h_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are called inequality constraint functions, and equality constraint functions, respectively.

The Lagrangian $L: \mathbb{R}^{n} \times \mathbb{R}^{p} \times \mathbb{R}^{q} \rightarrow \mathbb{R}$ associated with the problem above is

$$
L(x, \lambda, \nu)=f_{0}(x)+\sum_{i=1}^{p} \lambda_{i} f_{i}(x)+\sum_{i=1}^{q} \nu_{i} h_{i}(x),
$$

where the vector $\lambda=\left(\lambda_{1}, \ldots, \lambda_{p}\right)$ and $\nu=\left(\nu_{1}, \ldots, \nu_{q}\right)$ are the dual variables or Lagrange multiplier vectors associated with the problem (2.1).

The Lagrangian dual function, $g: \mathbb{R}^{p} \times \mathbb{R}^{q} \rightarrow \mathbb{R}$, is defined as the minimum value of the Lagrangian over $x$, i.e., for $\lambda \in \mathbb{R}^{p}$ and $\nu \in \mathbb{R}^{q}$, we have

$$
g(\lambda, \nu)=\inf _{x \in \mathcal{F}} L(x, \lambda, \nu)
$$

where $L(x, \lambda, \nu)$ is the Lagrangian defined above, and

$$
\mathcal{F}=\left(\bigcap_{i=0}^{p} \operatorname{dom}\left(f_{i}\right)\right) \cap\left(\bigcap_{i=1}^{q} \operatorname{dom}\left(h_{i}\right)\right) .
$$

For each pair $(\lambda, \nu)$, where $\lambda \geq 0$, the Lagrangian dual function provides a lower bound for the optimal value of the problem (2.1). Hence, looking for the best lower bound leads us to the following optimization problem:

$$
\begin{array}{r}
\underset{\lambda, \nu}{\operatorname{Maximize}} g(\lambda, \nu)  \tag{2.2}\\
\text { s.t. } \lambda \geq 0 .
\end{array}
$$

The above problem is called the dual problem associated with the primal problem (2.1).

Assume that $f_{i}, \forall i=0, \ldots, p$, and $h_{i}, \forall i=1, \ldots, q$ are differentiable in the primal problem, and let $x^{*}$ and $\left(\lambda^{*}, \nu^{*}\right)$ be any primal dual optimal points with zero duality gaps, i.e, there is no gap between the optimal solutions of the primal problem and the
dual problem. Since $x^{*}$ minimizes $L\left(x, \lambda^{*}, \nu^{*}\right)$ with respect to $x$, then at $x^{*}$ we have

$$
\nabla f_{0}\left(x^{*}\right)+\sum_{i=1}^{p} \lambda_{i}^{*} \nabla f_{i}\left(x^{*}\right)+\sum_{i=1}^{q} \nu_{i}^{*} \nabla h_{i}\left(x^{*}\right)=0 .
$$

Therefore, $\left(x^{*}, \lambda^{*}, \nu^{*}\right)$ satisfies

$$
\left\{\begin{array}{c}
f_{i}\left(x^{*}\right) \leq 0, \quad i=1, \ldots, p,  \tag{2.3}\\
h_{i}\left(x^{*}\right)=0, \quad i=1, \ldots, q, \\
\lambda_{i}{ }^{*} \geq 0 \\
\lambda_{i}{ }^{*} f_{i}\left(x^{*}\right)=0, \\
\nabla f_{0}\left(x^{*}\right)+\sum_{i=1}^{p} \lambda_{i}^{*} \nabla f_{i}\left(x^{*}\right)+\sum_{i=1}^{q} \nu_{i}{ }^{*} \nabla h_{i}\left(x^{*}\right)=0 .
\end{array}\right.
$$

The above conditions are called Karush-Kuhn-Tucker(KKT) conditions. For any optimization problem with differentiable objective functions and constraint functions for which the constraint qualification holds, the optimal points must satisfy the KKT conditions. So, KKT conditions are necessary for the point $\left(x^{*}, \lambda^{*}, \nu^{*}\right)$ to be optimal. If the primal problem is convex, then KKT conditions are also sufficient conditions for the points to be optimal.

In the next section, we simply review convex optimization problems. More discussions about duality theory can be found in the conic optimization section.

### 2.2 Convex optimization

Definition 2.1. (Convex set)
$A$ subset $C$ in $\mathbb{R}^{n}$ is convex if

$$
\begin{equation*}
\alpha x+(1-\alpha) y \in C, \quad \forall x, y \in C, \quad 0 \leq \alpha \leq 1 \tag{2.4}
\end{equation*}
$$

The set $\{\alpha x+(1-\alpha) y: \alpha \in[0,1]\}$ represents the closed line segment between $x$ and $y$.

We call a point of the form $\sum_{i=1}^{k} \alpha_{i} x_{i}$, where $\sum_{i=1}^{k} \alpha_{i}=1$, and $\alpha_{i} \geq 0, \forall i=1, \ldots, k$ a convex combination of the points $x_{1}, \ldots, x_{k}$. Clearly, a set is convex if and only if it contains all convex combinations of its points.

## Example 2.1.

- An empty set, a singleton and the whole space $\mathbb{R}^{n}$ are the simple examples of convex sets.
- Affine subspaces of $\mathbb{R}^{n}$ are convex. In particular, a polyhedral is a convex set, since it is the solution set of a finite system defined as $A x \leq b$.
- Euclidean balls and ellipsoids are convex. An Euclidean ball centered at a with a radius $r$ is

$$
\left\{x:\|x-a\|_{2} \leq r\right\}
$$

where $\|\cdot\|_{2}$ is the standard Euclidean norm, $\|x\|_{2}=\sqrt{x^{T} x}$. An ellipsoids centered at $a$, with a given matrix $Q \in \mathbb{R}^{m \times n}$ is

$$
\left\{x \in R^{n}:\|Q(x-a)\|_{2}^{2} \leq 1\right\}
$$

Definition 2.2. (Convex hull)
Let $K \subseteq \mathbb{R}^{n}$ be a nonempty arbitrary set. The intersection of all convex sets containing $K$, is the convex hull of $K$. In other words the convex hull of $K$, denoted by $\operatorname{Conv}(K)$, is the smallest convex set containing $K$.

The convex hull of $m+1$ affinely independent points $x_{0}, x_{1}, \ldots x_{m} \in \mathbb{R}^{n}$, (i.e., $x_{1}-$ $x_{0}, \ldots, x_{m}-x_{0}$ are affinely independent) is called a $m$-dimensional simplex, defined as
follows,

$$
\operatorname{Conv}\left(x_{0}, \ldots, x_{m}\right)=\left\{\sum_{i=0}^{m} \alpha_{i} x_{i}: \sum_{i=0}^{m} \alpha_{i}=1, \alpha_{i} \geq 0\right\}
$$

Definition 2.3. (Convex function)
$f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a convex function, if dom $(f)$ is a convex set, and

$$
f(\lambda x+(1-\lambda) y) \leq \lambda f(x)+(1-\lambda) f(y), \quad \forall x, y \in \operatorname{dom}(f), \quad 0 \leq \lambda \leq 1 .
$$

Example 2.2. If $\|\cdot\|: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a norm, and $0 \leq \alpha \leq 1$, then from the triangle inequality and homogeneity of the norm we have

$$
\|\alpha x+(1-\alpha) y\| \leq\|\alpha x\|+\|(1-\alpha) y\|=\alpha\|x\|+(1-\alpha)\|y\|,
$$

so, the norm is a convex function.

Here we review the first and second order convexity conditions. First order convexity condition for a differentiable function $f$ is as follows:
$f$ is convex, if and only if $\operatorname{dom}(f)$ is convex, and

$$
f(y) \geq f(x)+\nabla f(x)^{T}(y-x) \quad \forall x, y \in \operatorname{dom}(f) .
$$

If $f$ is twice differentiable, the second order convexity condition is as follows:
$f$ is convex, if and only if $\operatorname{dom}(f)$ is convex, and

$$
\nabla^{2} f(x) \succeq 0 \quad \forall x \in \operatorname{dom}(f) .
$$

Example 2.3. The function

$$
f: \mathbb{R}^{n} \rightarrow \mathbb{R}
$$

$$
f(x)=\frac{1}{2} x^{T} B x+a^{T} x+c,
$$

where $B \in \boldsymbol{S}^{n}, a \in \mathbb{R}^{n}, c \in \mathbb{R}$, is convex if and only if $B \succeq 0$, since $\nabla^{2} f(x)=B$.

Definition 2.4. (Quasiconvex functions)
$f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is quasiconvex if the domain of $f$ and its sublevel sets $\{x \in \operatorname{dom} f:$ $f(x) \leq \beta\}$, for $\beta \in \mathbb{R}$ are convex.

Quasiconvex functions can also be defined by the following expressions:
A function $f$ is quasiconvex if and only if its domain is convex, and

$$
f(\alpha x+(1-\alpha) y) \leq \max \{f(x), f(y)\}, \quad \forall x, y \in \operatorname{dom}(f), 0 \leq \alpha \leq 1,
$$

and $f$ is quasiconcave if

$$
f(\alpha x+(1-\alpha) y) \geq \min \{f(x), f(y)\}, \quad \forall x, y \in \operatorname{dom}(f), 0 \leq \alpha \leq 1
$$

Example 2.4. Cardinality function on $\mathbb{R}_{+}^{n}$, and rank function on $\boldsymbol{S}_{+}^{n}$, are quasiconcave. In fact,

$$
\begin{gathered}
\operatorname{Card}(x+y) \geq \min \{\operatorname{Card}(x), \operatorname{Card}(y)\}, x, y \geq 0, \\
\operatorname{Rank}(X+Y) \geq \min \{\operatorname{Rank}(X), \operatorname{Rank}(Y)\}, X, Y \in \boldsymbol{S}_{+}^{n},
\end{gathered}
$$

where $\boldsymbol{S}_{+}^{n}$ denotes the cone of the positive semidefinite matrices.

In general, a convex optimization problem is of the form

$$
\begin{array}{rc}
\underset{x}{\operatorname{Minimize}} & f(x) \\
\text { s.t. } & g(x) \leq 0,
\end{array}
$$

where $f, g$ are convex functions. Roughly speaking, minimizing a convex function over a convex set is called convex programming.

If one can reformulate a problem as a differentiable convex optimization problem, then it can be solved efficiently, in general. However, reformulating a problem as a convex optimization can be challenging. Heuristics based on convex optimization have an important role for solving non-convex problems. As we will see in chapter 3, one of the goals of this thesis is to study the convex optimization problems based on heuristic methods for cardinality minimization and cardinality constrained problems. For example, one of the methods for solving the CMP problem is to apply $l_{1}$-norm heuristics.

Next, we are going to introduce conic optimization. Before doing so, we need some basic definition and facts.

### 2.3 Conic optimization and duality

Definition 2.5. (Cone)
A cone $\boldsymbol{K} \subseteq \mathbb{R}^{n}$ is a proper cone, if it satisfies

1. $\boldsymbol{K}$ is nonempty and closed under addition, i.e.,

$$
a, b \in \boldsymbol{K} \Rightarrow a+b \in \boldsymbol{K}
$$

and $\boldsymbol{K}$ is a conic set, i.e.,

$$
a \in \boldsymbol{K}, \gamma \geq 0 \Rightarrow \gamma a \in \boldsymbol{K}
$$

(if these two conditions hold then $\boldsymbol{K}$ is convex),
2. $x \in \boldsymbol{K}$, and $-x \in \boldsymbol{K} \Rightarrow x=0$, which means $\boldsymbol{K}$ is pointed,
3. $\boldsymbol{K}$ has nonempty interior, $\operatorname{int}(\boldsymbol{K}) \neq \phi$,
4. $\boldsymbol{K}$ is closed.

If 1,2 above hold then $\mathbf{K}$ is a pointed convex cone.
The partial ordering using a pointed convex cone $K$, denoted by $\geq_{\mathbf{K}}$ or $\succeq$, can be defined as:

$$
a \succeq b \Leftrightarrow a-b \succeq 0 \Leftrightarrow a-b \in \mathbf{K} .
$$

Example 2.5. (Some examples of cones)

- The nonnegative orthant $\mathbb{R}_{+}^{m}=\left\{x=\left(x_{1}, \ldots, x_{m}\right) \in \mathbb{R}^{m}: x_{i} \geq 0, i=1, \ldots, m\right\}$ in $\mathbb{R}^{n}$.
- Lorentz or second order cone or ice cream, defined as,

$$
\mathbb{L}^{m}:=\left\{x=\left(x_{1}, x_{2}, \ldots, x_{m-1}, x_{m}\right) \in \mathbb{R}^{m} ; x_{m} \geq \sqrt{\sum_{i=1}^{m-1} x_{i}^{2}}\right\}
$$

- The semidefinite cone $S_{+}^{m}$, equipped with Frobenius inner product, and defined in the space of $m \times m$ symmetric matrices.

For more explanation about the last example above, we need to introduce Frobenius norm, which is based on the concept of inner product. Frobenius norm is used in semidefinite optimization.

Definition 2.6. (Inner product)
Define the linear vector inner product as follows,

$$
\langle x, y\rangle=x^{T} y
$$

where the $x, y$ are the vectors with the same dimension. Matrix inner product can be computed using vectorization of the matrices. For an arbitrary $m \times n$ matrix $Y=$
$\left(y_{1}, \ldots, y_{n}\right)$, where $y_{i}$ 's denote the columns of $Y$, we may define,

$$
\operatorname{vec} Y:=\left(\begin{array}{c}
y_{1} \\
\vdots \\
y_{n}
\end{array}\right) .
$$

Then the inner product of two matrices $X$ and $Y$ with the appropriate dimensions will be defined as follows:

$$
\langle Y, X\rangle:=\operatorname{tr}\left(Y^{T} X\right)=(\operatorname{vec} Y)^{T} \operatorname{vec} X=\mathbf{1}^{T}(Y \circ X) \mathbf{1},
$$

where 1 is a vector with all its components equal to 1, and $\circ$ represents the Hadamard Product of the matrices, [69].

Definition 2.7. (Frobenius norm)
Assume that $X \in \mathbb{R}^{m \times n}$ is a normal matrix, i.e., it has a complete normal set of eigenvectors [146]. Then Frobenius norm is defined using vector inner product as follows:

$$
\|X\|_{F}^{2}=\|v e c X\|_{2}^{2}=\langle X, X\rangle=\operatorname{tr}\left(X^{T} X\right)=\sum_{i} \sigma(X)_{i}^{2}
$$

where $\sigma(X)_{i}$ is the ith singular value of $X$.
Now, we are ready to represent the general conic optimization problem. Denote $\mathbf{E}$ as an Euclidean space with finite dimension, equipped with both inner product $\langle.,$.$\rangle and$ partial ordering ( $\succeq$ or $\geq_{\mathbf{K}}$ ), and let $\mathbf{K}$ be a proper cone in $\mathbf{E} . c \in \mathbb{R}^{n}$ is the objective, $b \in \mathbf{E}$, and $x \rightarrow A x$ is a linear mapping defined with a $A_{m \times n}$ matrix. Then the conic optimization problem $(\mathrm{CP})$ is in the form of

$$
\begin{equation*}
\min _{x}\left\{c^{T} x: A x \succeq b\right\} . \tag{2.5}
\end{equation*}
$$

Obviously, the linear programming(LP),

$$
\begin{equation*}
\min _{x}\left\{c^{T} x ; A x \geq b\right\} \tag{2.6}
\end{equation*}
$$

is a special case of (2.5), in which $\mathbf{E}$ and $\mathbf{K}$ are replaced with the whole real space and its nonnegative orthant respectively.

One of the important systematic ways for finding a lower bound for the optimal value of a linear program is to use LP duality [15]. The main idea in LP duality is to add a weighted sum of the constraint functions to the objective function to achieve the Lagrangian, then the minimum value of the Lagrangian over $x$ is called the Lagrange dual function. Applying the above method to the linear programming (2.6) and denoting the weighted vectors with $\omega \geq 0$, we have

$$
\omega^{T} A x \geq \omega^{T} b,
$$

Obviously, if $A^{T} \omega=c$, then $\omega^{T} b$ is a lower bound for $c^{T} x$. Hence, to achieve the best lower bound one should solve

$$
\max _{A^{T} \omega=c, \omega \geq 0} b^{T} \omega .
$$

One can use the same methodology to build a dual for a conic problem (2.5). Note that the weight vectors, in this case, should be chosen from the dual cone, which is defined as follows:

$$
\begin{equation*}
\mathbf{K}^{*}=\{\omega \in \mathbf{E}:\langle\omega, k\rangle \geq 0, \forall k \in \mathbf{K}\} . \tag{2.7}
\end{equation*}
$$

Note that in the LP dual problem the weight vectors have been chosen from the nonnegative orthant, which is a convex set.

Proposition 2.1. Dual cone is always convex even if the cone itself is not convex.

Proof. As we have seen, the dual cone is defined as

$$
\begin{equation*}
\mathbf{K}^{*}=\left\{\omega \in \mathbf{E}: \omega^{T} k \geq 0, \forall k \in \mathbf{K}\right\} \tag{2.8}
\end{equation*}
$$

Assume that $\omega, z \in \mathbf{K}^{*}$, then for any $k \in \mathbf{K}$, and $0 \leq \alpha \leq 1$, we have

$$
(\alpha \omega+(1-\alpha) z)^{T} k=\alpha \omega^{T} k+(1-\alpha) z^{T} k \geq 0
$$

so $\alpha \omega+(1-\alpha) z \in \mathbf{K}^{*}$. Hence, $\mathbf{K}^{*}$ is convex.

As an example, note that nonnegative orthant is self dual, i.e., $\mathbb{R}_{+}^{m}=\left(\mathbb{R}_{+}^{m}\right)^{*}$, so is the cone of semidefinite positive matrices, which is a nice property for semidefinite programming. To derive a dual problem for the conic problem (2.5), the weight vectors should be chosen from $\mathbf{K}^{*}$ and repeat the same procedure as for LP dual to get:

$$
\begin{equation*}
\max \left\{\langle b, \omega\rangle: A^{T} \omega=c, \omega \in \mathbb{K}^{*}\right\} \tag{2.9}
\end{equation*}
$$

Recall that, $\omega \in \mathbb{K}^{*}$, means $\omega \geq_{\mathbb{K}^{*}} 0$.
The following theorem illustrates the importance of Lagrange duality.
Theorem 2.1. (Conic duality theorem) [12]
For the conic problem (2.5) and its dual (2.9) the following statements hold.

- The duality is symmetric.
- $c^{T} x-\langle b, \omega\rangle \geq 0$ for all feasible points.
- If the primal conic problem $(C P)$ is bounded below and Slater's condition holds (i.e., the problem is strictly feasible), then the dual is solvable and the optimal values are equal.
- If the dual problem is bounded above and Slater's condition holds (i.e., the dual problem is strictly feasible), then the primal conic problem is solvable and the optimal values are equal.
- If one of the problems (primal or dual) is bounded and strictly feasible, then the pair $(x, \omega)$ is the optimal solution to the primal and dual respectively, if and only if

$$
c x-\langle b, \omega\rangle=0,
$$

which means the duality gap is zero, and
if and only if

$$
\langle\omega, A x-b\rangle=0,
$$

which means that the complementary slackness holds.

Before we proceed to semidefinite optimization, let us discuss a bit of conic quadratic representable sets.

Definition 2.8. (Conic quadratic representable sets)
We say a set $X \subset \mathbb{R}^{n}$ is Conic Quadratic representable(CQr), or it can be represented using conic quadratic inequalities, if there exists a finite system $S$ with the form of

$$
A_{j}\binom{x}{u}-b_{j} \geq_{L^{m_{j}}} 0
$$

where $x \in \mathbb{R}^{n}$ and additional variable $u$, such that $X$ is the projection of the solution set of $S$ onto the $x$-space.

Or in a shorter form one can write,

$$
x \in X \Leftrightarrow \exists u: A_{j}\binom{x}{u}-b_{j} \geq_{L^{m_{j}}} 0, \quad j=1, \ldots, N
$$

Every such a system $S$ is called a Conic Quadratic Representation(CQR) of the set $X$. If a function $f$ is Conic Quadratic(CQ) representable, then so all of its level sets, and every Conic Quadratic(CQ) representable (of the epigraph of f) explicitly induces CQ-representation of the level sets. Recall that the epigraph of a function $f$ is defined as

$$
\operatorname{Epi}(f)=\left\{(x, t) \in \mathbb{R}^{n} \times \mathbb{R}: f(x) \leq t\right\}
$$

Suppose that we have a CQr of the epigraph of $f$. Then

$$
f(x) \leq t \Leftrightarrow \exists u:\left\|\xi_{j}(x, t, u)\right\|_{2} \leq \zeta_{j}(x, t, u), \quad j=1, \ldots, N,
$$

where $\xi_{j}$ is a vector valued affine function, and $\zeta_{j}$ is a scalar valued affine function. The inequality on the right hand side above has been achieved directly from the definition of the second order cone.

In the next section, we review semidefinite optimization concepts, which is a special case of conic optimization.

### 2.4 Semidefinite optimization

Definition 2.9. (Positive semidefinite matrices)
The matrix $A \in S^{n}$ is positive semidefinite if $x^{T} A x \geq 0$ for all $x \in \mathbb{R}^{n}$, where $\boldsymbol{S}^{n}$ is the space of symmetric matrices.

Replacing $\geq$ with $>$ above leads to the definition of a positive definite matrix.
It is not hard to see that if $A \in \mathbf{S}^{n}$, then the following statements are equivalent.

- $A \succeq 0$,
- $\lambda_{i}(A) \geq 0 \quad \forall i=1, \ldots, \operatorname{Rank}(A)$,
- $A=C C^{T}$ for certain rectangular matrix $C$, for such $C, \operatorname{Rank}(C)=\operatorname{Rank}(A)$,
- $A=L L^{T}$ for certain lower triangular $L, \operatorname{Rank}(L)=\operatorname{Rank}(A)$,
- $\langle A, B\rangle \geq 0, \forall B \in \mathbf{S}_{+}^{n}$.

Semidefinite programming is a special case of conic programming, which can be defined as optimizing a linear objective over the cone of positive semidefinite matrices with linear matrix inequalities(LMIs) [109]. Replacing $\mathbf{K}$ with the cone of positive semidefinite $m \times m$ matrices $\mathbf{S}_{+}^{m}$ in (2.5) and defining a linear mapping $\boldsymbol{A}: \mathbb{R}^{n} \rightarrow \mathbf{S}^{m}$ yields the following generic semidefinite optimization problem:

$$
\begin{equation*}
\min _{x}\left\{c^{T} x: \boldsymbol{A} x-B \succeq 0\right\}, \tag{2.10}
\end{equation*}
$$

where " $\succeq$ " means " $\geq_{\mathbf{S}_{+}^{m}}$ ", and

$$
\boldsymbol{A} x=\sum_{i=1}^{n} x_{i} A_{i}, \quad A_{i} \in \mathbf{S}^{m}, i=1, \ldots, n
$$

As we have seen, a semidefinite program for a variable $x \in \mathbb{R}^{m}$ can be also cast as

$$
\begin{align*}
& \operatorname{Minimize} c^{T} x  \tag{2.11}\\
& \text { s.t. } A(x) \succeq 0,
\end{align*}
$$

where $A(x)$ can be defined as follows:

$$
\begin{equation*}
A(x)=A_{0}+\sum_{i=1}^{m} x_{i} A_{i} \tag{2.12}
\end{equation*}
$$

with $c \in \mathbb{R}^{m}$, and $m+1$ symmetric matrices $A_{0}, A_{1}, \ldots, A_{m} \in \mathbb{R}^{n \times n}$.
The inequality $A(x) \succeq 0$ is called linear matrix inequality(LMI). Note that the optimal solution $x^{*}$ of the problem (2.11) is on the boundary of the feasible region, so, $A\left(x^{*}\right)$ is singular.

Semidefinite programming(SDP) can be considered as an extension of linear program$\operatorname{ming}(\mathrm{LP})$. The following example illustrates this.

Example 2.6. As a special example of an SDP consider the following linear program(LP):

$$
\begin{align*}
& \underset{x}{\operatorname{Minimize}} c^{T} x  \tag{2.13}\\
& \text { s.t. } D x+b \geq 0,
\end{align*}
$$

where, $\geq$ is componentwise. Since the both sides of the inequality are vectors, obviously the following holds,

$$
D x+b \geq 0 \Leftrightarrow A(x)=\operatorname{diag}(D x+b) \succeq 0
$$

i.e., in (2.12) we have

$$
A_{0}=\operatorname{diag}(b), \quad A_{i}=\operatorname{diag}\left(d_{i}\right), \quad i=1, \ldots, m
$$

and $D=\left[d_{1}, \ldots, d_{m}\right] \in \mathbb{R}^{n \times m}$. So, one can reformulate the problem (2.13) as the following SDP:

$$
\begin{align*}
& \underset{x}{\operatorname{Minimize}} c^{T} x  \tag{2.14}\\
& \quad \text { s.t. } A(x)=\operatorname{diag}(D x+b) \succeq 0 .
\end{align*}
$$

The above example illustrates that SDP can be considered as an extension of LP, with replacing the componentwise inequalities with matrix inequalities. In other words, replacing the first orthant in LP, with the cone of semidefinite positive matrices, can be resulted in SDP problem. Another point about the relationship between SDP and LP is that the matrix inequality $A(x) \succeq 0$ means $y^{T} A(x) y \geq 0 \quad \forall y \in \mathbb{R}^{n}$. So, SDPs can be interpreted as a semi-infinite LPs. It is not strange that the approaches to solve SDPs are closely related to LPs, while many methods and algorithm which are used to deal with LPs can be generalized for SDPs. However, there are some important differences between them. For example, one can not use the practical simplex method for LPs to solve SDPs. Also, the duality results for SDPs are weaker than those of LPs.

Remark 2.1. Based on the definition of CQr sets in the previous section, one can also define semidefinite representable sets(SDr) as follows:
$A$ set $X \subset \mathbb{R}^{n}$ is $S D r$ if the following holds,

$$
x \in X \Leftrightarrow \exists u: \boldsymbol{A}\binom{x}{u}-B \succeq 0 .
$$

In other words, $X$ is SDr if there exists Linear Matrix Inequalities (LMIs), in a way that

$$
\boldsymbol{A}\binom{x}{u}-B \succeq 0
$$

where $u$ is the additional variable, such that $X$ is the projection of the solution set of the LMI onto the x-space. An LMI with this property is called the Semidefinite Representation (SDR) of the set X [12].

### 2.5 Rank minimization

In this section, we discuss rank minimization problem, and we review some facts about this problem, as we use them later in this thesis.

Definition 2.10. (Range and Kernel of a Linear Transformation)
The range (or image) of a linear transformation $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}, \mathcal{R}(A)$ (or $\operatorname{Im}(A)$ ) is defined by

$$
\mathcal{R}(A)=\left\{u \in \mathbb{R}^{m}: u=A v \text { for some } v \in \mathbb{R}^{n}\right\} .
$$

If the columns of $A$ are written as $\left[a_{1}, \ldots, a_{n}\right]$, then

$$
\mathcal{R}(A)=\operatorname{Span}\left\{a_{1}, \ldots, a_{n}\right\} .
$$

So, directly from the definition we have $\mathcal{R}(A) \subseteq \mathbb{R}^{m}$.
The null space (or kernel) of $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$, denoted by $\mathcal{N}(A)$ (or $\operatorname{Ker}(A)$ ), is defined by

$$
\mathcal{N}(A)=\left\{v \in \mathbb{R}^{n}: A v=0\right\} .
$$

Clearly, we have $\mathcal{N}(A) \subseteq \mathbb{R}^{n}$.

Definition 2.11. (Rank, and Nullity)
Let $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$. Then the column rank of $A$ is $\operatorname{rank}(A)=\operatorname{dim} \mathcal{R}(A)$, i.e., $\operatorname{rank}(A)$ is the maximum number of independent columns. In the same way the row rank of $A$ is $\operatorname{dim} \mathcal{R}\left(A^{T}\right) . \operatorname{Also} \operatorname{dim\mathcal {N}}(A)$ is the nullity of $A$.

For more illustration, see the following theorem:

## Theorem 2.2.

$$
\operatorname{Rank}(A)=\operatorname{dim} \mathcal{R}(A)=\operatorname{dimN}(A)^{\perp}=\operatorname{dim} \mathcal{R}\left(A^{T}\right)=\operatorname{Rank}\left(A^{T}\right) .
$$

Definition 2.12. (Moore-Penrose Pseudoinverse)
Let $A: \Theta \rightarrow \Gamma$ be a linear transformation, where $\Theta, \Gamma$ are finite dimensional vector spaces. Define a transformation $B: \mathcal{N}(A)^{\perp} \rightarrow \mathcal{R}(A)$ in the following sense

$$
B x=A x, \quad \forall x \in \mathcal{N}(A)^{\perp}
$$

Then as it was proved in Theorem 2.2, B is both one to one and onto. Now the Moore-Penorse Pseudoinverse of $A$, denoted by $A^{\dagger}$ is defined as follows

$$
\begin{aligned}
A^{\dagger}: \Gamma \rightarrow \Theta, \quad A^{\dagger} y & =B^{-1} y_{1} \\
\text { where } y & =y_{1}+y_{2}, \quad y_{1} \in \mathcal{R}(A), \quad y_{2} \in \mathcal{R}(A)^{\perp}
\end{aligned}
$$

Theorem 2.3. (Singular Value Decomposition) Let $A_{m \times n}$ be a matrix with $\operatorname{rank}(A)=r$. Then there exists orthogonal matrices $U \in \mathbb{R}^{m \times m}$ and $V \in \mathbb{R}^{n \times n}$, such that

$$
A=U \Sigma V^{T}
$$

where

$$
\Sigma=\left(\begin{array}{cc}
\sigma & 0 \\
0 & 0
\end{array}\right), \quad \sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r}\right) \in \mathbb{R}^{r \times r}, \quad \sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{r}>0
$$

$\sigma_{i}$ 's are called singular values of the matrix $A$.
The above theorem also can be cast as
With

$$
U_{1} \in \mathbb{R}^{m \times r}, \quad U_{2} \in \mathbb{R}^{m \times(m-r)}, \quad V_{1} \in \mathbb{R}^{n \times r}, \quad V_{2} \in \mathbb{R}^{n \times(n-r)},
$$

$$
A=\left(\begin{array}{ll}
U_{1} & U_{2}
\end{array}\right)\left(\begin{array}{cc}
\sigma_{r \times r} & 0  \tag{2.15}\\
0 & 0
\end{array}\right)\binom{V_{1}^{T}}{V_{2}^{T}}=U_{1} \sigma V_{1}^{T} .
$$

Proof. Obviously the eigenvalues of the matrix $A^{T} A$ are nonnegative, since $A^{T} A \succeq 0$. Define these eigenvalues as follows:

$$
\left\{\sigma_{i}^{2}: i=1, \ldots, n\right\}, \text { such that } \sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{r}>0, \quad \sigma_{r+1}=\sigma_{r+2}=\ldots \sigma_{n}=0
$$

and define the related orthonormal eigenvectors as $\left\{v_{i}: i=1, \ldots, n\right\}$.
And let

$$
V_{1}=\left[v_{1}, \ldots, v_{r}\right], \quad V_{2}=\left[v_{r+1}, \ldots, v_{n}\right], \quad \sigma=\operatorname{diag}\left(\sigma_{1}, \ldots \sigma_{r}\right) .
$$

Then we have

$$
\begin{aligned}
A^{T} A V_{1}=V_{1} \sigma^{2} \Rightarrow & V_{1}^{T} A^{T} A V_{1}=V_{1}^{T} V_{1} \sigma^{2}=\sigma^{2}, \text { since } V_{1}^{T} V_{1}=I \\
& \Rightarrow \underbrace{\sigma^{-1} V_{1}^{T} A^{T}}_{U_{1}^{T}} \underbrace{A V_{1} \sigma^{-1}}_{U_{1}}=I .
\end{aligned}
$$

By the definition of $U_{1}, U_{1}^{T}$ above, we have $U_{1}^{T} U_{1}=I$.
Also,

$$
A^{T} A V_{2}=V_{2} 0=0 \Rightarrow V_{2}^{T} A^{T} A V_{2}=0 \Rightarrow A V_{2}=0
$$

Now, construct a matrix $U_{2} \in \mathbb{R}^{m \times(m-r)}$ such that $\left[U_{1} U_{2}\right]$ is orthogonal, i.e, $U_{2}^{T} U_{1}=0$.

Hence, one can write

$$
U^{T} A V=\left(\begin{array}{cc}
U_{1}^{T} A V_{1} & U_{1}^{T} \underbrace{A V_{2}}_{0} \\
U_{2}^{T} A V_{1} & U_{2}^{T} \underbrace{A V_{2}}_{0}
\end{array}\right)=\left(\begin{array}{cc}
\sigma & 0 \\
0 & 0
\end{array}\right) .
$$

The proof is complete.
Singular values of a matrix $A$ can be interpreted as the eigenvalues of the matrix $\sqrt{\left(A A^{T}\right)}$, i.e,

$$
\sigma_{i}(A)=\lambda_{i}\left(\left(A A^{T}\right)^{\frac{1}{2}}\right)
$$

The singular value decomposition theorem for $A \in \mathbb{R}^{m \times n},(m \leq n)$ can also be represented as

$$
A=\sum_{i=1}^{m} \sigma_{i}(A) u_{i} v_{i}^{T}
$$

where $\left\{u_{i}\right\}$ and $\left\{v_{i}\right\}$ are orthonormal sequences in $\mathbb{R}^{m}$ and $\mathbb{R}^{n}$, respectively.
Clearly, if we know $\operatorname{rank}(A)=r \leq \min \{m, n\}$, then

$$
A=\sum_{i=1}^{r} \sigma_{i}(A) u_{i} v_{i}^{T}
$$

Note that the singular value decomposition is a general case for the eigenvalue decomposition of a symmetric matrix $A_{m \times m}=A_{m \times m}^{T}$, which can be written as follows

$$
A=\sum_{i=1}^{m} \lambda_{i}(A) u_{i} u_{i}^{T}
$$

where $\left\{u_{i}\right\}_{i=1}^{m}$ is the orthonormal eigenbasis of the matrix $A$.
Theorem 2.4. Let $U \Sigma V^{T}$ be the singular value decomposition of matrix $A_{m \times n}$ as in

Theorem 2.3. Then

$$
A^{\dagger}=V \Sigma^{\dagger} U^{T}
$$

where

$$
\Sigma^{\dagger}=\left(\begin{array}{cc}
\sigma^{-1} & 0 \\
0 & 0
\end{array}\right) \in \mathbb{R}^{m \times n}
$$

One can rewrite the above expression as

$$
A^{\dagger}=\sum_{i=1}^{r} \frac{1}{\sigma_{i}} v_{i} u_{i} .
$$

For more detailed discussions and examples about SVD, see [124, 138].
As a corollary of the above notes, if $A=U \Sigma V^{T}$ is a SVD of the matrix $A$, then clearly

$$
\operatorname{Rank}(A)=\operatorname{Rank}(\Sigma) .
$$

The matrix $\Sigma$ is a diagonal matrix with its diagonal components equal to the singular values of the matrix $A$, i.e,

$$
\Sigma=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right)
$$

Therefore, we have

$$
\operatorname{Rank}(\Sigma)=\operatorname{Rank} \operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{n}\right)
$$

By setting $\sigma=\left(\sigma_{1}, \ldots, \sigma_{n}\right)^{T}$, the rank of the matrix $A$ is reduced to the cardinality of the vector of singular values, i.e,

$$
\operatorname{Rank}(A)=\operatorname{Card}(\sigma) .
$$

Obviously, $\operatorname{rank}(A)$ is equal to the number of non-zero singular values. So, by us-
ing SVD theorem, one can reduce a rank minimization problem(RMP) to a cardinality minimization problem(CMP).

In [60], it was proved that $\|X\|_{*}$ is the convex envelop of $\operatorname{rank}(X)$, i.e, the convex relaxation of the RMP

$$
\begin{gather*}
\underset{X}{\operatorname{Minimize}} \operatorname{Rank}(X)  \tag{2.16}\\
\text { s.t. } X \in C,
\end{gather*}
$$

(where $C$ is a convex set) is

$$
\begin{array}{r}
\underset{X}{\operatorname{Minimize}}\|X\|_{*}  \tag{2.17}\\
\text { s.t. } X \in C .
\end{array}
$$

Nuclear norm of a matrix $X_{m \times n}$ is defined as the summation over the singular values of the matrix, i.e,

$$
\|X\|_{*}=\sum_{i=1}^{\min \{m, n\}} \sigma_{i}(X)
$$

Note that the problem (2.17) can be reformulated as follows:

$$
\begin{array}{rc}
\underset{t, X}{\operatorname{Minimize}} & t \\
\text { s.t. } & \|X\|_{*} \leq t \\
& X \in C .
\end{array}
$$

Based on [12, 135], one can say $\|X\|_{*} \leq r$ is SDr. The following proposition is the general case for this.

Proposition 2.2. [12] The sum of the $\beta$ largest singular values of a matrix $X_{m \times n}, m \leq n$
denoted with $\Sigma_{\beta}$ is SDr. Specially the operator norm of a matrix is SDr, i.e,

$$
|X| \leq r \Leftrightarrow\left(\begin{array}{cc}
r I_{n} & -X^{T} \\
-X & r I_{m}
\end{array}\right) \succeq 0
$$

Note that the operator norm for a linear map $X: V \rightarrow W$ is defined as follows:

$$
|X|=\sup \left\{\frac{\|X v\|}{\|v\|}: v \in V, v \neq 0\right\}
$$

In the next chapter, we start discussing general cardinality constrained problems and cardinality minimization problems under non-convex quadratic constraints and linear constraints.

## Chapter 3

## Cardinality Minimization Problem $(\mathrm{CMP})^{1}$

The general cardinality minimization problem(CMP) over a convex set $C$, and cardinality constrained problem can be cast respectively as:

$$
\begin{equation*}
\underset{x}{\operatorname{Minimize}}\{\operatorname{Card}(x): x \in C\}, \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\underset{x}{\operatorname{Minimize}}\{f(x): \operatorname{Card}(x) \leq \tau, \quad x \in C\} . \tag{3.2}
\end{equation*}
$$

In this thesis, we also consider CMPs over nonconvex sets. CMP is to maximize the number of zero components or equivalently to minimize the number of non-zero components of a vector satisfying certain constraints. In other words, CMP is looking for the sparsest vector in a given feasible set or looking for the simplest model for describing or fitting a certain phenomena. The card function, $\operatorname{card}(x)$, can be expressed as $l_{0}$-norm. While $l_{0}$ is

[^0]not a norm, we can still call it $l_{0}$ ''norm', due to the following fact:
$$
\|x\|_{0}=\lim _{p \rightarrow 0}\|x\|_{p}^{p}=\lim _{p \rightarrow 0}\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{\frac{1}{p}}=\operatorname{Card}(x) .
$$

The $l_{0}$-norm is a non-convex, non-smooth and integer valued function, and the optimization problems with 'card' objective or constraints are known as NP-hard problems [87, 135], and thus CMPs are not computationally tractable in general.

These kinds of problems have many applications in such areas as finance [97, 35, 126], signal processing and control [133, 72, 93], statistics and principal component analysis [47, 141, 154, 101], compressive sensing [11, 50, 23], etc. Due to the NP-hardness of CMP, the aim of this chapter is to introduce different SDP relaxations/approximations of CMPs.

This chapter is organized as follows. In section 3.1, we consider cardinality constrained problems, and discuss SDP relaxation methods for these problems based on Shor's lemma and duality methods. Also, we show how this problem can be cast as a bilevel optimization problem. In section 3.2, we review various existing methods for solving CMPs under linear constraints, and as an example of reweighted $l_{1}$-techniques, we introduce a continuous approximation of the cardinality function and then apply linearization methods to solve the problem iteratively (we focus on reweighted $l_{j}$-algorithms $(j \geq 1)$ in the chapters 4 and 5). In section 3.3, we study CMPs under nonlinear non-convex constraints, and show how to find an approximate solution to these problems using reformulation techniques and Lagrangian duality methods. We also explain how the dual problem can be reduced to a semidefinite problem. In section 3.4, we discuss CMP under 0-1 vectors, and explain how to reformulate these problems by adding certain penalty instead of dropping the rank constraint. In section 3.5, we discuss the subgradient method to solve the $l_{1}$-minimization problem, and in section 3.6, through numerical experiments, we show the performance of
this method. In section 3.7, we explain the branch and bound algorithm to solve CMPs and in section 3.8, we demonstrate the performance of this method through the numerical experiments.

### 3.1 Cardinality constrained problems

Let us first start with a general cardinality constrained problem. A general cardinality constrained problem is of the form (3.2) where $f(x)$ and $C$ are convex. $\operatorname{Card}(x) \leq \tau$ is not a convex constraint, so we try to relax this constraint using semidefinite relaxation. Before doing so, we first note that norms are equivalent in finite dimensional spaces in the following sense: Suppose $\|\cdot\|_{\mu},\|\cdot\|_{\nu}$ are norms on $R^{n}$. Then there exist scalars $a, b \geq 0$, such that $a\|x\|_{\mu} \leq\|x\|_{\nu} \leq b\|x\|_{\mu}, \quad \forall x \in R^{n}$. For example, we have

$$
\|x\|_{2} \leq\|x\|_{1} \leq \sqrt{n}\|x\|_{2} .
$$

To be more precise note that in general case for a polytope norm defined by max $\left|a_{i}^{T} x\right|, i=$ $1, \ldots, n$, we have

$$
\frac{1}{\sqrt{\beta}} \sqrt{x^{T} A x} \leq \max _{i=1, \ldots, n}\left|a_{i}^{T} x\right| \leq \sqrt{\beta} \sqrt{x^{T} A x}, \forall A \succcurlyeq 0, x \in R^{n}
$$

where $\beta$ is a constant.

Proposition 3.1. [47] A convex relaxation of the nonconvex cardinality constraint, $\operatorname{Card}(x) \leq$ $\tau$, can be expressed via the following convex constraints

$$
\boldsymbol{1}^{T}|X| \boldsymbol{1} \leq \tau \operatorname{tr}(X), \quad\left(\begin{array}{cc}
X & x \\
x^{T} & 1
\end{array}\right) \succeq 0, \quad \text { for some symmetric matrices } \quad X,
$$

where $|X|$ denotes the element-wise absolute value of the matrix $X$.

Proof. For any given vector $x=\left(\begin{array}{lll}x_{1} & \ldots & x_{n}\end{array}\right)^{T} \neq 0$, obviously we have

$$
0 \leq \frac{\left|x_{i}\right|}{\sqrt{x_{1}^{2}+\ldots+x_{n}^{2}}} \leq 1, \quad i=1, \ldots, n
$$

and hence

$$
\sum_{i=1}^{n} \frac{\left|x_{i}\right|}{\sqrt{x_{1}^{2}+\ldots+x_{n}^{2}}} \leq \operatorname{Card}(x) \leq \tau
$$

i.e.,

$$
\begin{equation*}
\frac{\sum_{i=1}^{n}\left|x_{i}\right|}{\sqrt{x_{1}^{2}+\ldots+x_{n}^{2}}}=\frac{\|x\|_{1}}{\|x\|_{2}} \leq \operatorname{Card}(x) \leq \tau . \tag{3.3}
\end{equation*}
$$

Note that the cardinality of the vector $x=\left(x_{1}, \ldots, x_{n}\right)$ is equal to that of the vector $|x|=\left(\left|x_{1}\right|, \ldots,\left|x_{n}\right|\right)$. So by the fact that $\operatorname{Card}(|x|)=\operatorname{Card}(x) \leq \tau$, we define the vector $\psi=\left(\psi_{1}, \ldots \psi_{n}\right)$, where for every $i, \psi_{i}=1$ if $x_{i} \neq 0$; otherwise $\psi_{i}=0$. By Cauchy-Schwartz inequality, i.e, $|\langle | x|, \psi\rangle\left.\right|^{2} \leq\langle | x|,|x|\rangle .\langle\psi, \psi\rangle$, and noting that $\operatorname{Card}(x) \leq \tau$, we have

$$
\left\|x_{1}|+\ldots+| x_{n}\right\|^{2} \leq \tau\left(\left|x_{1}\right|^{2}+\ldots+\left|x_{n}\right|^{2}\right)
$$

Therefore we have

$$
\begin{equation*}
\|x\|_{1}^{2} \leq \tau\|x\|_{2}^{2} . \tag{3.4}
\end{equation*}
$$

In what follows, we use semidefinite relaxation methods [62] to represent the above
statement as a convex inequality. Consider the matrix, $X=x x^{T}$, i.e.,

$$
X=\left(\begin{array}{cccc}
x_{1}^{2} & x_{1} x_{2} & \ldots & x_{1} x_{n} \\
x_{2} x_{1} & x_{2}^{2} & \ldots & x_{2} x_{n} \\
\vdots & \vdots & \ddots & \vdots \\
x_{n} x_{1} & x_{n} x_{2} & \ldots & x_{n}^{2}
\end{array}\right)
$$

Clearly, the left hand side of the inequality (3.4) is the summation of all of the components of the matrix $X$, and $\|x\|_{2}^{2}$ is the trace of the matrix $X$. So (3.4) can be written as the following convex inequality (see e.g. [47])

$$
\mathbf{1}^{T}|X| \mathbf{1} \leq \tau \operatorname{tr}(X)
$$

where $|X|$ denotes the element-wise absolute value of the matrix $X$. While the constraint $X=x x^{T}$ is not convex, by applying Shor's lemma, it can be written as $X \succeq x x^{T}$, $\operatorname{Rank}(X)=1$. $\operatorname{Rank}(X)=1$ is a nonconvex constraint, so by dropping the rank constraint, one may achieve the following convex relaxation for the constraint $X=x x^{T}$,

$$
\left(\begin{array}{cc}
X & x \\
x^{T} & 1
\end{array}\right) \succeq 0
$$

and this completes the proof.

In [149], Zhao proved that under certain conditions, matrix rank minimization can be formulated as a linear bilevel optimization problem. This motivates the following result.

Proposition 3.2. If the set $C$ is bounded and defined by linear constraints, the cardinality constrained problem (3.2) can be written as a bilevel optimization problem.

Proof. From the proof of Proposition 3.1, one can rewrite the problem (3.2) as of the form:

$$
\begin{array}{cl}
\underset{x, X}{\operatorname{Minimize}} & f(x) \\
\text { s.t. } & x \in C  \tag{3.5}\\
& \mathbf{1}^{T}|X| \mathbf{1} \leq \tau \operatorname{tr}(X) \\
& X=x x^{T} .
\end{array}
$$

Now by applying Shor's lemma, we can write the above problem as the following form:

$$
\begin{array}{cl}
\underset{x, X}{\operatorname{Minimize}} & f(x) \\
\text { s.t. } & x \in C \\
& \mathbf{1}^{T}|X| \mathbf{1} \leq \tau \operatorname{tr}(X)  \tag{3.6}\\
& \left(\begin{array}{cc}
X & x \\
x^{T} & 1
\end{array}\right) \succeq 0 \\
& \operatorname{Rank}(X)=1 .
\end{array}
$$

The nonconvex constraint $\operatorname{Rank}(X)=1$ motivates to look for the low rank matrices $X$. So, instead of dropping the rank constraint, in our optimization problem, one should also minimizes the rank of the matrix $X$. Since $X$ is a symmetric matrix, $\operatorname{rank}(X)$ may be replaced by its convex envelop $\operatorname{tr}(X)$. Hence, the problem (3.6) will be equivalent to the following bilevel optimization form (see [149]):

$$
\begin{array}{cl}
\underset{x, X, \tilde{X}}{\operatorname{Minimize}} & f(x) \\
\text { s.t. } & x \in C \\
& \mathbf{1}^{T}|\hat{X}| \mathbf{1} \leq \tau \operatorname{tr}(\hat{X})  \tag{3.7}\\
& \hat{X}=\arg \min _{X \in \mathbf{S}^{n}}\left\{\operatorname{tr}(X):\left(\begin{array}{cc}
X & x \\
x^{T} & 1
\end{array}\right) \succeq 0\right\} .
\end{array}
$$

The proof is complete.

The constraint $\operatorname{Rank}(X)=1$ is not convex. In order to get a reasonable approximation/relaxization of (3.2), a simple idea is to drop this constraint. This leads to the following problem:

$$
\begin{array}{cl}
\underset{x, X}{\operatorname{Minimize}} & f(x) \\
\text { s.t. } & x \in C \\
& \mathbf{1}^{T}|X| \mathbf{1} \leq \tau \operatorname{tr}(X)  \tag{3.8}\\
& \left(\begin{array}{cc}
X & x \\
x^{T} & 1
\end{array}\right) \succeq 0,
\end{array}
$$

which can be solved more efficiently than the original problem. Dropping the rank constraint, however, may result in a large gap between the optimal values of the relaxed problem (3.8) and the original problem. In [60], it is proved that the convex envelop of $\operatorname{Rank}(X)$ is the nuclear norm function $\left(\|X\|_{*}\right)$, which is defined as the summation over all of the singular values of the matrix $X$. Therefore to achieve a convex problem, we can use the penalty method instead of dropping the rank constraint to obtain better approx-
imation of the original problem. This yields the following convex problem (semidefinite problem):

$$
\begin{array}{cl}
\underset{x, X}{\operatorname{Minimize}} & f(x)+\xi\|X\|_{*} \\
\text { s.t. } & x \in C \\
& \mathbf{1}^{T}|X| \mathbf{1} \leq \tau \operatorname{tr}(X)  \tag{3.9}\\
& \left(\begin{array}{cc}
X & x \\
x^{T} & 1
\end{array}\right) \succeq 0
\end{array}
$$

where $\xi>0$ is the penalty parameter which is chosen to be sufficiently large.
A special case of the problem (3.2) can be cast as

$$
\begin{array}{cl}
\underset{x}{\operatorname{Minimize}} & f(x)=\frac{1}{2} x^{T} P x+q^{T} x \\
\text { s.t. } & A x \leq b \\
& C a r d(x) \leq \tau \\
& 0 \leq x_{i} \leq s_{i}, \quad i=1, \ldots, n
\end{array}
$$

where $P$ is an $n \times n$ symmetric matrix, $q \in \mathbb{R}^{n}, A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^{m}$, and $\tau \in \mathbb{N}$. This problem was studied by Zheng, Sun and Li [153].

As we have seen above, a common way to solve the optimization problems with a cardinality function as an objective or constraint is to relax the cardinality function. We take the specific example above to demonstrate this approach further. First, the problem (3.10) can be reformulated as the following mixed integer quadratic problem:

$$
\begin{array}{cl}
\underset{x, u}{\operatorname{Minimize}} & f(x)=\frac{1}{2} x^{T} P x+q^{T} x \\
\text { s.t. } & A x \leq b, \\
& \mathbf{1}^{T} u \leq \tau, u \in\{0,1\}^{n} \\
& 0 \leq x_{i} \leq s_{i} u_{i}, \quad i=1, \ldots, n
\end{array}
$$

where 1 still denotes the vector of ones. Note that the constraint $u_{i} \in\{0,1\}$ can be written as $u_{i}^{2}-u_{i}=0$. Assuming $P \succeq 0$, the convex relaxation of the problem above can be achieved by replacing $u_{i} \in\{0,1\}$ by $u_{i} \in[0,1]$. So, it leads to the following problem (see [153]):

$$
\begin{array}{cl}
\underset{x, u}{\operatorname{Minimize}} & f(x)=\frac{1}{2} x^{T} P x+q^{T} x \\
\text { s.t. } & A x \leq b  \tag{3.12}\\
& \mathbf{1}^{T} u \leq \tau, u \in[0,1]^{n} \\
& 0 \leq x_{i} \leq s_{i} u_{i}, \quad i=1, \ldots, n .
\end{array}
$$

Note that the constraint $u_{i} \in[0,1]$ can be written as $u_{i}^{2}-u_{i} \leq 0$. Obviously, the optimal value of the problem (3.12) is a lower bound for the problem (3.10). An SDP relaxation for the problem (3.10) can be obtained as follows: Let $X=x x^{T}$, and $U=u u^{T}$, which can be relaxed to $X \succeq x x^{T}$ and $U \succeq u u^{T}$. This yields the following relaxed problem:

$$
\begin{array}{cl}
\underset{x, u, X, U}{\operatorname{Minimize}} & f(x)=\frac{1}{2} x^{T} P x+q^{T} x \\
\text { s.t. } & A x \leq b \\
& \mathbf{1}^{T} u \leq \tau, u_{i}^{2}-u_{i} \leq 0, i=1, \ldots, n  \tag{3.13}\\
& 0 \leq x_{i} \leq s_{i} u_{i}, \quad i=1, \ldots, n \\
& \left(\begin{array}{cc}
X & x \\
x^{T} & 1
\end{array}\right) \succeq 0, \quad\left(\begin{array}{cc}
U & u \\
u^{T} & 1
\end{array}\right) \succeq 0 .
\end{array}
$$

Relationship between (3.12) and (3.13) was characterized by the following result.

Proposition 3.3. [153] Suppose that the feasible set of the problem (3.12) has an interior point (or a relative interior point, if $A x \leq b$ includes equality constraint). If $P \succeq 0$, then the optimal value of the problems (3.13) and (3.12) are equal.

In the next section, we explain cardinality minimization problem under linear constraints briefly, and we will discuss these problem with full details, in chapters 4 and 5.

### 3.2 CMP under linear constraints

The Cardinality minimization problem(CMP) with linear constraints, i.e.,

$$
\begin{equation*}
\underset{x}{\operatorname{Minimize}}\{\operatorname{Card}(x): A x=b\}, \tag{3.14}
\end{equation*}
$$

where $A \in R^{m \times n}$ is a matrix with $m<n$, has been widely discussed in the field of compressive sensing [33, 92, 130], which deals with the signal processing/recovery together
with applications in such areas as image processing [91].
The most popular approach for solving (3.14) (which is NP hard in general) is to replace the function $\operatorname{card}(x)$ by its convex envelop the $\|x\|_{1}$-function, we will give a proof of this fact in chapter 4. Hence a relaxation of (3.14) is as follows:

$$
\begin{equation*}
\underset{x}{\operatorname{Minimize}}\left\{\|x\|_{1}: \quad A x=b\right\}, \tag{3.15}
\end{equation*}
$$

which will be discussed in chapter 4 with more details.
Another effective method for solving the problem (3.14) is to apply reweighted $l_{1-}$ techniques (see e.g. [34]). The reweighted $l_{p}$-minimization ( $p \geq 1$ ) will be discussed in chapter 4 and 5 , where we introduce new weights and functions for sparsity. For now, as an example let us define the following continuous approximation of $\operatorname{card}(x)$ :

$$
\begin{equation*}
\operatorname{Card}(x)=\|x\|_{0}=\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n} \sin \left(\operatorname{atan}\left(\frac{\left|x_{i}\right|}{\epsilon}\right)\right) \tag{3.16}
\end{equation*}
$$

Hence for a given small $\epsilon>0$, an approximation counterpart of (3.14) is given as follows:

$$
\begin{array}{cl}
\underset{x}{\operatorname{Minimize}} & \sum_{i=1}^{n} \sin \left(\operatorname{atan}\left(\frac{\left|x_{i}\right|}{\epsilon}\right)\right) \\
\text { s.t. } & A x=b . \tag{3.18}
\end{array}
$$

Note that

$$
\begin{aligned}
\sin \left(\operatorname{atan}\left(\frac{\left|x_{i}\right|}{\epsilon}\right)\right) & \leq \sin \left(\operatorname{atan}\left(\frac{\left|y_{i}\right|}{\epsilon}\right)\right)+\frac{1}{y_{i}^{2}+\epsilon^{2}} \cos \left(\operatorname{atan}\left(\frac{\left|y_{i}\right|}{\epsilon}\right)\right)\left(\left|x_{i}\right|-\left|y_{i}\right|\right) \\
& \leq \sin \left(\operatorname{atan}\left(\frac{\left|y_{i}\right|}{\epsilon}\right)\right)+\frac{1}{y_{i}^{2}+\epsilon^{2}}\left(\left|x_{i}\right|-\left|y_{i}\right|\right), \quad \forall x, y
\end{aligned}
$$

Using linearization techniques(majorization minimization), one obtain the following iter-
ative scheme:

$$
\begin{equation*}
x^{l+1}=\arg \min _{x}\left\{\sum_{i=1}^{n} \frac{\left|x_{i}\right|}{\left(x_{i}^{l}\right)^{2}+\epsilon^{2}}: A x=b\right\}, \tag{3.19}
\end{equation*}
$$

where $l$ is the number of the iteration, and $\frac{1}{\left(x_{i}^{l}\right)^{2}+\epsilon^{2}}$ can be interpreted as the weight which forces the nonzero component to be zero if possible. The initial point $x^{0}$ can be chosen as the optimal solution of the $l_{1}$-minimization (chapter 5 ).

Before closing this section, it is worth mentioning that sometimes we are interested in finding a solution with a prescribed cardinality $t$. Such problems can be written as the following feasibility problem:

$$
\begin{array}{ll}
\text { Find } & x \\
\text { s.t. } & A x=b  \tag{3.20}\\
& \operatorname{card}(x) \leq t .
\end{array}
$$

which can be reformulated as a d.c. programming. In fact, for $x \in R^{n}$, the problem above is equivalent to the minimization of $(n-t)$ smallest components of $x$.

Now suppose $S_{t}(x)$ is defined as the summation over the $t$ largest components of the vector $|x|$ (assume that $\left|x_{1}\right| \geq\left|x_{2}\right| \geq \ldots \geq\left|x_{n}\right|$ )

$$
S_{t}(x)=\sum_{i=1}^{t}\left|x_{i}\right|,
$$

which clearly is a convex function. Hence the problem (3.20) can be reformulated as

$$
\begin{equation*}
\underset{x}{\operatorname{Minimize}}\left\{\|x\|_{1}-S_{t}(x): A x=b\right\}, \tag{3.21}
\end{equation*}
$$

which is a d.c. programming problem, since both of the functions $\|x\|_{1}$ and $S_{t}(x)$ are convex. This problem can be solved by the cutting plane method, which is a usual approach for solving d.c. problems. However, linearization method can be still used to obtain an approximate solution to the problem. The linearized version of the problem can be written as

$$
\underset{x}{\operatorname{Minimize}}\left\{\nabla\left(\|x\|_{1}-S_{t}(x)\right)^{T} x: \quad A x=b\right\} .
$$

This is equivalent to

$$
\begin{array}{cl}
\underset{x, g, u}{\operatorname{Minimize}} & (\operatorname{sign}(x)-g)^{T} x \\
\text { s.t. } & A x=b, \\
& g=\text { Maximize } u^{T} x  \tag{3.22}\\
& \text { s.t. } u \in[0,1] \\
& \mathbf{1}^{T} u=t,
\end{array}
$$

which can be viewed as a special linear bilevel programming problem.

### 3.3 CMP with nonlinear non-convex constraints

In this section, we discuss the CMP with quadratic constraints, i.e., $C$ in (3.1) is of the form

$$
C=\left\{x: b_{i} x_{i}^{2}-a_{i} x_{i}-c_{i} \leq 0\right\}, i=1, \ldots, n .
$$

We assume that the constraint functions are not necessarily convex, i.e., $b_{i}$ is not necessarily positive. In this section, we discuss some approaches for the relaxation and/or reformulation of such problems.

By adding a boolean valued slack variable $v=\left(v_{1}, \ldots, v_{n}\right)^{T}$ to the problem, the CMP
(3.1), with non-convex quadratic constraints, can be reformulated as:

$$
\begin{array}{cl}
\underset{v, x}{\operatorname{Maximize}} & \sum_{i=1}^{n} v_{i}=\mathbf{1}^{T} v \\
\text { s.t. } & v_{i} x_{i}=0  \tag{3.23}\\
& v_{i} \in\{0,1\}, i=1,2, \ldots, n \\
& b_{i} x_{i}^{2}-a_{i} x_{i}-c_{i} \leq 0, i=1,2, \ldots, n,
\end{array}
$$

A similar reformulation can be found in [41]. We now give a dual formulation of this problem.

Proposition 3.4. The dual SDP form of the problem above can be written as the following SDP problem

$$
\min _{\gamma, \lambda, \mu, \beta}\left(\gamma:\left(\begin{array}{cc}
c(\lambda, \mu, \beta)+\gamma & b(\lambda, \mu, \beta)^{T} \\
b(\lambda, \mu, \beta) & A(\lambda, \mu, \beta)
\end{array}\right) \succeq 0\right),
$$

where $A(\lambda, \mu, \beta), c(\lambda, \mu, \beta), b(\lambda, \mu, \beta)$ are defined in (3.25), (3.26).

Proof. We make some small changes to the objective of (3.23) and rewrite the problem as follows:

$$
\begin{array}{cl}
\underset{v, x}{\operatorname{Maximize}} & \binom{\mathbf{1}}{\mathbf{0}}^{T}\binom{v}{x} \\
\text { s.t. } & v_{i} x_{i}=0 \tag{3.24}
\end{array}
$$

$$
\begin{array}{ll}
\text { s.t. } & v_{i} x_{i}=0 \\
& v_{i} \in\{0,1\}, i=1,2, \ldots, n \\
& b_{i} x_{i}^{2}-a_{i} x_{i}-c_{i} \leq 0, i=1,2, \ldots, n,
\end{array}
$$

where $\mathbf{1} \in \mathbb{R}^{n}$ is a column vector with all of its components are equal to one, and $\mathbf{0} \in \mathbb{R}^{n}$ is a column vector with all of its components are equal to zero. The condition $v_{i} \in\{0,1\}$ can be relaxed with $v_{i}^{2}-v_{i} \leq 0$, which is a convex constraint. Now we may produce the following relaxed problem:

$$
\begin{array}{cl}
\underset{x, v}{\operatorname{Minimize}} & -\binom{\mathbf{1}}{\mathbf{0}}^{T}\binom{v}{x} \\
\text { s.t. } & v_{i} x_{i}=0 \\
& v_{i}^{2}-v_{i} \leq 0, i=1,2, \ldots n \\
& b_{i} x_{i}^{2}-a_{i} x_{i}-c_{i} \leq 0, i=1,2, \ldots, n
\end{array}
$$

where

$$
\binom{v}{x}=\left(v_{1}, \ldots, v_{n}, x_{1}, \ldots, x_{n}\right)^{T}, \quad(\mathbf{1}, \mathbf{0})=(\underbrace{1 \ldots 1}_{n-\text { times }}, \underbrace{0 \ldots 0}_{n \text {-times }}) .
$$

Applying Lagrange duality and adding some weight vectors $\mu, \lambda, \beta$ yields

$$
\begin{gathered}
L_{v, x}(\mu, \lambda, \beta)= \\
\inf _{(v, x)^{T} \in R^{2 n}}\left(-\binom{\mathbf{1}}{\mathbf{0}}^{T}\binom{v}{x}+\sum_{i=1}^{n} \mu_{i}\left(v_{i}^{2}-v_{i}\right)+\sum_{i=1}^{n} \lambda_{i} v_{i} x_{i}+\sum_{i=1}^{n} \beta_{i}\left(b_{i} x_{i}^{2}-a_{i} x_{i}-c_{i}\right)\right) .
\end{gathered}
$$

Note that

$$
\begin{aligned}
& L_{v, x}(\mu, \lambda, \beta) \\
& =\left(\begin{array}{c}
v_{1} \\
\vdots \\
v_{n} \\
x_{1} \\
\vdots \\
x_{n}
\end{array}\right)^{T}\left(\begin{array}{cccccc}
\mu_{1} & 0 & 0 & \lambda_{1} & 0 & 0 \\
0 & \ddots & 0 & 0 & \ddots & 0 \\
0 & 0 & \mu_{n} & 0 & 0 & \lambda_{n} \\
\lambda_{1} & 0 & 0 & \beta_{1} b_{1} & 0 & 0 \\
0 & \ddots & 0 & 0 & \ddots & 0 \\
0 & 0 & \lambda_{n} & 0 & 0 & \beta_{n} b_{n}
\end{array}\right)_{2 n \times 2 n}\left(\begin{array}{c}
v_{1} \\
\vdots \\
v_{n} \\
x_{1} \\
\vdots \\
x_{n}
\end{array}\right)+ \\
& \left(\begin{array}{cccccc}
-1-\mu_{1} & 0 & 0 & 0 & 0 & 0 \\
0 & \ddots & 0 & 0 & 0 & 0 \\
0 & 0 & -1-\mu_{n} & 0 & 0 & 0 \\
0 & 0 & 0 & \beta_{1} a_{1} & 0 & 0 \\
0 & 0 & 0 & 0 & \ddots & 0 \\
0 & 0 & 0 & 0 & 0 & \beta_{n} a_{n}
\end{array}\right)\left(\begin{array}{c}
v_{1} \\
\vdots \\
v_{n} \\
x_{1} \\
\vdots \\
x_{n}
\end{array}\right)+\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
\beta_{1} \\
\vdots \\
\beta_{n}
\end{array}\right)^{T}\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
-c_{1} \\
\vdots \\
-c_{n}
\end{array}\right) .
\end{aligned}
$$

## Setting

(3.25)

$$
A(\lambda, \mu, \beta)=\left(\begin{array}{cccccc}
\mu_{1} & 0 & 0 & \lambda_{1} & 0 & 0 \\
0 & \ddots & 0 & 0 & \ddots & 0 \\
0 & 0 & \mu_{n} & 0 & 0 & \lambda_{n} \\
\lambda_{1} & 0 & 0 & \beta_{1} b_{1} & 0 & 0 \\
0 & \ddots & 0 & 0 & \ddots & 0 \\
0 & 0 & \lambda_{n} & 0 & 0 & \beta_{n} b_{n}
\end{array}\right), \quad c(\lambda, \mu, \beta)=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
\beta_{1} \\
\vdots \\
\beta_{n}
\end{array}\right)^{T}\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
-c_{1} \\
\vdots \\
-c_{n}
\end{array}\right),
$$

$$
b(\lambda, \mu . \beta)=\frac{1}{2}\left(\begin{array}{cccccc}
-1-\mu_{1} & 0 & 0 & 0 & 0 & 0  \tag{3.26}\\
0 & \ddots & 0 & 0 & 0 & 0 \\
0 & 0 & -1-\mu_{n} & 0 & 0 & 0 \\
0 & 0 & 0 & \beta_{1} a_{1} & 0 & 0 \\
0 & 0 & 0 & 0 & \ddots & 0 \\
0 & 0 & 0 & 0 & 0 & \beta_{n} a_{n}
\end{array}\right)
$$

and introducing a new variable $y$ for $(v, x)$, the function $L_{v, x}(\mu, \lambda, \beta)$ can be written as

$$
L_{y}(\lambda, \mu, \beta)=y^{T} A(\lambda, \mu, \beta) y+2 b(\lambda, \mu, \beta)^{T} y+c(\lambda, \mu, \beta) .
$$

Assume that $\lambda, \mu, \beta$ and $\theta$ are chosen such that

$$
L_{y}(\lambda, \mu, \beta)-\theta \geq 0, \quad \forall y \in R^{2 n} .
$$

Then $\theta$ is an upper bound for the optimal value of (3.23). Also from chapter 3 of [12], we have

$$
g(y)=y^{T} A y+2 b^{T} y+c-\theta \geq 0 \Leftrightarrow G(y, t)=y^{T} A y+2 b t^{T} y+(c-\theta) t^{2} \geq 0 .
$$

So,

$$
G(y, t) \geq 0 \Leftrightarrow\left(\begin{array}{cc}
c-\theta & b^{T} \\
b & A
\end{array}\right) \succeq 0
$$

Then looking for the best upper bound for the main problem above becomes

$$
\max _{\theta, \lambda, \mu, \beta}\left\{\theta:\left(\begin{array}{cc}
c-\theta & b^{T} \\
b & A
\end{array}\right) \succeq 0\right\} .
$$

Setting $\theta=-\gamma$ yields a relaxation for the original problem

$$
\min _{\gamma, \lambda, \mu, \beta}\left\{\gamma:\left(\begin{array}{cc}
c+\gamma & b^{T} \\
b & A
\end{array}\right) \succeq 0\right\}
$$

which is an SDP and can be solved efficiently.

### 3.4 CMP with $0-1$ variables

In some situations, we are interested in minimizing the cardinality of a boolean vector $x \in R^{n}$, i.e $x_{i} \in\{0,1\}, i=1, \ldots, n$. So, we may consider the CMP with $0-1$ variables and quadratic constraints:

$$
\begin{array}{cl}
\underset{x}{\operatorname{Minimize}} & \operatorname{Card}(x) \\
\text { s.t. } & x^{T} B_{i} x-A_{i} x-b_{i} \leq 0, i=1, \ldots, m  \tag{3.27}\\
& x \in\{0,1\},
\end{array}
$$

where $B_{i} \succeq 0, A_{i}$ is a vector with appropriate dimension, $b_{i}$ is a constant. This problem is also discussed in [61] in which the feasible set is defined by a linear system.

Define a new variable $z=2 x-1$. Hence the problem above can be reformulated as:

$$
\begin{array}{cl}
\underset{z}{\operatorname{Minimize}} & \operatorname{Card}(z+\mathbf{1}) \\
\text { subject to } & 0.25(z+\mathbf{1})^{T} B_{i}(z+\mathbf{1})-0.5\left(A_{i}(z+\mathbf{1})\right)-b_{i} \leq 0, i=1, \ldots, m  \tag{3.28}\\
& z \in\{-1,1\} .
\end{array}
$$

Now let $Z=z z^{T}$. By shor's lemma, $Z=z z^{T}$ is equivalent to $Z \succeq z z^{T}$ and $\operatorname{rank}(Z)=1$. Also note that $\operatorname{tr}(Z)=n$, since all the elements on the main diagonal of the matrix $Z$ are equal to one. Hence the problem (3.28) is equivalent to the following problem:

$$
\begin{array}{cl}
\underset{z, Z}{\operatorname{Minimize}} & \mathbf{1}^{T} z \\
\text { s.t. } & 0.25(z+\mathbf{1})^{T} B_{i}(z+\mathbf{1})-0.5\left(A_{i}(z+\mathbf{1})\right)-b_{i} \leq 0, i=1, \ldots, m \\
& Z \succeq z z^{T}, Z \succeq 0  \tag{3.29}\\
& \operatorname{Tr}(Z)=n, \operatorname{Rank}(Z)=1 .
\end{array}
$$

Since $z \in\{-1,1\}$, we can remove the constraint $\operatorname{tr}(Z)=n$ and replace it by $\operatorname{diag}(Z)=\mathbf{1}$.
To relax the constraint $\operatorname{Rank}(Z)=1$, one can replace the rank function by the nuclear norm which is certain convex relaxation of the rank function. So, we get the following SDP:
$\underset{z, Z}{\operatorname{Minimize}} \quad \mathbf{1}^{T} z$

$$
\begin{array}{ll}
\text { s.t. } & 0.25(z+\mathbf{1})^{T} B_{i}(z+\mathbf{1})-0.5\left(A_{i}(z+\mathbf{1})\right)-b_{i} \leq 0, i=1, \ldots, m  \tag{3.30}\\
& Z \succeq z z^{T}, Z \succeq 0 \\
& \operatorname{Diag}(Z)=\mathbf{1},\|Z\|_{*} \leq \gamma
\end{array}
$$

where $\gamma$ is a constant depends on the bound of $\|Z\|_{*}$.
As we mentioned in the previous sections, another simple approach to construct an approximation of the problem (3.29) is using penalty function as proposed by Zhao [149]. So, we obtain the following approximation counterpart of (3.29):

$$
\begin{array}{cl}
\underset{z, Z}{\operatorname{Minimize}} & \mathbf{1}^{T} z+\xi\|Z\|_{*} \\
\text { s.t. } & 0.25(z+\mathbf{1})^{T} B_{i}(z+\mathbf{1})-0.5\left(A_{i}(z+\mathbf{1})\right)-b_{i} \leq 0, i=1, \ldots, m  \tag{3.31}\\
& Z \succeq z z^{T}, Z \succeq 0, \operatorname{Diag}(Z)=\mathbf{1}
\end{array}
$$

where $\xi>0$ is the penalty parameter.
In the next sections, we discuss subgradient method and branch and bound method, and we test these methods through some numerical experiments.

### 3.5 Subgradient method

More detailed discussion about subgradient method can be found in [121, 120, 100]. As we discuss the $l_{1}$-norm methods in chapter 4 and 5 , it is worth mentioning some of the old methods to solve $l_{1}$-minimization problems. $l_{1}$-norm is a convex and non-smooth function, so here we give some explanation about subgradient method to solve $l_{1}$-minimization problems.

## Definition 3.1. (Subgradient)

Subgradient of a convex function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, at a point $x^{(k)}$, is every vector $\xi^{(k)}=$ $\left(\xi_{1}^{(k)}, \xi_{2}^{(k)}, \ldots, \xi_{n}^{(k)}\right)^{T}$, which satisfies the following inequality,

$$
\begin{equation*}
f(x) \geq f\left(x^{(k)}\right)+\xi^{(k)^{T}}\left(x-x^{(k)}\right) \tag{3.32}
\end{equation*}
$$

Definition 3.2. (Subdifferential) Subdifferential of a function $f$, at a point $x^{(k)}$, is the set of all subgradients of $f$ at $x^{(k)}$, denoted by $\partial f\left(x^{(k)}\right)$.

Theorem 3.1. Let $f$ be a convex function with $\operatorname{dom}(f) \neq \phi$ and $f(x) \geq-\infty, \quad \forall x \in$ $\operatorname{dom}(f)$. Then $x^{\star}$ is a minimizer of $f$ if and only if $0 \in \partial f\left(x^{\star}\right)$.

Proof.

$$
0 \in \partial f\left(x^{\star}\right) \Leftrightarrow f(x) \geq f\left(x^{\star}\right)+0\left(x-x^{\star}\right)\left(\forall x \in \mathbb{R}^{n}\right) \Leftrightarrow x^{\star} \text { minimizes } f .
$$

Subgradient methods are used for non-differentiable optimization problems. A usual method, which is used to minimize a convex (or even concave) function $f$ is approximating the function $f$ by tangential linearization and then improving the approximation iteratively. This method is so called generalized linear programming(GLP), however for the problems with large number of variables, it might be better to use subgradient algorithm [100]. For a differentiable function, we know the subgradient at an arbitrary point is exactly the gradient at that point, in this case, the subgradient method reduces to the gradient method.

For the unconstrained case, the subgradient method uses the following iterative scheme to minimize a convex non-smooth objective $f$.

$$
\begin{equation*}
x^{(k+1)}=x^{(k)}-\beta_{k} \xi^{(k)}, \tag{3.33}
\end{equation*}
$$

where $\beta_{k}$ is the step size.
Subgradient method is not a descent method, since the negative subgradient direction, $-\beta^{(k)}$, is not necessary a descent direction. So, the iterations above do not necessarily decrease the objective at each step. Hence, in this method we should store the best point
which has been found so far, in other words in (3.33) at every iteration $k$, we have

$$
\begin{equation*}
f_{*}^{(k)}=\min \left\{f_{*}^{(k-1)}, f\left(x^{(k)}\right)\right\}=\min _{j=1, \ldots, k} f\left(x^{(j)}\right) \tag{3.34}
\end{equation*}
$$

where $f_{*}$ denotes the smallest value of the objective which has been found so far.
For constrained optimization of the form

$$
\begin{aligned}
\underset{x}{\operatorname{Minimize}} & f(x) \\
\text { s.t. } & x \in C,
\end{aligned}
$$

one could rewrite the iteration (3.33) as follows

$$
\begin{equation*}
x^{(k+1)}=P_{C}\left(x^{(k)}-\beta_{k} \xi^{(k)}\right), \tag{3.35}
\end{equation*}
$$

where $\beta_{k}$ is the step size. $\quad P_{C}(x)=\operatorname{argmin}_{y \in C}\left(\|x-y\|_{2}^{2}\right)$ is the standard projection operator on $C$. The above method is called the subgradient projection algorithm(see Algorithm 3.1). Now based on [105, 20], we prove the convergence of the subgradient projection algorithm as follows.

First, observe that from (3.32) we have

$$
\begin{equation*}
f\left(x^{(k)}\right)-f\left(x^{\star}\right) \geq-\xi^{(k)^{T}}\left(x^{\star}-x^{(k)}\right) \tag{3.36}
\end{equation*}
$$

In (3.35) let $u^{(k+1)}=\left(x^{(k)}-\beta_{k} \xi^{(k)}\right)$. Then

$$
\begin{aligned}
\left\|u^{(k+1)}-x^{\star}\right\|_{2}^{2} & =\left\|x^{(k)}-\beta_{k} \xi^{(k)}-x^{\star}\right\|_{2}^{2} \\
& =\left\|x^{(k)}-x^{\star}\right\|_{2}^{2}+\beta_{k}^{2}\left\|\xi^{(k)}\right\|_{2}^{2}-2 \beta_{k} \xi^{(k)^{T}}\left(x^{(k)}-x^{\star}\right) \\
& \leq\left\|x^{(k)}-x^{\star}\right\|_{2}^{2}+\beta_{k}^{2}\left\|\xi^{(k)}\right\|_{2}^{2}-2 \beta_{k}\left(f\left(x^{(k)}\right)-f\left(x^{\star}\right)\right)
\end{aligned}
$$

where the last inequality follows from (3.36). Now by the definition of projection mapping we have

$$
\left\|P_{C}\left(u^{(k+1)}\right)-x^{\star}\right\|_{2} \leq\left\|u^{(k+1)}-x^{\star}\right\|_{2} .
$$

Note that

$$
\left\|x^{(k+1)}-x^{\star}\right\|_{2}=\left\|P_{C}\left(u^{(k+1)}\right)-x^{\star}\right\|_{2} .
$$

Therefore,

$$
\left\|x^{(k+1)}-x^{\star}\right\|_{2} \leq\left\|u^{(k+1)}-x^{\star}\right\|_{2}
$$

which results in the following inequality,

$$
\left\|x^{(k+1)}-x^{\star}\right\|_{2}^{2} \leq\left\|x^{(k)}-x^{\star}\right\|_{2}^{2}+\beta_{k}^{2}\left\|\xi^{(k)}\right\|_{2}^{2}-2 \beta_{k}\left(f\left(x^{(k)}\right)-f\left(x^{\star}\right)\right)
$$

If we apply the inequality above for $\left\|x^{(k)}-x^{\star}\right\|_{2}^{2}$, we have

$$
\left\|x^{(k)}-x^{\star}\right\|_{2}^{2} \leq\left\|x^{(k-1)}-x^{\star}\right\|_{2}^{2}+\beta_{k-1}^{2}\left\|\xi^{(k-1)}\right\|_{2}^{2}-2 \beta_{k-1}\left(f\left(x^{(k-1)}\right)-f\left(x^{\star}\right)\right)
$$

Repeating this procedure yields

$$
0 \leq\left\|x^{(k+1)}-x^{\star}\right\|_{2}^{2} \leq\left\|x^{(1)}-x^{\star}\right\|_{2}^{2}+\sum_{j=1}^{k} \beta_{j}^{2}\left\|\xi^{(j)}\right\|_{2}^{2}-2 \sum_{j=1}^{k} \beta_{j}\left(f\left(x^{(j)}-f\left(x^{\star}\right)\right)\right.
$$

Now assume that the Euclidean distance of the starting point $x^{(1)}$ of the algorithm to
the optimal set, $C^{\star}$, is known, and denoted by $d\left(x^{(1)}, C^{\star}\right)$. We have

$$
d\left(x^{(1)}, C^{\star}\right)^{2}+\sum_{j=1}^{k} \beta_{j}^{2}\left\|\xi^{(j)}\right\|_{2}^{2} \geq 2 \sum_{j=1}^{k} \beta_{j}\left(f\left(x^{(j)}-f\left(x^{\star}\right)\right) .\right.
$$

In addition, from (3.34), we see that

$$
2 \sum_{j=1}^{k} \beta_{j}\left(f\left(x^{(j)}-f\left(x^{\star}\right)\right) \geq 2\left(\sum_{j=1}^{k} \beta_{j}\right)\left(f_{*}^{(k)}-f\left(x^{\star}\right)\right)\right.
$$

which implies that

$$
\begin{equation*}
\left(f_{*}^{(k)}-f\left(x^{\star}\right)\right) \leq \frac{d\left(x^{(1)}, C^{\star}\right)^{2}+\sum_{j=1}^{k} \beta_{j}^{2}\left\|\xi^{(j)}\right\|_{2}^{2}}{2 \sum_{j=1}^{k} \beta_{j}} \tag{3.37}
\end{equation*}
$$

So, the convergence of the subgradient algorithm depends essentially on the way how the step sizes $\beta_{k}$, at each step $k$, are chosen.

The simplest case is to choose $\beta_{k}=$ constant, or in the case of known or estimated optimal value $f^{*}$ one can choose the step size as [113],

$$
\beta_{(k)}=\frac{f\left(x^{(k)}\right)-f^{*}}{\left\|\xi^{(k)}\right\|_{2}^{2}} .
$$

Another option, for example, is to choose the step size using the divergent series rules,

$$
\begin{equation*}
\beta_{k} \rightarrow 0(k \rightarrow \infty), \quad \sum_{k=1}^{\infty} \beta_{k}=\infty \tag{3.38}
\end{equation*}
$$

As proved in $[112,59]$, if the step size is chosen as above then the sequence generated by the constrained subgardient algorithm satisfies

$$
\lim _{\inf }^{k \rightarrow \infty} \boldsymbol{f}\left(x^{(k)}\right)=f\left(x^{\star}\right)=\min _{x \in C} f(x)
$$

As an example about the convergency analysis using the inequality (3.37), see the following example and its proof.

Example 3.1. If we choose the step size by divergent series rule, assuming $\mid \xi^{(j)} \|_{2}^{2}$ is bounded with $\xi>0$, we have

$$
\lim _{k \rightarrow \infty}\left(f_{*}^{(k)}-f\left(x^{\star}\right)\right) \rightarrow 0 .
$$

Proof. Notice that

$$
\beta_{k} \rightarrow 0(k \rightarrow \infty) \Rightarrow \forall \epsilon \geq 0, \exists M_{1} \in \mathbb{N} \text { s.t. } \forall k>M_{1}, \beta_{k} \leq \frac{\epsilon}{\xi}
$$

Since $\sum_{k=1}^{\infty} \beta_{k} \rightarrow \infty$, we have

$$
\exists M_{2} \in \mathbb{N} \text { s.t. } \sum_{k=1}^{M_{2}} \beta_{k} \geq \frac{1}{\epsilon}\left(d\left(x^{(1)}, C^{*}\right)^{2}+\xi \sum_{k=1}^{M_{1}} \beta_{k}^{2}\right)
$$

Now for $M \geq \max \left\{M_{1}, M_{2}\right\}$, we have

$$
\begin{aligned}
& \frac{d\left(x^{(1)}, C^{\star}\right)+\sum_{k=1}^{M} \beta_{k}^{2}\left\|\xi^{(k)}\right\|_{2}^{2}}{2 \sum_{k=1}^{M} \beta_{k}} \leq \frac{d\left(x^{(1)}, C^{\star}\right)^{2}+\xi \sum_{k=1}^{M} \beta_{k}^{2}}{2 \sum_{k=1}^{M} \beta_{k}} \\
& \leq \frac{d\left(x^{(1)}, C^{\star}\right)^{2}+\xi \sum_{k=1}^{M_{1}} \beta_{k}^{2}}{2 \sum_{k=1}^{M} \beta_{k}}+\frac{\xi \sum_{k=M_{1}+1}^{M} \beta_{k}^{2}}{2 \sum_{k=1}^{M_{1}} \beta_{k}+2 \sum_{k=M_{1}+1}^{M} \beta_{k}} \\
& \leq \frac{d\left(x^{(1)}, C^{\star}\right)^{2}+\xi \sum_{k=1}^{M_{1}} \beta_{k}^{2}}{\frac{2}{\epsilon}\left(d\left(x^{(1)}, C^{\star}\right)^{2}+\xi \sum_{k=1}^{M_{1}} \beta_{k}^{2}\right)}+\frac{\xi \sum_{k=M_{1}+1}^{M} \frac{\epsilon \beta_{k}}{\xi}}{2 \sum_{k=M_{1}+1}^{M} \beta_{k}}=\epsilon .
\end{aligned}
$$

For other step sizes the convergency proof is quite the same.
Now we are going to apply subgradient method to the convex envelop of CMP under some convex sets.

Recall the following CMP,

$$
\begin{gathered}
\underset{x}{\operatorname{Minimize}} \operatorname{Card}(x) \\
\text { s.t. } x \in C
\end{gathered}
$$

As we have seen, CMP can be relaxed by replacing the card function with its convex envelop, the $l_{1}$-norm function to minimize the summation of absolute values of the vector components. So, CMP can be relaxed as

$$
\begin{aligned}
& \underset{x}{\operatorname{Minimize}}\|x\|_{1}=\left|x_{1}\right|+\ldots+\left|x_{n}\right| \\
& \text { s.t. } x \in C .
\end{aligned}
$$

Obviously, the $l_{1}$-norm function is a convex and non-smooth function, besides we assume that $C$ is a convex, closed and bounded set, so by Weierstrass theorem the existence of the optimal solution is guaranteed.

It is not hard to see that, the problem above is equivalent to

$$
\begin{aligned}
\underset{x}{\operatorname{Minimize}} & f(x)=\max \left\{\alpha^{T} x ; \alpha_{i} \in\{-1,1\}\right\} \\
\text { s.t. } & x \in C
\end{aligned}
$$

Because of the non differentiability of objective function, we use the subgradient direction to decrease the objective in the feasible set. Using the following algorithm one can generate a sequence $\left\{x^{(k)}\right\}_{k=0}^{\infty}$ which converges to the optimal solution.

Algorithm 3.1. 1. At step 0, choose an starting point $x^{0}$ for the algorithm.
2. At step $k$, compute subgradient $\xi^{(k)}$ of the objective at $x^{(k)}$, if $\xi^{(k)}=0$, then $x^{(k)}$ is
optimal, (as a result of the Theorem 3.1, if $\xi^{(k)} \neq 0$ then compute

$$
x^{(k+1)}=P_{C}\left(x^{(k)}-\beta_{k} \frac{\xi^{(k)}}{\left\|\xi^{(k)}\right\|}\right),
$$

where $P_{C}(x)=x$, if and only if, $x \in C$.
3. If the stopping criteria is satisfied, the optimum is achieved.

To compute the subgradients of the $l_{1}$-norm function, the following lemma from chapter 4 of [14] is applied.

Lemma 3.1. Let $g(x)=\max _{i=1,2, \ldots, n}\left(g_{i}(x)\right)$, where $g_{i}$ 's are convex and subdifferentiable, and let $j \in\{i ; i=1,2, \ldots, n\}$, such that $g_{j}(x)=g(x)$. If $\xi \in \partial g_{j}(x)$ then $\xi \in \partial g(x)$.

By using the above lemma, assume there exists $\alpha \in\{-1,1\}^{n}$, such that $\alpha^{T} x=f(x)$, hence, subgradients of the function are $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{n}\right)$ such that

$$
\xi_{i}= \begin{cases}1, & x_{i}>0 \\ -1, & x_{i}<0 \\ {[-1,1],} & x_{i}=0\end{cases}
$$

Now, one can apply the subgradient method described above. Suppose that in the above CMP the constraints set $C$ is the set of convex inequity constraints $f_{i}(x) \leq 0, i=$ $1, \ldots, n$. We take the subgradients $\xi^{(k)}$ as defined above, if $x^{(k)}$ is a feasible point. If $x^{(k)}$ does not satisfy one (or more than one) of the constraints, (for example, if $f_{j}\left(x^{(k)}\right) \not \leq 0$ ), then we use the subgradient of the violated constraint. If all of the $x^{(k)}$ are infeasible, then the objective function will go to infinity.

In the next section, we present our numerical experiments to solve an $l_{1}$-norm minimization problem by applying subgradient method.

### 3.6 Numerical experiments

Consider the following problem:

$$
\begin{aligned}
\underset{x}{\operatorname{Minimize}} & \|x\|_{1} \\
\text { s.t. } & A x \leq b,
\end{aligned}
$$

where $A \in \mathbb{R}^{m \times n}(m<n)$. Obviously, one of the subgradients of the $\|x\|_{1}$-function at $x^{0}$ is $\operatorname{sign}\left(x^{0}\right)$. Also, the projection operator is

$$
P_{C}(y)=y-A^{T}\left(A A^{T}\right)^{-1}(A y-b) .
$$

So, the subgradient iteration for the problem (3.39) will be

$$
x^{(k+1)}=x^{(k)}-\beta_{k}\left(I-A^{T}\left(A A^{T}\right)^{-1} A \operatorname{sign}\left(x^{(k)}\right) .\right.
$$

As an example, we consider the problem (3.39), with a randomly generated matrix of $A_{100 \times 2000}$ from the normal distribution with mean zero and variance one, i.e, $N(0,1)$. Let $g^{(k)}$ be the optimal value of the problem (3.39), at each iteration. Choose the step size $\beta_{k}=\frac{0.1}{k}$. Note that this step size satisfies the divergent series rules. The graph below shows how the subgradient method works for this choice of step size. We used Matlab programming, and the procedure took 25 minutes for 4000 iterations on a laptop with dual core CPU-2GHz.


Figure 3.1: The figure shows the value of $g^{(k)}$ at each iteration. The value achieved after 4000 iterations is equal to 4.4095 .

The optimal value of the problem (3.39) for our defined matrix $A$ is equal to $g^{*}=$ 4.3679. For more illustration, we present the error graph of $g^{(k)}-g^{*}$ at each iteration.


Figure 3.2: The figure shows the error, $\left(g^{(k)}-g^{*}\right)$, at each iteration.

### 3.7 Branch and bound method

One may refer to $[25,13]$ for full discussion about the branch and bound method. Branch and bound(BB) algorithm is one of the global optimization methods for solving NP-hard combinatorial problems. BB algorithm searches the whole space of the feasible solutions set, and find an optimal solution to the problem. Therefore it usually needs lots of computational efforts, and the convergence of the algorithm can be very slow.

To introduce the method, suppose that we want to solve the following problem by applying BB method,

$$
\begin{array}{r}
f^{\star}=\underset{x}{\operatorname{Minimize}} f(x) \\
\text { s.t. } x \in S .
\end{array}
$$

Branch and bound method has three steps: Branch, Bound, and Prune. Branch procedure splits the feasible set $S$ into 2 or more subsets $S_{1}, S_{2}, \ldots, S_{n}$, and minimize $f(x)$ over those sets one by one. Therefore the main problem can be cast as the set of the following optimization problems

$$
\begin{array}{r}
\nu_{i}=\underset{x}{\operatorname{Minimize}} f(x) \\
\text { s.t. } x \in S_{i},
\end{array}
$$

where $i=1, \ldots, n$.
Then clearly $f^{\star}=\min \left\{\nu_{i}: i=1, \ldots, n\right\}$. This algorithm can be represented as a tree graph with its root node as the original feasible set $S$, and the other nodes as the sets which result from branching procedure. Next step is bounding. This procedure uses two functions, $f_{l}$, and $f_{u}$, in the following sense,

$$
\forall i=1, \ldots, n, \quad f_{l}\left(S_{i}\right) \leq \operatorname{minf}\left(S_{i}\right) \leq f_{u}\left(S_{i}\right)
$$

$f_{l}$ and $f_{u}$ should be defined in a way that the bounds in the inequality above become tighter. When $S_{i}$ gets smaller, specially when the size of the set $S_{i},\left(\operatorname{Size}\left(S_{i}\right)\right)$ goes to a singleton, $f_{u}\left(S_{i}\right)-f_{l}\left(S_{i}\right)$ converges to zero. This implies that for enough small $\alpha$, if $\operatorname{Size}\left(S_{i}\right) \leq \alpha$, we have

$$
f_{u}\left(S_{i}\right)-f_{l}\left(S_{i}\right) \leq \epsilon, \quad \forall \epsilon \geq 0
$$

The efficiency of BB algorithm is strongly related to the splitting procedure, and also to the upper and lower bound defined functions. The main idea in BB algorithm is that if the lower bound for some $S_{j} \subset S$, (one of the tree nodes) is greater than the upper bound for some others $S_{k} \subset S$, (some of the other tree nodes) then $S_{j}$ can be removed from the search, since every point in that subset is worse than the current upper bound on $f^{\star}$. This step is so called prune step. Removing these kinds of subsets does not affect the algorithm, since they will never be chosen later to split. For more illustrations, we review the algorithm.

Suppose we have already estimated $f_{l}$ and $f_{u}$ satisfying the above conditions. For a given sufficiently small $\epsilon$, if $f_{u}(S)-f_{l}(S) \leq \epsilon$, then we are done and the algorithm terminates. Otherwise, we split $S$ into two subsets $S_{1}$ and $S_{2}$, without intersection. Then computing the lower and upper bounds on these sets yields

$$
\min \left\{f_{l}\left(S_{1}\right), f_{l}\left(S_{2}\right)\right\} \leq \min f(S) \leq \min \left\{f_{u}\left(S_{1}\right), f_{u}\left(S_{2}\right)\right\}
$$

Again if the difference between the achieved bounds is less than $\epsilon$, then the algorithm terminates. Otherwise we split the $S_{i}$, which satisfies $f_{l}\left(S_{i}\right)=\min \left\{f_{l}\left(S_{1}\right), f_{l}\left(S_{2}\right)\right\}$ into two subsets, and we repeat the procedure above for the three subsets achieved so far. Clearly, after $k$ iterations, we have $k$ subsets of $S$, in a way that $\cup_{i=1}^{k} S_{i}=S$. As we mentioned, this procedure can be represented as a binary tree (since we split $S_{i}$ into two subsets at each iteration).

Hence, after $k$ iterations, we have

$$
\min _{i=1, \ldots, k} f_{l}\left(S_{i}\right) \leq f^{\star}=\min f(x) \leq \min _{i=1, \ldots, k} f_{u}\left(S_{i}\right) .
$$

We again check the termination criteria. If it is not satisfied, we proceed to the $k+1$ iteration. At each iteration, one could prune the useless subsets to reduce the
storage(memory) requirement.
As for more illustration, we apply the method above to the following CMP:

$$
\begin{gather*}
\underset{x}{\operatorname{Minimize}} \operatorname{Card}(x)  \tag{3.39}\\
\text { s.t. } A x \preceq b .
\end{gather*}
$$

A simple reformulation of the problem above is as follows [19]:

$$
v^{\star}=\underset{v, x}{\operatorname{Minimize}} \mathbf{1}^{T} v
$$

$$
\begin{equation*}
\text { s.t. } L_{i} v_{i} \leq x_{i} \leq U_{i} v_{i} \tag{3.40}
\end{equation*}
$$

$$
A x \preceq b
$$

$$
v_{i} \in\{0,1\}, \quad i=1, \ldots, n,
$$

where $\mathbf{1}=(1 \ldots 1)^{T}$
This is a special case of mixed integer linear programming(MILP)[65], called mixed $0-1$ linear programming [48], (as we have seen in the previous sections), which can be solved for each of $2^{n}$ linear (convex) programs for different values of $v_{i}$. So, this method is not practical for large problems.

Obviously, the problem (3.40) can be relaxed by replacing $v_{i} \in\{0,1\}$ with $v_{i} \in[0,1]$, so, the relaxed problem is

$$
\begin{aligned}
\beta_{1}=\underset{v, x}{\operatorname{Minimize}} & \mathbf{1}^{T} v \\
\text { s.t. } & L_{i} v_{i} \leq x_{i} \leq U_{i} v_{i} \\
& A x \preceq b \\
& 0 \leq v_{i} \leq 1 \quad i=1, \ldots, n
\end{aligned}
$$

$U_{i}$ and $L_{i}$ can be easily computed by minimizing and maximizing the variable $x_{i}$ on the feasible set $A x \preceq b$. Let $L_{i} \leq 0$ and $U_{i} \geq 0$ (otherwise the solution is trivial). The problem (3.41) is a convex problem, which can be solved easily. The optimal value of this problem $\beta_{1}$ is a lower bound for (3.40), consequently $\left\lceil\beta_{1}\right\rceil$ is a better lower bound for (3.39), since $\operatorname{Card}(x)$ is an integer. One can also achieve an upper bound, denoted by $\alpha_{1}$, for the problem (3.40), using the $l_{1}$-norm relaxation. Or by decoding the relaxed problem (3.41). Now using the branch and bound algorithm described above, we are going ro provide an upper and lower bound for the problem (3.40).

If $\alpha_{1}-\beta_{1} \leq \epsilon$, then the algorithm terminates. Otherwise in (3.41), one can fix the variable $v_{j}$, which is equal to 0 or 1 alternatively, and solve the following relaxed problems:

$$
\begin{align*}
\underset{v, x}{\operatorname{Minimize}} & \mathbf{1}^{T} v \\
\text { s.t. } & L_{i} v_{i} \leq x_{i} \leq U_{i} v_{i} \\
& A x \preceq b  \tag{3.42}\\
& 0 \leq v_{i} \leq 1, \quad i=1, \ldots, n \\
& v_{j}=1,
\end{align*}
$$

and

$$
\begin{aligned}
& \underset{v, x}{\operatorname{Minimize}} \mathbf{1}^{T} v \\
& \text { Subject to } L_{i} v_{i} \leq x_{i} \leq U_{i} v_{i} \\
& \qquad A x \preceq b \\
& \\
& 0 \leq v_{i} \leq 1, \quad i=1, \ldots, n \\
& \\
& v_{j}=0 .
\end{aligned}
$$

Solving the convex problem (3.42), and (3.43), results in achieving lower and upper bounds for the following (MILP) branched problems:

$$
\underset{v, x}{\operatorname{Minimize}} \mathbf{1}^{T} v
$$

Subject to $L_{i} v_{i} \leq x_{i} \leq U_{i} v_{i}$

$$
\begin{align*}
& A x \preceq b  \tag{3.44}\\
& v_{i} \in\{0,1\}, \quad i=1, \ldots, n \\
& v_{j}=1,
\end{align*}
$$

and
$\underset{v, x}{\operatorname{Minimize}} \mathbf{1}^{T} v$
Subject to $L_{i} v_{i} \leq x_{i} \leq U_{i} v_{i}$

$$
\begin{align*}
& A x \preceq b  \tag{3.45}\\
& v_{i} \in\{0,1\}, \quad i=1, \ldots, n \\
& v_{j}=0 .
\end{align*}
$$

By using the relaxed problems, suppose $\beta^{\prime}, \beta^{\prime \prime}$ are the lower bounds and $\alpha^{\prime}, \alpha^{\prime \prime}$ are the upper bounds for the problems (3.44), and (3.45) respectively. Clearly we have

$$
\beta_{1} \leq \beta_{2}=\min \left\{\beta^{\prime}, \beta^{\prime \prime}\right\} \leq v^{\star} \leq \alpha_{2}=\min \left\{\alpha^{\prime}, \alpha^{\prime \prime}\right\} \leq \alpha_{1},
$$

where $v^{\star}$ is the optimal value for problem (3.40). Note that since cardinality is an integer valued function one could replace $\beta_{2}$ with $\left\lceil\beta_{2}\right\rceil$ to get a better(tighter) lower bound. Now we can choose one of the problems (3.44), or (3.45). Its lower bound is equal to $\min \left\{\beta^{\prime}, \beta^{\prime \prime}\right\}$, to branch again by fixing another $v_{\gamma}=0$, or $1, \gamma \neq j$, and continue the same procedure explained above, to get new bounds for $v^{\star}$ satisfying

$$
\beta_{1} \leq \beta_{2} \leq \beta_{3} \leq v^{\star} \leq \alpha_{3} \leq \alpha_{2} \leq \alpha_{1}
$$

By continuing this procedure, the algorithm will be terminated after $k$ iterations if $\alpha_{k}-\beta_{k} \leq \epsilon$. At the iteration $k$, we have an upper bound $\alpha_{k}$. Now to prune the search area, if any of the achieved lower bounds for the branched problem is more than $\alpha_{k}$, then one could remove the the related area to reduce the search efforts.

The worst case scenario for the BB algorithm is fixing all of the variables $v_{i}, i=1, \ldots, n$, and solving $2^{n}$ relaxed problems to get an equal upper and lower bound for each problem.

### 3.8 Numerical experiments

Here we represents a graph for the CMP, with a randomly generated matrix of $A$ from the normal distribution with mean 0 and variance 1, i.e, $N(0,1) . x \in \mathbb{R}^{50}$, and we have 110 constraints. The graph shows the lower and upper bound on $\operatorname{card}(x)$ for each iteration.


Figure 3.3: $x \in \mathbb{R}^{50}$. The solid line represents the lower bound and the dashed line represents the upper bound on $\operatorname{card}(x)$ at each iteration.

## Chapter 4

## The $l_{1}$-Method and Reweighted <br> Algorithms ${ }^{1}$

In this chapter, we discuss cardinality minimization problem(CMP) under some linear constraints denoted by

$$
C=\{x ; A x=b,\}, A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^{m},
$$

where $m<n$, which means we have more variables than equations. Clearly, these systems have infinitely many solutions. The CMP in this case, can be interpreted as finding the sparsest solution to a linear system of equations. In this chapter, we first start with the $l_{1}$-minimization method, which is one of the common methods for solving CMPs. Then to motivate the reweighted algorithms, we show that the $l_{1}$-minimization uses a kind of weighted $l_{2}$-minimization, which is hidden inside the $l_{1}$-norm function. In this thesis, a reweighted algorithm in general refers to an iterative weighted algorithm, i.e, the weights are updated in each iteration. Next, we discuss other different convex norm-functions to locate a sparse solution to a linear system, and then we proceed to different reweighted

[^1]$l_{j}$-algorithms $(j \geq 1)$. The main idea of the reweighted $l_{j}$-minimization $(\forall j \geq 1)$ is to define the weights based on the current solution of each iteration $x^{l}$. The weights should be defined in a way that penalize the small components, and force them to tend to zero. These weights may improve the sparsity measurement property of a merit function. Also, we introduce different merit functions for sparsity, and we show how minimizing such functions may lead us to a sparse solution to a linear system. In addition, we illustrate that different weights, if chosen properly, may reduce the gap between different merit functions. For example, we define some special weights for the reweighted $l_{2}$-algorithm and the reweighted $l_{3}$-algorithm, and through the numerical experiments, we show how these weights may reduce the gap between the performances of these algorithms and the $l_{1}$-minimization algorithm to find a sparse solution to a linear system.

### 4.1 The $l_{1}$-minimization

The $l_{1}$-minimization has lots of applications in basis pursuit problems [41, 39, 40], noise deconvolution [128], sparse signal recovery [41, 54], sparse model selection [144, 9]. Some more applications of the $l_{1}$-minimization can be found in $[150,67,127,136,8]$. Also, a short survey of the $l_{1}$-minimization can be found in [34]. The $l_{1}$-minimization has been generalized to the nuclear-norm minimization, which is used in matrix rank minimization [60, 61] and low-rank matrix recovery $[28,32]$.

A usual approach to solve cardinality minimization problems is to relax the problem by the $l_{1}$-norm, and to solve the relaxed problem efficiently [20]. The $l_{1}$-norm is known as the convex envelop of the function $\operatorname{card}(x)$, over $\left\{x:\|x\|_{\infty} \leq 1\right\}$.

Here we give a proof of this fact. Before proving this, let's first define the conjugate function, and review some of the important properties of the conjugate functions.

Definition 4.1. (Conjugate function)

The conjugate of a function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, denoted by $f^{*}: \mathbb{R}^{n} \rightarrow \mathbb{R}$, is defined as follows

$$
f^{*}(y)=\sup _{x \in \operatorname{dom}(f)}\left\{y^{T} x-f(x)\right\}
$$

Proposition 4.1. $f^{*}$ is always a convex function, [20].

Proof. The proof is straight forward, since the conjugate function is the pointwise supremum of a family of affine functions of $y$.

The conjugate of conjugate or the biconjugate of the function $f$, denoted by $f^{* *}$, is the convex envelop of the function $f$.

Proof. The conjugate of $\operatorname{card}(x)$ on the set $\|x\|_{\infty} \leq 1$, is defined by

$$
f^{*}(y)=\sup _{\|x\|_{\infty} \leq 1}\left\{y^{T} x-\operatorname{Card}(x)\right\}
$$

where $y=\left(y_{1}, \ldots, y_{n}\right)^{T} \in \mathbb{R}^{n}$.
If $x=0$, then $f^{*}(y)=0$. If $\operatorname{Card}(x)=m, 1 \leq m \leq n$, then

$$
y^{T} x-\operatorname{Card}(x) \leq \sum_{i=1}^{m}\left|y_{i} \| x_{i}\right|-m \leq \sum_{i=1}^{m}\left|y_{i}\right|-m, \quad \text { over } \quad\left\{x:\|x\|_{\infty} \leq 1\right\}
$$

so,

$$
f^{*}(y)=\sup \left\{0,\left|y_{1}\right|-1, \ldots, \sum_{i=1}^{m}\left|y_{i}\right|-m, \ldots, \sum_{i=1}^{n}\left|y_{i}\right|-n\right\},
$$

and hence if $\|y\|_{\infty} \leq 1$, then $\sum_{i=1}^{j}\left|y_{i}\right|-j \leq 0, \forall j=1, \ldots, n$, which means $f^{*}(y)=0$.
Now if $\|y\|_{\infty} \geq 1$, without loss of generality suppose that $\left|y_{i}\right| \geq 1$ for $i=1, \ldots, m$, and $\left|y_{i}\right| \leq 1$ for $i=m, m+1, \ldots, n$. Then $f^{*}(y)=\sum_{i=1}^{m}\left|y_{i}\right|-m$, and therefore

$$
f^{*}(y)= \begin{cases}0, & \|y\|_{\infty} \leq 1 \\ \sum_{i=1}^{m}\left|y_{i}\right|-m, & \left|y_{i}\right| \geq 1, \forall i=1, \ldots, m, \quad\left|y_{i}\right| \leq 1, \forall i=m+1, \ldots, n\end{cases}
$$

Now we compute the conjugate of $f^{*}$, i.e.,

$$
\begin{gather*}
f^{* *}(u)=\sup _{u}\left\{u^{T} y-f^{*}(y)\right\} . \\
f^{* *}(u)=\sup _{u}\left\{u^{T} y-\left(\sum_{i=1}^{m}\left|y_{i}\right|-m\right)\right\} . \tag{4.1}
\end{gather*}
$$

If $\|u\|_{\infty} \geq 1$, there exists at least one $i$ such that $\left|u_{i}\right| \geq 1$, so, one can increase that $\left|u_{i}\right|$ in a way that $f^{* *}(u)$ goes to infinity. If $\|u\|_{\infty} \leq 1$, and $\|y\|_{\infty} \leq 1$, then $f^{*}(y)=0$, and

$$
f^{* *}(u)=\sum_{i=1}^{n}\left|u_{i}\right|=\|u\|_{1} .
$$

Now if $\|u\|_{\infty} \leq 1$ and $\|y\|_{\infty} \geq 1$, then

$$
\begin{aligned}
u^{T} y-\left(\sum_{i=1}^{m}\left|y_{i}\right|-m\right)= & \sum_{i=1}^{n}\left|u_{i}\right|\left|y_{i}\right|-\left(\sum_{i=1}^{m}\left|y_{i}\right|-m\right)+\sum_{i=1}^{n}\left|u_{i}\right|-\sum_{i=1}^{n}\left|u_{i}\right| \\
& =\underbrace{\sum_{i=1}^{m}\left(\left|y_{i}\right|-1\right)\left(\left|u_{i}\right|-1\right)}_{\leq 0}+\underbrace{\sum_{i=m+1}^{n}\left(\left|y_{i}\right|-1\right)\left|u_{i}\right|}_{\leq 0}+\sum_{i=1}^{n}\left|u_{i}\right| \\
& \leq \sum_{i=1}^{n}\left|u_{i}\right|=\|u\|_{1} .
\end{aligned}
$$

hence,

$$
f^{* *}(u)=\sup _{u}\left\{u^{T} y-f^{*}(y)\right\}=\|u\|_{1} .
$$

Note that for $x \in \mathbb{R}^{n}$, the convex envelop of $\operatorname{card}(x)$ on $\left\{x:\|x\|_{\infty} \leq \tau\right\}$ is $\frac{1}{\tau}\|x\|_{1}$.

Hence the following CMP:

$$
\begin{gather*}
\underset{x}{\operatorname{Minimize}}\|x\|_{0}=\operatorname{Card}(x)  \tag{4.2}\\
\text { s.t. } A x=b,
\end{gather*}
$$

is relaxed by replacing $\operatorname{card}(x)$ with the $l_{1}$-norm. The relaxed problem is as follows:

$$
\begin{gather*}
\underset{x}{\operatorname{Minimize}}\|x\|_{1}=\sum_{i=1}^{n}\left|x_{i}\right|  \tag{4.3}\\
\text { s.t. } A x=b .
\end{gather*}
$$

The $l_{1}$-minimization problem can be written as

$$
\begin{equation*}
\underset{x}{\operatorname{Minimize}}\left\{s:\|x\|_{1} \leq s, A x=b\right\} . \tag{4.4}
\end{equation*}
$$

Clearly, (4.3) and (4.4) are linear programming problems. For instance, (4.4) can be written as the following linear program:

$$
\begin{array}{cl}
\underset{s, x}{\operatorname{Minimize}} & \mathbf{1}^{T} s \\
\text { s.t. } & -s \leq x \leq s  \tag{4.5}\\
& A x=b .
\end{array}
$$

The $l_{1}$-norm is the most well known merit function for sparsity. Note that in this chapter, a function is said to be a merit function for sparsity if it promotes sparsity, i.e, minimizing
such a function can drive the variable to be sparse.
In the next section, we show that weighted $l_{2}$-minimization is hidden inside the $l_{1}$ minimization. This gives a motivation to focuss on reweighted algorithms.

### 4.2 Weighted $l_{2}$-minimization is hidden inside the $l_{1}$ minimization

In this section, using the Huber function, we prove that weighted $l_{2}$-minimization is hidden inside the $l_{1}$-minimization. This motivates to focuss on reweighted algorithms.

Proposition 4.2. $\lim _{\delta \rightarrow 0} \sum_{i=1}^{n} \phi_{\delta}\left(x_{i}\right)=\|x\|_{1}$, where $\phi_{\delta}: R \rightarrow R_{+}$is the Huber function. This shows a kind of weighted $l_{2}$-minimization is already used by $l_{1}$-minimization.

Proof. Suppose $x \in \mathbb{R}^{n}$, and let $\delta \in(0,1)$, and $\phi_{\delta}: R \rightarrow R_{+}$be the Huber function, i.e.,

$$
\phi_{\delta}(t)= \begin{cases}|t|-\frac{\delta}{2} & \text { if }|t| \geq \delta \\ \frac{t^{2}}{2 \delta}, & \text { if }|t|<\delta\end{cases}
$$

Consider the function $F_{\delta}: R^{n} \rightarrow R$, which is given by

$$
F_{\delta}(x)=\sum_{i=1}^{n} \phi_{\delta}\left(x_{i}\right)=\sum_{x_{i} \in(-\delta, \delta)} \frac{x_{i}^{2}}{2 \delta}+\sum_{\left|x_{i}\right| \geq \delta}\left(\left|x_{i}\right|-\frac{\delta}{2}\right) .
$$

The function $F_{\delta}$ is a uniform approximation of the $l_{1}$-norm function norm. Clearly,

$$
\begin{aligned}
\left|F_{\delta}(x)-\|x\|_{1}\right| & =\left|\sum_{\left|x_{i}\right|<\delta}\left(\frac{x_{i}^{2}}{2 \delta}-\left|x_{i}\right|\right)+\sum_{\left|x_{i}\right| \geq \delta}\left(\left(\left|x_{i}\right|-\frac{\delta}{2}\right)-\left|x_{i}\right|\right)\right| \\
& =\left|\frac{\delta}{2} \sum_{\left|x_{i}\right|<\delta}\left(\frac{x_{i}^{2}}{\delta^{2}}-\frac{2\left|x_{i}\right|}{\delta}\right)+\sum_{\left|x_{i}\right| \geq \delta}\left(-\frac{\delta}{2}\right)\right| \\
& \leq \frac{\delta}{2}(\operatorname{card}(\Gamma)+\operatorname{card}(\Lambda))=\frac{\delta n}{2}
\end{aligned}
$$

where $\Gamma=\left\{i:\left|x_{i}\right|<\delta\right\}$, and $\Lambda=\left\{i:\left|x_{i}\right| \geq \delta\right\}$. Notice that

$$
\lim _{\delta \rightarrow 0} F_{\delta}(x)=\lim _{\delta \rightarrow 0} \sum_{i=1}^{n} \phi_{\delta}\left(x_{i}\right)=\|x\|_{1} .
$$

Because of the above fact, when $\delta$ is sufficient small, minimizing the $l_{1}$-norm over a feasible set is almost identical to minimizing the Huber function over the same feasible set. Notice that the first term of $F_{\delta}(x)$ can be written as

$$
\sum_{\left|x_{i}\right| \in \delta} \frac{x_{i}^{2}}{2 \delta}=\|W x\|_{2}^{2}, \text { for }-\delta<x<\delta
$$

where is $W=\operatorname{diag}(w)$, and $w=\left(w_{1}, \ldots, w_{n}\right), \quad w_{i}=\frac{1}{2 \delta}, \quad \forall i \in \Gamma$.
So, the $l_{1}$-minimization already uses weighted minimization. As seen, when $x_{i}$ is small enough i.e, $\left|x_{i}\right|<\delta$, then a large weight $\left(\frac{1}{2 \delta}\right)$ is assigned to the component. This weight acts like a large penalty and forces the component to tend to zero. The $l_{1}$-minimization ignores the difference between the large components of $x$ i.e, $\left|x_{i}\right|>\delta$, by simply allocating them the same weight. This fact motivates that the performance of the $l_{1}$-minimization might be improved. For example, a natural way to improve the performance of the $l_{1}$-minimization is to define an iterative algorithm and to allocate the weights to the components according to the value of them at each iteration. In the next section, we give some natural and geometrical explanation for promoting weighted approaches.

### 4.3 How weights may perform to find the sparsest solution of an underdetermined linear system of equations

In this section, we demonstrate several graphical examples of different norm-functions and weighted norm-functions for finding the sparsest solution to a simple linear system. The aim of these examples is to illustrate how these different methods work, and how the weighted functions may perform to find the sparsest solution to a linear system.

Suppose in the problem (4.2) the matrix $A$, and the vector $b$ are as follows:

$$
A=\left(\begin{array}{cc}
\frac{1}{2} & 1
\end{array}\right), b=\left(\begin{array}{c}
\frac{3}{2} \tag{4.6}
\end{array}\right) .
$$

Then the cardinality minimization problem (4.2) can be written as

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & \|x\|_{0} \\
\text { s.t. } & \frac{1}{2} x_{1}+x_{2}=\frac{3}{2} . \tag{4.7}
\end{align*}
$$

Clearly, the above problem has two optimal (sparse) solutions, which are:

$$
x_{1}=0, x_{2}=\frac{3}{2}, \text { and } x_{1}=3, x_{2}=0 .
$$

As mentioned before, one of the usual approaches to find the sparsest solution of the problem (4.7) is to replace $\|x\|_{0}$ with $\|x\|_{1}$, and then to solve the following $l_{1}$-minimization problem:

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & \|x\|_{1} \\
\text { s.t. } & \frac{1}{2} x_{1}+x_{2}=\frac{3}{2} . \tag{4.8}
\end{align*}
$$

Figure 4.1 shows how the $l_{1}$-minimization may find the sparsest solution of this linear system, i.e. $x_{1}=0, x_{2}=\frac{3}{2}$.


Figure 4.1: This figure shows how the $l_{1}$-minimization may locate the sparsest solution of a linear system.

Another approach to solve the problem (4.7) is to replace $\|x\|_{0}$ with $\|x\|_{2}$, and then to solve the following $l_{2}$-minimization problem:

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & \|x\|_{2} \\
\quad \text { s.t. } & \frac{1}{2} x_{1}+x_{2}=\frac{3}{2} . \tag{4.9}
\end{align*}
$$

Figure 4.2 shows even for a very simple linear system, the $l_{2}$-minimization may fail to locate the sparsest solution. The optimal solution found by the $l_{2}$-minimization is $x_{1}=$ $\frac{3}{5}, x_{2}=\frac{6}{5}$, which obviously is not the sparsest solution.


Figure 4.2: This figure shows how the $l_{2}$-minimization may fail to locate the sparsest solution of a simple linear system.

Also replacing $\|x\|_{0}$ with $\|x\|_{\infty}$ results the following optimization problem:

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & \|x\|_{\infty} \\
\text { s.t. } & \frac{1}{2} x_{1}+x_{2}=\frac{3}{2} . \tag{4.10}
\end{align*}
$$

Figure 4.3 shows how the $l_{\infty}$-minimization may fail to locate the sparsest solution of a simple linear system. The optimal solution found by $l_{\infty}$-minimization is $x_{1}=1, x_{2}=1$, which clearly is not the sparsest solution.


Figure 4.3: This figure shows how the $l_{\infty}$-minimization may fail to locate the sparsest solution of a simple linear system.

Now lets consider the reweighted $l_{1}$-minimization. First, we allocate a large penalty like $\lambda \gg 0$ to the first component of the vector $x$. Hence the related weighted $l_{1}$-minimization problem can be written as follows:

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & \lambda\left|x_{1}\right|+\left|x_{2}\right| \\
\text { s.t. } & \frac{1}{2} x_{1}+x_{2}=\frac{3}{2} . \tag{4.11}
\end{align*}
$$

Figure 4.4 shows how the weighted $l_{1}$-minimization may locate the sparsest solutions of the linear system. In this case, the optimal solution is $x_{1}=0, x_{2}=\frac{3}{2}$.


Figure 4.4: This figure shows how the weighted $l_{1}$-minimization may locate the sparsest solution of a linear system.

Note that if we use the reweighted $l_{1}$-algorithm starting from the solution of the $l_{1}$-minimization, then we find the same optimal solution as well. We will discuss the reweighted $l_{1}$-minimization in the next chapter.

Now we put the penalty $(\lambda \gg 0)$ on the second component of the vector $x$. Hence the related weighted $l_{1}$-minimization problem can be written as follows:

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & \left|x_{1}\right|+\lambda\left|x_{2}\right|  \tag{4.12}\\
\text { s.t. } & \frac{1}{2} x_{1}+x_{2}=\frac{3}{2} .
\end{align*}
$$

Figure 4.5 shows how the weighted $l_{1}$-minimization may locate the sparsest solutions of the linear system. Notice that the change of the weights may enable us to find the second sparsest solution of the problem, i.e. $x_{1}=3, x_{2}=0$. One of the open questions in this area is how to jump from one sparse solution to another one. Note that in lots of cases the problem may have many sparse solutions.


Figure 4.5: This figure shows how the weighted $l_{1}$-minimization may locate the sparsest solution of a linear system.

Now we consider the reweighted $l_{2}$-minimization, which can be written as follows:

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & \lambda x_{1}^{2}+x_{2}^{2}  \tag{4.13}\\
\text { s.t. } & \frac{1}{2} x_{1}+x_{2}=\frac{3}{2},
\end{align*}
$$

where $\lambda \gg 0$ is a large penalty for $x_{1}^{2}$. The optimal solution of the above problem is $x_{1}=0, x_{2}=\frac{3}{2}$, which is one of the sparsest solutions. This is shown in Figure 4.6.


Figure 4.6: This figure shows how the weighted $l_{2}$-minimization may locate the sparsest solution of a linear system.

Another form of the weighted $l_{2}$-minimization can be written as follows:

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & x_{1}^{2}+\lambda x_{2}^{2} \\
\text { s.t. } & \frac{1}{2} x_{1}+x_{2}=\frac{3}{2}, \tag{4.14}
\end{align*}
$$

where $\lambda \gg 0$ is a large penalty for $x_{2}^{2}$. The optimal solution of the above problem is $x_{1}=3, x_{2}=0$, which is one of the sparsest solutions. This is shown in Figure 4.7.


Figure 4.7: This figure shows how the weighted $l_{2}$-minimization locates the sparsest solution of a linear system.

The weighted $l_{\infty}$-minimization problems can be written as the follows:

$$
\begin{gather*}
\underset{x}{\operatorname{Minimize}} \max \left\{\lambda\left|x_{1}\right|,\left|x_{2}\right|\right\} \\
\text { s.t. } \tag{4.15}
\end{gather*} \frac{1}{2} x_{1}+x_{2}=\frac{3}{2}, ~ l
$$

and

$$
\begin{array}{cl}
\underset{x}{\operatorname{Minimize}} & \max \left\{\left|x_{1}\right|, \lambda\left|x_{2}\right|\right\} \\
\text { s.t. } & \frac{1}{2} x_{1}+x_{2}=\frac{3}{2}, \tag{4.16}
\end{array}
$$

where $\lambda \gg 0$ is a large penalty. Note that in this case, we should choose a larger penalty than what used in the weighted $l_{1}$-minimization and the weighted $l_{2}$-minimization. If a proper weight is not found, then the weighted $l_{\infty}$-minimization may fail to find the sparsest solution. This is shown in Figures 4.8 and 4.9. But a very big penalty makes the weighted $l_{\infty}$-minimization successful to find the the solutions $x_{1}=0, x_{2}=\frac{3}{2}$ and $x_{1}=3, x_{2}=0$ for the problems (4.15) and (4.16), respectively.


Figure 4.8: This figure shows how the weighted $l_{\infty}$-minimization may locate the sparsest solution of a linear system.


Figure 4.9: This figure shows how the weighted $l_{\infty}$-minimization may locate the sparsest solution of a linear system.

Now we explain another example in higher dimension.

Example 4.1. Suppose the matrix $A$, and the vector $b$ are as follows:

$$
A=\left(\begin{array}{cccccc}
3 & -2 & 4 & 0 & -1 & 1 \\
5 & -2 & -3 & 5 & 0 & 6 \\
1 & 2 & -1 & -5 & -6 & 7 \\
2 & -3 & 0 & 4 & -6 & 0
\end{array}\right), b=\left(\begin{array}{c}
0 \\
5 \\
-5 \\
4
\end{array}\right) .
$$

We would like to solve the following CMP:

$$
\begin{align*}
\operatorname{Minimize} & \|x\|_{0}  \tag{4.17}\\
\text { s.t. } & A x=b .
\end{align*}
$$

The optimal solution (the sparsest solution) of the above problem is $\hat{x}=(0,0,0,1,0,0)^{T}$, clearly, $\|x\|_{0}=1$. The $l_{1}$-minimization finds $x^{*}=(0,0,-1.0078,0.8532,-0.0978,-0.3327)^{T}$, which is not the sparsest solution.

The $l_{2}$-minimization finds $x^{*}=(0.0813,-0.4678,-0.9394,0.5778,-0.0205,-0.3313)^{T}$,
and the $l_{\infty}$-minimization finds $x^{*}=(-0.8459,-0.8459,-0.8459,0.8234,0.0233,0.1355)^{T}$. None of the solutions above are the optimal solution to the problem (4.17). So, for this example, the $l_{1}, l_{2}, l_{\infty}$ fail to find the sparsest solution. However, weighted algorithms have more capability to locate the optimal solution of the problem. As we see in the numerical experiments section, most of the reweighted $l_{j}$-minimizations, where $j=1,2, \ldots 15, \infty$, (if the weights are chosen properly), are more successful to find the optimal solution of the problem, i.e. $\hat{x}=(0,0,0,1,0,0)$. Without using weights, the different norms may yield totally different solutions, which may be far from a sparse solution of the system. However, once we introduce the weights, such differences are significantly reduced. Even by applying suitable weights, it may be observed that the performance the algorithms can be comparable.

In the following section, we explain how to define different merit functions for sparsity, i.e. how to construct new concave approximations for $\|x\|_{0}$. Also, we show that even for some functions which are not approximating $\|x\|_{0}$, we may improve their sparsity measurement by adding suitable weights.

### 4.4 Weights may improve sparsity enhancing property of merit functions

As mentioned before, the merit functions should have strong sparsity measurement property. Obviously, if a function approximates the $\|x\|_{0}$-function, then it has a strong sparsity measurement, or in other words, it has strong sparsity enhancing property. Under certain conditions, minimizing such functions may hopefully lead us to a sparse solution to the linear system. Notice that adding suitable weights to a merit function may enhance its sparsity measurement property. We will discuss this in this section, and we will explain more about merit functions and their properties in the next chapter. However, in this chapter, let's define the general merit function for sparsity, $F(x)$, as the function which
leads us to a sparse solution to the system, i.e., minimizing such function may result in finding a sparse solution to the system. Additionally, some other properties will be defined for the function $F(x)$ as follows:

$$
F(x)=\sum_{i=1}^{n} \psi_{i}\left(\left|x_{i}\right|\right),
$$

where $\psi_{i}: R_{++} \rightarrow R, i=1, \ldots, n$ are twice continuously differentiable and nondecreasing, functions.

Thus, a general cardinality minimization problem can be written as follows:

$$
\begin{gather*}
\underset{x}{\operatorname{Minimize}} \sum_{i=1}^{n} \psi_{i}\left(\left|x_{i}\right|\right)  \tag{4.18}\\
\text { s.t. }
\end{gather*} \frac{A x=b .}{}
$$

To avoid the division by zero and the non-differentiability (in some cases) of these functions, we may perturb the function by introducing a parameter $\epsilon>0$. In different cases depending on the merit function, there are different ways to perturb these function. We perturb these function as follows; Replace $\left|x_{i}\right|$ by the functions $\sqrt{x_{i}^{2}+\epsilon}$ or $\left|x_{i}\right|+\epsilon$. Notice that

$$
\begin{aligned}
& \lim _{\epsilon \rightarrow 0^{+}} \psi_{i}\left(\sqrt{x_{i}^{2}+\epsilon}\right)=\psi_{i}\left(\left|x_{i}\right|\right) \\
& \lim _{\epsilon \rightarrow 0^{+}} \psi_{i}\left(\left|x_{i}\right|+\epsilon\right)=\psi_{i}\left(\left|x_{i}\right|\right)
\end{aligned}
$$

Usually, we use the first perturbation to avoid the non-differentiability, and the second one to avoid the division by zero when we differentiate these functions. So, the cardinality minimization problem can be approximated by the following problem:

$$
\begin{array}{r}
\underset{x}{\operatorname{Minimize}} F_{\epsilon}(x)  \tag{4.19}\\
\text { s.t. } A x=b,
\end{array}
$$

where

$$
\begin{equation*}
F_{\epsilon}(x)=\sum_{i=1}^{n} \psi_{i}\left(\sqrt{x_{i}^{2}+\epsilon}\right) \text {, or } \tag{4.20}
\end{equation*}
$$

$$
\begin{equation*}
F_{\epsilon}(x)=\sum_{i=1}^{n} \psi_{i}\left(\left|x_{i}\right|+\epsilon\right) . \tag{4.21}
\end{equation*}
$$

As we will see in the next chapter, $F_{\epsilon}(x)$ should be concave to ensure that the function is an approximation to $\|x\|_{0}$.

It can be guaranteed that $F_{\epsilon}$ is concave if we choose all $\psi_{i}$ s to be concave. In this thesis, it is assumed that all of the functions $\psi_{i}$ s are concave. Note that we always seek for concave merit functions for sparsity, because of the nature of the $\|x\|_{0}$-function. Since the cardinality minimization problem is NP-hard, it seems that there is no possibilities to approximate $\|x\|_{0}$ to any level of accuracy by a convex function. But there are many concave functions, which can approximate $\|x\|_{0}$ to any level of accuracy. More explanation can be found in the next chapter.

For more illustration, here we present some examples about different choices of $\psi_{i} \mathrm{~s}$.

Example 4.2. Suppose all $\psi_{i}$ s are identical mappings, i.e, $\psi_{i}(\tau)=\tau, i=1, \ldots, n$.

We apply $\psi_{i}(\tau)=\tau$, then we have

$$
F(x)=\sum_{i=1}^{n} \psi_{i}\left(\left|x_{i}\right|\right)=\sum_{i=1}^{n}\left|x_{i}\right|=\|x\|_{1} .
$$

Note that

$$
F(x)=\lim _{\epsilon \rightarrow 0} F_{\epsilon}(x)=\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n}\left(\left|x_{i}\right|+\epsilon\right)=\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n} \sqrt{x_{i}^{2}+\epsilon} .
$$

Therefore, the problem (4.18) reduces to the $l_{1}$-minimization problem, and a smooth approximation of the problem (4.18) can be written as follows:

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & \sum_{i=1}^{n} \sqrt{x_{i}^{2}+\epsilon}  \tag{4.22}\\
\text { s.t. } & A x=b
\end{align*}
$$

Example 4.3. Let $\psi_{i}(\tau)=\log (\tau), i=1, \ldots, n$.

First define $J=\left\{i \in \mathbb{N} ; x_{i} \neq 0\right\}$. If we apply $\psi_{i}(\tau)=\log (\tau)$, then

$$
F(x)=\sum_{J} \psi\left(\left|x_{i}\right|\right)=\sum_{J} \log \left|x_{i}\right| .
$$

Hence

$$
F(x)=\lim _{\epsilon \rightarrow 0} F_{\epsilon}(x)=\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n} \log \left(\left|x_{i}\right|+\epsilon\right)=\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n} \log \sqrt{x_{i}^{2}+\epsilon} .
$$

Therefore, the approximations of the problem (4.18) can be cast as

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & \sum_{i=1}^{n} \log \sqrt{x_{i}^{2}+\epsilon}  \tag{4.23}\\
\text { s.t. } & A x=b
\end{align*}
$$

and

$$
\begin{array}{cl}
\underset{x}{\operatorname{Minimize}} & \sum_{i=1}^{n}\left(\left|x_{i}\right|+\epsilon\right)  \tag{4.24}\\
\text { s.t. } & A x=b
\end{array}
$$

Example 4.4. Suppose $\psi_{i}(\tau)=\tau^{p}, i=1, \ldots, n$.

If we replace $\psi_{i}(\tau)=\tau^{p}$, then

$$
F(x)=\sum_{i=1}^{n} \psi_{i}\left(\left|x_{i}\right|\right)=\sum_{i=1}^{n}\left|x_{i}\right|^{p}=\|x\|_{p}^{p} .
$$

So,

$$
F(x)=\lim _{\epsilon \rightarrow 0} F_{\epsilon}(x)=\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n}\left(\left|x_{i}\right|+\epsilon\right)^{p}=\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n}\left(\sqrt{x_{i}^{2}+\epsilon}\right)^{p}
$$

Thus, in this case, the problem (4.18) reduces to the well-known $l_{p}$-minimization $(0<$ $p<1$ ), so an approximations of the problem can be cast as

$$
\begin{gather*}
\underset{x}{\operatorname{Minimize}} \sum_{i=1}^{n}\left(\sqrt{x_{i}^{2}+\epsilon}\right)^{p}  \tag{4.25}\\
\text { s.t. } A x=b,
\end{gather*}
$$

Example 4.5. Set $\psi_{i}(\tau)=\log (1+\tau), i=1, \ldots, n$.

$$
F(x)=\sum_{i=1}^{n} \log \left(1+\left|x_{i}\right|\right)=\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n} \log \left(1+\left(\left|x_{i}\right|+\epsilon\right)\right)=\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n} \log \left(1+\sqrt{x_{i}^{2}+\epsilon}\right) .
$$

The same as the above examples, these functions can be also used to define new approximations for the cardinality minimization problem.

There are infinitely many functions, which can be used to define new merit functions $F$. For instance, we may also use some proper mixture of the functions $\psi_{i}$ s to construct some more complicated merit functions for sparsity.

Let $\Psi$ be the cone generated by univariate twice differentiable, nondecreasing concave functions. Then any function in $\Psi$ can be used to construct a new sparsity merit function. Notice that any constant function, $\psi_{i}(\tau)=$ constant, is in the cone. So, we may also generate a new merit function from this fact. Here we give another example to illustrate how to construct new merit functions for sparsity.

Example 4.6. Set $\psi_{i}(\tau)=-\frac{1}{\tau} \in \Psi, i=1, \ldots n$.

This yields the merit function

$$
F_{\epsilon}(x)=\sum_{i=1}^{n} \psi_{i}\left(\left|x_{i}\right|+\epsilon\right)=\sum_{i=1}^{n}-\frac{1}{\left|x_{i}\right|+\epsilon} .
$$

Now, the combination of the constant function, i.e, $\phi_{i}(\tau)=1 \in \Psi$ and $\psi_{i}$ yields the following function:

$$
\xi_{i}=\phi_{i}(\tau)+\epsilon \psi_{i}(\tau)=1-\frac{\epsilon}{\tau} .
$$

Clearly, $\xi_{i} \in \Psi$, so, we can construct the following merit function:

$$
F_{\epsilon}(x)=\sum_{i=1}^{n} \xi_{i}\left(\left|x_{i}\right|+\epsilon\right)=\sum_{i=1}^{n}\left(1-\frac{\epsilon}{\left|x_{i}\right|+\epsilon}\right) .
$$

This function is an approximation to the $\|x\|_{0}$-function, since

$$
\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n}\left(1-\frac{\epsilon}{\left|x_{i}\right|+\epsilon}\right)=\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n} \frac{\left|x_{i}\right|}{\left|x_{i}\right|+\epsilon}=\|x\|_{0} .
$$

For more explanation about the above formulation, note that

$$
\lim _{\epsilon \rightarrow 0} \frac{\left|x_{i}\right|}{\left|x_{i}\right|+\epsilon}=0 \quad \text { if } x_{i}=0, i=1, \ldots, n
$$

and

$$
\lim _{\epsilon \rightarrow 0} \frac{\left|x_{i}\right|}{\left|x_{i}\right|+\epsilon}=1 \text { if } x_{i} \neq 0, i=1, \ldots, n
$$

In the next chapter, we introduce new merit functions, which lead us to new reweighted $l_{1}$-algorithms.

Here we explain how we can apply weights to improve the sparsity measurement of a function. Suitable weights may improve the approximation level to the $\|x\|_{0}$-function, i.e, adding good weights to some merit functions may lead us to a good approximation to the $\|x\|_{0}$-function. If we add weights to the problem (4.18), the achieved weighted problem can be written as follows:

$$
\begin{array}{cl}
\underset{x}{\operatorname{Minimize}} & \sum_{i=1}^{n} w_{i} \psi_{i}\left(\left|x_{i}\right|\right)  \tag{4.26}\\
\text { s.t. } & A x=b,
\end{array}
$$

and its approximation can be cast as follows:

$$
\begin{array}{cl}
\underset{x}{\operatorname{Minimize}} & \sum_{i=1}^{n} w_{i} \psi_{i}\left(\sqrt{x_{i}^{2}+\epsilon}\right)  \tag{4.27}\\
\text { s.t. } & A x=b
\end{array}
$$

There are many different options to define weights. In most of the cases, weights depend on the parameter $\epsilon$, or they depend on the both parameters $\epsilon$ and $x$. Note that If we use a mixture of the $\log$ funtion and the $l_{p}$-norm $(0<p<1)$ to construct a merit function, then the weights may also rely on the parameters $\epsilon, x$, and $p$ (see chapter 5).

In the following example, we show that by choosing proper weights, the objective function of the problem (4.27) can approximate the $\|x\|_{0}$-function to any level of accuracy.

Example 4.7. The weights depend on both the current point $x$ and $\epsilon$.
Let $\psi_{i}=\log (1+\tau), i=1, \ldots, n$, and let

$$
w_{i}=\frac{1}{\log \left(1+\sqrt{x_{i}^{2}+\epsilon^{p}}\right)}, i=1, \ldots, n
$$

where $0<p<1$ is any fixed constant (e.g., $p=\frac{1}{2}, \frac{1}{3}, \ldots$ ), then

$$
\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n} w_{i} \psi_{i}\left(\sqrt{x_{i}^{2}+\epsilon}\right)=\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n} \frac{\log \left(1+\sqrt{x_{i}^{2}+\epsilon}\right)}{\log \left(1+\sqrt{x_{i}^{2}+\epsilon^{p}}\right)}=\|x\|_{0}
$$

Similarly, we may choose

$$
w_{i}=\frac{1}{\log \left(1+\left|x_{i}\right|+\epsilon^{p}\right)},
$$

such that the above limitation remains valid.
As we see in the numerical experiment section, the choice of the initial point for the reweighted algorithm plays a vital rule. This means, by choosing a proper starting point, most of the weighted $l_{j}$-minimizations $(j \geq 1)$ are successful in locating the sparsest solution, Tables 4.1, 4.2 and 4.4 .

In the next section, we continue discussing the weights, and we show that choosing proper weights may reduce the gap between the performances of different merit functions to locate a sparse solution to a linear system.

### 4.5 Weights may reduce the gap between some merit functions

In this section, we show that suitable weights may significantly reduce the gap between some of the merit functions. We suppose that the initial points in the $w l_{j}$-algorithms $(j \geq 2)$ are set to be the solution of the $l_{1}$-minimization. Also, we explain how to define different kinds of weights for weighted norm-functions in order to have a function with high sparsity measurement property. Besides, we discuss which choices of weights may reduce the gap between different merit functions. For example, in what follows we illustrate what choices of weights may reduce the gap between the performances of the $\|W x\|_{2}$-minimization and the $\|x\|_{1}$-minimization to locate a sparse solution of a linear system.

One approach to find such weights is to define the weights in a way that each $w_{i}^{2} x_{i}^{2}$ becomes equivalent to $\left|x_{i}\right|, i=1, \ldots, n$. Suppose that $W=\operatorname{diag}\left(w_{1}, w_{2}, \ldots, w_{n}\right)$, then

$$
\|W x\|_{2}=\sqrt{\sum_{i=1}^{n} w_{i}^{2} x_{i}^{2}} .
$$

Now let's choose

$$
\begin{equation*}
w_{i}=\frac{1}{\left(x_{i}^{2}+\epsilon\right)^{\frac{1}{4}}} . \tag{4.28}
\end{equation*}
$$

If we replace the above weights to the weighted $l_{2}$-norm, then

$$
\|W x\|_{2}=\sqrt{\sum_{i=1}^{n} \frac{1}{\left(x_{i}^{2}+\epsilon\right)^{\frac{1}{2}}} x_{i}^{2}} .
$$

Note that $\sqrt{x_{i}^{2}+\epsilon} \approx\left|x_{i}\right|$, when $\epsilon$ is small enough. This yields:

$$
\|W x\|_{2} \approx \sqrt{\sum_{i=1}^{n}\left|x_{i}\right|}=\sqrt{\|x\|_{1}}
$$

and therefore,

$$
\|W x\|_{2}^{2} \approx\|x\|_{1}
$$

In general, choosing proper weights in $\|W x\|_{j}$-minimization $(j \geq 2)$ can make it equivalent to the $\|x\|_{1}$-minimization. Set

$$
\begin{equation*}
w_{i}=\left(\left|x_{i}\right|^{j}+\epsilon\right)^{\frac{1-j}{j^{2}}} \tag{4.29}
\end{equation*}
$$

Clearly, this choice of the weight will result in the following:

$$
\|W x\|_{j}^{j} \approx\|x\|_{1}
$$

It is worth mentioning that the weighted $l_{2}$-norm function can also be an approximation to the $\|x\|_{0}$-function. This can be proved as follows:

Set the weights as

$$
\begin{equation*}
w_{i}=\frac{1}{\sqrt{x_{i}^{2}+\epsilon}}, i=1, \ldots, n \tag{4.30}
\end{equation*}
$$

and let $W=\operatorname{diag}\left(w_{1}, w_{2}, \ldots, w_{n}\right)$. Therefore

$$
\|W x\|_{2}=\sqrt{\sum_{i=1}^{n}\left(w_{i} x_{i}\right)^{2}}=\sqrt{\sum_{i=1}^{n} \frac{x_{i}^{2}}{x_{i}^{2}+\epsilon}} .
$$

Now taking the limit when $\epsilon \rightarrow 0$, yields: For $x_{i} \neq 0$, we have

$$
\lim _{\epsilon \rightarrow 0} \frac{x_{i}^{2}}{x_{i}^{2}+\epsilon}=1,
$$

and for $x_{i}=0$, we have

$$
\lim _{\epsilon \rightarrow 0} \frac{x_{i}^{2}}{x_{i}^{2}+\epsilon}=0
$$

Hence

$$
\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n} \frac{x_{i}^{2}}{x_{i}^{2}+\epsilon}=\|x\|_{0}
$$

This motivates us to test another reweighted $l_{2}$-algorithm with the weights defined in (4.30), see the numerical experiment section.

In general, for weighted $l_{j}$-norms $(j \geq 2)$, if the weights are chosen as

$$
w_{i}=\left(x_{i}^{j}+\epsilon\right)^{-\frac{1}{j^{2}}}, i=1, \ldots, n,
$$

then we can conclude that

$$
\lim _{\epsilon \rightarrow 0}\|W x\|_{j}^{j} \approx\|x\|_{0},
$$

where $W=\operatorname{diag}\left(w_{1}, \ldots, w_{n}\right)$.

### 4.6 General reweighted $l_{j}(j \geq 1)$ algorithms

In chapter 5 , we will discuss the reweighted $l_{1}$ algorithms in details, however in this section we explain a general reweighted $l_{j}(j \geq 1)$ algorithm.

First, we should choose a starting point $x^{1}$, and an initial weight $\omega^{1}=\left(\omega_{1}^{1}, \ldots, \omega_{n}^{1}\right)$ for the algorithm. Usually the weights at the iteration $l+1$ are chosen using the solution vector, $x^{l}$, from the iteration $l$. Note that at each iteration $l$ the vector $\omega^{l}=\left(\omega_{1}^{l}, \ldots, \omega_{n}^{l}\right)$ is the penalty vector, where $\omega_{i} \mathrm{~s}$ can be interpreted as penalties that discourage the existence
of nonzero elements of the vector $x \in \mathbb{R}^{n}$. Also a parameter $\epsilon$ is used in our penalty vector, $\omega^{l}$, to avoid the division by zero. Sometimes we may use some updating rule for $\epsilon$ as well, e.g. set $\epsilon^{l+1}=0.5 \epsilon^{l}$. Hence, a general reweighted $l_{j}$ algorithm can be defined as follows:

Algorithm 4.1. Set $l$ as an index which counts the iterations, and choose a small enough $\epsilon$,

Step 0: Choose a starting(initial) point $x^{1}$ for the algorithm,
Step 1: Set $l=1$ and $\omega^{l}=\left(\omega_{1}, \ldots, \omega_{n}\right)$,
Step 2: The iterative scheme; Solve

$$
\begin{equation*}
x^{l+1}=\operatorname{argmin}\left\{\left\|\operatorname{diag}\left(\omega^{l}\right) x\right\|_{j}: A x=b\right\}, \text { where } j \geq 1, \tag{4.31}
\end{equation*}
$$

Step 3: Update the weights; update the penalty vector $\omega^{l+1}$ using the optimal solution, $x^{l}$, achieved in the last step,

Step 4: If some stopping criteria holds, stop. Otherwise, go to step 2.

We may use the weights introduced in (4.28) and (4.30) to define the following reweighted $l_{2}$-minimization problems:

$$
\begin{gather*}
x^{l+1}=\operatorname{argmin} \sum_{i=1}^{n}\left(\left(x_{i}^{2}\right)^{l}+\epsilon\right)^{-0.25} x_{i}^{2}  \tag{4.32}\\
\text { s.t. } A x=b,
\end{gather*}
$$

and

$$
\begin{gather*}
x^{l+1}=\operatorname{argmin}  \tag{4.33}\\
\sum_{i=1}^{n}\left(\left(x_{i}^{2}\right)^{l}+\epsilon\right)^{-0.5} x_{i}^{2} \\
\text { s.t. } A x=b,
\end{gather*}
$$

where $l$ is the number of the iteration.
In our numerical experiments, we compared the performances of the above reweighted $l_{2}$-minimization problems with the $l_{1}$-minimization, see Figures 4.10 and 4.11. The numerical experiments show that the choice of $\epsilon$ is very important to improve the performances of the algorithms. In addition, by using the above discussion, we introduced some weights for the reweighted $l_{3}$-algorithm, and we also compared the performances of the reweighted $l_{3}$-minimization with the $l_{1}$-minimization, via different choices of $\epsilon$, see Figures 4.12 and 4.13.

Note that after adding the weights, the resulting function may lose its simplicity or convexity. The procedure of adding weights normally generates a concave function with a strong sparsity measurement. If the function is a good continuous approximation to the $\|x\|_{0}$-function, then it means the function is concave. One of the common approaches to solve concave optimization problems is the linearization method, which will be explained in the next chapter.

In the next section, we demonstrate some numerical examples to see how weights may reduce the gap between merit functions for sparsity.

### 4.7 Numerical experiments

In this section, we report some results from our numerical experiments to support the points made in this chapter. These experiments show that weights (if chosen properly) may significantly reduce the gap between merit functions in finding a sparse solution to a linear system.

We start with the simple Example 4.1. As seen, the optimal solution of the problem is $\hat{x}=(0,0,0,1,0,0)^{T}$, and $\|\hat{x}\|_{0}=1$. In this example, numerical tests show that the $l_{1}$-minimization finds the solution with cardinality 4 , and all the $l_{j}$-minimizations for $j=2, \ldots, \infty$ find the solutions with cardinality 6 . However, reweighted $l_{j}$-minimizations
$(j \geq 1)$ are much better in general. In the Table 4.1, we use the weight $w_{i}^{l}=\frac{1}{\left|x_{i}^{l}\right|+\epsilon_{l}}$ in the reweighted $l_{j}$-minimization with $j=1, \ldots, 5,15, \infty$. And in the Table 4.2, we use the weight $w_{i}^{l}=\frac{1}{\left(\left|x_{i}^{l}\right|+\epsilon\right)^{1.5}}$ in the reweighted $l_{j}$-minimization with $j=1, \ldots, 5,15, \infty$. Also, the updating rule for $\epsilon$ is $\epsilon_{l+1}=0.25 \epsilon_{l}$, with $\epsilon_{0}=0.0001$. The number of the iterations for all of the reweighted algorithms is equal to 4 , i.e, $l=4$, and we run the algorithms from 10 different initial points. After presenting these numerical experiments in the following tables, we continue to improve the results by changing the number of iterations.

Table 4.1: Comparison of different reweighted $l_{j}$-minimizations with $w_{i}^{l}=\frac{1}{\left|x_{i}^{l}\right|+\epsilon_{l}}$. The number of iterations is $l=4$. The numbers in the columns show the cardinality of the solution.

| Initial Point $x^{0}$ | $w l_{1}$ | $w l_{2}$ | $w l_{3}$ | $w l_{4}$ | $w l_{5}$ | $w l_{15}$ | $w l_{\infty}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(0,0,0,0,0,0)^{T}$ | 1 | 1 | 6 | 6 | 6 | 6 | 6 |
| $(1,1,1,1,1,1)^{T}$ | 1 | 1 | 6 | 6 | 6 | 6 | 6 |
| $(0,1,1,1,1,1)^{T}$ | 1 | 1 | 5 | 5 | 6 | 6 | 6 |
| $(0,0,1,1,1,1)^{T}$ | 1 | 1 | 1 | 1 | 1 | 5 | 6 |
| $(0,1,1,1,0,0)^{T}$ | 1 | 1 | 1 | 1 | 1 | 6 | 6 |
| $(0,1,0,1,0,1)^{T}$ | 1 | 1 | 1 | 1 | 1 | 6 | 6 |
| $(1,1,1,0,0,0)^{T}$ | 4 | 6 | 6 | 6 | 6 | 6 | 6 |
| $(0,100,100,100,100,100)^{T}$ | 1 | 1 | 5 | 5 | 6 | 6 | 6 |
| $(0,0,100,100,100,100)^{T}$ | 1 | 1 | 1 | 1 | 1 | 5 | 5 |
| $(0,0,0,100,100,100)^{T}$ | 1 | 1 | 1 | 1 | 1 | 5 | 6 |

Table 4.2: Comparison of different reweighted $l_{j}$-minimizations with $w_{i}^{l}=\frac{1}{\left(\left|x_{i}^{l}\right|+\epsilon_{l}\right)^{1.5}}$. The number of iterations is $l=4$. The numbers in the columns show the cardinality of the solution.

| Initial Point $x^{0}$ | $w l_{1}$ | $w l_{2}$ | $w l_{3}$ | $w l_{4}$ | $w l_{5}$ | $w l_{15}$ | $w l_{\infty}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(0,0,0,0,0,0)^{T}$ | 1 | 1 | 1 | 5 | 5 | 5 | 6 |
| $(1,1,1,1,1,1)^{T}$ | 1 | 1 | 1 | 5 | 5 | 6 | 6 |
| $(0,1,1,1,1,1)^{T}$ | 1 | 1 | 1 | 1 | 1 | 5 | 5 |
| $(0,0,1,1,1,1)^{T}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| $(0,1,1,1,0,0)^{T}$ | 1 | 1 | 1 | 1 | 1 | 1 | 6 |
| $(0,1,0,1,0,1)^{T}$ | 1 | 1 | 1 | 1 | 1 | 1 | 6 |
| $(1,1,1,0,0,0)^{T}$ | 1 | 1 | 5 | 5 | 5 | 6 | 6 |
| $(0,100,100,100,100,100)^{T}$ | 1 | 1 | 1 | 1 | 1 | 5 | 5 |
| $(0,0,100,100,100,100)^{T}$ | 1 | 1 | 1 | 1 | 6 | 6 | 1 |
| $(0,0,0,100,100,100)^{T}$ | 1 | 1 | 1 | 1 | 6 | 6 | 6 |

Now, we generate randomly distributed matrices $A$ and the sparse vectors $x$. The matrices $A$ are normally distributed with mean zero and variance 1 , i.e, $N(0,1)$. We generate 500 such matrices $A$, and sparse vectors $x$, and compare the frequency of success of the $l_{j}$-minimization and the reweighted $l_{j}$-minimization $(j=1,2,3, \infty)$ in finding 5 -sparse, 7 -sparse, 9 -sparse, 11 -sparse and 12 -sparse solutions of the linear system. We use the weights $w_{i}^{l}=\left(\left|x_{i}^{l}\right|+\epsilon_{l}\right)^{-1}$ for the reweighted $l_{1}$-minimization and the reweighted $l_{2}$-minimization, and $w_{i}^{l}=\left(\left|x_{i}^{l}\right|+\epsilon_{l}\right)^{-1.5}$ for the reweighted $l_{3}$-minimization and the reweighted $l_{\infty}$-minimization. The initial point for all of the algorithm are set to be $x^{0}=\mathbf{1} \in \mathbb{R}^{120}$, where $\mathbf{1}$ is a vector with all entries are equal to 1 . Also $\epsilon_{0}=0.01$, and the updating rule for $\epsilon_{l}$ is $\epsilon_{l+1}=0.5 \epsilon_{l}$. The results are presented in Table 4.3. As seen, the $l_{1}$-minimization is efficient in finding the sparsest solution of a linear system. The $l_{2}$, $l_{3}$ and $l_{\infty}$-minimization fail to locate any sparse solution when $\|x\|_{0} \leq 12$. However, the gap between them was significantly reduced when we add the weights to the functions. As shown, the reweighted $l_{1}$-minimization and the reweighted $l_{2}$-minimization perform similarly in many cases. Also, note that the frequencies of success in the reweighted
$l_{3}$-minimization and the reweighted $l_{\infty}$-minimization are significantly improved.

Table 4.3: Comparison of $l_{j}$-minimizations and reweighted $l_{j}$-minimizations for $j=$ $1,2,3, \infty$. The numbers in the columns show the frequencies of success in finding the sparse solutions.

| Sparsity | $l_{1}$ | $l_{2}$ | $l_{3}$ | $l_{\infty}$ | $w l_{1}$ | $w l_{2}$ | $w l_{3}$ | $w l_{\infty}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\\|x\\|_{0} \leq 5$ | $98.6 \%$ | $0 \%$ | $0 \%$ | $0 \%$ | $99.2 \%$ | $92 \%$ | $70.2 \%$ | $0.6 \%$ |
| $\\|x\\|_{0} \leq 7$ | $98.6 \%$ | $0 \%$ | $0 \%$ | $0 \%$ | $99.2 \%$ | $93 \%$ | $74.8 \%$ | $0.8 \%$ |
| $\\|x\\|_{0} \leq 9$ | $98.6 \%$ | $0 \%$ | $0 \%$ | $0 \%$ | $99.2 \%$ | $93.8 \%$ | $76.8 \%$ | $1 \%$ |
| $\\|x\\|_{0} \leq 11$ | $98.6 \%$ | $0 \%$ | $0 \%$ | $0 \%$ | $99.2 \%$ | $94.2 \%$ | $78 \%$ | $1 \%$ |
| $\\|x\\|_{0} \leq 12$ | $98.6 \%$ | $0 \%$ | $0 \%$ | $0 \%$ | $99.2 \%$ | $94.6 \%$ | $79.6 \%$ | $1 \%$ |

Now, we test different reweighted $l_{j}$-minimizations with a much higher number of iteration for finding the sparsest solution of the Example 4.1. The numerical experiments show that for the reweighted $l_{1}$-minimization usually 4 iterations are enough to find the optimal solution. However, for the reweighted $l_{j}$-minimization $(j \geq 2)$, we should increase the number of iterations to locate the solutions with higher sparsity. We set the weights as $w_{i}^{l}=\frac{1}{\mid x_{i}^{l}+\epsilon_{l}}$, and iterate the algorithm 40 times, i.e, $l=40$. Based on our experiments, after 40 iterations there will not be any improvements to the optimal solution of the problem. This means one may stop the algorithm at the iteration $k$ if $x^{k}=x^{k-1}=x^{k-2}$.

Table 4.4: Comparison of different reweighted $l_{j}$-minimizations with $w_{i}^{l}=\frac{1}{\left|x_{i}^{l}\right|+\epsilon_{l}}$. The number of iterations is $l=40$. The numbers in the columns show the cardinality of the solution.

| Initial Point $x^{0}$ | $w l_{1}$ | $w l_{2}$ | $w l_{3}$ | $w l_{4}$ | $w l_{5}$ | $w l_{15}$ | $w l_{20}$ | $w l_{200}$ | $w l_{\infty}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(0,0,0,0,0,0)^{T}$ | 1 | 1 | 1 | 1 | 1 | 1 | 5 | 6 | 6 |
| $(1,1,1,1,1,1)^{T}$ | 1 | 1 | 1 | 1 | 1 | 1 | 5 | 6 | 6 |
| $(0,1,1,1,1,1)^{T}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 6 | 6 |
| $(0,0,1,1,1,1)^{T}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 2 | 6 |
| $(0,1,1,1,0,0)^{T}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 5 | 6 |
| $(0,1,0,1,0,1)^{T}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 6 |
| $(1,1,1,0,0,0)^{T}$ | 4 | 4 | 4 | 4 | 4 | 5 | 5 | 6 | 6 |
| $(0,100,100,100,100,100)^{T}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 5 | 6 |
| $(0,0,100,100,100,100)^{T}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 5 |
| $(0,0,0,100,100,100)^{T}$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 5 |

We continue our numerical experiments by focusing on the following reweighted $l_{2}$ minimization and reweighted $l_{3}$-minimization problems:

$$
\begin{gather*}
x^{l+1}=\operatorname{argmin}  \tag{4.34}\\
\sum_{i=1}^{n}\left(\left(x_{i}^{2}\right)^{l}+\epsilon\right)^{-0.25} x_{i}^{2} \\
\text { s.t. } A x=b,
\end{gather*}
$$

$$
\begin{gather*}
x^{l+1}=\operatorname{argmin}  \tag{4.35}\\
\sum_{i=1}^{n}\left(\left(x_{i}^{2}\right)^{l}+\epsilon\right)^{-0.5} x_{i}^{2} \\
\text { s.t. } A x=b,
\end{gather*}
$$

$$
\begin{gather*}
x^{l+1}=\operatorname{argmin}  \tag{4.36}\\
\sum_{i=1}^{n}\left(\left(x_{i}^{3}\right)^{l}+\epsilon\right)^{-\frac{1}{3}} x_{i}^{3} \\
\text { s.t. } A x=b,
\end{gather*}
$$

$$
\begin{gather*}
x^{l+1}=\operatorname{argmin} \sum_{i=1}^{n}\left(\left(x_{i}^{3}\right)^{l}+\epsilon\right)^{-\frac{2}{3}} x_{i}^{3}  \tag{4.37}\\
\text { s.t. } A x=b,
\end{gather*}
$$

As mentioned, a suitable weight may vanish the gap between the reweighted $l_{j}$ minimization $(j \geq 2)$, and the $l_{1}$-minimization. We compared the performance of the 4 algorithms above with the $l_{1}$-minimization. 100 randomly generated matrices have been tested. The matrices $A$ are normally distributed with mean zero and variance 1 , i.e, $N(0,1)$, and we run the algorithms for different sparsity levels of the solution vector $x$, (i.e, $\|x\|_{0}=1, \ldots 16$ ). Figure 4.10 shows the performance of the first reweighted $l_{2}$-minimization (4.34) for finding the sparsest solution to the linear system $A x=b$. Different choices of $\epsilon$ have been tested.


Figure 4.10: The performance of the reweighted $l_{2}$-minimization with $w_{i}=\left(x_{i}^{2}+\epsilon\right)^{-0.25}$ for different choices of $\epsilon$.

Figure 4.11 shows the performance of the second reweighted $l_{2}$-minimization (4.35) for finding the sparsest solution of the linear system $A x=b$ for different choices of $\epsilon$. See that if a suitable $\epsilon$ is chosen, then the performance of the algorithms will be quite similar to the $l_{1}$-minimization.


Figure 4.11: The performance of the reweighted $l_{2}$-minimization with $w_{i}=\left(x_{i}^{2}+\epsilon\right)^{-0.5}$ for different choices of $\epsilon$.

Figure 4.12 shows the performance of the first reweighted $l_{3}$-minimization (4.36) for finding the sparsest solution of a linear system. Clearly, if a proper $\epsilon$ is chosen, then the gap between the reweighted $l_{3}$-minimization and the $l_{1}$-minimization will be reduced significantly.


Figure 4.12: The performance of the reweighted $l_{3}$-minimization with $w_{i}=\left(x_{i}^{3}+\epsilon\right)^{-\frac{1}{3}}$ for different choices of $\epsilon$.

Figure 4.13 shows the performance of the second reweighted $l_{3}$-minimization (4.37) for finding the sparsest solution of linear system. See that if a suitable $\epsilon$ is chosen, then the gap between the reweighted $l_{3}$-minimization and the $l_{1}$-minimization will be reduced.


Figure 4.13: The performance of the reweighted $l_{3}$-minimization with $w_{i}=\left(x_{i}^{3}+\epsilon\right)^{-\frac{2}{3}}$ for different choices of $\epsilon$.

In the next section, we discuss the reweighted $l_{1}$-minimization, which is one of the most successful approaches to find a sparse solution of a linear system.

## Chapter 5

## Reweighted $l_{1}$-Algorithms ${ }^{1}$

We discussed different reweighted algorithms and the $l_{1}$-minimization method in the last chapter. Because of the effectiveness of $l_{1}$-minimization, it is natural to ask if there are other methods which can be comparable or outperforms the $l_{1}$-minimization. Numerical experiments show that proper reweighted $l_{1}$-minimizations outperform the $l_{1}$-minimization in many situations [34, 37, 43]. This means reweighted minimization methods may find the sparsest solution when the $l_{1}$-minimization fails. The reweighted $l_{1}$-minimization can be written as

$$
\begin{array}{r}
\underset{x}{\operatorname{Minimize}}\|W x\|_{1}  \tag{5.1}\\
\text { s.t. } A x=b,
\end{array}
$$

where $W$ is a diagonal matrix $W=\operatorname{diag}(w)$ with $w=\left(w_{1}, w_{2}, \ldots, w_{n}\right) \in R_{+}^{n}$. The main idea of the reweighted $l_{1}$-minimization is to define the weights based on the current iterate $x^{l}$. These weights can be interpreted as large penalties for small component of the vector $x$. This means the weights force the small components to be zero in every iteration. Reweighted $l_{1}$-minimization is a new topic in the field of optimization and applied

[^2]mathematics, however reweighted least square (RLS) method has a relatively long history. RLS was proposed by Lawson [84] in 1960s, who introduced the weighted $l_{p}$-norm for solving a class of uniform approximation problems. This method has been extended to $l_{p}$-minimization $(0<p<1)$ later. RLS is used in many areas such as robust statistical estimation $[142,78,111]$ and FOCUSS algorithms [72]. The recent interest is now focused on reweighted $l_{1}$-minimizations which have shown powerfulness in finding the sparsest solution to an underdetermined linear system of equations.

A unified framework of reweighted $l_{1}$-algorithms has been recently proposed by Zhao and $\operatorname{Li}$ [152], where they illustrated how to define different merit functions for sparsity. These functions are certain concave approximations to the $l_{0}$-norm function. In this chapter, we continue to introduce more new merit functions, which can be employed to propose new weights for the reweighted $l_{1}$-algorithms. Especially, we focus on the numerical comparison between some new and existing reweighted $l_{1}$-algorithms. We show how the change of parameters in reweighted algorithms may affect the performance of the algorithms for finding the solution of the cardinality minimization problem. In our experiments, the problem data were generated according to different statistical distributions, and we test the algorithms on different sparsity level of the solution of the problem. Our numerical results demonstrate that these reweighted $l_{1}$-methods are very efficient for locating the solution of the cardinality minimization problem.

In the next section, we discuss some of the existing weighted $l_{1}$-algorithms, and the majorization-minimization(MM) method. Also, we apply the MM-method to the function which we defined in chapter 3 (3.16) to define a reweighted $l_{1}$-algorithm, and we continue to develop more approximations to the function $\|x\|_{0}$ in the other sections.

### 5.1 Weighted $l_{1}$-algorithms

Weighted $l_{1}$-minimization problem can be written as

$$
\begin{gather*}
\operatorname{Minimize}  \tag{5.2}\\
x \\
\text { s.t. } A x=b
\end{gather*}
$$

where the vector $|x|$ is the componentwise absolute value of the vector $x$, and $\omega$ is the weight vector. The weight vector should be chosen in a way that they encourage the small entries of the vector $x$ to be zero, so this method is sometimes called $l_{1}$ penalty method.

Most of weighted $l_{1}$-minimization techniques are based on majorization-minimization methods, so we introduce this method and we discuss about its applications to achieve different weights to our reweighted $l_{1}$-minimization problems.

The majorization-minimization(MM) method is one of the well-known optimization techniques which has lots of applications in different optimization problems [66, 64]. MMmethod is an iterative technique using a majorization function, which is easier to work with, for minimizing a given function $f(x)$. Here we introduce majorization function, and then we apply the MM-method to our cardinality problem.

Definition 5.1. (Majorization function)
Consider the function $f: \mathbb{R} \rightarrow \mathbb{R}$, and suppose in the $i$-th iterations one can find a function $g_{i}(x)$ with the following properties,

- $g_{i}\left(x^{i}\right)=f\left(x^{i}\right)$. Note that the parameter vector at the iteration $i+1$ is obtained as follows: $x^{i+1}=\arg \min _{x} g_{i}(x)$.
- $g_{i}(x) \geq f(x)$,
- The minimization of $g_{i}(x)$ is easier than minimization of $f(x)$.

This $g_{i}(x)$ is called a majorization function for $f(x)$.

The common feature of MM-algorithm, like expectation-maximization(EM) [99], and cyclic-minimization [125], is that it monotonically decreases the function's value at each iteration. Based on the definition of $g_{i}(x)$ above, to verify this feature for MM-method, let's see that

$$
f\left(x^{i}\right)=g_{i}\left(x^{i}\right) \geq g_{i}\left(x^{i+1}\right) \geq f\left(x^{i+1}\right) .
$$

To apply MM-algorithm to CMP, first one should reformulate the cardinality function to a differentiable one, and then relax the concave problem with replacing its linear majorized function. To see how this procedure works, we consider the following CMP:

$$
\begin{array}{r}
\underset{x}{\operatorname{Minimize}} \operatorname{Card}(x)  \tag{5.3}\\
\text { s.t. } A x=b .
\end{array}
$$

An approximation of $\operatorname{card}(x)$ can be written as [122]

$$
\begin{equation*}
\operatorname{Card}(x)=\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n} \frac{\log \left(1+\frac{\left|x_{i}\right|}{\epsilon}\right)}{\log \left(1+\frac{1}{\epsilon}\right)}, \tag{5.4}
\end{equation*}
$$

with $\epsilon \geq 0$ and $x=\left(x_{1}, \ldots, x_{n}\right)^{T}$. Without loss of generality we can assume that $x \geq 0$, since if not one can write $x=x^{+}-x^{-}$with $x^{+}, x^{-} \geq 0$, and $\operatorname{card}(x)=\operatorname{card}\left(x^{+}\right)+\operatorname{card}\left(x^{-}\right)$. Now one could reformulate the problem (5.3) as follows [34]:

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & \sum_{i=1}^{n} \log \left(1+\frac{x_{i}}{\epsilon}\right)  \tag{5.5}\\
\text { s.t. } & A x=b, x \geq 0 .
\end{align*}
$$

Note that $\log \left(1+\frac{x_{i}}{\epsilon}\right)$ is not equivalent to the $l_{0}$-norm function, but it encourages the
$x_{i} \mathrm{~s}$ to be set to zero. As we will see on this chapter later, we call these kinds of functions as merit functions.

The objective function of the problem (5.5) is concave, so one can use the linear majorization of the function as a new objective which is convex. For a a given concave function $f$ we know

$$
f(x) \leq f(y)+(x-y)^{T} \nabla f(y), \quad \forall x, y \in \operatorname{dom}(f)
$$

The right hand side of the inequality above is a linear function with respect to $x$. Linearization is a famous method to minimize a concave function over convex sets [77]. The convergence of these kinds of algorithms can be shown using the global convergence theorem [90].

One could reformulate the problem (5.5) by its linearized majorization function. To do so, we write the first order approximation of the objective function, at the point $x^{l}$, as follows

$$
\begin{equation*}
\sum_{i=1}^{n} \log \left(1+\frac{x_{i}}{\epsilon}\right) \approx \sum_{i=1}^{n} \log \left(1+\frac{x_{i}^{l}}{\epsilon}\right)+\sum_{i=1}^{n} \frac{x_{i}-x_{i}^{l}}{\epsilon+x_{i}^{l}} \tag{5.6}
\end{equation*}
$$

Then one could solve the achieved following convex problem:

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & \sum_{i=1}^{n} \frac{x_{i}-x_{i}^{l}}{\epsilon+x_{i}^{l}}  \tag{5.7}\\
\text { s.t. } & A x=b, x \geq 0 .
\end{align*}
$$

By setting $\frac{1}{\epsilon+x_{i}^{L}}=\omega_{i}$, we have the following weighted $l_{1}$-minimization problem:

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & \sum_{i=1}^{n} \omega_{i} x_{i}  \tag{5.8}\\
\text { s.t. } & A x=b, x \geq 0 .
\end{align*}
$$

In [34], a simple iterative algorithm is proposed to solve reweighted $l_{1}$-minimization problems. In what follows, we briefly introduce this algorithm.

Define a vector $\omega=\left(\omega_{1}, \ldots, \omega_{n}\right)$, where $\omega_{i}$ s can be interpreted as penalties that discourage the existence of nonzero elements of the vector $x$.

Algorithm 5.1. Set l as an index which counts the iterations, and choose a small enough $\epsilon$.

Step 0: Choose a starting(initial) point $x^{0}$ for the algorithm, solving the convex optimization problem (4.3).

Step 1: Set $l=0$ and $\omega^{l}=\left(\omega_{1}, \ldots, \omega_{n}\right)=\boldsymbol{1}^{T}$.
Step 2: Solve

$$
\begin{equation*}
x^{l}=\operatorname{argmin}\left\{\left\langle\omega^{(l)},\right| x| \rangle: A x=b\right\} . \tag{5.9}
\end{equation*}
$$

Step 3:

$$
\omega_{i}^{l+1}=\frac{1}{\left|x_{i}^{l}\right|+\epsilon}, \quad i=1, \ldots, n .
$$

Step 4: If some stopping criteria holds, stop. Otherwise $(l+1 \mapsto l)$, and go to step 2.

There are different stopping criteria for this algorithm. For example, one may stop the algorithm when there is no improvements in the optimal solution of the algorithm. Hence the algorithm may be terminated at iteration $k$ if $x^{k}=x^{k-1}=x^{k-2}$. Or one may define some updating rules for the parameter $\epsilon$, e.g. $\epsilon^{l+1}=0.5 \epsilon^{l}$, and terminates the algorithm when $\epsilon$ is small enough.

The above algorithm is sometimes called reweighted $l_{1}$-heuristic.
One of the most recommended choices for the starting point, $x^{0}$, is the optimal solution of the relaxed $l_{1}$-minimization problem.

Another more general reformulations of the CMP (5.3) are as follows [34]:

$$
\begin{align*}
\underset{x, R}{\operatorname{Minimize}} & \sum_{i=}^{n} R_{i} \\
\text { s.t. } & A x=b  \tag{5.10}\\
& \left|x_{i}\right| \leq R_{i},
\end{align*}
$$

or

$$
\begin{array}{cl}
\underset{x, R}{\operatorname{Minimize}} & \sum_{i=1}^{n} \log \left(R_{i}+\epsilon\right) \\
\text { s.t. } & A x=b \\
\left|x_{i}\right| \leq R_{i},
\end{array}
$$

which is equivalent to

$$
\begin{gather*}
\underset{x}{\operatorname{Minimize}} \sum_{i=1}^{n} \log \left(\left|x_{i}\right|+\epsilon\right)  \tag{5.12}\\
\text { s.t. } A x=b,
\end{gather*}
$$

The problem (5.12) and (5.11) are equivalent in the following sense.
If $x^{*}$ is a solution to (5.12) then $\left(x^{*},\left|x^{*}\right|\right)$ is a solution to (5.11), and if $\left(x^{*}, R^{*}\right)$ is a solution to (5.11), then $x^{*}$ is a solution to (5.12).

Based on the above technique, the problem (5.11) can be solved by using its linearized relaxation function.

$$
\begin{align*}
& R^{l+1}=\operatorname{argmin} \sum_{i=1}^{n} \frac{R_{i}}{R_{i}^{l}+\epsilon} \\
& \text { s.t. } A x=b  \tag{5.13}\\
&\left|x_{i}\right| \leq R_{i}, i=1, \ldots, n,
\end{align*}
$$

which is equivalent to

$$
\begin{array}{r}
x^{l+1}=\operatorname{argmin} \sum_{i=1}^{n} \frac{\left|x_{i}\right|}{\left|x_{i}^{l}\right|+\epsilon}  \tag{5.14}\\
\text { s.t. } A x=b .
\end{array}
$$

Then the Algorithm 5.1 can be applied to the above problem, by setting

$$
\omega_{i}^{l+1}=\frac{1}{\left|x_{i}^{l}\right|+\epsilon}, \quad i=1, \ldots, n
$$

Here, we use the following reformulation for the cardinality function (as seen in chapter $3)$,

$$
\begin{equation*}
\operatorname{Card}(x)=\|x\|_{0}=\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n} \sin \left(\operatorname{atan}\left(\frac{\left|x_{i}\right|}{\epsilon}\right)\right) . \tag{5.15}
\end{equation*}
$$

If we repeat the previous MM-procedure for the above function, the following weights can be obtained:

$$
\omega_{i}=\frac{1}{x_{i}^{2}+\epsilon^{2}} .
$$

Now, one can easily apply the Algorithm 5.1. It seems, in this case, the algorithm
should converge faster since the above weights propose larger penalties for small $x_{i} \mathrm{~s}$. See Figures 5.1 and 5.2.


Figure 5.1: The solid graph represents $\operatorname{card}(x)$, the dash graph represents $\|x\|_{1}$, as the convex envelop of $\operatorname{card}(x)$. The dot graph represents the function $\sin \left(\operatorname{atan}\left(\frac{|x|}{\epsilon}\right)\right)$ for $\epsilon=0.1$, and the dash-dot graph represents $\sin \left(\operatorname{atan}\left(\frac{|x|}{\epsilon}\right)\right)$ for $\epsilon=0.01$.

For more illustration, here we present Figure 5.2, based on the $l_{1}$-minimization and the reweighted $l_{1}$-minimization for the following cardinality problem:

$$
\begin{gather*}
\underset{x}{\operatorname{Minimize}} \operatorname{Card}(x)  \tag{5.16}\\
\text { s.t. } A x=b,
\end{gather*}
$$

where $A \in \mathbb{R}^{100 \times 200}$.
$A, b$ are randomly generated from the normal distribution with mean of 0 and variance of $1, N(0,1)$.

The dot line is presenting $\operatorname{card}(x)$ achieved by the $l_{1}$-minimization. The solid line is
presenting $\operatorname{card}(x)$ achieved from the reweighted $l_{1}$-minimization at each iteration. The weights, in this case, are obtained by applying the linearization method to the following approximation of $\operatorname{card}(x)$, denoted by $\varphi_{1}$,

$$
\begin{equation*}
\operatorname{Card}(x)=\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n} \frac{\log \left(1+\frac{\left|x_{i}\right|}{\epsilon}\right)}{\log \left(1+\frac{1}{\epsilon}\right)}=\varphi_{1} . \tag{5.17}
\end{equation*}
$$

And the dashed line is presenting $\operatorname{card}(x)$ achieved from the reweighted $l_{1}$-minimization method at each iteration, the weights in this cased are achieved by applying linearization method based on our approximation of $\operatorname{card}(x)$, denoted by $\varphi_{2}$,

$$
\begin{equation*}
\operatorname{Card}(x)=\|x\|_{0}=\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n} \sin \left(\operatorname{atan}\left(\frac{\left|x_{i}\right|}{\epsilon}\right)\right)=\varphi_{2} . \tag{5.18}
\end{equation*}
$$



Figure 5.2: The $l_{1}$-minimization and the reweighted $l_{1}$-minimization with a matrix $A \in$ $\mathbb{R}^{100 \times 200}$. The dots line represents $\operatorname{card}(x)$ based on the $l_{1}$-minimization. The solid line represents $\operatorname{card}(x)$ achieved by the reweighted $l_{1}$-minimization based on $\varphi_{1}$ approximation, at each iteration. And the dashed line represents $\operatorname{card}(x)$ achieved by the reweighted $l_{1}$ minimization based on $\varphi_{2}$ approximation, at each iteration.

In the next section, we focus on some new concave merit approximations to the function $\|x\|_{0}$, which lead us to new reweighted $l_{1}$-algorithms.

### 5.2 Concave approximations to $\|x\|_{0}$ and reweighted $l_{1}$-minimization

As we have seen, there are some alternatives to improve the $l_{1}$-minimization, called reweighted $l_{1}$-minimization techniques. In this section, we continue to develop the reweighted $l_{1}$-minimization algorithms.

Remind that the problem of finding the sparsest solution to the linear system, can be stated as follows:

$$
\begin{align*}
& \underset{x}{\operatorname{Minimize}}\|x\|_{0}  \tag{5.19}\\
& \text { s.t. } A x=b,
\end{align*}
$$

where $A x=b$ is an undetermined linear system of equations.
The $l_{0}$-norm function is discontinuous, so the main idea for solving the problem (5.19) is to approximate the $l_{0}$-norm function by some other continuous functions which are easier to deal with. For example, the $l_{p}$-norm function $(0<p<1)$ is one of the approximations to the $l_{0}$-norm function. The $l_{p}$-minimization $(0<p<1)$ has been studied in [119, 42, 43]. Figure 5.3 represents the graph of $\sum_{i=1}^{n}\left|x_{i}\right|^{p}$, for $p=1, p=0.6$, and $p=0.2$. Note that as $p$ goes to zero, $\sum_{i=1}^{n}\left|x_{i}\right|^{p}$ approaches to the $l_{0}$-norm function.


Figure 5.3: The graph of $\sum_{i=1}^{n}\left|x_{i}\right|^{p}$ for different values of $0<p \leq 1$.


Figure 5.4: The graph of $\sum_{i=1}^{n} \log \left(\left|x_{i}\right|+\epsilon\right)+\sum_{i=1}^{n}\left(\left|x_{i}\right|+\epsilon\right)^{p}$ for different values of $0<p \leq 1$.

As seen in Figure 5.3, the closest convex approximation to the $\|x\|_{0}$-function is the well known $l_{1}$-norm function. So it is unavoidable to use non-convex functions, especially concave functions, in order to have a better approximation to the $\|x\|_{0}$-function. As we will see in this chapter, these approximations will lead us to construct different reweighted $l_{1}$ algorithms through the linearization method. These reweighted algorithms perform much better than the original $l_{j}$-minimization $(j \geq 1)$ techniques to find a sparse solution to a system of linear equations. In [152] Zhao and Li introduced the following function which is a combination of the $l_{p}$-norm $(0<p<1)$ and the $\log$ function to approximate the
$\|x\|_{0}$-function, $x \in \mathbb{R}^{n}$, (see Figure 5.4):

$$
F_{\epsilon}(x)=\sum_{i=1}^{n} \log \left(\left|x_{i}\right|+\epsilon\right)+\sum_{i=1}^{n}\left(\left|x_{i}\right|+\epsilon\right)^{p}, 0<p<1 .
$$

We will discuss these kinds of functions later. Finite successive linear approximation algorithms have also been used and are still used to get an approximate solution of the concave approximation problems $[96,117,21,94]$.
$l_{1}$-minimization methods have been used to solve the problem (5.19). This is motivated by the main idea of replacing the $\|x\|_{0}$-function with its convex envelop, the $l_{1}$-norm function, and then solve the resulting linear program [31, 52, 27]. Under certain conditions the $l_{1}$-minimization method is able to obtain the exact solution of the problem (5.19) for very sparse solutions of the system $A x=b$. In the literature, several conditions have been introduced and discussed for the equivalence between the $l_{1}$-minimization and the $l_{0}$ minimization. The outstanding ones are spark [52], mutual coherence [53, 29], restricted isometry property(RIP)[31, 25, 16], and null space property(NSP) [28, 11]. For large optimization problems, the unconstrained version of the problem has been investigated in the literature, that may be referred as Lasso-type problems [137].

Numerical experiments show that weighted approaches are very affective in locating an exact solution of the problem (5.19), and it can outperform other methods, in many situations [152, 82, 34, 140, 37, 43].

Candes, Wakin, and Boyd [34] proposed a reweighted $l_{1}$-algorithm as follows:

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & \sum_{i=1}^{n} \omega_{i}\left|x_{i}\right|  \tag{5.20}\\
\text { s.t. } & A x=b .
\end{align*}
$$

By introducing a diagonal matrix $W=\operatorname{diag}\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right)$, the problem above can be written as

$$
\begin{array}{r}
\underset{x}{\operatorname{Minimize}}\|W x\|_{1}  \tag{5.21}\\
\text { s.t. } A x=b .
\end{array}
$$

The weight can be interpreted as penalties for the components of the vector $x$. Larger penalties, $\left(\omega_{i}\right) \mathrm{s}$, apply to smaller component of the vector $x$, for example one may choose the weights as $\frac{1}{\left|x_{i}\right|}, i=1, \ldots, n$. However to avoid having infinity penalties, one may add a parameter like $\epsilon>0$ to define the following weight [34]

$$
\omega_{i}=\frac{1}{\left|x_{i}\right|+\epsilon}, i=1, \ldots, n
$$

Choosing the proper $\epsilon$ to have a more efficient algorithm is one of the challenges. Very small or very large $\epsilon$ might lead to improper weights which may cause the failure of the algorithms. Since very small $\epsilon$ might result in infinity penalties for small component of $x$, and with very big $\epsilon$ the penalty might not recognize the difference between the small components of $x$ and the large ones. We discuss the choice of $\epsilon$ for our algorithms in the numerical experiment later.

In an iterative reweighted $l_{1}$-algorithm, weights can be defined from the iteration in the previous step. Suppose the solution at the step $l$ is $x^{l}$, then the weight at the next step $l+1$, can be given as $\omega^{l+1}=\frac{1}{\left|x^{l}\right|+\epsilon}$. This was introduced by Candes, Wakin, and Boyd, and we refer to their algorithm as CWB, in this chapter.

In [152], Zhao and Li introduced a unified framework of reweighted $l_{1}$-minimization.

The main idea is to define a merit function which is a certain concave approximation of the cardinality function, and to construct different types of weights through the linearization techniques. Based on the class of merit functions defined by Zhao and Li [152], we identify several new specific merit functions, which are used to define the weights of the reweighted $l_{1}$-algorithms. The main purpose of this chapter is to study these merit functions, and to test the success probability of the reweighted algorithms associated with these merit functions for locating the sparsest solution to linear systems, where the matrices, A, are generated based on different statistical distributions. Note that most of the previous experiments in the literature use normally distributed matrices. Also, we demonstrate how the parameters used in the algorithms may affect the performance of these methods. Furthermore, we evaluate what choice of $\epsilon$ may make our algorithms work better. In section 5.3, we discuss different types of merit functions and the associated reweighted $l_{1}$-algorithms. In section 5.4, we present and discuss our numerical results, and provide comparison between these algorithms.

### 5.3 Merit functions and reweighted algorithms

Merit functions have been used frequently in the field of optimization. Recently Zhao and $\operatorname{Li}$ [152] have used merit functions to approximate the $l_{0}$-norm function. The merit function is defined as follows.

## Definition 5.2. (Merit Function)

For any $\epsilon>0$, a merit function $F_{\epsilon}(x): \mathbb{R}^{n} \rightarrow \mathbb{R}$ is separable and coercive of the form $F_{\epsilon}(x)=\sum_{i=1}^{n} \psi_{i}\left(\left|x_{i}\right|+\epsilon\right)$ for approximating the $l_{0}$-norm, where the functions $\psi_{i}$ are strictly concave, strictly increasing and twice differentiable. Also the function $F_{\epsilon}(x)$ should satisfy the following properties:

1. $\lim _{\epsilon \rightarrow 0} \frac{F_{\epsilon}(x)}{g(\epsilon)}=\|x\|_{0}+C, g(\epsilon)>0$ is a function of $\epsilon, C$ is a constant,
2. $F_{\epsilon}(x)=F_{\epsilon}(|x|), \quad \forall x \in \mathbb{R}^{n}$,
3. $\lim _{\left(x_{i}, \epsilon\right) \rightarrow(0,0)}\left[\nabla F_{\epsilon}(x)\right]_{i}=\infty, \quad \forall x \geq 0, \forall \epsilon>0$,
4. $\lim _{\epsilon \rightarrow 0}\left[\nabla F_{\epsilon}(x)\right]_{i}=c_{i}, \quad \forall x_{i}>0$, where each $c_{i}$ is a positive constant.

After replacing the $\|x\|_{0}$ by a merit function the problem (5.19) can be written as

$$
\begin{array}{r}
\underset{x}{\operatorname{Minimize}} F_{\epsilon}(x)  \tag{5.22}\\
\text { s.t. } A x=b .
\end{array}
$$

Note that $F_{\epsilon}(x)$ is a concave function. One of the usual methods to solve concave optimization problems is to apply the linearization method, which in this case is a special type of Majorization-Minimization(MM) method. For more illustration see that by applying the Taylor expansion of $F_{\epsilon}(x)$ around a point $u$, we conclude

$$
F_{\epsilon}(x) \leq F_{\epsilon}(u)+\left\langle\nabla F_{\epsilon}(u), x-u\right\rangle .
$$

The right hand side of the inequality above is a linear function. Hence the problem (5.22) would be reduced to the following linear program:

$$
\begin{gather*}
\underset{x}{\operatorname{Minimize}}\left\langle\nabla F_{\epsilon}(u), x\right\rangle  \tag{5.23}\\
\text { s.t. } A x=b .
\end{gather*}
$$

So in our iterative reweighted algorithm, the iteration $l$ should solve the following optimization problem:

$$
\begin{gather*}
\underset{x}{\operatorname{Minimize}}\left\langle\nabla F_{\epsilon}\left(x^{l}\right), x\right\rangle  \tag{5.24}\\
\text { s.t. } A x=b,
\end{gather*}
$$

where $x^{l}$ is the solution of the previous iteration, and $\nabla F_{\epsilon}\left(x^{l}\right)$ are the weights. The reweighted $l_{1}$-algorithm can be defined as follows:

Algorithm 5.2. - Set $l$ as an index which counts the iterations, and choose a small enough $\epsilon>0$.

- Step 0: Choose a starting point $x^{1}$. This can be obtained by solving the $l_{1}$-minimization problem.
- Step l: Set $\omega^{l}=\nabla F_{\epsilon}\left(x^{l}\right)$, and Solve

$$
\begin{equation*}
x^{l+1}=\operatorname{argmin}\left\{\left\langle\omega^{l}, x\right\rangle: A x=b\right\} . \tag{5.25}
\end{equation*}
$$

- Step $l+1$ : If some termination criteria holds, stop. Otherwise $(l \leftarrow l+1)$, and go to step $l$.

An additional step can be added to the above algorithm concerning the choice of $\epsilon$. In this chapter, our updating rule is $\epsilon_{l+1}=0.5 \epsilon_{l}$. In CWB algorithm, $\epsilon$ is updated as $\epsilon_{l+1}=\max \left\{\left|x^{l}\right|_{\left(i_{0}\right)}, 0.001\right\}$, where $i_{0}=\frac{m}{\left[4 \log \left(\frac{n}{m}\right)\right]}$, and $|x|_{i_{0}}$ is the biggest $i_{0}$ elements of $x$.

It is quit challenging to prove that under a mild condition, the reweighted $l_{1}$-algorithm converges to the sparsest solution of problem (5.19). This is still an open questions in this field. However some progress have been made in this area [152, 95, 43, 140]. Mangasarian [95] introduced a successive linearization algorithm(SLA) to find the solution of general complementarity problems, and proved that SLA algorithm terminates in finite number of
iterations, and creates decreasing objective function values at each iteration. Furthermore he proved these values converge to a stationary point. Chen and Zhou in [43] proved that the sequence generated by reweighted $l_{1}$-algorithm converges to a stationary point of a kind of truncated $l_{p}$-minimization problem $(0<p<1)$. Similar results can also be found in [82]. Recently, Zhao and Li [152] defined a range space property(RSP) for matrices, under which he proved that the reweighted $l_{1}$-algorithm converges to certain sparse solution of the problem.

Following the framework of the reweighted $l_{1}$-algorithm in [152], we discuss some new merit functions. Before we go ahead, let's consider the following merit function

$$
\begin{equation*}
F_{\epsilon}(x)=\sum_{i=1}^{n} \log \left(\left|x_{i}\right|+\epsilon\right)+\sum_{i=1}^{n}\left(\left|x_{i}\right|+\epsilon\right)^{p}, \tag{5.26}
\end{equation*}
$$

where $0<p<1$, which is mentioned in [152], based on which we will construct new merit functions. To verify that the above function is a merit function, one should check all the defined properties are satisfied. First, let's verify that this function is an approximation of $l_{0}$-norm function.

Indeed, it is easy to check that

$$
\lim _{\epsilon \rightarrow 0}\left(n-\frac{\sum_{i=1}^{n} \log \left(\left|x_{i}\right|+\epsilon\right)+\sum_{i=1}^{n}\left(\left|x_{i}\right|+\epsilon\right)^{p}}{\log \epsilon}\right)=\|x\|_{0}
$$

Note that

$$
\lim _{x \rightarrow \infty} F_{\epsilon}(x)=\infty
$$

which means the function is coercive. It is clear that $F_{\epsilon}(x)=F_{\epsilon}(|x|)$, and the function is
increasing. In $R_{+}^{n}$, we have

$$
\nabla F_{\epsilon}(x)=\left(\frac{1+\left(x_{1}+\epsilon\right)^{p} p}{x_{1}+\epsilon}, \ldots, \frac{1+\left(x_{n}+\epsilon\right)^{p} p}{x_{n}+\epsilon}\right)^{T}
$$

Also, for every $i=1, \ldots, n$, we have

$$
\lim _{\left(x_{i}, \epsilon\right) \rightarrow(0,0)}\left[\nabla F_{\epsilon}(|x|)\right]_{i}=\lim _{\left(x_{i}, \epsilon\right) \rightarrow(0,0)} \frac{1+\left(\left|x_{i}\right|+\epsilon\right)^{p} p}{\left|x_{i}\right|+\epsilon}=\infty, i=1, \ldots, n,
$$

and $\nabla F_{\epsilon}(x)$ is bounded when $\epsilon \rightarrow 0$. Since $0<p<1$ and $x_{i}>0$, we have

$$
p\left(x_{i}+\epsilon\right)^{p}>p^{2}\left(x_{i}+\epsilon\right)^{p}, i=1, \ldots, n,
$$

so

$$
\frac{-1+\left(x_{i}+\epsilon\right)^{p} p^{2}-\left(x_{i}+\epsilon\right)^{p} p}{x_{i}+\epsilon}<0, i=1, \ldots, n
$$

and hence

$$
\nabla^{2} F_{\epsilon}(x)=\operatorname{diag}\left(\frac{-1+\left(x_{i}+\epsilon\right)^{p} p^{2}-\left(x_{i}+\epsilon\right)^{p} p}{x_{i}+\epsilon}\right) \prec 0, i=1, \ldots, n .
$$

As seen, in $R_{+}^{n}$ the Hessian of the above merit function is negative definite, so the function $F_{\epsilon}(x)$ is strictly concave. From the above discussion one can define the following weights for the reweighted $l_{1}$-algorithm:

$$
\omega_{i}=\left[\nabla F_{\epsilon}(|x|)\right]_{i}=\frac{1+\left(\left|x_{i}\right|+\epsilon\right)^{p} p}{\left|x_{i}\right|+\epsilon}, i=1, \ldots, n .
$$

Note that the item (2) of the definition of a merit function implies that $\left[\nabla F_{\epsilon}\left(x^{l}\right)\right]_{i} \rightarrow \infty$ as $\left(x_{i}^{l}, \epsilon\right) \rightarrow(0,0)$, which means larger penalties(weights) for the smaller elements of $x$, at each iteration.

### 5.3.1 New Merit Functions

Now, we start to define a new merit function as follows

$$
\begin{equation*}
F_{\epsilon}(x)=\sum_{i=1}^{n} \log \left(\log \left(\left|x_{i}\right|+\epsilon+\left(\left|x_{i}\right|+\epsilon\right)^{p}\right)\right) . \tag{5.27}
\end{equation*}
$$

We verify this function is a merit function. Clearly, this function is an approximation of $l_{0}$-norm function. Because

$$
\lim _{x \rightarrow 0} \frac{\log \left(\log \left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{p}\right)\right)}{\log (\log (\epsilon))}=0, \text { for } x_{i} \neq 0
$$

and

$$
\lim _{x \rightarrow 0} \frac{\log \left(\log \left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{p}\right)\right)}{\log (\log (\epsilon))}=1, \text { for } x_{i}=0
$$

we conclude that

$$
\lim _{x \rightarrow 0} \frac{\sum_{i=1}^{n} \log \left(\log \left(\left|x_{i}\right|+\epsilon+\left(\left|x_{i}\right|+\epsilon\right)^{p}\right)\right)}{\log (\log (\epsilon))}=n-\|x\|_{0}
$$

In $R_{+}^{n}$, the gradient of $F_{\epsilon}(x)$ is given by

$$
\left[\nabla F_{\epsilon}(x)\right]_{i}=\frac{1+\frac{\left(x_{i}+\epsilon\right)^{p} p}{x_{i}+\epsilon}}{\left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{p}\right)\left(\log \left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{p}\right)\right)},
$$

and since $\lim _{x_{i} \rightarrow 0} x_{i} \log \left(x_{i}\right)=0$, we have

$$
\lim _{\left(x_{i}, \epsilon\right) \rightarrow(0,0)}\left[\nabla F_{\epsilon}(x)\right]_{i}=\infty
$$

Note that for every $x_{i}>0$,

$$
\lim _{\epsilon \rightarrow 0}\left[\nabla F_{\epsilon}(x)\right]_{i}=\frac{1+p x_{i}^{p-1}}{\left(x_{i}+x_{i}^{p}\right) \log \left(x_{i}+x_{i}^{p}\right)}=c_{i}, i=1, \ldots, n,
$$

where $c_{i}$ is positive and bounded for every $i=1, \ldots, n$. Also in $R_{+}^{n}, \nabla^{2} F_{\epsilon}(x)$ is a diagonal matrix with the following entries on its diagonal,

$$
\begin{gathered}
{\left[\nabla^{2} F_{\epsilon}(x)\right]_{i i}=\frac{\frac{\left(x_{i}+\epsilon p^{p} p^{2}\right.}{\left(x_{i}+\epsilon\right)^{2}}-\frac{\left(x_{i}+\epsilon\right)^{p} p}{\left(x_{i}+\epsilon\right)^{2}}}{\left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{p}\right) \log \left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{p}\right)}} \\
-\frac{\left(1+\frac{\left(x_{i}+\epsilon\right)^{p} p}{x_{i}+\epsilon}\right)^{2}}{\left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{p}\right)^{2} \log \left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{p}\right)} \\
-\frac{\left(1+\frac{\left(x_{i}+\epsilon\right)^{p} p}{x_{i}+\epsilon}\right)^{2}}{\left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{p}\right)^{2} \log \left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{p}\right)^{2}}, i=1, \ldots, n .
\end{gathered}
$$

Since, for every $i=1, \ldots, n,\left[\nabla^{2} F_{\epsilon}(x)\right]_{i i}<0$, we have

$$
\nabla^{2} F_{\epsilon}(x) \prec 0 .
$$

So the function (5.26) is strictly concave, and it is a merit function.
Based on (5.26), the reweighted $l_{1}$-algorithm choose the following weights:

$$
\omega_{i}=\frac{1+\frac{\left(\left|x_{i}\right|+\epsilon\right)^{p} p}{\left|x_{i}\right|+\epsilon}}{\left(\left|x_{i}\right|+\epsilon+\left(\left|x_{i}\right|+\epsilon\right)^{p}\right)\left(\log \left(\left|x_{i}\right|+\epsilon+\left(\left|x_{i}\right|+\epsilon\right)^{p}\right)\right)}, i=1, \ldots, n .
$$

In this chapter, we refer to $W_{1}$ as the reweighted algorithm with the above weights. Figure 5.17 shows the probability of success of $W_{1}$ algorithm via different choices of $\epsilon$. This figure demonstrates that $\epsilon=0.01$ works very good to locate the exact solution of the problem (5.19), when the sparsity is 15 . Clearly the above weights are related to the parameter $p$, so we tested the performance of $W_{1}$ algorithm for different sparsity of the
solution, i.e, $k=5,10,15,20$, via different choices of $p$. Thirteen different values of $p$ have been tested (matrix $A$ has been normally distributed), and the result is summarized in Figure 5.16. Obviously the probability of success is higher when the sparsity of the solution is lower. This can be seen in Figure 5.16.

Another new merit function can be defined as follows

$$
\begin{equation*}
F_{\epsilon}(x)=\frac{1}{p} \sum_{i=1}^{n}\left(\log \left(\left|x_{i}\right|+\epsilon+\left(\left|x_{i}\right|+\epsilon\right)^{q}\right)\right)^{p}, \tag{5.28}
\end{equation*}
$$

where $0<p, q<1$, which is an approximation of $\|x\|_{0}$. In fact

$$
n-\lim _{\epsilon \rightarrow 0} \frac{\frac{1}{p} \sum_{i=1}^{n}\left(\log \left(\left|x_{i}\right|+\epsilon+\left(\left|x_{i}\right|+\epsilon\right)^{q}\right)\right)^{p}}{\frac{1}{p}\left(\log \left(\epsilon+\epsilon^{q}\right)\right)^{p}}=\|x\|_{0} .
$$

In $R_{+}^{n}$, the gradient of $F_{\epsilon}(x)$ is given by

$$
\left[\nabla F_{\epsilon}(x)\right]_{i}=\frac{\log \left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{q}\right)^{p}\left(1+\frac{\left(x_{i}+\epsilon\right)^{q} q}{x_{i}+\epsilon}\right)}{\left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{q}\right) \log \left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{q}\right)} .
$$

Note that $\lim _{\left(x_{i}, \epsilon\right) \rightarrow(0,0)}\left[\nabla F_{\epsilon}(x)\right]_{i}=\infty$, and $\lim _{\epsilon \rightarrow 0}\left[\nabla F_{\epsilon}(x)\right]_{i}$ is bounded, for every fixed $x>0$. In $R_{+}^{n}$, the Hessian is a diagonal matrix with the following diagonal elements

$$
\begin{gathered}
{\left[\nabla^{2} F_{\epsilon}(x)\right]_{i i}=\frac{\log \left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{p}\right)^{q}}{\left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{q}\right) \log \left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{q}\right)}} \\
\cdot\left(\frac{(p-1)\left(1+\frac{\left(x_{i}+\epsilon q^{q} q\right.}{x_{i}+\epsilon}\right)^{2}}{\left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{q}\right) \log \left(x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{q}\right)}+\right. \\
\left.\frac{\left(x_{i}+\epsilon\right)^{q} q^{2}-\left(x_{i}+\epsilon\right)^{q} q}{\left(x_{i}+\epsilon\right)^{2}}-\frac{\left(1+\frac{\left(x_{i}+\epsilon\right)^{q} q}{x_{i}+\epsilon}\right)^{2}}{x_{i}+\epsilon+\left(x_{i}+\epsilon\right)^{q}}\right), i=1, \ldots, n .
\end{gathered}
$$

where $0<p, q<1$. Clearly, $\nabla^{2} F_{\epsilon}(x) \prec 0$, which implies the function is strictly concave. Thus, the function (5.28) is a merit function, so we may choose the following weights in our algorithm:

$$
\omega_{i}=\frac{\log \left(\left|x_{i}\right|+\epsilon+\left(\left|x_{i}\right|+\epsilon\right)^{q}\right)^{p}\left(1+\frac{\left(\left|x_{i}\right|+\epsilon\right)^{q} q}{\left|x_{i}\right|+\epsilon}\right)}{\left(\left|x_{i}\right|+\epsilon+\left(\left|x_{i}\right|+\epsilon\right)^{q}\right) \log \left(\left|x_{i}\right|+\epsilon+\left(\left|x_{i}\right|+\epsilon\right)^{q}\right)}, i=1, \ldots, n .
$$

We refer to $W_{2}$ as the reweighted algorithm with the weights above. Figures 5.13, 5.14, 5.15 show the performance of $W_{2}$ algorithm for finding the exact solution of the problem (5.19) for different choices of the weights parameters, $p$ and $q$, and for different fixed sparsity of the solution, i.e., $k=5,10,15,20$.

Remark 5.1. We see from above that the $\log$ function plays a vital rule in constructing a merit function. As pointed in [152, 151], the $\log$ function can enhance the concavity of a given function without affecting its coercivity and monotonicity. For the convergency analysis of the reweighted $l_{1}$-algorithms based on the class of merit functions that defined at the beginning of this chapter, one may refer to the Theorems (3.9) and (3.11) in [152], where it has been shown that under the so-called RSP condition, the algorithm may converge to a solution of problem (5.19) with certain level of sparsity.

### 5.4 Numerical experiments

In this section, we compare the performance of the $l_{1}$-minimization and the above reweighted algorithms for finding the exact solution of the problem (5.19) through the numerical tests. We compare the following problems/algorithms in our numerical experiments. $l_{1}$-min:

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & \|x\|_{1}  \tag{5.29}\\
\text { s.t. } & A x=b,
\end{align*}
$$

CWB(Candes, Wakin, Boyd):

$$
\begin{gather*}
x^{l+1}=\operatorname{argmin}  \tag{5.30}\\
\sum_{i=1}^{n} \frac{1}{\left|x_{i}^{l}\right|+\epsilon^{l}}\left|x_{i}\right| \\
\text { s.t. } A x=b,
\end{gather*}
$$

$W_{1}$ :
$\begin{aligned}(5.31)^{x^{l+1}}=\operatorname{argmin} & \sum_{i=1}^{n} \frac{1+\frac{\left(\left|x_{i}^{l}\right|+\epsilon^{l}\right)^{p} p}{\left|x_{i}^{l}\right|+\epsilon^{l}}}{\left(\left|x_{i}^{l}\right|+\epsilon^{l}+\left(\left|x_{i}^{l}\right|+\epsilon^{l}\right)^{p}\right)\left(\log \left(\left|x_{i}^{l}\right|+\epsilon^{l}+\left(\left|x_{i}^{l}\right|+\epsilon^{l}\right)^{p}\right)\right)}\left|x_{i}\right| \\ \text { s.t. } & A x=b,\end{aligned}$
$W_{2}$ :
${ }_{(5.32)} x^{l+1}=\operatorname{argmin} \sum_{i=1}^{n} \frac{\log \left(\left|x_{i}^{l}\right|+\epsilon^{l}+\left(\left|x_{i}^{l}\right|+\epsilon^{l}\right)^{q}\right)^{p}\left(1+\frac{\left.\left(\left|x_{i}^{l}\right|+\epsilon\right)^{l}\right)^{q} q}{\left|x_{i}^{l}\right|+\epsilon^{l}}\right)}{\left(\left|x_{i}^{l}\right|+\epsilon+\left(\left|x_{i}^{l}\right|+\epsilon^{l}\right)^{q}\right) \log \left(\left|x_{i}^{l}\right|+\epsilon^{l}+\left(\left|x_{i}^{l}\right|+\epsilon^{l}\right)^{q}\right)}\left|x_{i}\right|$ s.t. $A x=b$,
where $l$ is the $l^{\text {th }}$ iteration, $0<p, q<1, A \in \mathbb{R}^{50 \times 200}, b \in \mathbb{R}^{50}$, and $x \in \mathbb{R}^{200}$.

In our numerical works, we randomly generated the matrix $A \in \mathbb{R}^{50 \times 200}$, and for a fixed sparsity, we randomly generated the solution vector $x \in \mathbb{R}^{200}$. We tested 100 randomly
generated matrices, $A$, for different level of $k$-sparsity of the solution, i.e., $k=1,2, \ldots, 26$. The matrix $A$ (the problem data) was randomly generated based on different statistical distributions. Most of the previous numerical experiments in the literature usually use normally distributed matrices.

The distributions that we considered were Normal, $(N(\mu, \sigma))$ with the parameters $\mu=0$ and $\sigma=1$, Poisson, $(\operatorname{Pois}(\lambda))$ with the parameter $\lambda=2$, Exponential, $(\operatorname{Exp}(\mu))$ with the parameter $\mu=5$, F-distribution, $(F(\alpha, \beta))$ with the parameters $\alpha=1$ and $\beta=6$, Gamma distribution, $(\operatorname{Gam}(a, b))$ with parameters $a=5$ and $b=10$, and Uniform distribution, $(U(N))$ with the parameter $N=10$. The probability of success of the 4 algorithms mentioned above, i.e, $l_{1}$-min, $C W B, W_{1}, W_{2}$ have been compared via different sparsity of the solution, and through all the above differently distributed matrices $A$. On a laptop with a Core 2 Duo CPU ( $2.00 \mathrm{GHz}, 2.00 \mathrm{GHz}$ ) and 4.00 GB of RAM memory, each comparing figure took approximately 14-hours time (in average).

The updating rule $\epsilon^{l+1}=\frac{1}{2} \epsilon^{l}$ was used, at each iteration $l$. The choice of $\epsilon$ is crucial for reweighted $l_{1}$-algorithms. Hence, we have also tested the algorithms by applying Candes, Wakin, Boyd(CWB) updating rule for $\epsilon$, and also a fixed $\epsilon=0.01$. These figures demonstrate how these choices of $\epsilon$ may affect the performance of the algorithms.

As seen, the weights in $W_{1}$ and $W_{2}$ vary for different values of $p$ and $p, q$. Therefore, we have tried different choices of $p$ and $q$ to find out how they may affect the success probability for $W_{1}$ and $W_{2}$ algorithms.

In the Figure 5.5, the matrix A has been generated from $\operatorname{Exp}(\mu)$, with $\mu=5$. We set $p=0.05$ in $W_{1}$, and $p=q=0.05$ in $W_{2}$. As shown, all of the algorithms are very
successful when $\|x\|_{0}<7$. When $7<\|x\|_{0}<11$, CWB, $W_{1}$ and $W_{2}$ almost perform the same as each other, but when $\|x\|_{0}>11, W_{1}$ and $W_{2}$ outperform the CWB algorithm. All of the algorithms fail when the cardinality of the solution is above 25 , i.e, $\|x\|_{0}>25$.

In Figure 5.6, the matrix A has been generated from $\operatorname{Exp}(\mu)$, with $\mu=5$, as in Figure 5.5. However, in this case we used different values for $p$ and $q$. We chose $p=q=0.4$, which is much larger than 0.05 . As expected, both $W_{1}$ and $W_{2}$ perform significantly worse than the case of $p=q=0.05$. Even for lower sparsity, both algorithms fail to locate the exact sparse solution with a high probability.

In Figure 5.7, the matrix $A$ has been generated from $F(\alpha, \beta)$, with $\alpha=1$ and $\beta=6$, and we set $p=q=0.05$. As shown, all of the algorithms start failing when the cardinality of the solution is higher than 4, i.e, $\|x\|_{0}>4 . W_{1}$ and $W_{2}$ perform better than $C W B$ for higher cardinality of the solution, and $W_{2}$ is slightly better than $W_{1}$ in general.

In Figure 5.8, the matrix $A$ has been generated from $\operatorname{Gam}(a, b)$, with $a=5$ and $b=10$, and we set $p=q=0.05$. For lower cardinality of the solution, $C W B$ and $W_{1}$ perform slightly better than $W_{2}$ when $\|x\|_{0}<8$. Also $C W B, W_{1}$, and $l_{1}$-min are completely successful for locating the exact solution, when $\|x\|_{0}<8$. But for $8<\|x\|_{0}<10$, only $C W B$ and $W_{1}$ are successful. $l_{1}$-min, $C W B, W_{1}$ and $W_{2}$ fail when $\|x\|_{0}>17,\|x\|_{0}>21$, $\|x\|_{0}>24,\|x\|_{0}>26$, respectively. Therefore $W_{1}$ and $W_{2}$ perform significantly better for higher cardinality of the solution.

In Figure 5.9, the matrix $A$ has been generated from $N(\mu, \sigma)$, with $\mu=0$ and $\sigma=1$, and we set $p=q=0.05$. As shown, $l_{1}$-min, $C W B$, and $W_{1}$ are very successful for finding the sparsest solution of the system when $\|x\|_{0}<8 . W_{1}$ and $W_{2}$ perform better than the
other two algorithms for higher cardinality of the solution.

In Figure 5.10 , the matrix $A$ has been generated from $N(\mu, \sigma)$, with $\mu=0$ and $\sigma=1$ as in Figure 5.9. However, we chose bigger values for $p$ and $q$, i.e, $p=q=0.4$. For large values of $p$ and $q, W_{2}$ starts failing for $\|x\|_{0}>4$, and performs much worst than $W_{1}$, $C W B$, and $l_{1}$-min. Also, for higher cardinality of the solution $C W B$ performs better than $W_{1}$ and $W_{2}$. Hence, from this figure and Figure 5.6, one may conclude that smaller values for $p$ and $q$ should be chosen in order to achieve better results. Note that for large values of $p$ and $q$ the merit functions in $W_{1}$ and $W_{2}$ are not good concave approximations of $l_{0}$-norm.

In Figure 5.11, the matrix $A$ has been generated form $U(N)$, with $N=10$, and we set $p=q=0.05$. All of the algorithms except $W_{2}$ are successful for finding the sparsest solution of the system when $\|x\|_{0}<9$. For $9<\|x\|_{0}<12, C W B$ performs slightly better than $W_{1}$ and $W_{2}$. But for higher cardinality of the solution, $W_{1}$ and $W_{2}$ outperform $l_{1}$-min and $C W B$.

In Figure 5.12, the matrix $A$ has been generated from $\operatorname{Pois}(\lambda)$, with $\lambda=5$, and we set $p=q=0.05$. All of the algorithms except $W_{2}$ are successful for finding the sparsest solution of the system when $\|x\|_{0}<9$. For higher cardinality of the solution, $W_{1}$ and $W_{2}$ outperform the other algorithms.

Clearly, for small values of $p$, the best algorithm is $W_{1}$ in general, i.e. for different cardinality of the solution and for different tested distributions. For all of the different tested distributions, both $W_{1}$ and $W_{2}$ (for small choices of $p$ and $q$ ) outperform $C W B$ when the cardinality of the solution is higher.

In Figures 5.13, 5.14, 5.15, we focused on the performance of $W_{2}$ algorithms for different values of $p$ and $q$ via different fixed cardinality of the solution. In Figure 5.13, we fixed $p=0.08$ and set different values of $q$. We examined the probability of success of $W_{2}$ for different fixed sparsity of $5,10,15,20$. As expected, when cardinality of the solution is lower the success probability of $W_{2}$ is higher. As seen, the probability of success for fixed sparsity of 5 is the highest, and the probability of success for fixed sparsity of 20 is the lowest. Figures 5.14 and 5.15 show the same results for fixed $p=0.4$ and $p=0.8$, respectively.

In Figure 5.16, the performance of $W_{1}$ has been tested using different choices of $p$ and different fixed sparsity of the solution. As seen, in Figure 5.16, when $p$ increases from 0.04 to 1 , the probability of success of the algorithm becomes lower(except some jumps). As shown, for different fixed sparsity of $5,10,15,20$ the highest probability of success was achieved when $p=0.04$. Looking back to the merit function defined for the $W_{1}$ algorithm, one may see that for smaller values of $p$ the function is a better concave approximation of $l_{0}$-norm.

As we have discussed before, the choice of $\epsilon$ for the reweighted $l_{1}$-algorithm is important. Either very small or very big $\epsilon$ may result in improper weights, which may cause the failure of the algorithms. In Figure 5.17, we fixed the sparsity of the solution $(k=15)$ and set $p=0.05$. Different choices of $\epsilon$ have been tested to suggest what $\epsilon$ might be the good one for which $W_{1}$ performs better. The matrix $A$ has been generated from $N(0,1)$. As shown, when $\epsilon$ tends to zero (e.g. $\epsilon \approx 0.0001$ ), or when $\epsilon$ is big (e.g. $\epsilon \approx 0.1$ ), the probability of success decreases. Our numerical experiments, in Figure 5.17, show that $\epsilon=0.01$ is a good choice for the weights in $W_{1}$ algorithm.

In Figure 5.18, we fixed $\epsilon=0.01$ (with no updating rule) and compared the perfor-
mance of $l_{1}$-min, $C W B, W_{1}, W_{2}$. Like Figure 5.9, the matrix has been generated from $N(0,1)$, and we set $p=q=0.05$. Our numerical experiment show that $W_{1}$ and $W_{2}$ significantly outperform $C W B$ especially for higher cardinality of the solution. Comparing Figure 5.18 and Figure 5.9, one may conclude that even for a fixed $\epsilon$, if chosen correctly, both $W_{1}$ and $W_{2}$ algorithms may perform very well to find a sparse solution.

Again to show that how important the choice of $\epsilon$ is, we compare the performance of $l_{1}$-min, $C W B, W_{1}, W_{2}$ based on the Candes updating rule. As seen, $C W B$ outperforms both $W_{1}$ and $W_{2}$ for lower cardinality of the solution, i.e, when $\|x\|_{0}<12$, in our numerical experiments.

In the next chapter, we discuss different methods for finding the restricted isometry constant(RIC). Since the problem of finding the RIC is a problem with cardinality constraints, we will use different approximation techniques to solve the problem.


Figure 5.5: Comparing the performance of $l_{1}$ - $\mathrm{min}, \mathrm{CWB}, W_{1}, W_{2}$ minimization via the probability of success for finding the exact $k$-sparse solution of $A x=b$, where $A \in \mathbb{R}^{50 \times 200}$, $b \in \mathbb{R}^{50}, p=q=0.05$. Matrix $A$ has been generated from Exponential distribution. 100 randomly generated matrices have been tested for different sparsity of $k=1, \ldots, 26$.


Figure 5.6: Comparing the performance of $l_{1}$-min, CWB, $W_{1}, W_{2}$ minimization via the probability of success for finding the exact $k$-sparse solution of $A x=b$, where $A \in \mathbb{R}^{50 \times 200}$, $b \in \mathbb{R}^{50}, p=q=0.4$. Matrix $A$ has been generated from Exponential distribution. 100 randomly generated matrices have been tested for different sparsity of $k=1, \ldots, 26$.


Figure 5.7: Comparing the performance of $l_{1}$ - $\mathrm{min}, \mathrm{CWB}, W_{1}, W_{2}$ minimization via the probability of success for finding the exact $k$-sparse solution of $A x=b$, where $A \in \mathbb{R}^{50 \times 200}$, $b \in \mathbb{R}^{50}, p=q=0.05$. Matrix $A$ has been generated from F-distribution. 100 randomly generated matrices have been tested for different sparsity of $k=1, \ldots, 26$.


Figure 5.8: Comparing the performance of $l_{1}$-min, $\mathrm{CWB}, W_{1}, W_{2}$ minimization via the probability of success for finding the exact $k$-sparse solution of $A x=b$, where $A \in \mathbb{R}^{50 \times 200}$, $b \in \mathbb{R}^{50}, p=q=0.05$. Matrix $A$ has been generated from Gamma distribution. 100 randomly generated matrices have been tested for different sparsity of $k=1, \ldots, 26$.


Figure 5.9: Comparing the performance of $l_{1}$ - $\mathrm{min}, \mathrm{CWB}, W_{1}, W_{2}$ minimization via the probability of success for finding the exact $k$-sparse solution of $A x=b$, where $A \in \mathbb{R}^{50 \times 200}$, $b \in \mathbb{R}^{50}, p=q=0.05$. Matrix $A$ has been generated from Normal distribution. 100 randomly generated matrices have been tested for different sparsity of $k=1, \ldots, 26$.


Figure 5.10: Comparing the performance of $l_{1}$-min, $\mathrm{CWB}, W_{1}, W_{2}$ minimization via the probability of success for finding the exact $k$-sparse solution of $A x=b$, where $A \in \mathbb{R}^{50 \times 200}$, $b \in \mathbb{R}^{50}, p=q=0.4$. Matrix $A$ has been generated from Normal distribution. 100 randomly generated matrices have been tested for different sparsity of $k=1, \ldots, 26$.


Figure 5.11: Comparing the performance of $l_{1}$-min, $\mathrm{CWB}, W_{1}, W_{2}$ minimization via the probability of success for finding the exact $k$-sparse solution of $A x=b$, where $A \in \mathbb{R}^{50 \times 200}$, $b \in \mathbb{R}^{50}, p=q=0.05$. Matrix $A$ has been generated from Uniform distribution. 100 randomly generated matrices have been tested for different sparsity of $k=1, \ldots, 26$.


Figure 5.12: Comparing the performance of $l_{1}-\min , \mathrm{CWB}, W_{1}, W_{2}$ minimization via the probability of success for finding the exact $k$-sparse solution of $A x=b$, where $A \in \mathbb{R}^{50 \times 200}$, $b \in \mathbb{R}^{50}, p=q=0.05$. Matrix $A$ has been generated from Poisson distribution. 100 randomly generated matrices have been tested for different sparsity of $k=1, \ldots, 26$.


Figure 5.13: Comparing the performance of $W_{2}$ minimization for different $q=0.04: 0.08$ : $1, p=0.08$ via the probability of success for finding the exact $k$-sparse solution of $A x=b$, where $A \in \mathbb{R}^{50 \times 200}, b \in \mathbb{R}^{50}$. Matrix $A$ has been generated from normal distribution. 100 randomly generated matrices have been tested for different sparsity of $k=5,10,15,20$.


Figure 5.14: Comparing the performance of $W_{2}$ minimization for different $q=0.04: 0.08$ : $1, p=0.4$ via the probability of success for finding the exact $k$-sparse solution of $A x=b$, where $A \in \mathbb{R}^{50 \times 200}, b \in \mathbb{R}^{50}$. Matrix $A$ has been generated from normal distribution. 100 randomly generated matrices have been tested for different sparsity of $k=5,10,15,20$.


Figure 5.15: Comparing the performance of $W_{2}$ minimization for different $q=0.04: 0.08$ : $1, p=0.8$ via the probability of success for finding the exact $k$-sparse solution of $A x=b$, where $A \in \mathbb{R}^{50 \times 200}, b \in \mathbb{R}^{50}$. Matrix $A$ has been generated from normal distribution. 100 randomly generated matrices have been tested for different sparsity of $k=5,10,15,20$.


Figure 5.16: Comparing the performance of $W_{1}$ minimization for different $p=0.04$ : $0.08: 1$ via the probability of success for finding the exact $k$-sparse solution of $A x=b$, where $A \in \mathbb{R}^{50 \times 200}, b \in \mathbb{R}^{50}$. Matrix $A$ has been generated from normal distribution. 100 randomly generated matrices have been tested for different sparsity of $k=5,10,15,20$.


Figure 5.17: Comparing the performance of $W_{1}$ minimization using different $\epsilon=$ $0.00001,0.0001,0.001,0.01,0.1$ via the probability of success for finding the exact $k=15$ sparse solution of $A x=b$, where $A \in \mathbb{R}^{50 \times 200}, b \in \mathbb{R}^{50}, p=0.05$. Matrix $A$ has been generated from Normal distribution. 100 randomly generated matrices have been tested for different chosen epsilons.


Figure 5.18: Comparing the performance of $l_{1}-\mathrm{min}, \mathrm{CWB}, W_{1}, W_{2}$ minimization using fixed $\epsilon=0.01$ via the probability of success for finding the exact $k$-sparse solution of $A x=b$, where $A \in \mathbb{R}^{50 \times 200}, b \in \mathbb{R}^{50}, p=q=0.05$. Matrix $A$ has been generated from Normal distribution. 100 randomly generated matrices have been tested for different sparsity of $k=1, \ldots, 26$.


Figure 5.19: Comparing the performance of $l_{1}-\mathrm{min}, \mathrm{CWB}, W_{1}, W_{2}$ minimization using Candes updating rule via the probability of success for finding the exact $k$-sparse solution of $A x=b$, where $A \in \mathbb{R}^{50 \times 200}, b \in \mathbb{R}^{50}, p=q=0.05$. Matrix $A$ has been generated from Normal distribution. 100 randomly generated matrices have been tested for different sparsity of $k=1, \ldots, 26$.

## Chapter 6

## RIP Constant via Cardinality <br> Constrained Problems

### 6.1 An introduction to compressed sensing

The main focus of compressed sensing is on signal and image processing.The related background for compressed sensing(CS) can be found in [33, 92, 130]. When a signal is transmitted, some information should be neglected in order to compress the signal efficiently. One of the main problems handled by compressed sensing is how to recover an unknown signal from much fewer of measurements. In other words, it tries to recover a vector with a sparser vector using an observed vector. More specifically, the sparse vector $x$ can be recovered by solving $A_{m \times n} x=b(m<n)$, where $b \in \mathbb{R}^{m}$ is an observed vector, and $A_{m \times n}$ is a measurement matrix.

To guarantee recovering a $k$ sparse vector $x$, which satisfies the system $A x=b$, some restrictions are applied on the matrix $A$, like Spark [56, 86], Mutual Coherence [57, 114], Restricted Isometry Property(RIP) [25, 10, 36], Null Space Property(NSP) [44, 81, 46], Restricted Orthogonality Constant(ROC) [102], and Range Space Property(RSP), which recently was introduced by Zhao and Li [152].

In this section, we explain Spark, Mutual Coherence and Restricted Isometry Property(RIP). Especially, we focus on RIP and the computation of Restricted Isometry Constant(RIC) $[24,17]$, as a problem with cardinality constraints.

We consider the case that the solution to the following cardinality problem is unique,

$$
\begin{gather*}
\underset{x}{\operatorname{Minimize}} \operatorname{Card}(x)  \tag{6.1}\\
\text { s.t. } A x=b .
\end{gather*}
$$

We know a convex relaxation of the problem above is

$$
\begin{align*}
\underset{x}{\operatorname{Minimize}} & \|x\|_{1}  \tag{6.2}\\
\text { s.t. } & A x=b .
\end{align*}
$$

One of the questions concerned in compressed sensing is finding some conditions on $A$, such that (6.1), and (6.2) have the same solution. Before answering this question, we review some basic concepts.

Definition 6.1. (Spark(A))
For an arbitrary matrix $A$ with nonzero columns, $\operatorname{Spark}(A)$ is the smallest number $n$ such that there exists a set of $n$ columns of $A$ which are linearly dependent, or alternatively

$$
\operatorname{Spark}(A)=\min \left\{\|x\|_{0}: A x=0, x \neq 0\right\} .
$$

The following theorem illustrates that $\operatorname{spark}(A)$ provides an upper bound for the cardinality minimization problem.

Theorem 6.1. [53] Vector $x$ is the unique solution of the cardinality problem (6.1) if
$A x=b$, and

$$
\|x\|_{0} \leq \frac{\operatorname{Spark}(A)}{2}
$$

Proof. Assume that there exist a vector $x$, such that $A x=b$, and satisfies $\|x\|_{0} \leq \frac{\operatorname{Spark}(A)}{2}$, and suppose $y$ is another solution to the system $A y=b$, such that $\|y\|_{0} \leq\|x\|_{0}$. Clearly, we have $A(x-y)=0$, so $(x-y) \in \operatorname{null}(A)$, which implies that

$$
\begin{equation*}
\|x-y\|_{0} \geq \operatorname{Spark}(A) \tag{6.3}
\end{equation*}
$$

But from the assumption $\|y\|_{0} \leq\|x\|_{0}$, we have

$$
2\|x\|_{0} \geq\|x\|_{0}+\|y\|_{0} .
$$

Since $\|x\|_{0}+\|y\|_{0} \geq\|x-y\|_{0}$, and $2\|x\|_{0} \leq \operatorname{Spark}(A)$, we have

$$
\operatorname{Spark}(A)>\|x-y\|_{0},
$$

which contradicts the inequality (6.3), so $x$ is the only (sparsest) solution to the equation $A x=b$.

Note that $\frac{\operatorname{Spark}(A)}{2}$ can be considered as an upper bound for the cardinality problem(6.1). However, $\operatorname{Spark}(A)$ is hard to compute. Instead one could calculate an upper bound for $\|x\|_{0}$, using the incoherence of a matrix that is easy to compute.

Definition 6.2. (Incoherence of a matrix)
Suppose $A=\left[a_{1}, \ldots, a_{n}\right]$, where $a_{i} \in \mathbb{R}^{m}$ for $i=1, \ldots, n$, are the column vectors of the matrix $A$, and $\left\|a_{i}\right\|_{2}=1$. Then The incoherence of the matrix $A$ is defined as follows

$$
M(A)=\max _{i \neq j, 1 \leq i, j \leq n}\left|\left\langle a_{i}, a_{j}\right\rangle\right| .
$$

So, for a matrix with normalized columns we always have $0 \leq M(A) \leq 1$. Obviously, $M(A)=0$ if and only if the columns of $A$ are orthogonal, and $M(A)=1$ if and only if there exists $i, j, \quad(i \neq j)$ such that $a_{i}=\alpha a_{j}$ for some $|\alpha|=1$. Now, we start reviewing some theorems and their proofs, since they are needed to understand the RIP.

Theorem 6.2. [53] If $A=\left[a_{1}, \ldots, a_{n}\right]$ is a matrix with normalized columns, then

$$
\operatorname{Spark}(A) \geq \frac{1}{M(A)}+1
$$

Proof. Suppose $x^{\star}=\left(x_{1}^{\star}, \ldots, x_{n}^{\star}\right)=\operatorname{argmin}\left\{\|x\|_{0}: A x=0,\|x\|_{\infty}=1\right\}$, hence, $\operatorname{Spark}(A)=$ $\left\|x^{\star}\right\|_{0}$. On the other hand, we have, $A^{T} A x^{\star}=0$, i.e., $\sum_{j=1}^{n}\left\langle a_{i}, a_{j}\right\rangle x_{j}^{\star}=0, i=1, \ldots, n$.

Now, assume that $\max \left\{\left|x_{i}\right|: i=1, \ldots, n\right\}=x_{\alpha}^{\star}=\left\|x^{\star}\right\|_{\infty}$. Therefore, we have

$$
x_{\alpha}^{\star}=-\sum_{j=1, j \neq \alpha}^{n}\left\langle a_{\alpha}, a_{j}\right\rangle x_{j}^{\star},
$$

which implies that

$$
1=\left\|x^{\star}\right\|_{\infty}=\left|x_{\alpha}^{\star}\right| \leq \sum_{j=1, j \neq \alpha}^{n}\left|\left\langle a_{\alpha}, a_{j}\right\rangle\right|\left|x_{j}^{\star}\right| \leq M(A) \sum_{j=1, j \neq \alpha}\left|x_{\alpha}^{\star}\right|=M(A)\left(\left\|x^{\star}\right\|_{1}-1\right) .
$$

As a result, we obtain

$$
\left\|x^{\star}\right\|_{1} \geq \frac{1}{M(A)}+1
$$

so,

$$
\left\|x^{\star}\right\|_{0}=\operatorname{Spark}(A) \geq \frac{1}{M(A)}+1, \text { since }\left\|x^{\star}\right\|_{0} \geq\left\|x^{\star}\right\|_{1} .
$$

Theorem 6.3. [53] If $x^{\star}$ is a vector that satisfies $A x=b$, and

$$
\left\|x^{\star}\right\|_{0} \leq \frac{1}{2}\left(1+\frac{1}{M(A)}\right)
$$

then $x^{\star}$ is the unique solution to the problem (6.1).

Proof. This follows form the Theorem 6.1, and the fact that $\frac{\operatorname{Spark}(A)}{2} \geq \frac{1}{2}\left(1+\frac{1}{M(A)}\right)$.
In the numerical experiment in section 6.4 , we showed that $l_{1}$-minimization may recover the exact solution for much higher sparsity level than that indicated by mutual coherence.

The following theorem provides a sufficient condition for sparse recovery.

Theorem 6.4. [116] Suppose $\Omega=\operatorname{supp}\left(x^{*}\right)$, and the matrix $A_{\Omega}$ is defined as $A_{\Omega}=\left[a_{i}\right]_{i \in \Omega}$. Also suppose $x^{\star}$ is the unique solution to the problem (6.1). If

$$
\left\|A_{\Omega}^{\dagger} A_{\Omega^{c}}\right\|_{1} \leq 1
$$

then $x^{*}$ is also a unique solution to the problem (6.2).

Note that the support of a vector $x$ is defined as: $\operatorname{supp}(x)=\left\{i ; x_{i} \neq 0\right\}$. Recall that for a matrix $A_{m \times n}$,

$$
\|A\|_{1}:=\max _{1 \leq j \leq n} \sum_{i=1}^{m}\left|a_{i j}\right|=\left\{\max \frac{\|A x\|_{1}}{\|x\|_{1}}: x \neq 0\right\}=\max _{1 \leq i \leq n}\left\|a_{i}\right\|_{1} .
$$

Proof. Assume

$$
\exists x=\left(x_{\Omega}, x_{\Omega^{c}}\right)^{T} \text { s.t. } b=A x=A_{\Omega} x_{\Omega}+A_{\Omega^{c}} x_{\Omega^{c}} .
$$

So,

$$
\begin{gathered}
x_{\Omega}=A_{\Omega}^{\dagger} b-A_{\Omega^{c}}^{\dagger} A_{\Omega^{c}} x_{\Omega^{c}} \\
\Rightarrow x_{\Omega}=\left(A_{\Omega}^{T} A_{\Omega}\right)^{-1} A_{\Omega}^{T} b-\left(A_{\Omega}^{T} A_{\Omega}\right)^{-1} A_{\Omega}^{T} A_{\Omega^{c}} x_{\Omega^{c}} .
\end{gathered}
$$

Since $A_{\Omega} x_{\Omega}^{\star}=b$, we have

$$
x_{\Omega}^{\star}=A_{\Omega}^{\dagger} b=\left(A_{\Omega}^{T} A_{\Omega}\right)^{-1} A_{\Omega}^{T} b,
$$

and
$x_{\Omega}^{\star}-x_{\Omega}=\left(A_{\Omega}^{T} A_{\Omega}\right)^{-1} A_{\Omega}^{T} b-\left(A_{\Omega}^{T} A_{\Omega}\right)^{-1} A_{\Omega}^{T} b+\left(A_{\Omega}^{T} A_{\Omega}\right)^{-1} A_{\Omega}^{T} A_{\Omega^{c}} x_{\Omega^{c}}=\left(A_{\Omega}^{T} A_{\Omega}\right)^{-1} A_{\Omega}^{T} A_{\Omega^{c}} x_{\Omega^{c}}$.

Applying the assumption in the theorem, i.e., $\left\|A_{\Omega^{\prime}}^{\dagger} A_{\Omega^{c}}\right\|_{1} \leq 1$, we have

$$
\left\|x_{\Omega}^{\star}-x_{\Omega}\right\|_{1}=\left\|\left(A_{\Omega}^{T} A_{\Omega}\right)^{-1} A_{\Omega}^{T} A_{\Omega^{c}}\right\|_{1}\left\|x_{\Omega^{c}}\right\|_{1} \leq\left\|x_{\Omega^{c}}\right\|_{1} .
$$

Therefore,

$$
\left\|x^{\star}\right\|_{1}=\left\|x_{\Omega}^{\star}\right\|_{1} \leq\|x\|_{1} .
$$

### 6.2 Restricted isometry property(RIP)

As we mentioned in the previous section, with a given matrix $A$, and a vector $b$, compressed sensing methods try to recover a $k$-sparse optimal vector $x$, which is a solution to

$$
\begin{align*}
& \underset{x}{\operatorname{Minimize}}\|x\|_{0}  \tag{6.4}\\
& \text { s.t. } A x=b .
\end{align*}
$$

It is not hard to see that the problem above is closely related to

$$
\begin{array}{r}
\underset{x}{\operatorname{Minimize}}\|A x-b\|_{2}  \tag{6.5}\\
\text { s.t. }\|x\|_{0} \leq k,
\end{array}
$$

where $k$ is a constant, see Figure 6.1. The problem (6.5) is called regressor selection problem [6, 147, 89].


Figure 6.1: Trade-off graph between $\|A x-b\|_{2}$, and $\operatorname{card}(x), A \in \mathbb{R}^{100 \times 200}$.

The above reformulation is a motivation to proceed with Restricted Isometry Property(RIP).

Definition 6.3. (Restricted Isometry Constant) The restricted isometry constant(RIC) $\delta_{k}$ of a matrix $A$ is the smallest nonnegative number such that [143],

$$
\begin{equation*}
\left(1-\delta_{k}\right)\|x\|_{2}^{2} \leq\|A x\|_{2}^{2} \leq\left(1+\delta_{k}\right)\|x\|_{2}^{2}, \quad \forall x \in \Sigma_{k} \tag{6.6}
\end{equation*}
$$

where $\Sigma_{k}:=\left\{x \in \mathbb{R}^{n}:\|x\|_{0}=|\operatorname{supp}(x)| \leq k\right\}$.

If the inequity above holds, we say that the matrix $A$ satisfies the restricted isometry property(RIP). As in [16], for a given matrix $A_{m \times n}, x \in \mathbb{R}^{n}$, and an observed vector $b \in \mathbb{R}^{m}$, one may rewrite the RIP inequity in the form of

$$
\begin{gathered}
R(k, m, n):=\min _{\delta \geq 0} \delta \text { subject to }(1-\delta)\|x\|_{2}^{2} \leq\|A x\|_{2}^{2} \leq(1+\delta)\|x\|_{2}^{2}, \\
\forall x \in \mathbb{R}^{n} \text { s.t. }\|x\|_{0} \leq k .
\end{gathered}
$$

In the following section, we show how the problem of finding the RIC is closely related to the problems with cardinality constraints. Furthermore, we provide different methods to solve these problems.

### 6.3 Computing RIC

The following lemma illustrates how to calculate an RIC, for a given matrix.

Lemma 6.1. $\delta_{k}$ in the inequality (6.6) is the maximum of $|\lambda-1|$ over all $\lambda$, eigenvalues of $A_{\beta}^{T} A_{\beta}, \quad|\beta| \leq k$, where $A_{\beta}:=\left[a_{i}\right]_{i \in \beta}$, and $a_{i}$ is the $i^{\text {th }}$ column of the matrix $A[16]$. Proof. For any $\beta$, such that $|\beta| \leq k$ we have

$$
\left(1-\delta_{k}\right) x_{\beta}^{T} x_{\beta} \leq x_{\beta}^{T} A_{\beta}^{T} A_{\beta} x_{\beta} \leq\left(1+\delta_{k}\right) x_{\beta}^{T} x_{\beta},
$$

which implies that

$$
\left(1-\delta_{k}\right) \leq \frac{x_{\beta}^{T} A_{\beta}^{T} A_{\beta} x_{\beta}}{x_{\beta}^{T} x_{\beta}} \leq\left(1+\delta_{k}\right)
$$

Applying variational characterization of eigenvalues [12], we have

$$
\left(1-\delta_{k}\right) \leq \lambda_{\min }\left(A_{\beta}^{T} A_{\beta}\right) \leq \lambda_{\max }\left(A_{\beta}^{T} A_{\beta}\right) \leq\left(1+\delta_{k}\right),
$$

equivalently,

$$
-\delta_{k} \leq \frac{x_{\beta}^{T}\left(A_{\beta}^{T} A_{\beta}-I\right) x_{\beta}}{x_{\beta}^{T} x_{\beta}} \leq \delta_{k}
$$

which implies that

$$
\begin{aligned}
\delta_{k}= & \max _{\beta: \beta=|k|} \sup _{x_{\beta}} \frac{\left|x_{\beta}^{T}\left(A_{\beta}^{T} A_{\beta}-I\right) x_{\beta}\right|}{\left|x_{\beta}^{T} x_{\beta}\right|} \\
& =\max _{\beta:|\beta|=k} \gamma\left(A_{\beta}^{T} A_{\beta}-I\right) .
\end{aligned}
$$

Problem of finding RIC, i.e., $\delta_{k}$ above, can be solved by applying principal component analysis(PCA) techniques [7, 1]. Principal Component Analysis(PCA) has a wide range of applications in data analysis and dimensionality reduction. It is a way for identifying pattern in data and expressing data such that one can highlight their similarities and differences. In other words, it compresses the data by reducing the dimensions of data, without loss of much information. As we know, PCA is an optimization problem on eigenvalues. The general optimization problem to find a maximum eigenvalue for a matrix $\psi$ can be cast as

$$
\begin{array}{r}
\lambda_{\max }(\psi)=\underset{x}{\operatorname{Maximize}} x^{T}(\psi) x  \tag{6.7}\\
\text { s.t. }\|x\|_{2}=1 .
\end{array}
$$

A special case of the problem above is the sparse eigenvalue problem as follows:

$$
\begin{gather*}
\left(1+\delta_{k}^{\max }\right)=\underset{x}{\operatorname{Maximize}} x^{T}\left(A_{\beta}^{T} A_{\beta}\right) x \\
\text { s.t. } \operatorname{card}(x) \leq \beta \\
\|x\|_{2}=1
\end{gather*}
$$

One can recognize that the problem above is directly related to the problem of finding RIC. This problem is NP hard, since it has a cardinality constraint. Due to the NPhardness of the problem above, one of the main challenges in compressed sensing is to find RIC constant.

Sparse eigenvalue problem (6.8) is used frequently in Principle Component Analy$\operatorname{sis}(\mathrm{PCA})$ [80]. There are lots of free software which can be used to solve a sparse eigenvalue problem [74]. Here we give more details to solve the problem (6.8). The first approach is to relax the problem, and the second one is to apply smoothing techniques, and the third is to apply d.c. programming methods.

### 6.3.1 Relaxation techniques

In fact, (6.8) is a PCA problem in the following sense.
Given a covariance matrix $A_{\beta}^{T} A_{\beta}=B \in S^{n}$, PCA is the problem of finding a sparse factor which describes the maximum amount of the data variance.

We apply Shor's complement for the problem (6.8) by replacing $X=x x^{T}$. Also with $B=A_{\beta}^{T} A_{\beta}$, the problem (6.8) will be [47]:

$$
\begin{align*}
\underset{X}{\operatorname{Maximize}} & \operatorname{tr}(B X) \\
\text { s.t. } & \operatorname{tr}(X)=1 \\
& \operatorname{Card}(X) \leq \beta^{2}  \tag{6.9}\\
& X \succeq 0 \\
& \operatorname{Rank}(X)=1
\end{align*}
$$

The objective $\operatorname{tr}(B X)$ is an affine function, which is convex. The non-convex constraint $\|x\|_{2}=1$ was relaxed by replacing $\operatorname{tr}(X)=1$, which is linear and so a convex constraint. The problem above is still an NP-hard problem because of the non-convex constraints
$\operatorname{card}(X) \leq \beta^{2}$ and $\operatorname{Rank}(X)=1$.
$\operatorname{Card}(x) \leq \beta^{2}$ can be relaxed by a weaker but convex constraint, $\mathbf{1}^{T}|X| \mathbf{1} \leq \beta \operatorname{tr}(X)$. Now, if we drop the rank constraint, the problem will be a convex one, as follows:

$$
\begin{align*}
\underset{X}{\operatorname{Maximize}} & \operatorname{tr}(B X) \\
\text { s.t. } & \operatorname{tr}(X)=1  \tag{6.10}\\
& \mathbf{1}^{T}|X| \mathbf{1} \leq \beta \operatorname{tr}(X) \\
& X \succeq 0 .
\end{align*}
$$

Dropping the rank constraint may result in a large gap between the optimal solution of (6.8) and (6.10). As we have seen before, the convex envelop of $\operatorname{rank}(X)$ on the set $\left\{X \in \mathbb{R}^{m \times n}:\|X\| \leq M\right\}$ is $\frac{1}{M}\|X\|_{*}$, for large $M$ enough. Hence one can relax the rank constraint by replacing it by its convex envelop, to get the following SDP:

$$
\begin{array}{cl}
\underset{X}{\operatorname{Maximize}} & \operatorname{tr}(B X) \\
\text { s.t. } & \operatorname{tr}(X)=1 \\
& \mathbf{1}^{T}|X| \mathbf{1} \leq \beta \operatorname{tr}(X)  \tag{6.11}\\
& \|X\|_{*} \leq M \\
& X \succeq 0
\end{array}
$$

The above problem is a semidefinite program (linear objective with LMI constraints) which can be solved efficiently using interior point methods with the solvers such as CVX, which has two packages in it, Sedumi, and SDPT3 [73].

The optimal value of the semidefinite program (6.10) is an upper bound for the problem of sparse eigenvalue (6.9) and (6.8). Similarly we can get a lower bound on sparse minimum
eigenvectors. A lower bound on $\delta_{k}$ can be computed using approximate sparse eigenvectors (block squares). Next, we discuss a smoothing technique to solve the problem (6.8).

### 6.3.2 Smoothing techniques

As we have seen, finding the RIP constant $\left(\delta_{k}\right)$ is reduced to a PCA problem, for which provided the semidefinite relaxation (6.10). Note that the problem (6.10) can also be cast as follows [148]:

$$
\begin{align*}
\underset{X}{\operatorname{Maximize}} & \operatorname{tr}(B X) \\
\text { s.t. } & \operatorname{tr}(X)=1  \tag{6.12}\\
& \mathbf{1}^{T}|X| \mathbf{1} \leq \beta \\
& X \succeq 0 .
\end{align*}
$$

Using penalty methods, the above problem can be written as

$$
\begin{gather*}
\underset{X}{\operatorname{Maximize}} \operatorname{tr}(B X)-\kappa \mathbf{1}^{T}|X| \mathbf{1} \\
\text { s.t. } \operatorname{tr}(X)=1  \tag{6.13}\\
X \succeq 0,
\end{gather*}
$$

where $\kappa>0$ is the penalty parameter.
The dual of the above problem is equal to the following maximum eigenvalue problem:

$$
\begin{align*}
& \underset{Y}{\operatorname{Minimize}} \lambda_{\max }(B+Y)  \tag{6.14}\\
& \quad \text { s.t. }\left|Y_{i j}\right| \leq \kappa i, j=1, \ldots, n,
\end{align*}
$$

where $Y \in \mathbf{S}^{n}$ is the dual variable. To obtain the dual problem above, we note that the problem (6.13) can be cast as

$$
\begin{align*}
\text { Max Min } & \operatorname{tr}(X(B+Y)) \\
\text { s.t. } & \operatorname{tr}(X)=1  \tag{6.15}\\
& X \succeq 0 \\
& \left|Y_{i j}\right| \leq \kappa \quad i, j=1, \ldots, n .
\end{align*}
$$

For the min-max structure one can use prox function algorithms in [107, 104]. We briefly explain this special problem.

If the problem has min-max model, the problem can be solved with two main steps as follows:

- Regularization: Add strongly convex penalty inside the min-max representation to produce an $\epsilon$-approximation of the objective function with Lipschitz continuous gradient. It can be considered as generalized Moreau-Yosida regularization step [88].
- Optimal first order minimization: Using optimal first order scheme for Lipschitz continuous functions as in [106], to solve the regularized problem.

Note that the KKT conditions for the problems above are as follows [45]:

$$
\left\{\begin{array}{c}
\lambda_{\max }(B+Y) X=(B+Y) X,  \tag{6.16}\\
Y \circ X=-\kappa|X|, \\
\operatorname{tr}(X)=1, \\
X \succeq 0, \\
\left|Y_{i j}\right| \leq \kappa \quad i, j=1, \ldots, n .
\end{array}\right.
$$

If $\lambda_{\max }(B+Y)$ has the multiplicity equal to one, then $X$ is a rank one matrix. If $\lambda_{\max }(B+Y)$ has the multiplicity greater than one then one can truncate the matrix $X$ to get a dominant eigenvector as an approximate solution. For more details about this procedure one can refer to $[87,4]$.

To solve problem (6.14), note that $\lambda_{\max }$ is a non-smooth function. So it can be solved using interior point methods or by general methods of convex optimization, (see chapter 7 of [110]).

In [108] the author considered a smoothing technique which is similar to the method has been used in [107]. Here we give an outline to solve the problem (6.14) using smoothing techniques.

Put

$$
f(Y)=\lambda_{\max }(Y+B),
$$

and replace $f(Y)$ with its smooth approximation as in [108],

$$
f_{\gamma}(Y)=\gamma E\left(\frac{1}{\gamma}(Y+B)\right), \quad \gamma>0
$$

where

$$
E(X)=\ln \sum_{i=1}^{n} e^{\lambda_{i}(X)}
$$

So,

$$
f_{\gamma}(Y)=\gamma \ln \left(\sum_{i=1}^{n} e^{\frac{\lambda_{i}(B+Y)}{\gamma}}\right) .
$$

Note that

$$
f_{\gamma}(Y) \geq \lambda_{\max }(B+Y)
$$

and

$$
f_{\gamma}(Y) \leq \lambda_{\max }(Y+B)+\gamma \ln (n) .
$$

Combining these inequalities gives

$$
\lambda_{\max }(Y+B) \leq f_{\gamma}(Y) \leq \lambda_{\max }(Y+B)+\gamma \ln (n)
$$

Since $(B+Y) \in \mathbf{S}^{n}$, the eigenvalue decomposition of $(B+Y)$ is

$$
B+Y=U \operatorname{diag}(\lambda) U^{T}, \text { with } \lambda \in \mathbb{R}^{n}, \text { and } U U^{T}=I
$$

The gradients of the smooth approximate function $f_{\gamma}(Y)$ is

$$
\nabla f_{\gamma}(Y)=\left(\sum_{i=1}^{n} \exp \left(\frac{\lambda_{i}(B+Y)}{\gamma}\right)\right)^{-1} \cdot\left(\sum_{i=1}^{n} \exp \left(\frac{\lambda_{i}(B+Y)}{\gamma}\right) u_{i} u_{i}^{T}\right)
$$

where $u_{i}$ 's are the components of the eigenvector $U$. Since $\exp \left(\lambda_{i}\left(\frac{(B+Y)}{\gamma}\right)\right.$ decreases very fast, the gradient above depends on the few largest eigenvalues.

So, the problem (6.14) will be reduced to the following problem:

$$
\begin{align*}
& \underset{Y}{\operatorname{Minimize}} f_{\gamma}(Y)  \tag{6.17}\\
& \quad \text { s.t. } Y \in Q=\left\{Y \in \mathbf{S}^{n}:\left|Y_{i j}\right| \leq \kappa\right\}
\end{align*}
$$

Now, referring to [106], choose

$$
\gamma=\frac{\epsilon}{2 \ln (n)}
$$

This choice of $\gamma$ gives an $\epsilon$-approximate solution to problem (6.14), i.e., with this $\gamma$, $f_{\gamma}(Y)$ becomes a uniform $\epsilon$ approximation of $\lambda_{\max }(B+Y)$, with a Lipschitz continuous gradient with the constant $\frac{2 \ln (n)}{\epsilon}$.

Note that we are looking for $Y^{*}$ such that

$$
\lambda_{\max }\left(B+Y^{*}\right)-\min _{Y \in Q} \lambda_{\max }(B+Y) \leq \epsilon
$$

Now, one should find a $\frac{1}{2} \epsilon$-approximate solution to the smooth problem. To see this, note that

$$
\begin{gathered}
f_{\gamma}\left(Y^{*}\right)-\min _{Y \in Q} f_{\gamma}(Y) \leq \frac{1}{2} \epsilon \Rightarrow \lambda_{\max }\left(B+Y^{*}\right)-\min _{Y \in Q} \lambda_{\max }(B+Y) \\
\leq f_{\gamma}\left(Y^{*}\right)-\min _{Y \in Q} f_{\gamma}(Y)+\gamma \ln (n) \leq \epsilon
\end{gathered}
$$

For more details about the complexity of the procedure one can refer to [108].
The algorithm to find an approximate solution to our problem using the smoothing technique above has four steps [148] as follows.

Given a matrix $B \in \mathbb{R}^{n}, \epsilon$, and a parameter which controls sparsity, $\kappa$.

Algorithm 6.1. For $j=1, \ldots, N$ :

- Compute $\nabla f_{\gamma}\left(Y_{j}\right)$. This step is the most expensive step.
- Euclidean projection steps. Both are the projections on $Q=\left\{Y \in S^{n}: \mid Y_{i j} \leq \kappa\right\}$ : Find

$$
V_{j}=\arg \min _{V \in Q}\left\langle\nabla f_{\gamma}\left(Y_{j}\right), V\right\rangle+\frac{1}{2} L\left\|Y_{j}-V\right\|_{F}^{2}
$$

where $L$ is the Lipcshitz constant.
This problem can be cast as

$$
\arg \min _{\|V\|_{\infty} \leq 1}\|V-W\|_{F}
$$

with $W=Y-L^{-1} \nabla f_{\gamma}(Y)$ being given.

Find

$$
Z_{j}=\arg \min _{Z \in Q}\left\{\frac{L\|Z\|_{F}^{2}}{2}+\sum_{i=0}^{N} \frac{i+1}{2}\left(f_{\gamma}\left(Y_{i}\right)+\left\langle\nabla f_{\gamma}\left(Y_{i}\right), Z-U_{i}\right\rangle\right)\right\} .
$$

- 

$$
Y_{j+1}=\frac{2}{j+3} Z_{j}+\frac{j+1}{j+3} V_{j} .
$$

- When the duality gap is less than $\epsilon$, the algorithm terminates, i.e., when

$$
\lambda_{\max }\left(B+Y_{j}\right)-\operatorname{tr} B X_{i}+\mathbf{1}^{T}\left|X_{i}\right| \mathbf{1} \leq \epsilon .
$$

### 6.3.3 D.C programming approaches

For full detailed discussion about d.c. function, and d.c. programming one may refer to chapters 3 and 5 of [76].

Consider the problem (6.8) which, by setting $A_{\beta}^{T} A_{\beta}=B$, can be cast as

$$
\begin{array}{r}
\underset{x}{\operatorname{Maximize}} x^{T} B x \\
\text { s.t. } x^{T} C x \leq 1  \tag{6.18}\\
\|x\|_{0} \leq \beta,
\end{array}
$$

where $C=\operatorname{diag}(1, \ldots, 1)$.
By adding the $\|x\|_{0}$-function to the objective, the problem above can be written as

$$
\begin{gather*}
\underset{x}{\operatorname{Maximize}} x^{T} B x-\lambda\|x\|_{0}  \tag{6.19}\\
\text { s.t. } x^{T} C x \leq 1,
\end{gather*}
$$

where $\lambda \gg 0$ is the penalty parameter.
Now, we may use the following merit function to replace the $\|x\|_{0}$-function,

$$
F_{\epsilon}(x)=\sum_{i=1}^{n} \log \left(\log \left(\left|x_{i}\right|+\epsilon+\left(\left|x_{i}\right|+\epsilon\right)^{p}\right)\right) .
$$

Referring to [76, 122], we apply a d.c. programming approach to solve the following problem:

$$
\begin{align*}
& \underset{x}{\operatorname{Maximize}} x^{T} B x-\lambda \sum_{i=1}^{n} \log \left(\log \left(\left|x_{i}\right|+\epsilon+\left(\left|x_{i}\right|+\epsilon\right)^{p}\right)\right)  \tag{6.20}\\
& \quad \text { s.t. } x^{T} C x \leq 1
\end{align*}
$$

Here, we introduce a d.c. function.
Definition 6.4. (d.c function)
Let $\Omega$ be a convex set in $\mathbb{R}^{n}$. We say that a function is d.c. on $\Omega$ if it can be expressed as the difference of two convex functions on $\Omega$, i.e., if $f(x)=f_{1}(x)-f_{2}(x)$, where $f_{1}, f_{2}$ are convex on $\Omega$.

For solving a d.c. optimization problem, cutting plane method [79], or branch and bound method can be applied.

Now, in the problem (6.20) suppose that $B$ is indefinite, i.e., it has negative eigenvalues. Assume there exists a scalar $\gamma \in \mathbb{R}$, such that $\gamma \geq-\lambda_{\text {min }}(B)$. So, the matrix $B+\gamma I_{n}$ is positive semidefinite. Hence, we have

$$
\begin{aligned}
x^{T} B x & =x^{T} B x+x^{T} \gamma I_{n} x-x^{T} \gamma I_{n} x \\
& =x^{T}\left(B+\gamma I_{n}\right) x-\gamma\|x\|_{2}^{2} .
\end{aligned}
$$

Note that $\gamma\|x\|_{2}^{2}$, and $x^{T}\left(B+\gamma I_{n}\right) x$ are convex. The problem (6.20) can be written
as follows:

$$
\begin{align*}
& \underset{x}{\operatorname{Maximize}} x^{T}\left(B+\gamma I_{n}\right) x-\gamma\|x\|_{2}^{2}-\lambda \sum_{i=1}^{n} \log \left(\log \left(\left|x_{i}\right|+\epsilon+\left(\left|x_{i}\right|+\epsilon\right)^{p}\right)\right)  \tag{6.21}\\
& \quad \text { s.t. } x^{T} C x \leq 1
\end{align*}
$$

or

$$
\begin{align*}
& \underset{x}{\operatorname{Minimize}} \gamma\|x\|_{2}^{2}-x^{T}\left(B+\gamma I_{n}\right) x+\sum_{i=1}^{n} \log \left(\log \left(\left|x_{i}\right|+\epsilon+\left(\left|x_{i}\right|+\epsilon\right)^{p}\right)\right)  \tag{6.22}\\
& \quad \text { s.t. } x^{T} C x \leq 1,
\end{align*}
$$

which is equivalent to the d.c. optimization problem

$$
\underset{x, y}{\operatorname{Minimize}} \gamma\|x\|_{2}^{2}-\left(x^{T}\left(B+\gamma I_{n}\right) x-\lambda \sum_{i=1}^{n} \log \left(\log \left(\left|y_{i}\right|+\epsilon+\left(\left|y_{i}\right|+\epsilon\right)^{p}\right)\right)\right)
$$

$$
\begin{align*}
& \text { s.t. } x^{T} C x \leq 1  \tag{6.23}\\
& \qquad y \leq x \leq y .
\end{align*}
$$

See that the function $x^{T}\left(B+\gamma I_{n}\right) x-\lambda \sum_{i=1}^{n} \log \left(\log \left(\left|y_{i}\right|+\epsilon+\left(\left|y_{i}\right|+\epsilon\right)^{p}\right)\right)$ is jointly convex in $x$ and $y$. The problem above can be solved using augmented lagrangian method or reduced gradient method [49, 18].

The problem above can also be solved using the linear majorization technique as in the weighted $l_{1}$-minimization section. In this case, we may use the following reformulation for the $\|x\|_{0}$-function as follows

$$
\begin{equation*}
\operatorname{Card}(x)=\|x\|_{0}=\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{n} \sin \left(\operatorname{atan}\left(\frac{\left|x_{i}\right|}{\epsilon}\right)\right) . \tag{6.24}
\end{equation*}
$$

Note that, we may apply other merit functions introduced in chapters 4 and 5 to approximate the $\|x\|_{0}$-function:
from the above reformulation, we have

$$
\begin{aligned}
& \lim _{\epsilon \rightarrow 0} \sin \left(\operatorname{atan}\left(\frac{\left|x_{i}\right|}{\epsilon}\right)\right)=\sin (0)=0, \quad x_{i}=0 \\
& \lim _{\epsilon \rightarrow 0} \sin \left(\operatorname{atan}\left(\frac{\left|x_{i}\right|}{\epsilon}\right)\right)=\sin \left(\frac{\pi}{2}\right)=1, \quad x_{i} \neq 0
\end{aligned}
$$

$$
\sin \left(\operatorname{atan}\left(\frac{\left|x_{i}\right|}{\epsilon}\right)\right) \leq \sin \left(\operatorname{atan}\left(\frac{\left|y_{i}\right|}{\epsilon}\right)\right)+\frac{1}{y_{i}^{2}+\epsilon^{2}} \cos \left(\operatorname{atan}\left(\frac{\left|y_{i}\right|}{\epsilon}\right)\right)\left(\left|x_{i}\right|-\left|y_{i}\right|\right)
$$

$$
\leq \sin \left(\operatorname{atan}\left(\frac{\left|y_{i}\right|}{\epsilon}\right)\right)+\frac{1}{y_{i}^{2}+\epsilon^{2}}\left(\left|x_{i}\right|-\left|y_{i}\right|\right), \quad \forall x, y
$$

Also, we have

$$
\gamma\|x\|_{2}^{2}-x^{T}\left(B+\gamma I_{n}\right) x \leq \gamma\|x\|_{2}^{2}-y^{T}\left(B+\gamma I_{n}\right) y-2(x-y)^{T}\left(B+\gamma I_{n}\right) y, \quad \forall x, y
$$

So, the following similar iteration to the reweighted $l_{1}$-norm can be achieved.

$$
x^{l+1}=\arg \min _{x}\left\{\gamma\|x\|_{2}^{2}-2 x^{T}\left(B+\gamma I_{n}\right) x^{l}+\lambda \sum_{i=1}^{n} \frac{\left|x_{i}\right|}{\left(x_{i}^{l}\right)^{2}+\epsilon^{2}}: x^{T} C x \leq 1\right\},
$$

where $l$ is the number of iterations. For convergency proof of the algorithm above one can refer to [83, 122].

### 6.4 Numerical experiments

Here we present our numerical experiments about sparsity recovery by using the $l_{1}$ minimization. We tested 100 randomly generated matrices $A \in \mathbb{R}^{100 \times 200}$ from a normal distribution of mean zero and variance 1 .

For each matrix, the cardinality of 1 to 100 was tested.(The process takes 85 minutes on a laptop with 2 GHz dual core CPUs).

The expected value of the mutual coherence of our randomly generated matrices is approximately equal to 0.292 , i.e., $\mathbf{E}(M(A))=0.292$. According to Theorem 6.3 , only for the $\|x\|_{0} \leq \frac{1}{2}\left(1+\frac{1}{0.292}\right) \approx 2.21$, the $l_{1}$ norm guaranteed to succeed.

However, according to our experiment the cardinality of the solution achieved from the $l_{1}$-minimization problem is almost exact ( 99 successful solutions has been found) when the cardinality of the solution is less than 20 , i.e, for $\|x\|_{0} \leq 20$.


Figure 6.2: The figure shows the probability of success for the $l_{0}$ recovery using the $l_{1}$ minimization. The graph shows that the $l_{1}$-minimization is almost exact for the solutions with cardinality less than 20 , i.e, 99 successful solutions has been found.

## Chapter 7

## Conclusions

We studied cardinality minimization problems(CMPs) and cardinality constrained problems(CCPs). Both of these problems are known as NP-hard in general, hence, we first discussed different relaxations and heuristic methods to solve these problems approximately. Different relaxation techniques were applied to reformulate the problems in different forms of semidefinite programming problems. For a general cardinality minimization problem under non-convex quadratic constraints, we relaxed the problem by applying the Lagrangian duality combined with some SDP relaxation techniques. Also, by reformulation techniques, we transformed the problem to the so-called bilevel optimization problem.

We continued our studies by focusing on a special case of the cardinality minimization problem with underdetermined linear system of equations, which is called the problem of finding the sparsest solution to a linear system. We demonstrated that reweighted $l_{j}$-algorithms $(j \geq 1)$ are very efficient to find a sparse solution of such systems. We showed that the $l_{1}$-minimization already uses a hidden weighted $l_{2}$-minimization, and we presented some theoretical, geometrical and numerical results, which indicate that reweighted $l_{j}$-minimizations $(j \geq 1)$ are quite successful to locate a sparse solution of the problem. Furthermore, we demonstrated that the weights may reduce the gap between different merit functions for sparsity. This means the performances of different weighted
algorithms are quite similar if the weights are chosen properly.
We introduced several new concave approximations to the $\|x\|_{0}$-function, and showed how to construct more approximations to the $\|x\|_{0}$-function. We also demonstrated how these approximations can be employed to introduce new weights to reweighted $l_{1}$ algorithms. Through numerical experiments, we presented the performances of our new reweighted $l_{1}$-algorithms, and we explained how these algorithms may perform even better by changing different weights parameters. Also, we compared the new reweighted algorithms and some of the existing reweighted algorithms via different statistical distributed matrices, $A$, and with respect to different sparsity levels of the solution. Besides, we showed when these algorithms outperform each other in different situations. In addition, through the numerical experiments, we showed that different choices of $\epsilon$ may seriously affect the performance of the algorithms.

As a special case of cardinality constrained problems, we studied the problem of computing restricted isometry constant(RIC). We reviewed and explained how the problem of finding the restricted isometry constant(RIC) is related to a sparse eigenvalue problem, which again is a cardinality constrained problem. We studied some additional methods to solve the problem of finding the RIC approximately.

# Notation 

## Some specific Sets

$\mathbb{R}$
$\mathbb{R}^{n}$
$\mathbb{R}^{m \times n}$
$\mathbb{R}_{+}$
$\mathbf{S}^{n}$

## $\mathbf{S}_{+}^{n}$

$\mathbb{L}^{m}$

## Vectors and matrices

I
$X^{T}\left(x^{T}\right)$
$X^{\dagger}$
$\operatorname{diag}(x)$
$\operatorname{tr}(X)$
$\lambda_{i}(X)$
$\sigma_{i}(X)$
$\lambda_{\min }(X), \lambda_{\max }(X)$

Set of real matrices.
Set of real m-vectors.
Set of real $m \times n$ matrices.
Nonnegative real numbers.
Symmetric $n \times n$ matrices.
Symmetric positive semidefinite $n \times n$ matrices.
Second order cone or ice cream.

Vector with all components 1.
Identity matrix.
Transpose of a matrix $X$ (vector $x$ ).
Moore-Penrose or pseudo-inverse of matrix $X$.
Diagonal matrix with diagonal entries $x_{1}, \ldots, x_{n}$.
Trace of matrix $X$.
The i-th largest eigenvalue of symmetric matrix $X$.
The i-th largest singular value of matrix $X$.
Minimum, maximum eigenvalue of symmetric matrix $X$.

| $x \perp y$ | Vectors $x$ and $y$ are orthogonal. |
| :--- | :--- |
| $U^{\perp}$ | Orthogonal complement of subspace $U$. |
| $\operatorname{Rank}(x)$ | Rank of a matrix $x$. |
| $\mathcal{R}(A)$ | Range of matrix $A$. |
| $\mathcal{N}(A)$ | Nullspace of matrix $A$. |
| $M(A)$ | Incoherence of matrix $A$. |
| $\langle x, y\rangle$ | Inner products of vectors $x, y$. |
| $\langle X, Y\rangle$ | Inner product of matrices $X, Y$. |
| $X \circ Y$ | Hadamard product of matrices $X, Y$. |

## Norms and distances

| $\\|\cdot\\|$ | A norm. |
| :--- | :--- |
| $\\|x\\|_{0}$ or $l_{0}-$ norm | Cardinality of vector $x$. |
| $\\|x\\|_{1}$ | $l_{1}$-norm of vector $x$. |
| $\\|x\\|_{2}$ | $l_{2}$-norm or Euclidean norm of vector $x$. |
| $\\|x\\|_{\infty}$ | $l_{\infty}$-norm of vector $x$. |
| $\\|X\\|_{F}$ | Frobenius norm of matrix $X$. |
| $\\|X\\|_{*}$ | Nuclear norm of matrix $X$. |
| $d(A, B)$ | Distance between sets(or points) A and B. |

## Generalized inequalities

$x \preceq y$
$X \succeq 0$
$X \succ 0$
$x \preceq_{\mathbf{K}} y$
$x \preceq_{\mathbf{K}^{*}} y$

Components wise inequalities between vectors $x$ and $y$.
$X$ is positive semidefinite.
$X$ is positive definite.
Generalized inequality induced by proper cone $\mathbf{K}$.
Dual generalized inequality induced by proper cone $\mathbf{K}$.

## Topology and convex analysis

| $\operatorname{Card}(x)$ | Cardinality of a vector $x$. |
| :--- | :--- |
| $\operatorname{Conv} C$ | Convex hull of set $C$. |
| $\mathbf{K}^{*}$ | Dual cone associated with $\mathbf{K}$. |
| $f^{*}$ | Conjugate function of $f$. |
| $f^{* *}$ | Convex envelop of function $f$. |

## Probability and Statistics

$\mathrm{E}(X)$
$N(\mu, \sigma)$
$\operatorname{Pois}(\lambda)$
$\operatorname{Exp}(\mu)$
$F(\alpha, \beta)$
$\operatorname{Gam}(a, b)$
$U(N)$

## Function and derivatives

$f: A \rightarrow B$
$\operatorname{dom}(f)$
epi(f)
$\nabla f$
$\nabla^{2} f$
$P_{C}(x)$
$\partial f(x)$

Expected value of a random vector $X$.
Normal distribution with mean $\mu$ and variance $\sigma$.
Poisson distribution with the parameter $\lambda$.
Exponential distribution with the parameter $\mu$.
F-distribution with the parameters $\alpha$ and $\beta$.
Gamma distribution with the parameters $a$ and $b$.
Uniform distribution with the parameter $N$.
$f$ is a function on the set $\operatorname{dom}(f)$ into the set $B$.
Domain of function $f$.
Epigraph of function $f$.
Gradient of function $f$.
Hessian of function $f$.
Standard projection operator on $C$.
Subdifferential of $f$ at $x$.

## Acronyms

| CMP | Cardinality minimization problem. |
| :--- | :--- |
| CCP | Cardinality constrained problem. |
| RMP | Rank minimization problem. |
| CS | Compressed sensing. |
| PSD | Positive semidefinite cone. |
| SDP | Semidefinite programming. |
| MILP | Mixed integer linear programming. |
| LMI | Linear matrix inequity. |
| PCA | Principal component analysis. |
| LP | Linear Programming. |
| GLP | Generalized linear programming. |
| RIP | Restricted isometry property. |
| NSP | Null space property. |
| RIC | Restricted Isometry constant. |
| ROC | Restricted orthogonality constant. |
| RSP | Range Space Property. |
| SVD | Singular value decomposition. |
| KKT | Karush-Kuhn-Tucker. |
| SDr | Semidefinite representable. |
| MM | Majorization minimization. |
| BB | Branch and bound. |
| RLS | Reweighted Least Squares. |
| R |  |
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