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## Abstract

In this thesis we prove three main results on embeddings of spanning subgraphs into graphs and hypergraphs. The first is that for $\log ^{50} n / n \leqslant p \leqslant 1-n^{-1 / 4} \log ^{9} n$, a binomial random graph $G \sim G_{n, p}$ contains with high probability a collection of $\lfloor\delta(G) / 2\rfloor$ edgedisjoint Hamilton cycles (plus an additional edge-disjoint matching if $\delta(G)$ is odd), which confirms for this range of $p$ a conjecture of Frieze and Krivelevich. Secondly, we show that any 'robustly expanding' graph with linear minimum degree on sufficiently many vertices contains every bipartite graph on the same number of vertices with bounded maximum degree and sublinear bandwidth. As corollaries we obtain the same result for any graph which satisfies the Ore-type condition $d(x)+d(y) \geqslant(1+\eta) n$ for non-adjacent vertices $x$ and $y$, or which satisfies a certain degree sequence condition. Thirdly, for $\gamma>0$ we give a polynomial-time algorithm for determining whether or not a $k$-graph with minimum codegree at least $(1 / k+\gamma) n$ contains a perfect matching. This essentially answers a question of Rödl, Ruciński and Szemerédi. Our algorithm relies on a strengthening of a structural result of Keevash and Mycroft. Finally and additionally, we include a short note on Maker-Breaker games.
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## Chapter 1

## Introduction

For combinatorial structures $G$ and $H$ (for example, two graphs), one very basic and natural question to ask is whether $G$ contains a substructure which is isomorphic to $H$. This type of problem is known as an embedding problem. If $G$ indeed contains such a substructure, we say that $H$ embeds into $G$, written $H \subseteq G$. Embedding problems are a very wide class of problems and their character and the techniques used to solve them vary considerably, depending on the type of combinatorial structure involved and the way in which $G$ and $H$ are chosen. For example, $G$ and $H$ could be specific graphs or could be taken from some specified class of graphs. Alternatively, either or both structures could be taken from a specified probability distribution, in which case we are usually interested in the probability that $H$ embeds into $G$.

In this thesis we will consider embedding problems involving graphs and hypergraphs. Such problems have a long history in extremal combinatorics; they go back at least as far as Petersen [100], who proved in 1891 that every regular graph $G$ contains a regular subgraph of degree 2 which is spanning (that is, contains all of the vertices of $G$ ). Another very old embedding result is Mantel's Theorem [95], proved in 1907, which states that any graph with at least $\left(n^{2}+1\right) / 4$ edges contains a triangle. This is a special case of Turán's Theorem [118], which gives for each $r \geqslant 3$ the maximum number of edges in a
graph which does not contain a copy of $K_{r}$.
In both Turán's Theorem and Mantel's Theorem, $G$ may have many more vertices than $H$. By contrast, in this thesis we shall focus on the case in which the ground sets of $G$ and $H$ have the same size, as in Petersen's Theorem. In this case the subgraph we find in $G$, isomorphic to $H$, is a spanning subgraph.

One of the most famous classical results in this area is Dirac's theorem [33], which states that every graph $G$ of minimum degree at least $n / 2$ contains a Hamilton cycle (that is, a cycle containing all of the vertices of $G$ ). Another famous and beautiful result is the Hajnal-Szemerédi theorem [52], which states that for any $r \geqslant 3$ and any $n$ which is divisible by $r$, any graph $G$ on $n$ vertices of minimum degree at least ( $1-1 / r$ ) $n$ contains a perfect $K_{r}$-packing; that is, the vertices of $G$ may be covered by vertex-disjoint copies of $K_{r}$, each of which is a subgraph of $G$. (Corrádi and Hajnal [30] had earlier proved this result in the case when $r=3$.) In recent years, the area has seen a great deal of progress in the form of many striking results, as will be discussed in detail in the later sections of this introduction.

### 1.1 Overview

For now we give a general description of the results in this thesis, which will be stated precisely once some futher definitions have been established. Our first main results, presented in Chapter 2, concern random graphs. We study the binomial random graph model $G_{n, p}$, first introduced by Gilbert [48] and studied extensively by Erdős and Renyi [37, 38]. In this model, a graph $G$ on $n$ vertices is chosen by including each possible edge independently at random with probability $p$. A property is said to hold with high probability (whp) in $G_{n, p}$ (or more generally, in any graph model) if the probability that $G \sim G_{n, p}$ possesses the property tends to 1 as $n \rightarrow \infty$. We show that when $p$ is not too large or too small, with high probability $G$ contains a large collection of edge-disjoint Hamilton
cycles. In fact, we will show that with high probability the limit on the size of such a collection is determined by the minimum degree of $G$. This proves a conjecture of Frieze and Krivelevich [43] except when $p$ is very small or very large. Before proving this result, we also establish a weaker 'approximate' result which applies for a somewhat wider range of $p$. This proof is simpler, but uses many of the same themes as the 'exact' result.

In Chapter 3, we present a very general embedding result for graphs $G$ which have linear minimum degree and which satisfy a certain condition, known as 'robust expansion', which we will describe in detail later on. Roughly speaking, a graph $G$ on $n$ vertices is a robust expander if, for every 'reasonably sized' set $S \subseteq V(G), G$ contains at least $|S|+\Omega(n)$ vertices that are adjacent to 'many' vertices in $S$. A graph $H$ is said to have 'small bandwidth' if there exists a linear ordering of its vertices such that the endvertices of each edge of $H$ are not too far apart. Conceptually, graphs of small bandwidth can be thought of as being 'path-like'; examples of such graphs are Hamilton cycles and $K_{r^{\prime}}$. factors (for small $r$ ). We will give a precise definition of both concepts in Section 1.4. We show that if $G$ is a robust expander its minimum degree is not too small, every bipartite graph $H$ of bounded maximum degree and small bandwidth embeds into $G$. Further, as corollaries we establish similar results when either a condition on the degree seqence of $G$ or an 'Ore-type' condition is given. Our proof uses the Regularity Lemma (described below), and so requires the vertex sets of $G$ and $H$ to be sufficiently large; in fact, this restriction also applies to the results in Chapter 4.

A hypergraph $H=(V, E)$ consists of a set $V$ of vertices and a set $E \subseteq P(V)$ of edges. In other contexts hypergraphs are also known as set systems. A hypergraph $H$ is $k$-uniform if every edge of $H$ has size $k$. In this thesis a $k$-uniform hypergraph will also be referred to as a $k$-graph. While both Dirac's Theorem and the Hajnal-Szemerédi Theorem have short proofs using elementary methods (see [70] for the latter), generalisations of these results to $k$-graphs have proven notoriously difficult.

In Chapter 4 we will treat the simplest case of such problems, that of finding a perfect matching. It turns out that even this seemingly simple problem in fact requires a large amount of technical work and theory. Indeed, Karp [61] showed that even the decision problem of determining whether a $k$-graph contains a perfect matching is NP-complete for $k \geqslant 3$. We will show that for any $\gamma>0$, every $k$-graph $H$ on sufficiently many vertices with 'miniumum codegree' at least $(1 / k+\gamma) n$ either contains a perfect matching, or has a very specific structure. This structure is restrictive enough that, when $H$ satisfies this codegree condition, we can exploit our result to obtain a polynomial-time algorithm for determining whether or not $H$ contains a perfect matching.

### 1.2 Techniques in graph and hypergraph theory

In proving these results we use a number of established techniques, in particular probabilistic methods, the concept of 'pseudorandomness', and the Regularity Lemma. Probabilistic methods are an invaluable tool in almost all areas of combinatorics. Most obviously, dealing with random graphs will always require probabilistic tools to some extent. However, the use of probabilistic methods is very far from being restricted to random graphs. Indeed, whenever it is required to prove that a combinatorial object possessing a certain property exists, it suffices to prove that a random object, drawn from a specified distribution, has the property with positive probability. In Chapters 3 and 4 we will use probabilistic methods for precisely this purpose, despite the fact that the questions we address are wholly deterministic. There are many properties for which this method works even though the objects that possess them are very difficult to construct explicitly.

One of the most famous examples of the use of probabilistic methods in combinatorics is the exponential lower bound on Ramsey numbers given by Erdős [36]. To this date no explicit construction of graphs which realise this lower bound, or even which provide any exponential lower bound at all, is known. Due to their huge influence on combinatorics, it
would be impossible to give a complete account of the application of probabilistic methods here. Extensive literature has been written on this topic; see for example [5]. Some basic probabilistic tools which we use in this thesis are given in Section 1.8, at the end of this introduction.

On the other hand, it is often useful to have examples of specific graphs which exhibit at least some of the properties typical of random graphs. Such graphs are often referred to as pseudorandom graphs. While in general it is not possible to capture all of the typical properties of a random graph in this way, certain important properties can and have been transferred to a deterministic setting. One important example, which we will make use of, is the edge-distribution of the graph. This was first treated by Thomason [112], who introduced the notion of jumbled graphs (see Definition 2.3.1 for a precise definition).

Later, Chung, Graham and Wilson [27] exhibited a number of seemingly different properties relating to pseudorandomness and proved them to be equivalent. They thus introduced the notion of quasirandom graphs. More recently, much attention has been focused on ( $n, d, \lambda$ )-graphs, that is, graphs on $n$ vertices which are regular of degree $d$ and have second eigenvalue $\lambda$. The significance of the second eigenvalue (which technically refers to the absolute values of the eigenvalues rather than the eigenvalues themselves) is that its value was one of the properties studied in [27], and so a bound on the second eigenvalue implies a number of other properties. While we do not refer directly to $(n, d, \lambda)$ graphs in the main body of this thesis, such graphs are known (see, e.g., Chapter 9 of [5]) to have strong edge distribution properties and also strong expansion properties. Thus they are related to the graphs dealt with in Chapters 2 and 3. In particular, Kühn and Osthus [84] observed that for any $\delta$, there exists $\varepsilon$ such that for sufficiently large $n$, any ( $n, d, \lambda$ )-graph with $d \geqslant \delta n$ and $\lambda \leqslant \varepsilon n$ is a 'robust expander'. Results for robust expanders therefore also apply to ( $n, d, \lambda$ )-graphs. A survey by Krivelevich and Sudakov [92] gives a great deal of additional background on pseudorandomness.

Szemerédi's Regularity Lemma, first introduced in [110], is relatively simple to prove but has proven an extremely powerful tool with a wide range of applications in graph theory. Roughly speaking, the lemma states that any sufficiently large graph may be partitioned into a number of 'clusters', such that the edge distribution of the bipartite subgraph between almost every pair of clusters is pseudorandom (or $\varepsilon$-regular). The lemma is stated precisely in Chapter 3 as Lemma 3.3.3. Early applications of the Regularity Lemma include the proof of the bounded degree case of the Burr-Erdős conjecture by Chvátal, Rödl, Szemerédi and Trotter [29] and Komlós, Sárközy and Szemerédi's proof of the Pósa-Seymour conjecture in the case of large graphs [77]. Further examples are given in Section 1.4.

The Regularity Lemma is particularly powerful when used in conjunction with the Blow-up Lemma of Komlós, Sárkőzy and Szemerédi [76], which allows the embedding of any bipartite graph of bounded degree into regular pairs. We will (implicitly) use the Blow-up Lemma in Chapter 3 (Lemma 3.8.2 relies upon it). One notable disadvantage of using the Reguarity Lemma is that the minimum size of the graphs on which it holds is very large, as shown by Gowers [50].

More recently, extensions of this method for use on hypergraphs have also proved very useful. The Weak Hypergraph Regularity Lemma, introduced by Chung [26], has a similar, simple proof to that of the Graph Regularity Lemma, but the embedding properties it ensures are much less powerful than in the graph case. Nevertheless, it has seen many applications and we use this version directly when dealing with hypergraphs.

By contrast, the (strong) Hypergraph Regularity Lemma is much more technical even when restricted to 3-graphs, both in its statement and proof, but is also more powerful. In fact, at least three different versions of the Hypergraph Regularity Lemma have been proposed. The first was introduced for 3-graphs by Frankl and Rödl [41], and later extended to arbitrary $k$-graphs by Rödl and Skokan [107]. Another version of the Hypergraph Reg-
ularity Lemma was introduced by Gowers [51], and an algorihmic version was proposed by Haxell, Nagle and Rödl [57]. Keevash [63] proved a hypergraph version of the Blow-up Lemma which, like its graph counterpart, is particularly useful when combined with the Hypergraph Regularity Lemma. While we do not use the Hypergraph Regularity method directly in this thesis, it should be noted that we do use a powerful result (Lemma 4.4.7) which relies on it.

Two other more recent concepts we use are 'robust expansion' and geometric methods. Expansion properties of graphs have been widely considered and studied. 'Robust expansion' is a stronger property which has proved particularly useful in embedding problems. Recall that a graph $G$ on $n$ vertices is a robust expander if, for every 'reasonably sized' set $S \subseteq V(G), G$ contains at least $|S|+\Omega(n)$ vertices that are adjacent to 'many' vertices in $S$. This definition was introduced by Kühn, Osthus and Treglown [87] in the context of directed graphs, although it was already implicit in papers of Kelly, Kühn and Osthus [66] and Keevash, Kühn and Osthus [64]. Robust expansion is a key definition in Chapter 3; indeed, as previously mentioned Theorem 1.4.8 applies specifically to robustly expanding graphs. It is worth noting that in the remainder of the thesis, while we do not refer to robust expansion itself, we do use properties of a similar flavour (see, e.g., Lemma 2.2.7). Recently, Kühn and Osthus [83] proved a very powerful result concerning Hamilton cycles in robust expanders, which we will mention in Section 1.3.3.

The correspondance between perfect matchings in hypergraphs and geometric structures was first drawn by Rödl, Ruciński and Szemerédi [105] and was developed further by Keevash and Mycroft [65]. Given a hypergraph $H$ and a partition of its vertices, we can assign to each edge of the hypergraph (or more generally, to any set of vertices) an index vector according to which parts of the vertex set its vertices fall into. Then given any perfect matching $M$, the index vectors of the edges in $M$ must sum to the index vector of $V(H)$. We consider the lattice $L$ generated by the index vectors of edges of $H$, and
observe that $H$ can only have a perfect matching if the index vector of $V(H)$ lies in $L$. By reframing the problem along these lines, geometric techniques (see, e.g., Lemma 4.4.9) can be brought to bear and, as we shall see, prove useful in solving the problem of whether or not a perfect matching exists.

### 1.3 Edge-disjoint Hamilton cycles in random graphs

The theory of random graphs has been well developed since its beginnings in the late 1950s. While many models of random graphs have been studied, the model $G_{n, p}$ which we use is particularly nice to work with, due to the independence of different edges being present. Erdős and Renyi [37] determined the connectivity threshold for $G_{n, p}$ is $\log n / n$; that is, they proved that when $p n-\log n \rightarrow \infty$ as $n \rightarrow \infty$ then with high probability $G_{n, p}$ is connected, and if $p n-\log n \rightarrow-\infty$ then with high probability $G_{n, p}$ is not connected. (The latter case is simply due to the fact that with high probability one of the vertices of the graph is isolated.) They later determined the threshold values for the appearance of some small subgraphs [38] and various other properties.

Since then a large body of work has been published on the subject; see, e.g., [15, 60] for further details and many remarkable results. One property we will make particular use of is the following: Suppose that $n p / \log n \rightarrow \infty$ as $n \rightarrow \infty$. Then with high probability, the minimum degree of $G$ is $(1-o(1)) n p$.

Hamilton cycles are an extensively studied topic in graph theory. As they are very natural structures to examine there are many natural problems which may be posed concerning Hamilton cycles, but these problems are often rather difficult to approach. For example, for an arbitrary graph $G$ the decision problem of determining whether or not $G$ contains a Hamilton cycle is known to be NP-complete [61], making it unlikely that simple necessary and sufficient conditions for the existence of a Hamilton cycle can be found. Simple sufficient conditions do exist; recall for example Dirac's Theorem, which
shows that $\delta(G) \geqslant n / 2$ suffices, where $\delta(G)$ is the minimum degree of $G$. On the other hand, trivially the condition $\delta(G) \geqslant 2$ is a necessary one.

For a random graph $G \sim G_{n, p}$, however, it turns out that the condition $\delta(G) \geqslant 2$ is also sufficient to guarantee, with high probability, the existence of a Hamilton cycle. Indeed, Bollobás [14] and Ajtai, Komlós and Szemerédi [2] proved that in almost every random graph process where we add edges at random, one by one, to an empty graph on $n$ vertices, the very edge which increases the minimum degree of the graph to 2 also produces a Hamilton cycle.

A natural extension of the problem of finding a Hamilton cycle is the following question: How many Hamilton cycles can be 'packed' into a graph $G$, so that each cycle is a subgraph of $G$ and all of the cycles are edge-disjoint? As in the case of a single Hamilton cycle, there is a trivial necessary condition on $\delta(G)$ : If $G$ contains $k$ edge-disjoint Hamilton cycles, then it must have minimum degree at least $2 k$. This leads to the following definition:

Definition 1.3.1 For a graph $G$ on $n$ vertices, call a matching $M$ in $G$ optimal if $|M|=$ $\lfloor n / 2\rfloor$. A graph $G$ has property $\mathcal{H}$ if $G$ contains $\lfloor\delta(G) / 2\rfloor$ edge-disjoint Hamilton cycles, together with an additional edge-disjoint optimal matching if $\delta(G)$ is odd.

In the case that $G$ is regular of even degree and possesses property $\mathcal{H}, G$ has a Hamilton decomposition; that is, all of the edges of $G$ may be covered by a collection of edge-disjoint Hamilton cycles.

Frieze and Krivelevich [42] conjectured that almost every graph with $n$ vertices and $m$ edges has property $\mathcal{H}$, regardless of how we choose $m=m(n)$. They later [43] conjectured that with high probability $G_{n, p}$ has property $\mathcal{H}$.

Conjecture 1.3.2 (Frieze and Krivelevich [43]) For any $p=p(n)$, with high probability $G_{n, p}$ has property $\mathcal{H}$.

This conjecture has now essentially been proved. This was done in two parts: a 'dense case', which is mostly covered by results in this thesis, and a 'sparse' case covered by the work of other authors. For completeness we give background on both cases. We also include a brief account of exciting new results in the area which have recently been proved.

### 1.3.1 Dense random graphs

Frieze and Krivelevich gave a partial result towards Conjecture 1.3.2 in the case where $p$ is constant, namely that $G$ contains an 'approximate' Hamilton decomposition.

Theorem 1.3.3 (Frieze and Krivelevich [42]) Let $0<p<1$ be constant. Then whp $G_{n, p}$ contains $(1-o(1)) n p / 2$ edge-disjoint Hamilton cycles.

As mentioned previously, $\delta\left(G_{n, p}\right)=(1-o(1)) n p$ for this range of $p$ and so the size of the collections is $(1-o(1)) \delta\left(G_{n, p}\right) / 2$. Hence the Hamilton cycles cover all but a small proportion of the edges of $G_{n, p}$. As remarked in [44], the proof of [42] also works as long as $p$ is a little larger than $n^{-1 / 8}$.

The first result we present in Chapter 2 extends Theorem 1.3.3 to essentially the entire range of $p$. Our proof builds on ideas from [42] and [91].

Theorem 1.3.4 For any $\eta>0$, there exists a constant $C$ such that if $p \geqslant \frac{C \log n}{n}$, then whp $G_{n, p}$ contains $(1-\eta) n p / 2$ edge-disjoint Hamilton cycles.

This result was proven independently by Krivelevich (personal communication). Later in Chapter 2 we build on the ideas used in the proof of Theorem 1.3.4 to prove the following result:

Theorem 1.3.5 Let $\log ^{50} n / n \leqslant p \leqslant 1-n^{-1 / 4} \log ^{9} n$. Then with high probability, $G_{n, p}$ has property $\mathcal{H}$.

Very recently, Kühn and Osthus [84] covered the 'very dense' case $p \geqslant 2 / 3$. By this time the sparse case $p \leqslant n^{-1+\varepsilon}$ had also been covered, as detailed in Section 1.3.2.

In fact we prove Theorem 1.3.5 via a deterministic result (Theorem 2.3.62) which we believe to be of independent interest. Hefetz, Kühn, Lapinskas and Osthus [58] proved a 'covering' result for a similar range of $p$, which states that with high probability all of the edges of $G \sim G_{n, p}$ can be covered with $\lceil\Delta(G) / 2\rceil$ (not necessarily edge-disjoint) Hamilton cycles, each of which is contained in $G$. Their proof uses Lemma 2.3.60, a key lemma in the proof of Theorem 2.3.62, as a component. This answered a question and improved a previous result of Glebov, Krivelevich and Szabó [49].

Hypergraph versions of Conjecture 1.3.2 were also considered by Frieze and Krivelevich [44], Frieze, Krivelevich and Loh [45] and Bal and Frieze [10]. However, as yet no 'exact' results (in which the number of edge-disjoint Hamilton cycles depends only on the minimum degree, as in Theorem 1.3.5) are known.

### 1.3.2 Sparse random graphs

After the result of Bollobás [14] and Ajtai, Komlós and Szemerédi [2] for single Hanilton cycles, Bollobás and Frieze [16] showed that that almost every graph with $n$ vertices and $n(\log n+(2 k-1) \log \log n) / 2$ edges contains a collection of $k$ edge-disjoint Hamilton cycles; with high probability such graphs have minimum degree equal to $2 k$. This result immediately deals with the case $n p \leqslant \log n+O(\log \log n)$ of Conjecture 1.3.2, and in [43] Frieze and Krivelevich extended this to all $p$ with $n p=(1+o(1)) \log n$. Ben-Shimon, Krivelevich and Sudakov [13] went further and showed that Conjecture 1.3.2 holds as long as $n p \leq 1.02 \log n$. Finally, Krivelevich and Samotij [90] covered the range $\log n / n \leqslant$ $p \leqslant n^{-1+\varepsilon}$, which overlaps with the range covered by Theorem 1.3.5.

Hence taken together, Theorem 1.3.5 and the results of [13, 90, 84] essentially prove Conjecture 1.3.2. (Unfortunately, the results of $[90,84]$ do not include the additional edge-disjoint optimal matching.)

Theorem 1.3.6 For any $p=p(n)$, with high probability $G \sim G_{n, p}$ contains $\lfloor\delta(G) / 2\rfloor$
edge-disjoint Hamilton cycles.

### 1.3.3 Deterministic results for graphs and digraphs

The question of whether a graph possesses an approximate or exact Hamilton decomposition is, of course, far from being restricted to random graphs. In this section we briefly detail some results in this area, including exciting recent results which have resolved a number of long-standing conjectures and made progress on others.

An old construction by Walecki (see e.g. [7, 94]) shows that the complete graph $K_{n}$ has a Hamilton decomposition if $n$ is odd. It is well known that more generally $K_{n}$ has property $\mathcal{H}$ (see e.g. [120]). Nash-Williams [97] conjectured that any $d$-regular graph on $n$ vertices where $d \geqslant n / 2$ has $\lfloor d / 2\rfloor$ edge-disjoint Hamilton cycles. Christofides, Kühn and Osthus [25] showed that any regular graph $G$ on $n \geqslant n_{0}=n_{0}(\varepsilon)$ vertices with degree at least $(1+\varepsilon) n / 2$ has an approximate Hamilton decomposition. Their proof uses the Regularity Lemma, and so as remarked before $n_{0}$ is quite large. Harte and Seacrest [56] later gave an improved version of this result which avoids using the Regularity Lemma, and so holds for smaller graphs.

A directed graph or digraph $G=(V, E)$ is an analogue of a graph for which $V$ is a set of vertices and $E$ is a set of directed edges, i.e., of ordered pairs of vertices in $V$. A directed Hamilton cycle is a cycle which contains all of the vertices and in which every vertex has in- and out-degree exactly 1. (Whenever we refer to a Hamilton cycle in a digraph setting we implictly mean a directed Hamilton cycle.) Hamilton decompositions and approximate Hamilton decompositions in a digraph setting are defined analogously to those in a graph setting.

Tillson [114] proved that a complete digraph on $n$ vertices has a Hamilton decomposition for any $n \neq 4,6$. A tournament is a digraph formed by replacing every edge $x y$ of a complete (undirected) graph by exactly one of the directed edges $\overrightarrow{x y}$ and $\overrightarrow{y x}$. A famous
conjecture in this area is Kelly's conjecture, which states that any regular tournament has a Hamilton decomposition. Kühn, Osthus and Treglown [85] proved an approximate version of Kelly's conjecture.

Recently, Kühn and Osthus [83] proved a very general result with wide implications, namely that every regular digraph which is a robust outexpander (the natural analogue of a robust expander in the digraph case) has a Hamilton decomposition. Their proof relies on another recent result of Osthus and Staden [99] which states that such a digraph at least has an approximate Hamilton decomposition. As a result they were able to prove not only Kelly's conjecture, but also (in [84]) a conjecture of Erdös which states that a random tournament possesses with high probability a digraph analogue of property $\mathcal{H}$, a further partial result towards the Nash-Williams conjecture, and the previously mentioned result for the 'very dense' case of Conjecture 1.3.2. They also proved a strong result concerning collections of edge-disjoint Hamilton cycles in (not necessarily regular) graphs of high minimum degree; this was improved on by Kühn, Lapinskas and Osthus [79], again using the main result of [83].

### 1.4 Embedding bipartite graphs of small bandwidth

Recall that the Hajnal-Szemerédi theorem [52] gives the minimum degree condition on a graph $G$ which guarantees the existence of a perfect $K_{r}$-packing in $G$. This seminal result has since inspired a number of sucessively wider generalisations. Given a graph $F$, a perfect $F$-packing in a graph $G$ is a collection of vertex-disjoint copies of $F$ which covers all the vertices in $G$. (Perfect $F$-packings are also referred to as $F$-factors or perfect F-tilings.) Kühn and Osthus [80, 82] characterised, up to an additive constant, the minimum degree which ensures a graph $G$ contains a perfect $F$-packing for an arbitrary graph $F$. (This improved previous bounds of Alon and Yuster [6] and Komlós, Sárközy and Szemerédi [78].)

In a similar vein, the Pósa-Seymour conjecture (see [39] and [108]) states that any graph $G$ on $n$ vertices with $\delta(G) \geqslant r n /(r+1)$ contains the $r$ th power of a Hamilton cycle. (The $r$ th power of a Hamilton cycle $C$ is obtained from $C$ by adding an edge between every pair of vertices of distance at most $r$ on $C$.) As mentioned previously, Komlós, Sárközy and Szemerédi [77] proved this conjecture for sufficiently large graphs. Notice that in the case when $r+1$ divides $|G|$, a necessary condition for a graph $G$ to contain the $r$ th power of a Hamilton cycle is that $G$ contains a perfect $K_{r+1}$-packing. Thus, the Pósa-Seymour conjecture implies the Hajnal-Szemerédi theorem.

Given a graph $H$ on $n$ vertices, the bandwidth of $H$ is defined as follows: Consider all vertex orderings $\sigma=\left(v_{1}, \ldots, v_{n}\right)$ of $H$, and let $b(H, \sigma)$ be the maximum distance between two adjacent vertices according to this ordering. That is, $b(\sigma)$ is the maximum of $|i-j|$ over all pairs $\{i, j\}$ such that $v_{i} v_{j}$ is an edge of $H$. The bandwidth $b w(H)$ is the minimum of $b(H, \sigma)$ over all orderings $\sigma$ of $V(H)$. Both perfect $F$-packings and $r$ th powers of Hamilton cycles are examples of graphs with low bandwidth, provided that $|F|$ and $r$ respectively are small compared to $n$ (this case is almost universally the one considered). Indeed, every graph $H$ has bandwidth at most $|H|-1$. Thus, a perfect $F$-packing has bandwidth at most $b w(F) \leqslant|F|-1$. A cycle has bandwidth 2 , and in general the $r$ th power of a cycle has bandwidth at most $2 r$. Further, Böttcher, Pruessmann, Taraz and Würfl [20] proved that every planar graph $H$ on $n$ vertices with bounded maximum degree has bandwidth at most $O(n / \log n)$.

The following result of Böttcher, Schacht and Taraz [22] gives a condition on the minimum degree of a graph $G$ on $n$ vertices that ensures $G$ contains every $r$-chromatic graph on $n$ vertices of bounded degree and of bandwidth $o(n)$, thereby proving a conjecture of Bollobás and Komlós [75].

Theorem 1.4.1 (Böttcher, Schacht and Taraz [22]) Given any $r, \Delta \in \mathbb{N}$ and any $\gamma>0$, there exist constants $\beta>0$ and $n_{0} \in \mathbb{N}$ such that the following holds. Suppose that
$H$ is an $r$-chromatic graph on $n \geqslant n_{0}$ vertices with $\Delta(H) \leqslant \Delta$ and bandwidth at most $\beta n$. If $G$ is a graph on $n$ vertices with

$$
\delta(G) \geqslant\left(\frac{r-1}{r}+\gamma\right) n
$$

then $G$ contains a copy of $H$.

Prior to the proof of Theorem 1.4.1, Csaba [31] and Hàn [54] proved the case when $H$ is bipartite and Böttcher, Schacht and Taraz [21] proved the case when $\chi(H)=3$. Our aim in Chapter 3 will be to strengthen Theorem 1.4.1 in the case when $H$ is bipartite.

### 1.4.1 Degree sequence conditions

Dirac's theorem and the Hajnal-Szemerédi theorem are best possible in the sense that the minimum degree conditions in both these results cannot be lowered. However, this does not mean that one cannot strengthen these results. Indeed, Chvátal [28] gave a condition on the degree sequence of a graph which ensures Hamiltonicity: Suppose that the degrees of the graph $G$ are $d_{1} \leqslant \ldots \leqslant d_{n}$. If $n \geqslant 3$ and $d_{i} \geqslant i+1$ or $d_{n-i} \geqslant n-i$ for all $i<n / 2$ then $G$ is Hamiltonian. Previously, Pósa [102] showed that the stronger condition $d_{i} \geqslant i+1$ for all $i<n / 2$ suffices. Notice that both Pósa's Theorem and Chvátal's Theorem are much stronger than Dirac's theorem since they allow for almost half of the vertices of $G$ to have degree less than $n / 2$.

Balogh, Kostochka and Treglown [12] proposed the following two conjectures concerning the degree sequence of a graph which forces a perfect $F$-packing, which can be seen as analogues of Pósa's Theorem.

Conjecture 1.4.2 (Balogh, Kostochka and Treglown [12]) Let $n, r \in \mathbb{N}$ such that $r$ divides $n$. Suppose that $G$ is a graph on $n$ vertices with degree sequence $d_{1} \leqslant \ldots \leqslant d_{n}$ such that:

- $d_{i} \geqslant(r-2) n / r+i$ for all $i<n / r$;
- $d_{n / r+1} \geqslant(r-1) n / r$.

Then $G$ contains a perfect $K_{r}$-packing.

Note that Conjecture 1.4.2, if true, is much stronger than the Hajnal-Szemerédi theorem since the degree condition allows for $n / r$ vertices to have degree less than $(r-1) n / r$.

Conjecture 1.4.3 (Balogh, Kostochka and Treglown [12]) Suppose $\gamma>0$ and $F$ is a graph with $\chi(F)=r$. Then there exists an integer $n_{0}=n_{0}(\gamma, F)$ such that the following holds. If $G$ is a graph whose order $n \geqslant n_{0}$ is divisible by $|F|$, and whose degree sequence $d_{1} \leqslant \ldots \leqslant d_{n}$ satisfies

- $d_{i} \geqslant(r-2) n / r+i+\gamma n$ for all $i<n / r$,
then $G$ contains a perfect F-packing.

This conjecture is much more general than Conjecture 1.4.2, but is not exact (due to the error term $\gamma$ ) and hence is weaker in the case when $F=K_{r}$.

In Chapter 3 we prove the following result which gives a condition on the degree sequence of a graph $G$ on $n$ vertices that ensures $G$ contains every bipartite graph on $n$ vertices of bounded degree and of bandwidth $o(n)$.

Theorem 1.4.4 Given any $\Delta \in \mathbb{N}$ and any $0<\gamma<1 / 2$, there exists constants $\beta>0$ and $n_{0} \in \mathbb{N}$ such that the following holds. Suppose that $H$ is a bipartite graph on $n \geqslant n_{0}$ vertices with $\Delta(H) \leqslant \Delta$ and bandwidth at most $\beta n$. Let $G$ be a graph on $n$ vertices with degree sequence $d_{1} \leqslant \ldots \leqslant d_{n}$. If

- $d_{i} \geqslant i+\gamma n$ or $d_{n-i-\gamma n} \geqslant n-i$ for all $i<n / 2$
then $G$ contains a copy of $H$.

The degree sequence condition in Theorem 1.4.4 is similar to that in Chvátal's theorem, except that now we have two error terms in the condition. Notice that Theorem 1.4.4 is much stronger than the bipartite case of Theorem 1.4.1. Furthermore, in the case when $r=2$, Conjecture 1.4.3 is implied by Theorem 1.4.4.

Theorem 1.4.4 is, up to the error terms, best-possible for many graphs $H$. Indeed, suppose that $H$ is a bipartite graph on an even number $n$ of vertices that contains a perfect matching. Suppose that $m \in \mathbb{N}$ is such that $m<n / 2$. Let $G$ be a graph on $n$ vertices with vertex classes $V_{1}, V_{2}, V_{3}$ of sizes $m, m-1$ and $n-2 m+1$ respectively and whose edge set contains all possible edges except for those in $V_{1}$ and between $V_{1}$ and $V_{3}$. Let $d_{1} \leqslant \ldots \leqslant d_{n}$ denote the degree sequence of $G$. Then

- $d_{i} \geqslant i-1$ and $d_{n-i+2} \geqslant n-i$ for all $2 \leqslant i<n / 2$,
but since $\left|V_{1}\right|>\left|V_{2}\right|, G$ does not contain a perfect matching or, therefore, $H$.


### 1.4.2 Ore-type degree conditions

Ore-type degree conditions consider the sum of the degrees of non-adjacent vertices of a graph. The name comes from Ore's theorem [98], which states that a graph $G$ of order $n \geq 3$ contains a Hamilton cycle if $d(x)+d(y) \geqslant n$ for all non-adjacent $x \neq y \in V(G)$. Recently, Châu [23] proved an Ore-type analogue of the Pósa-Seymour conjecture in the case of the square of a Hamilton cycle (i.e. when $r=2$ ).

The following Ore-type result of Kierstead and Kostochka [69] implies the HajnalSzemerédi theorem: Let $n, r \in \mathbb{N}$ such that $r$ divides $n$. Suppose that $G$ is a graph on $n$ vertices such that for all non-adjacent $x \neq y \in V(G), d(x)+d(y) \geqslant 2(r-1) n / r-1$. Then $G$ contains a perfect $K_{r}$-packing. Kühn, Osthus and Treglown [86] characterised, asymptotically, the Ore-type degree condition which ensures a graph $G$ contains a perfect $F$-packing for an arbitrary graph $F$.

It is natural to seek an Ore-type analogue of Theorem 1.4.1. The following result
provides such an analogue in the case when $H$ is bipartite.

Theorem 1.4.5 Given any $\Delta \in \mathbb{N}$ and any $\gamma>0$, there exists constants $\beta>0$ and $n_{0} \in \mathbb{N}$ such that the following holds. Suppose that $H$ is a bipartite graph on $n \geqslant n_{0}$ vertices with $\Delta(H) \leqslant \Delta$ and bandwidth at most $\beta n$. Let $G$ be a graph on $n$ vertices such that, for all non-adjacent $x \neq y \in V(G)$,

$$
d(x)+d(y) \geqslant(1+\gamma) n .
$$

Then $G$ contains a copy of $H$.

We prove Theorem 1.4.5 by showing that it is a direct consequence of Theorem 1.4.4. Note that Theorem 1.4.5 is best-possible up to the error term for bipartite graphs $H$ on $n$ vertices which do not contain an isolated vertex. Indeed, let $G$ consist of a copy of $K_{n-1}$ and an isolated vertex. Then $G$ does not contain $H$ but $d(x)+d(y)=n-2$ for all non-adjacent $x \neq y \in V(G)$.

In light of Theorem 1.4.5, we propose the following Ore-type analogue of Theorem 1.4.1.

Conjecture 1.4.6 Given any $r, \Delta \in \mathbb{N}$ and any $\gamma>0$, there exists constants $\beta>0$ and $n_{0} \in \mathbb{N}$ such that the following holds. Suppose that $H$ is an r-chromatic graph on $n \geqslant n_{0}$ vertices with $\Delta(H) \leqslant \Delta$ and bandwidth at most $\beta n$. Let $G$ be a graph on $n$ vertices such that, for all non-adjacent $x \neq y \in V(G)$,

$$
d(x)+d(y) \geqslant 2\left(\frac{r-1}{r}+\gamma\right) n .
$$

Then $G$ contains a copy of $H$.

If true, Conjecture 1.4.6 is stronger than Theorem 1.4.1. Böttcher and Müller [18, 19] have proved the conjecture in the case when $r=3$.

### 1.4.3 Robustly expanding graphs

We now give a precise definition of the concept of robust expansion which was mentioned earlier in this introduction. Let $0<\nu \leqslant \tau<1$. Suppose that $G$ is a graph on $n$ vertices and $S \subseteq V(G)$. Then the $\nu$-robust neighbourhood $R N_{\nu, G}(S)$ of $S$ is the set of vertices $v \in V(G)$ such that $|N(v) \cap S| \geqslant \nu n$. We say that $G$ is a robust $(\nu, \tau)$-expander if every $S \subseteq V(G)$ with $\tau n \leqslant|S| \leqslant(1-\tau) n$ satisfies $\left|R N_{\nu, G}(S)\right| \geqslant|S|+\nu n$.

The following result is an immediate consequence of Theorem 16 from [87].

Theorem 1.4.7 (Kühn, Osthus and Treglown [87]) Given positive constants $1 / n_{0} \ll$ $\nu \leq \tau \ll \eta<1$, let $G$ be a graph on $n \geq n_{0}$ vertices with $\delta(G) \geq \eta n$ which is a robust $(\nu, \tau)$-expander. Then $G$ contains a Hamilton cycle.
(Throughout this thesis, we write $0<\alpha \ll \beta \ll \gamma$ to mean that we can choose the constants $\alpha, \beta, \gamma$ from right to left. More precisely, there are increasing functions $f$ and $g$ such that, given $\gamma$, whenever we choose some $\beta \leqslant f(\gamma)$ and $\alpha \leqslant g(\beta)$, all calculations needed in our proof are valid. Hierarchies of other lengths are defined in the obvious way.) Christofides, Keevash, Kühn and Osthus [24] proved that under the conditions of Theorem 1.4.7, a Hamilton cycle in $G$ can be found in polynomial time.

We will use Theorem 1.4.7 to prove the following result concerning embedding bipartite graphs of small bandwidth.

Theorem 1.4.8 Given $\Delta \in \mathbb{N}$ and positive constants $\nu \leq \tau \ll \eta<1$ there exist constants $\beta>0$ and $n_{0} \in \mathbb{N}$ such that the following holds. Suppose that $H$ is a bipartite graph on $n \geqslant n_{0}$ vertices with $\Delta(H) \leqslant \Delta$ and bandwidth at most $\beta n$. Let $G$ be a graph on $n$ vertices with $\delta(G) \geq \eta n$ which is a robust $(\nu, \tau)$-expander. Then $G$ contains a copy of $H$.

Note that Theorem 1.4.8 is very general in the sense that it allows for the graph $G$ to have small minimum degree (although $\delta(G)$ must be linear). Furthermore, there are
examples of graphs $G$ that satisfy the hypothesis of Theorem 1.4.8 and whose maximum degree is also comparitively small. Indeed, let $0<\nu \ll \tau \ll \eta<1$ such that $1 / \eta$ is an odd integer. Further choose $n \in \mathbb{N}$ such that $\eta n \in \mathbb{N}$. Define $G$ to be the blow-up of a cycle on $1 / \eta$ vertices, such that each vertex class of $G$ contains $\eta n$ vertices. Thus, $|G|=n$ and $\delta(G)=\Delta(G)=2 \eta n$. It is easy to check that $G$ is a robust $(\nu, \tau)$-expander. Given constants $0<\nu \ll \tau \ll p \leqslant 1$, it is also easy to see that with high probability $G(n, p)$ is a robust $(\nu, \tau)$-expander with minimum degree at least $p n / 2$ and maximum degree at most $2 p n$.

Theorem 1.4.8 therefore implies that, with high probability for constant $p, G(n, p)$ contains all bipartite graphs $H$ on $n$ vertices of bounded degree and bandwidth $o(n)$. A result of Huang, Lee and Sudakov [59] actually implies that, with high probability for constant $p>0$, any spanning subgraph $G^{\prime}$ of $G(n, p)$ with minimum degree $\delta\left(G^{\prime}\right) \geqslant$ $(1 / 2+o(1)) n p$ contains all such $H$.

### 1.5 Perfect matchings in hypergraphs

Recall that a $k$-graph is a hypergraph in which every edge has size $k$. The question of whether a $k$-graph $H$ contains a perfect matching, while simple to state, is one of the key questions of combinatorics. In the graph case $k=2$, Tutte's Theorem [116] gives necessary and sufficient conditions for $H$ to contain a perfect matching, and Edmonds' Algorithm [34] gives a solution in polynomial time. However, for $k \geqslant 3$ this problem was one of Karp's celebrated 21 NP-complete problems [61]. Results for perfect matchings have many potential practical applications; one example which has garnered interest in recent years is the 'Santa Claus' allocation problem (see [9]). Since the general problem is intractable provided $\mathrm{P} \neq \mathrm{NP}$, it is natural to seek conditions on $H$ which render the problem tractable or even which guarantee that a perfect matching exists. In recent years a substantial amount of progress has been made in this direction.

One well-studied class of such conditions are minimum degree conditions. In the graph case, a simple greedy argument shows that a minimum degree of $n / 2$ guarantees a perfect matching provided that $n$ is even (in what follows we assume that $k$ divides $n$, since this is a necessary condition for $H$ to contain a perfect matching). Indeed, Dirac's theorem [33] states that this condition even guarantees that $H$ contains a Hamilton cycle. For $k \geqslant 3$, there are a number of possible definitions for the minimum degree of $H$. Indeed, for any set $A \subseteq V(H)$, the degree $d(A)$ of $A$ the number of edges of $H$ containing $A$. Then for any $1 \leqslant \ell \leqslant k-1$, the minimum $\ell$-degree $\delta_{\ell}(H)$ of $H$ is the minimum of $d(A)$ over all subsets $A \subseteq V(H)$ of size $\ell$.

Two cases have received particular attention: the minimum 1-degree $\delta_{1}(H)$ is also known as the minimum vertex degree, and the minimum $(k-1)$-degree $\delta_{k-1}(H)$ as the minimum codegree of $H$. General bounds for the minimum vertex degree which guarantees a perfect matching were obtained by Daykin and Häggvist [32] and improved by Markström and Ruciński [96]. For $k=3$, the minimum vertex degree was determined independently by Kühn, Osthus and Treglown [88] and Khan [67]. Earlier, Hán, Person and Schacht [55] had given an asymptotic version of these results. Khan [68] also determined the minimum vertex degree which guarantees a perfect matching in a 4 -graph, while Alon, Frankl, Huang, Rödl, Ruciński and Szemerédi [3] gave an asymptotic result for 5 -graphs. For $k>5$ this question is one of the main outstanding open problems in extremal hypergraph theory.

### 1.5.1 Space and divisibility barriers

For sufficiently large $n$, Rödl, Ruciński and Szemerédi [106] determined the minimum codegree which guarantees a perfect matching in $H$ to be exactly $n / 2-k+c$, where $c \in\{1.5,2,2.5,3\}$ is an explicitly given function of $n$ and $k$. They also showed that a minimum codegree of just $n / k$ is sufficient to guarantee a matching covering all but $k$
vertices of $H$ (i.e. one edge away from a perfect matching). This is in sharp contrast with the graph case, where a minimum degree of $\delta(G) \geqslant n / 2-\varepsilon n$ only guarantees the existence of a matching covering at least $n-2 \varepsilon n$ vertices. The extremal example from [106] is as follows: Let $A$ and $B$ be disjoint sets with $|A|$ odd and $|A \cup B|=n$. Let $H$ be the $k$-graph on $A \cup B$ whose edges are all $k$-tuples in which every edge intersects $A$ in an even number of vertices. Then any matching in $H$ covers an even number of vertices in $A$, so is not perfect, but $\delta_{k-1}(H) \geqslant n / 2-k$. Indeed, for suitable choices of $|A|$ and $|B|$, the $k$-graph formed in this manner has the highest codegree of any $k$-graph on $n$ vertices with no perfect matching. This construction is the simplest example of a 'divisibility barrier' to a perfect matching.

For general $\ell$, it was conjectured by Hán, Person and Schacht [55] that the extremal constructions for $H$ which maximise $\delta_{\ell}(H)$ and such that $H$ contains no perfect matching have one of two forms. The first, the 'divisibility barrier', is constructed in a similar way to the extremal example from [106] above. However, the construction may additionally be varied by including the edges which intersect $A$ in an odd number of vertices instead of those which intersect $A$ in an even number of vertices and varying the parity of $|A|$ appropriately. (The precise way this is done differs depending on the parity of $n / k$.) The second construction, the 'space barrier', is constructed as follows: Again we partition a vertex set $V$ into vertex classes $A$ and $B$, and this time $H$ contains every edge which intersects $A$ in at least one vertex. Then any perfect matching in $H$ must contain at least $n / k$ vertices in $A$, and so by taking $|A|=n / k-1$ we ensure that $H$ does not contain a perfect matching.

Treglown and Zhao [115] showed that when $k$ is divisible by 4 and $k / 2 \leqslant \ell \leqslant k-1$, there is indeed a 'divisibility barrier' construction which is extremal. However, as remarked in [115], finding the precise value of $|A|$ which actually gives the minimal $\ell$-degree is not trivial and in fact is probably a difficult problem in itself. Their result improved upon
an asymptotic result of Pikhurko [101]. Much of their proof in fact generalises to the case when $k$ is even or when no divisibility condition on $k$ is assumed; further, the result of [101] is not bound by the restriction that $k$ is divisible by 4 . However, in the case $1<\ell<k / 2$ much less is known; in particular, the asymptotics of the problem for general $k$ have yet to be determined. For further results on this topic see the survey [104], as well as recent papers [1] and [93].

### 1.5.2 Polynomial-time algorithms

Given the result of [106], a natural question to ask is the following: Let $\mathbf{P M}(k, \delta)$ be the decision problem of determining whether a $k$-graph $H$ with $\delta_{k-1}(H) \geqslant \delta n$ contains a perfect matching. For which values of $\delta$ is $\mathbf{P M}(k, \delta)$ in P ? The main result of [106] implies that $\mathbf{P M}(k, 1 / 2)$ is in P . On the other hand, $\mathbf{P M}(k, 0)$ includes no degree restriction on $H$ at all; as stated above, this was shown to be NP-complete by Karp [61]. Szymańska [111] proved that for $\delta<1 / k$ the problem $\mathbf{P M}(k, 0)$ admits a polynomialtime reduction to $\mathbf{P M}(k, \delta)$ and hence $\mathbf{P M}(k, \delta)$ is also NP-complete, while Karpiński, Ruciński and Szymańska [62] showed that there exists $\varepsilon>0$ such that $\mathbf{P M}(k, 1 / 2-\varepsilon)$ is in P . This left a hardness gap for $\mathbf{P M}(k, \delta)$ when $\delta \in[1 / k, 1 / 2-\varepsilon)$.

Later in this section we give an algorithm, Procedure DeterminePM, which eliminates this hardness gap almost entirely. (The analysis of this algorithm constitutes the majority of Chapter 4.)

Theorem 1.5.1 Fix $k \geqslant 3$ and $\delta>1 / k$. Then for any $k$-graph $H$ on $n$ vertices with $\delta_{k-1}(H) \geqslant \delta n$ Procedure DeterminePM determines correctly whether or not $H$ contains a perfect matching. Furthermore, it will do so in time at most $O\left(n^{f(k)}\right)$, where $f(k) \leqslant k^{k^{k}}$.

A consequence of Theorem 1.5.1 is that $\mathbf{P M}(k, \delta)$ is in P for any $\delta>1 / k$. Together with the main result of [111] this determines the complexity status of $\mathbf{P M}(k, \delta)$ for every $\delta \neq 1 / k$. The case $\delta=1 / k$ remains open.

### 1.5.3 Geometric theory

Our algorithm relies heavily on a result of Keevash and Mycroft [65] giving sufficient conditions which ensure a perfect matching in a large family of $k$-graphs. In this context, the result from [65] essentially states that if $H$ is a $k$-graph on $n$ vertices, where $n$ is large enough, and $\delta_{k-1}(H) \geqslant n / k+o(n)$, then either $H$ contains a perfect matching, or $H$ is close to a divisibility barrier. The simplest examples of these have already been described in Section 1.5.1. In fact, they proved that even if the codegree condition is weakened to $\delta_{k-1}(H) \geqslant(1 / k-\varepsilon) n$ then the only additional possibility is that $H$ close to a space barrier, which again generalises the second class of conjectured extremal examples in Section 1.5.1.

More generally, for any $k$-graph $H$ and any partition $\mathcal{P}$ of $V(H)$ into $d$ parts, we define the index vector $\mathbf{i}_{\mathcal{P}}(S) \in \mathbb{Z}^{d}$ of a subset $S \subseteq V(H)$ with respect to $\mathcal{P}$ to be the vector whose coordinates are the sizes of the intersections of $S$ with each part of $\mathcal{P}$. Note that for any edge $e \in H$ the index vector $\mathbf{i}_{\mathcal{P}}(e)$ has non-negative co-ordinates which sum to $k$; we refer to a lattice generated by such vectors as an edge-lattice. In particular, we let $L_{\mathcal{P}}(H) \subseteq \mathbb{Z}^{d}$ denote the edge-lattice generated by the vectors $\mathbf{i}_{\mathcal{P}}(e)$ for $e \in H$. We say that $L_{\mathcal{P}}(H)$ is complete if it contains every index vector whose coordinates sum to a multiple of $k$ and incomplete otherwise. With this notation, a divisibility barrier is a $k$-graph $H$ and a partition $\mathcal{P}$ of $V(H)$ such that $L_{\mathcal{P}}(H)$ is incomplete and $\mathbf{i}_{\mathcal{P}}(V(H)) \notin L_{\mathcal{P}}(H)$. Since $\mathbf{i}_{\mathcal{P}}(e) \in L_{\mathcal{P}}(H)$ for any edge $e \in H$, we have $\mathbf{i}_{\mathcal{P}}(V(M)) \in L_{\mathcal{P}}(H)$ for any matching in $H$, and so $H$ cannot contain a perfect matching. In the case of the above example, the partition $\mathcal{P}$ has parts $A$ and $B$, and $L_{\mathcal{P}}(H)$ is the lattice of vectors $(x, y)$ for which $x$ is even.

The result from [65] which we use implies that any $k$-graph $H$ on $n$ vertices with minimum codegree at least $n / k+o(n)$, which does not contain a perfect matching must be close to a divisibility barrier; that is, $H$ can be transformed into a divisibility barrier
by the removal of $o\left(n^{k}\right)$ edges. However, the converse of this statement does not hold. The majority of Chapter 4 is devoted to proving the next theorem, which gives an 'if and only if' statement for the existence of a perfect matching in such a $k$-graph, using extremal hypergraph theory. For this we need one more definition: we say that a lattice $L$ is $(1,-1)$-free if it does not contain any difference $\mathbf{u}_{i}-\mathbf{u}_{j}$ of two unit vectors with $i \neq j$. Here $\mathbf{u}_{i}$ is the vector which takes the value 1 in co-ordinate $i$ and the value 0 in all other co-ordinates.

Theorem 1.5.2 For any integers $k \geqslant 3$ and $C_{0}$ and any $\gamma>0$, there exists $n_{0}=$ $n_{0}\left(k, \gamma, C_{0}\right)$ such that for any $C$ with $k^{k^{k}} \leqslant C \leqslant C_{0}$, any $n \geqslant n_{0}$ divisible by $k$, and any $k$-graph $H$ on $n$ vertices with $\delta_{k-1}(H) \geqslant(1 / k+\gamma) n$, the following statements are equivalent:
(i) H has a perfect matching.
(ii) If

- $\mathcal{P}$ is a partition of $V(H)$ into $d$ parts of size greater than $n / k$, and
- $L \subseteq \mathbb{Z}^{d}$ is a $(1,-1)$-free edge-lattice such that any matching $M$ in $H$ formed of edges $e \in H$ with $\mathbf{i}_{\mathcal{P}}(e) \notin L$ has size less than $C$,
then there exists a matching $M^{\prime}$ of size at most $k-2$ such that $\mathbf{i}_{\mathcal{P}}\left(V(H) \backslash V\left(M^{\prime}\right)\right) \in L$.

For $k=3$ there is only one type of divisibility barrier to consider, so we can restate this result in a simpler form, showing that $H$ has a perfect matching unless every single edge of $H$ satisfies the divisibility condition of the divisibility barrier in the example given earlier.

Theorem 1.5.3 For any $\gamma>0$ there exists $n_{0}=n_{0}(\gamma)$ such that the following statement holds. Let $H$ be a 3 -graph on $n \geqslant n_{0}$ vertices, such that 3 divides $n$ and $\delta_{2}(H) \geqslant(1 / 3+\gamma) n$,
and suppose that $H$ does not contain a perfect matching. Then there is a subset $A \subseteq V(H)$ such that $|A|$ is odd but every edge of $H$ intersects $A$ in an even number of vertices.

Note that the existence of a subset $A \subseteq V(H)$ as in Theorem 1.5.3 in turn implies that $H$ does not contain a perfect matching, so this is indeed an 'if and only if' statement as in Theorem 1.5.2.

Procedure DeterminePM of Theorem 1.5.1 proceeds by checking whether condition (ii) of Theorem 1.5.2 holds.

```
Procedure DeterminePM
    Input: A constant \(\gamma>0\) and a \(k\)-graph \(H\) whose vertex set \(V\) has size \(n\) with
        \(\delta_{k-1}(H) \geqslant n / k+\gamma n\).
    Output: Determines whether or not \(H\) has a perfect matching.
    if \(|V|<n_{0}\left(k, \gamma, k^{k^{k}+1}\right)\) then
        Test every possible perfect matching in \(H\), and halt with appropriate output.
    foreach matching \(M\) in \(H\) of size at most \(k^{k^{k}+1}\) do
        foreach integer \(1 \leqslant d<k\) and edge-lattice \(L \subseteq \mathbb{Z}^{d}\) do
            foreach partition \(\mathcal{P}\) of \(V\) into \(d\) parts so that any edge \(e \in H\) which does
            not intersect \(V(M)\) has \(\mathbf{i}_{\mathcal{P}}(e) \in L\) do
                if there is no matching \(M^{\prime} \subseteq H\) of size at most \(k-2\) such that
                \(\mathbf{i}_{\mathcal{P}}\left(V \backslash V\left(M^{\prime}\right) \in L\right.\) then
                    Output " \(H\) does not contain a perfect matching"
    Output " \(H\) contains a perfect matching"
```

In Section 4.2 of Chapter 4 we deduce Theorem 1.5.1 from Theorem 1.5.2. To do this, we first show that Procedure DeterminePM does indeed have polynomial running time. For this it is not hard to see that the ranges of $M, d, L$ and $M^{\prime}$ can each be computed in polynomial time, but not immediately clear that this is true of the range of $\mathcal{P}$. However, Lemma 4.2.1 shows that this is indeed the case. To complete the proof of Theorem 1.5.1 we then deduce from Theorem 1.5.2 that Procedure DeterminePM does indeed determine correctly whether $H$ has a perfect matching.

While the main object of proving Theorem 1.5.2 is to facilitate the construction of the algorithm, we nevertheless believe it to be of independent interest. Our proof relies
on the main result of [65] as well as a substantial amount of geometric, probabilistic and combinatorial theory.

### 1.6 Maker-Breaker games

Given a (finite) hypergraph $G$, the Maker-Breaker game on $G$ is a 2-player game which is defined as follows. Two players, Maker and Breaker, each take turns to claim a (previously unclaimed) vertex of $G$. Maker wins if he claims all of the vertices of some edge of $G$, and Breaker wins if he prevents Maker from doing so before all of the vertices have been claimed.

For a given $n$, let $M(n)$ be the largest integer for which there exists an $n$-uniform hypergraph (an $n$-graph) $G$ of maximum degree at most $M(n)$ such that Maker wins the Maker-Breaker game on $G$. The following well-known pairing argument, due to Hales and Jewett [53], shows that $M(n)>n / 2$ for each $n$ : Form an auxiliary bipartite graph $B$ on vertex classes $V_{1}=V(G)$ and $V_{2}$, where $V_{2}$ is composed of two copies of $E(G)$. Since the degree of every vertex in $V_{2}$ is $n$ and the degree of every vertex in $V_{1}$ is at most $n$, Hall's theorem implies that $B$ contains a matching which covers every vertex of $V_{2}$. For each $e \in E(G)$, let $x_{e}$ and $y_{e}$ be the vertices which were matched to copies of $e$ in $V_{2}$. Now whenever Maker plays at one of $x_{e}$ and $y_{e}$, Breaker immediately plays at the other. This prevents Maker from claiming any edge of $G$ and so Breaker wins.

Beck [11, Open Problem 9.1] gives a number of successively weaker conjectures on the values of $M(n)$, which are collectively known as the Neighbourhood Conjecture. Gebauer [46] proved that $M(n)<2^{n-1} / n$ for sufficiently large $n$, thus disproving the strongest version of the Neighbourhood Conjecture. A more recent result of Gebauer, Szabó and Tardos [47] implies that $M(n)<(1+o(1)) 2^{n} / e n$. Since the general problem seems very difficult to solve, it is hoped that the cases for small $n$. Trivially $f(2)=2$. The graph $G_{3}$ (see Figure 1.1) demonstrates that $f(3)=2$ also. Maker's winning strategy


Figure 1.1: The graph $G_{3}$
is to play at $v_{1}$, and then if Breaker plays to the right of $v_{1}$ he plays at $v_{2}$; otherwise, he plays at $v_{3}$. In either case he wins quickly regardless of Breaker's next move.

We can derive from $G_{3}$ a 4-graph which has maximum degree 4, and on which Maker wins, as follows: For each edge $e \in G_{3}$, add two vertices $x_{e}$ and $y_{e}$ and replace $e$ by the two edges $e \cup\left\{x_{e}\right\}$ and $e \cup\left\{y_{e}\right\}$. To win, Maker first claims an edge of $G_{3}$ and claims one of $x_{e}$ and $y_{e}$. So $f(4) \leqslant 4$. A question posed by Imre Leader at the Workshop on Probabilistic techniques in Graph Theory, University of Birmingham (March 25, 2012) is whether there exists a 4 -graph with maximum degree 3 on which Maker wins the Maker-Breaker game. Since $f(4)>4 / 2=2$, this would show that $f(4)=3$.

In Chapter 5 we exhibit a 4 -graph $G_{4}$ which answers this question in the affirmative. Thus indeed $f(4)=3$. An illustration of how little is known for this problem is that the exact value for $M(n)$ is unknown for any $n \geqslant 5$. The best known general bounds are the upper bound implied by [47] and the previously stated lower bound $M(n)>n / 2$.

### 1.7 Notation

The following notation is used throughout this thesis. Additional notation required for individual chapters is included at the start of the relevant chapter.

We omit floors and ceilings whenever this does not affect the argument. We write $|G|$ for the order of a graph $G, \delta(G)$ and $\Delta(G)$ for its minimum and maximum degrees
respectively and $\chi(G)$ for its chromatic number. $e(G)$ denotes the number of edges of $G$. The degree of a vertex $x \in V(G)$ is denoted by $d(x)$ and its neighbourhood by $N(x)$. For a spanning subgraph $H$ of $G$, let $G \backslash H$ denote the graph obtained by removing the edges of $H$ from $G$. On the other hand, for a set $A$ of vertices $G[A]$ denotes the induced subgraph of $G$ on $A$, and $G-A$ denotes $G[V(G) \backslash A]$.

Given disjoint $A, B \subseteq V(G)$ the number of edges with one endpoint in $A$ and one endpoint in $B$ is denoted by $e_{G}(A, B)$. $e_{G}(A)$ denotes $e_{G}(A, A)$. We write $(A, B)_{G}$ for the bipartite subgraph of $G$ with vertex classes $A$ and $B$ whose edges are precisely those edges in $G$ with one endpoint in $A$ and the other in $B$. Often we will write $(A, B)$, for example, if this is unambiguous.

Recall from Section 1.4.3 that $\alpha \ll \beta \ll \gamma$ means that we can choose the constants $\gamma, \beta, \alpha$ from right to left. log denotes the natural logarithm, and we write $\log ^{a} n$ for $(\log n)^{a}$. We write $[r]$ to denote the set of integers from 1 to $r$.

### 1.8 Probabilistic Tools

We will need the following inequality known as the Chernoff bound, as applied to binomial and hypergeometric random variables. We briefly give the standard definitions. Recall that the binomial random variable $\operatorname{Bin}(n, p)$ with parameters $(n, p)$ is the sum of $n$ independent copies of the $\{0,1\}$-valued variable $A$ with $\mathbb{P}(A=1)=p$. The hypergeometric random variable $X$ with parameters $(N, m, n)$ is defined as $X=|T \cap S|$, where $S \subseteq[N]$ is a fixed set of size $m$, and $T \subseteq[N]$ is a uniformly random set of size $n$. If $m=p N$ then both variables have mean $p n$.

Lemma 1.8.1 [60, Corollary 2.3, Theorem 2.8 and Theorem 2.10] Suppose $X$ is a sum of independent Bernoulli random variables (e.g., a binomial random variable). Then
(i) If $0<a<3 / 2$, then $\mathbb{P}(|X-\mathbb{E} X| \geqslant a \mathbb{E} X) \leq 2 \exp \left(-\frac{a^{2}}{3} \mathbb{E} X\right)$.

If $X$ is a binomial random variable $\operatorname{Bin}(n, p)$, then in addition
(ii) If $t \geqslant 7 n p$, then $\mathbb{P}(X \geqslant t) \leqslant e^{-t}$.

We will also need to deal with hypergeometric random variables and sums of the same, for which the following result will be useful.

Corollary 1.8.2 Suppose $X$ is a sum of independent hypergeometric random variables and $0<a<3 / 2$. Then $\mathbb{P}(|X-\mathbb{E} X| \geqslant a \mathbb{E} X) \leq 2 \exp \left(-\frac{a^{2}}{3} \mathbb{E} X\right)$.

Proof. We follow Remark 2.11 of [60]. By Lemma 1 of [119], each of the hypergeometric random variables may be expressed as a sum of independent (but not identically distributed) Bernoulli random variables. Hence Lemma 1.8.1(i) implies the result.

We will also need two forms of the well-known Azuma-Hoeffding inequality. A sequence $\left(X_{0}, \ldots, X_{n}\right)$ of random variables is a martingale if $\mathbb{E}\left(\left|X_{j}\right|\right)$ is finite and $\mathbb{E}\left(X_{j} \mid X_{0}, \ldots, X_{j-1}\right)=$ $X_{j-1}$ for any $1 \leqslant j \leqslant n$.

Theorem 1.8.3 [60, Theorem 2.25] Let $A_{0}, A_{1}, \ldots, A_{n}$ be a martingale such that $\mid A_{i}-$ $A_{i-1} \mid \leqslant c$ for every $1 \leqslant i \leqslant n$. Then for any $t>0$ and any $0 \leqslant i \leqslant n$,

$$
\mathbb{P}\left(\left|A_{i}-A_{0}\right|>t c\right) \leqslant 2 \exp \left(-\frac{t^{2}}{2 i}\right)
$$

The following alternative form will be used in Chapter 3.
Lemma 1.8.4 [109, Proposition 1.1] Let $X_{1}, \ldots, X_{n}$ be random variables taking values in $[0,1]$, such that for each $1 \leqslant k \leqslant n$,

$$
\mathbb{E}\left[X_{k} \mid X_{k-1}, \ldots, X_{1}\right] \leqslant a_{k}
$$

Let $\mu:=\sum_{k=1}^{n} a_{k}$. Then for any $0<\delta \leqslant 1$,

$$
\mathbb{P}\left[\sum_{k=1}^{n} X_{k}>(1+\delta) \mu\right] \leqslant e^{-\frac{\delta^{2} \mu}{3}}
$$

The following lemma will be very useful in conjunction with the second form of Azuma's inequality.

Lemma 1.8.5 [89, Lemma 2.1] Suppose that $1 / k \ll p, 1-p, \varepsilon$, that $n \geqslant k^{3} / 6$, and that $X \sim \operatorname{Bin}(n, p)$. Then for any $0 \leqslant r \leqslant k-1$,

$$
\frac{1-\varepsilon}{k} \leqslant \mathbb{P}(X \equiv r \quad \bmod k) \leqslant \frac{1+\varepsilon}{k} .
$$

Finally, we require the following well-known expectation bound, whose proof we include here for completeness.

Lemma 1.8.6 Suppose that $X$ and $Y$ are integer-valued random variables on a probability space $\Omega$ and that $B$ is an event on $\Omega$ which has positive probability, such that for each $x, y \in \mathbb{Z}, \mathbb{P}[X=x \mid B \cap\{Y=y\}]=\mathbb{P}[X=x \mid Y=y]$. Then

$$
\mathbb{E}[X \mid B] \leqslant \max _{y \in \mathbb{Z}} \mathbb{E}[X \mid Y=y]
$$

Proof. Note that for each $x \in \mathbb{Z}$,

$$
\mathbb{P}[X=x \mid B]=\sum_{y \in \mathbb{Z}} \mathbb{P}[\{X=x\} \cap\{Y=y\} \mid B] .
$$

Further,

$$
\begin{aligned}
\mathbb{P}[\{X=x\} \cap\{Y=y\} \mid B] & =\frac{\mathbb{P}[\{X=x\} \cap\{Y=y\} \cap B]}{\mathbb{P}[B]} \\
& =\frac{\mathbb{P}[\{X=x\} \cap\{Y=y\} \cap B]}{\mathbb{P}[\{Y=y\} \cap B]} \cdot \frac{\mathbb{P}[\{Y=y\} \cap B]}{\mathbb{P}[B]} \\
& =\mathbb{P}[X=x \mid Y=y] \cdot \mathbb{P}[Y=y \mid B] .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\mathbb{E}[X \mid B] & =\sum_{x \in \mathbb{Z}} x \mathbb{P}[X=x \mid B]=\sum_{x \in \mathbb{Z}} x \sum_{y \in \mathbb{Z}} \mathbb{P}[X=x \mid Y=y] \cdot \mathbb{P}[Y=y \mid B] \\
& =\sum_{y \in \mathbb{Z}} \mathbb{P}[Y=y \mid B] \sum_{x \in \mathbb{Z}} x \mathbb{P}[X=x \mid Y=y]=\sum_{y \in \mathbb{Z}} \mathbb{P}[Y=y \mid B] \cdot \mathbb{E}[X \mid Y=y] \\
& \leqslant \max _{y \in \mathbb{Z}} \mathbb{E}[X \mid Y=y] .
\end{aligned}
$$

## Chapter 2

## Edge-disjoint Hamilton cycles in

## RANDOM GRAPHS

### 2.1 Notation

In this chapter $N_{G}(A)$ is always taken to be the external neighbourhood of $A$, i.e., $N_{G}(A)=$ $\left(\bigcup_{x \in A} N(x)\right) \backslash A$.

Since we are aiming to prove a result with high probability, we may and do assume throughout the chapter that $n$ is always sufficiently large for our estimates to hold. Further we assume large quantities to be integers, whenever this does not have a significant effect on the argument.

### 2.2 Approximate result

### 2.2.1 Outline

The goal of this section is to prove Theorem 1.3.4. Roughly speaking, the proof proceeds as follows:
(1) First we choose $0<\varepsilon \ll \eta$ and remove a random subgraph $G_{t h i n}$ (say) of density $\varepsilon p$ from $G_{n, p}$, and call the remaining graph $G_{\text {dense }}$. $G_{t h i n}$ will be a pseudorandom
graph, which is important in Step 4 below.
(2) Next we apply Tutte's theorem to find an $r$-regular subgraph $G_{r e g}$ of $G_{\text {dense }}$, with $r=(1-\varepsilon) n p$.
(3) Using a counting argument, one can show that most 2-factors of $G_{\text {reg }}$ have few cycles. We remove such 2 -factors one by one to obtain a set of $(1-\varepsilon) r / 2$ edgedisjoint 2-factors $F_{i}$ which cover most edges of $G_{r e g}$ (and thus of $G_{n, p}$ ).
(4) We now use the edges of $G_{t h i n}$ to transform each $F_{i}$ into a Hamilton cycle. More precisely, for each $i$ in turn, we swap some edges between $G_{t h i n}$ and $F_{i}$ in such a way that the modified 2 -factor is in fact a Hamilton cycle. For the next 2 -factor, we use the 'current' version of $G_{t h i n}$. The fact that $F_{i}$ has few cycles means that we do not need to swap out many edges of $G_{\text {thin }}$ for this, and so $G_{t h i n}$ retains the pseudorandomness properties which allow us to perform this step.

The outline of the proof is as follows: We begin in Section 2.2 .2 by stating and applying some large deviation bounds on the number of edges in certain subgraphs of $G_{n, p}$, which we will use later on. We will split $G_{n, p}$ into $G_{1}$ (which plays the role of $G_{\text {dense }}$ above) and $G_{2}$ (which plays the role of $G_{t h i n}$ ). Then in Section 2.2.3, we will use Tutte's $r$-factor theorem to show that one may find a regular subgraph of $G_{1}$ whose degree is close to $n p_{1}$ (the average degree of $G_{1}$ ). This regular subgraph plays the role of $G_{\text {reg }}$. In Section 2.2.4 we show that this subgraph can almost be decomposed into 2 -factors in such a way that each 2-factor has relatively few cycles. Finally in Section 2.2 .5 we convert each of these 2-factors into Hamilton cycles, using the edges of $G_{2}$ (along with any edges of $G_{1}$ which were not included in our collection of 2-factors). This is achieved using an appropriate variant of the well-known rotation-extension technique, first introduced by Pósa [103]. The fact that each of the 2 -factors originally had few cycles will allow us to place an
upper bound on the number of edges needed to perform the conversions, and thus to show that the process can be completed before all of the edges of $G_{2}$ have been used up.

### 2.2.2 Large deviation bounds

We can use Lemma 1.8.1 to deduce some facts about the number of edges between subsets of vertices of a random graph, as follows:

Lemma 2.2.1 Let $G \sim G(n, p)$. Then with probability at least $1-1 / n^{2}$, for any disjoint $A, B \subseteq[n]$, the following properties hold: Let $a=|A|$ and $b=|B|$. Then
(i) If $\left(\frac{1}{a}+\frac{1}{b}\right) \frac{\log n}{p} \geqslant \frac{7}{2}$, then $e_{G}(A, B) \leqslant 2(a+b) \log n$, and
(ii) If $\left(\frac{1}{a}+\frac{1}{b}\right) \frac{\log n}{p} \leqslant \frac{7}{2}$, then $e_{G}(A, B) \leqslant 7 a b p$.

Proof. (i) Let $X=e_{G}(A, B)$ and let $t=2(a+b) \log n$. Since $X \sim \operatorname{Bin}(a b, p)$, we have that $t \geqslant 7 a b p=7 \mathbb{E} X$. If $a+b<3$ then the result is trivial; otherwise, by Lemma 1.8.1(ii) we have that $\mathbb{P}(X \geqslant t) \leqslant e^{-t}=\left(\frac{1}{n^{a} n^{b}}\right)^{2} \leqslant \frac{1}{n^{3}}\left(\frac{1}{n^{a} n^{b}}\right)$, and a union bound immediately gives the result.
(ii) Similarly, we have $\mathbb{P}(X \geqslant 7 a b p) \leqslant e^{-7 a b p} \leqslant e^{-t}$ and the result follows.

In an exactly similar way, we can show that

Lemma 2.2.2 Let $G \sim G_{n, p}$. Then with probability at least $1-1 / n^{2}$, for every $A \subseteq[n]$ the following properties hold: Let $a=|A|$. Then
(i) If $\frac{\log n}{a p} \geqslant \frac{7}{4}$, then $e_{G}(A) \leqslant 2 a \log n$, and
(ii) If $\frac{\log n}{a p} \leqslant \frac{7}{4}$, then $e_{G}(A) \leqslant \frac{7 a^{2} p}{2}$.

For larger sets, Lemma 2.2.3 gives a more precise result. Note that we allow $\alpha, \beta \rightarrow 0$ in the statement.

Lemma 2.2.3 Let $G \sim G_{n, p}$. Then whp, for all pairs $A, B \subseteq[n]$ of disjoint sets the following property holds: Let $\alpha=|A| / n$ and $\beta=|B| / n$, and suppose that $\alpha \beta n p \geqslant 700$. Then

$$
\frac{13}{14} \alpha \beta n^{2} p \leqslant e_{G}(A, B) \leqslant \frac{15}{14} \alpha \beta n^{2} p
$$

Proof. $e_{G}(A, B) \sim \operatorname{Bin}\left(\alpha \beta n^{2}, p\right)$, so by Lemma 1.8.1(i),

$$
\mathbb{P}\left(e_{G}(A, B)<\frac{13}{14} \alpha \beta n^{2} p\right) \leqslant 2 e^{-\frac{\alpha \beta n^{2} p}{3 \cdot 1^{2}}} \leqslant 2 e^{-\frac{700 n}{588}} \leqslant 2 e^{-n \log (3.1)}=\frac{2}{(3.1)^{n}}
$$

A union bound over all $3^{n}$ possibilities (each vertex can lie either in $A$, in $B$ or in neither, but not in both) now gives the result. The right-hand inequality follows in an exactly similar manner using the opposite tail estimate.

### 2.2.3 Regular subgraphs of a random graph

Let $p_{0}=p_{0}(n)$ be such that $p_{0} \geqslant C \log n / n$ and let $G_{0} \sim G_{n, p_{0}}$. The graph $G_{1}$ is generated by including each edge of $G_{0}$ independently at random with probability $\left(1-\frac{\eta}{4}\right)$. We define $G_{2}:=G_{0} \backslash G_{1}$. Note that $G_{1} \sim G_{n, p_{1}}$ and $G_{2} \sim G_{n, p_{2}}$, where $p_{1}=\left(1-\frac{\eta}{4}\right) p_{0}$ and $p_{2}=\frac{\eta p_{0}}{4}$. (Of course, the distributions of these random graphs are not independent of each other.)

We first show that $G_{1}$ contains a regular subgraph of degree at least

$$
r_{1}=n p_{0}\left(1-\frac{3 \eta}{4}\right)
$$

where $r_{1}$ is taken to be even.
We do this by using a theorem of Tutte: Let $G$ be an arbitrary graph, $r$ a positive integer and suppose that $S, T, U$ is a partition of $V(G)$. Then define

$$
R_{r}(S, T)=\sum_{v \in T} d(v)-e_{G}(S, T)+r(|S|-|T|)
$$

and let $Q_{r, G}(S, T)$ be the number of odd components of $G[U]$, where a component $C$ is odd if and only if $r|C|+e_{G}(C, T)$ is odd. (In our case it will often suffice to bound $Q_{r, G}(S, T)$ simply by the total number of components of $G[U]$.) Where it is clear from the context which graph $G$ is being referred to, we will usually simply write $Q_{r}(S, T)$.

Theorem 2.2.4 (Tutte [117]) Let $r$ be a positive integer. A graph $G$ contains an $r$ factor if and only if $R_{r}(S, T) \geqslant Q_{r}(S, T)$ for every partition $S, T, U$ of $V(G)$.

In order to apply Theorem 2.2 .4 we will need an upper bound on $Q_{r}(S, T)$. We do this by observing that if $G[U]$ has many components, then it must contain a large isolated set of vertices; that is, a set $A \subseteq U$ such that $e_{G}(A, U \backslash A)=0$. This becomes useful when looking at a random graph, since (as we will prove in Lemma 2.2.7) it follows that whp $A$ has many neighbours in $S \cup T$. This gives a lower bound on $|S \cup T|$ in terms of $Q_{r}(S, T)$, and thus gives an upper bound on $Q_{r}(S, T)$ in terms of $|S \cup T|=|S|+|T|$.

Lemma 2.2.5 Let $G$ be a graph with $v$ components. Then for any $v^{\prime} \leqslant \frac{v}{2}$, there exists a set $W \subseteq V(G)$ which is isolated in $G$, such that $v^{\prime} \leqslant|W| \leqslant \max \left\{2 v^{\prime}, \frac{2|G|}{v}\right\}$.

Proof. Call a component $C$ of $G$ small if its order is at most $v^{\prime}$, and large otherwise. Suppose first that the union of all small components of $G$ also has order at most $v^{\prime}$. Then the number of small components is at most $v^{\prime}$, and hence there are at least $v-v^{\prime} \geqslant \frac{v}{2}$ large components. So one of these components must have order at most $\frac{2|G|}{v}$, and we can set $W$ to be this component.

On the other hand, if the sum of the orders of small components is greater than $v^{\prime}$ then we can form $W$ by starting with $\emptyset$ and adding small components one by one until $|W| \geqslant v^{\prime}$. Now since the last component added has size at most $v^{\prime}$, we have that $|W| \leqslant 2 v^{\prime}$.

Given a graph $G$, define the boundary $B_{G}(A)$ of a set $A \subseteq V(G)$ to be the set of vertices which are adjacent (in $G$ ) to some vertex of $A$, but are not themselves elements
of $A$. We will use the following two lemmas to give a lower bound on $\left|B_{G_{1}}(A)\right|$. Set

$$
w_{0}=\frac{n p_{0}}{\log n} .
$$

So using the notation and assumptions of Theorem 1.3.4, $w_{0} \geqslant C$. Our results will hold provided that $w_{0}$ is sufficiently large depending on $\eta$, which we will assume throughout.

Lemma 2.2.6 Whp,
(i) $\delta\left(G_{1}\right) \geqslant\left(1-\frac{\eta}{2}\right) n p_{0}$,
(ii) $\Delta\left(G_{1}\right) \leqslant n p_{0}$, and
(iii) $\delta\left(G_{2}\right) \geqslant \frac{\eta \eta p_{0}}{5}$.

Proof. Note that for a vertex $x$ of $G_{1}, d(x) \sim \operatorname{Bin}\left(n-1, p_{1}\right)$ and $\mathbb{E}(d(x))=\left(1-\frac{\eta}{4}\right)(n-$ 1) $p_{0}$. By Lemma 1.8.1(i), we have

$$
\mathbb{P}\left(d(x) \leqslant\left(1-\frac{\eta}{2}\right) n p_{0}\right) \leqslant 2 e^{-\left(\frac{\eta}{5}\right)^{2} \frac{2 p_{0}}{3}}=2 n^{-\frac{\eta^{2} w_{0}}{75}} \leqslant \frac{1}{n^{2}},
$$

and a union bound gives the result. The bound on the maximum degree follows similarly, as does that on the minimum degree of $G_{2}$.

Lemma 2.2.7 The following holds whp: Let $H$ be a spanning subgraph of $G_{0}$, and let $A \subseteq[n]$ be nonempty. Let $\delta_{A}=\min _{x \in A} d_{H}(x)$. Then setting $a=|A|$ and $b=\left|B_{H}(A)\right|$, the following properties hold:
(i) If $\frac{\log n}{a p_{0}} \geqslant \frac{7}{2}$, then $b \geqslant \frac{a\left(\delta_{A}-6 \log n\right)}{2 \log n}$. In particular, if $H=G_{1}$, then $b \geqslant a$.
(ii) If $\frac{\log n}{a p_{0}} \leqslant \frac{7}{2}$, then $3 a+b \geqslant \frac{\delta_{A}}{7 p_{0}}$. In particular, if $H=G_{1}$, then $3 a+b \geqslant \frac{n}{14}$.

Proof. Let $B=B_{H}(A)$.
(i) Then

$$
\begin{equation*}
a \delta_{A} \leqslant \sum_{x \in A} d_{H}(x)=e_{H}(A, B)+2 e_{H}(A) \leqslant e_{G_{0}}(A, B)+2 e_{G_{0}}(A) \tag{2.2.8}
\end{equation*}
$$

which by Lemmas $2.2 .1(\mathrm{i})$ and $2.2 .2(\mathrm{i})$ is at most $2(a+b) \log n+4 a \log n$. The final part follows from Lemma 2.2.6(i).
(ii) We claim that $e_{G_{0}}(A, B) \leqslant 7 a p_{0}(a+b)$. Indeed, if $\left(\frac{1}{a}+\frac{1}{b}\right) \frac{\log n}{p_{0}} \leqslant \frac{7}{2}$, then by Lemma 2.2.1(ii), $e_{G_{0}}(A, B) \leqslant 7 a b p_{0} \leqslant 7 a p_{0}(a+b)$. On the other hand, if $\left(\frac{1}{a}+\frac{1}{b}\right) \frac{\log n}{p_{0}} \geqslant \frac{7}{2}$, then $e_{G_{0}}(A, B) \leqslant 2(a+b) \log n \leqslant 7 a p_{0}(a+b)$. Similarly, Lemma 2.2.2 implies that $e_{G_{0}}(A) \leqslant 7 a^{2} p_{0}$. Now

$$
a \delta_{A} \stackrel{(2.2 .8)}{\leqslant} e_{G_{0}}(A, B)+2 e_{G_{0}}(A) \leqslant 7 a p_{0}(a+b)+14 a^{2} p_{0}
$$

and the result follows immediately. Again the final part follows by Lemma 2.2.6(i).

We will later use the above lemmas to show that taking successive neighbourhoods of a set will give us a set of size linear in $n$ in a reasonably short time. For now, they allow us to give a bound on the size of $Q_{r}(S, T)$ in terms of $|S|$ and $|T|$.

Lemma 2.2.9 In the graph $G_{1}$, whp, for any partition $S, T, U$ of $[n], Q_{r_{1}}(S, T) \leqslant 150(|S|+$ $|T|)$.

Proof. Let $v$ be the number of components of $G_{1}[U]$. Consider first the case when $150 \leqslant v \leqslant \frac{n}{75}$. Then by applying Lemma 2.2 .5 to the graph $G_{1}[U]$, we have that there exists a set $W \subseteq[n]$, isolated in $G_{1}[U]$, such that $\frac{v}{2} \leqslant|W| \leqslant \frac{n}{75}$. Now by Lemma 2.2.7 with $A=W$,

$$
\left|B_{G_{1}}(W)\right| \geqslant \min \left\{|W|, \frac{n}{14}-3|W|\right\} \geqslant|W| \geqslant \frac{v}{2}
$$

But if $W$ is isolated in $G_{1}[U]$, then its boundary in $G_{1}$ lies entirely in $S \cup T$. So $\frac{v}{2} \leqslant$ $\left|B_{G_{1}}(W)\right| \leqslant|S|+|T|$, and hence $Q_{r_{1}}(S, T) \leqslant v \leqslant 2(|S|+|T|)$.

Now consider the case $v \geqslant \frac{n}{75}$. Setting $v^{\prime}=\frac{n}{150}$ in Lemma 2.2.5, we have a set $W$, isolated in $G_{1}[U]$, such that $\frac{n}{150} \leqslant|W| \leqslant \frac{n}{75}$. Again the boundary of $W$ in $G_{1}$ has size at least $|W| \geqslant \frac{n}{150}$, and hence $\frac{n}{150} \leqslant|S|+|T|$. So $150(|S|+|T|) \geqslant n$ and the result holds trivially, since $Q_{r_{1}}(S, T)$ cannot be greater than $n$.

Finally if $v \leqslant 150$, then $Q_{r_{1}}(S, T) \leqslant 150 \leqslant 150(|S|+|T|)$ unless we are in the trivial case $|S|=|T|=0$. But if $S, T$ are both empty then $U=[n]$ and $G_{1}[U]=G_{1}$, which whp has only one component (this follows from the fact that a random graph $G_{n, p}$ with $p n \geq 2 \log n$ is whp connected, as proved in [37]). Since $r_{1}$ is even this component cannot be odd, whence $Q_{r_{1}}(S, T)=0$.

Lemma 2.2.10 In the graph $G_{1}$, whp, we have that $R_{r_{1}}(S, T) \geqslant Q_{r_{1}}(S, T)$ for any partition $S, T, U$ of $[n]$.

Proof. Let $d_{S}, d_{T}$ be the average degrees of the vertices in $S, T$ respectively. Let $\rho=\frac{|T|}{|S|}$, and $s=|S|$. We consider the following cases:

Case 1: $\rho \leqslant \frac{1}{2}$. Then since $e_{G_{1}}(S, T) \leqslant d_{T}|T|$ and $|S| \geqslant 2|T|$, we have

$$
R_{r_{1}}(S, T) \geqslant r_{1}(|S|-|T|) \geqslant \frac{r_{1}}{3}(|S|+|T|)
$$

and for sufficiently large $n, \frac{r_{1}}{3}(|S|+|T|) \geqslant 150(|S|+|T|) \geqslant Q_{r_{1}}(S, T)$.
Case 2: $\rho \geqslant 4$. Observe that by the definition of $r_{1}$ and by Lemma 2.2.6, we have

$$
\begin{equation*}
d_{T}-r_{1} \geqslant\left(1-\frac{\eta}{2}\right) n p_{0}-\left(1-\frac{3 \eta}{4}\right) n p_{0}=\frac{\eta n p_{0}}{4} \tag{2.2.11}
\end{equation*}
$$

and

$$
d_{S}-r_{1} \leqslant n p_{0}-\left(1-\frac{3 \eta}{4}\right) n p_{0}=\frac{3 \eta n p_{0}}{4}
$$

Now since $e_{G_{1}}(S, T) \leqslant d_{S}|S|$ and $|T| \geqslant 4|S|$,

$$
\begin{aligned}
R_{r_{1}}(S, T) & \geqslant d_{T}|T|-d_{S}|S|+r_{1}(|S|-|T|)=\left(d_{T}-r_{1}\right)|T|-\left(d_{S}-r_{1}\right)|S| \\
& \geqslant \frac{\eta n p_{0}}{4}(|T|-3|S|) \geqslant \frac{\eta n p_{0}}{20}(|S|+|T|)
\end{aligned}
$$

which again is at least $Q_{r_{1}}(S, T)$ for sufficiently large $n$.
Case 3: $\frac{1}{2} \leqslant \rho \leqslant 4$ and $\left(\frac{1}{s}+\frac{1}{\rho s}\right) \frac{\log n}{p_{1}} \geqslant \frac{7}{2}$. In this case by Lemma 2.2.1 we have that $e_{G_{1}}(S, T) \leqslant 2(\rho+1) s \log n$, and so it suffices to prove that

$$
\begin{equation*}
\rho s\left(d_{T}-2 \log n-r_{1}-150\right)+s\left(r_{1}-2 \log n-150\right) \geqslant 0 . \tag{2.2.12}
\end{equation*}
$$

(2.2.12) holds if $d_{T}-2 \log n-r_{1}-150 \geqslant 0$ and $r_{1}-2 \log n-150 \geqslant 0$. But the latter inequality holds since $r_{1}=\left(1-\frac{3 \eta}{4}\right) n p_{0}=\left(1-\frac{3 \eta}{4}\right) w_{0} \log n$, and the former since

$$
d_{T}-r_{1} \stackrel{(2.2 .11)}{\geq} \frac{\eta n p_{0}}{4}=\frac{\eta w_{0} \log n}{4} \geqslant 3 \log n,
$$

as $w_{0} \geqslant \frac{12}{\eta}$.
Case 4: $\frac{1}{2} \leqslant \rho \leqslant 4$ and $\left(\frac{1}{s}+\frac{1}{\rho s}\right) \frac{\log n}{p_{1}} \leqslant \frac{7}{2}$ and $\rho s \leqslant \frac{n}{30}$. In this case by Lemma 2.2.1 we have that $e_{G_{1}}(S, T) \leqslant 7 \rho s^{2}\left(1-\frac{\eta}{4}\right) p_{0}$, and so it suffices to prove that

$$
\rho s\left(d_{T}-r_{1}-150\right)+s\left(r_{1}-7 \rho s\left(1-\frac{\eta}{4}\right) p_{0}-150\right) \geqslant 0
$$

and hence it suffices that $d_{T}-r_{1}-150 \geqslant 0$ and $r_{1}-7 \rho s\left(1-\frac{\eta}{4}\right) p_{0}-150 \geqslant 0$. But the former inequality holds as before, and the latter since

$$
r_{1}-150 \geqslant \frac{14}{15} r_{1}=\frac{14}{15}\left(1-\frac{3 \eta}{4}\right) n p_{0} \geqslant 28 \rho s\left(1-\frac{3 \eta}{4}\right) p_{0} \geqslant 7 \rho s\left(1-\frac{\eta}{4}\right) p_{0} .
$$

Case 5: $\frac{1}{2} \leqslant \rho \leqslant 4$ and $\rho s \geqslant \frac{n}{30}$. Note that we still have $\frac{s}{n} \leqslant \frac{1}{\rho+1}$, since $S, T$ are
disjoint. Now by Lemma 2.2.3,

$$
e_{G_{1}}(S, T) \leqslant \frac{15}{14} \rho s^{2}\left(1-\frac{\eta}{4}\right) p_{0} \leqslant \frac{15}{14} \frac{\rho}{\rho+1} s n\left(1-\frac{\eta}{4}\right) p_{0} \leqslant \frac{6}{7} s n\left(1-\frac{\eta}{4}\right) p_{0} .
$$

So it suffices to prove that

$$
\rho s n\left(1-\frac{\eta}{2}\right) p_{0}-\frac{6}{7} s n\left(1-\frac{\eta}{4}\right) p_{0}+(1-\rho) s n\left(1-\frac{3 \eta}{4}\right) p_{0}-150(\rho+1) s \geqslant 0
$$

i.e., that $\frac{\eta \rho}{4}+\left(1-\frac{3 \eta}{4}\right)-\frac{6}{7}\left(1-\frac{\eta}{4}\right)-\frac{150(\rho+1)}{n p_{0}} \geqslant 0$, which is true if $\eta$ is not too large (which we can assume without loss of generality).

Corollary 2.2.13 Whp, $G_{1}$ contains an even-regular subgraph of degree $r_{1}=\left(1-\frac{3 \eta}{4}\right) n p_{0}$. Proof. This follows immediately from Theorem 2.2.4 and Lemma 2.2.10.

### 2.2.4 2-factors of regular subgraphs of a random graph

In this section we will show that any even-regular subgraph of $G_{0}$ of sufficiently large degree contains a 2 -factor with fewer than $\frac{\kappa n}{\log n}$ cycles, where

$$
\begin{equation*}
\kappa=2 \log \left(\frac{16}{\eta}\right) . \tag{2.2.14}
\end{equation*}
$$

It will follow immediately that we can decompose almost all of our regular subgraph into 2-factors with at most this many cycles. Roughly, our strategy will be to show that the number of 2 -factors with many cycles in the original graph is rather small; smaller, in fact, than the minimum number of 2 -factors which an even-regular graph of degree $r_{1}$ must contain. Let $k_{0}=\frac{\kappa n}{\log n}$.

Lemma 2.2.15 Whp, for any r-regular subgraph $H \subseteq G_{0}$ with $r \geqslant 2 n p_{0} e^{-\frac{\kappa}{2}}$, $H$ contains a 2-factor with at most $k_{0}$ cycles.

To prove Lemma 2.2.15 we will need a number of further lemmas. We use Lemmas 2.2.16 and 2.2 .17 to bound the number of 2 -factors in $G_{n, p}$ with many cycles, while Lemma 2.2.20 gives a bound on the total number of 2-factors in $H$.

Lemma 2.2.16 For any $k$ and for $n \geqslant 3 k$, we have

$$
\sum \prod_{i=1}^{k} \frac{1}{a_{i}} \leqslant \frac{k}{n}(\log n)^{k-1},
$$

where the sum is taken over all ordered $k$-tuples $\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ such that $a_{1}+\ldots+a_{k}=n$ and $a_{i} \geqslant 3$ for each $i \in[n]$.

Proof. We proceed by induction on $k$. The case $k=1$ is trivial since both sides equal $\frac{1}{n}$. Supposing that the result holds for $k-1$, we have

$$
\sum \prod_{i=1}^{k} \frac{1}{a_{i}}=\sum_{a_{k}=3}^{n-3(k-1)} \frac{1}{a_{k}} \sum \prod_{i=1}^{k-1} \frac{1}{a_{i}}
$$

where again the second sum on the right-hand side is taken over all ordered ( $k-1$ )-tuples $\left(a_{1}, \ldots, a_{k-1}\right)$ such that $a_{1}+\ldots+a_{k-1}=n-a_{k}$ and $a_{i} \geqslant 3$ for all $i \in[k-1]$. By induction, this is bounded above by

$$
\begin{aligned}
& \sum_{a_{k}=3}^{n-3(k-1)} \frac{1}{a_{k}} \frac{k-1}{n-a_{k}}\left(\log \left(n-a_{k}\right)\right)^{k-2} \\
& =\frac{k-1}{n} \sum_{a_{k}=3}^{n-3(k-1)}\left(\frac{1}{a_{k}}+\frac{1}{n-a_{k}}\right)\left(\log \left(n-a_{k}\right)\right)^{k-2} \\
& \leqslant \frac{k-1}{n}\left((\log n)^{k-2}\left(\sum_{a_{k}=3}^{n-3} \frac{1}{a_{k}}\right)+\sum_{a_{k}=3}^{n-3} \frac{1}{n-a_{k}}\left(\log \left(n-a_{k}\right)\right)^{k-2}\right) \\
& \leqslant \frac{k-1}{n}\left((\log n)^{k-1}+\frac{1}{k-1}(\log n)^{k-1}\right)=\frac{k}{n}(\log n)^{k-1}
\end{aligned}
$$

where the last inequality follows from the fact that $\log n=\int_{1}^{n} \frac{1}{x} d x$ and $\frac{1}{k-1}(\log n)^{k-1}$ $=\int_{1}^{n} \frac{1}{x}(\log x)^{k-2} d x$.

Lemma 2.2.17 Let $G \sim G_{n, p}$. Then whp, for any $k \geqslant \log n$ the number $A_{k}$ of 2-factors in $G$ with at least $k$ cycles satisfies

$$
A_{k+1}<\frac{n!(\log n)^{2 k} p^{n}}{k!2^{k}}
$$

Proof. Note that it suffices to show that if $A_{k}^{\prime}$ is the number of 2-factors in $G$ with exactly $k$ cycles, then

$$
\begin{equation*}
\mathbb{E}\left(A_{k}^{\prime}\right) \leqslant \frac{(n-1)!(\log n)^{k-1} p^{n}}{(k-1)!2^{k}} \tag{2.2.18}
\end{equation*}
$$

Indeed, we then have

$$
\begin{aligned}
\mathbb{E}\left(A_{k+1}\right) & =\sum_{i=k+1}^{\frac{n}{3}} \mathbb{E}\left(A_{i}^{\prime}\right) \leqslant \sum_{i=k+1}^{n} \frac{(n-1)!(\log n)^{i-1} p^{n}}{(i-1)!2^{i}} \\
& \leqslant \sum_{i=k+1}^{n} \frac{(n-1)!(\log n)^{k} p^{n}}{k!2^{i}} \leqslant \frac{(n-1)!(\log n)^{k} p^{n}}{k!2^{k}}
\end{aligned}
$$

and Markov's inequality implies that

$$
\mathbb{P}\left(A_{k+1} \geqslant \frac{n!(\log n)^{2 k} p^{n}}{k!2^{k}}\right) \leqslant \frac{1}{n(\log n)^{k}} \leqslant \frac{1}{n^{2}} .
$$

A union bound now gives that whp the result holds for all $\log n \leqslant k \leqslant \frac{n}{3}$.
To prove (2.2.18), it suffices to show that $K_{n}$ contains at most $\frac{(n-1)!(\log n)^{k-1}}{(k-1)!2^{k}} 2$-factors with exactly $k$ cycles. We can count these as follows: Define an ordered 2-factor to be a 2 -factor together with an ordering of its cycles. We can count the number of ordered 2 -factors by first choosing some $k$-tuple $\left(a_{1}, a_{2}, \ldots, a_{k}\right)$ and counting those ordered 2-
factors whose cycles have lengths $a_{1}, a_{2}, \ldots, a_{k}$ in that order. This can be done by simply ordering $V(G)$ and placing vertices 1 to $a_{1}$ in the first cycle, vertices $a_{1}+1$ to $a_{1}+a_{2}$ in the second, etc. This procedure will count each ordered 2-factor of the appropriate type $\left(2 a_{1}\right)\left(2 a_{2}\right) \cdots\left(2 a_{k}\right)$ times, and hence the number of these ordered 2-factors is $\frac{n!}{2^{k} a_{1} a_{2} \cdots a_{k}}$. Summing over all valid $k$-tuples, we have that the total number of ordered 2 -factors with $k$ cycles is

$$
\sum \frac{n!}{2^{k}} \prod_{i=1}^{k} \frac{1}{a_{i}} \leqslant \frac{n!}{2^{k}} \frac{k}{n}(\log n)^{k-1}
$$

by Lemma 2.2.16. But the number of ordered 2 -factors (with $k$ cycles) is simply $k$ ! times the total number of such 2-factors, and the result follows immediately.

We now need a lower bound on the total number of 2-factors. To do this we use the Egorychev-Falikman-Waerden theorem along with a well known consequence (see e.g. the proof of Lemma 2 in [42]).

Theorem 2.2.19 (Egorychev [35], Falikman [40]) Let $r \leqslant n$ be positive integers and let $B$ be an r-regular bipartite graph with vertex classes of size $n$. Then the number of perfect matchings of $B$ is at least $\left(\frac{r}{n}\right)^{n} n$ !.

Lemma 2.2.20 Let $r$ be even, and let $H$ be an $r$-regular graph on $n$ vertices. Then $H$ contains at least $\left(\frac{r}{2 n}\right)^{n} n$ ! 2-factors.

Proof. It is easy to see that the number of perfect matchings of a $d$-regular bipartite graph $B$ with vertex classes of size $n$ equals the permanent of the incidence matrix of $B$. So we take an orientation of $H$ in which every vertex has in- and out-degree $\frac{r}{2}$. Form a bipartite graph $B$ whose vertex classes $X, Y$ are each copies of $V(H)$, with an edge $x y$ for each $x \in X, y \in Y$ such that $\overrightarrow{x y}$ is an edge of the orientation of $H$. Now $B$ is $\frac{r}{2}$-regular and hence by Theorem 2.2 .19 has at least $\left(\frac{r}{2 n}\right)^{n} n$ ! perfect matchings. But any perfect matching in $B$ yields a 2 -factor in $H$, and distinct matchings yield distinct 2-factors.

Proof of Lemma 2.2.15. It suffices to show that whp $A_{k_{0}+1}<\left(\frac{r}{2 n}\right)^{n} n$ !, and hence by Lemma 2.2 .17 it suffices that

$$
\left(\frac{r}{2 n}\right)^{n} n!\geqslant \frac{n!(\log n)^{2 k_{0}} p_{0}^{n}}{k_{0}!2^{k_{0}}}
$$

which holds as long as

$$
\left(\frac{2 n p_{0}}{r}\right)^{n} \leqslant \frac{2^{k_{0}} k_{0}!}{(\log n)^{2 k_{0}}}
$$

Noting that $k_{0}!\geqslant\left(\frac{k_{0}}{e}\right)^{k_{0}}$, it suffices that

$$
\begin{aligned}
n \log \frac{2 n p_{0}}{r} & \leqslant k_{0}\left(\log k_{0}+\log 2-2 \log \log n-1\right) \\
& =\frac{\kappa n}{\log n}(\log n-3 \log \log n+\log \kappa+\log 2-1)
\end{aligned}
$$

Since $\log \kappa+\log 2-1>0$, this follows immediately from

$$
\log \frac{2 n p_{0}}{r} \leqslant \frac{\kappa}{2} \leqslant \kappa\left(1-\frac{3 \log \log n}{\log n}\right) .
$$

Corollary 2.2.21 Let $t=\frac{1}{2}(1-\eta) n p_{0}$. Then $G_{1}$ contains a collection of at least $t$ edgedisjoint 2-factors, each with at most $k_{0}$ cycles.

Proof. By Corollary 2.2.13, $G_{1}$ contains a regular subgraph $H$ of degree $r_{1}=\left(1-\frac{3 \eta}{4}\right) n p_{0}$. By Lemma 2.2.15 (noting that $H$ is also a regular subgraph of $G_{0}$ ), we can remove 2factors with at most $k_{0}$ cycles from $H$ one by one as long as the degree of the resulting graph remains above $2 n p_{0} e^{-\frac{\kappa}{2}}$. Recalling by (2.2.14) that $e^{-\frac{\kappa}{2}}=\frac{\eta}{16}$, this gives us a collection of $\frac{1}{2}\left(r_{1}-\frac{\eta n p_{0}}{8}\right) \geq \frac{1}{2}(1-\eta) n p_{0}=t 2$-factors, each with at most $k_{0}$ cycles.

### 2.2.5 Converting 2-factors into Hamilton cycles

Applying Corollary 2.2 .21 yields a collection $F_{1}, F_{2}, \ldots, F_{m}$ of edge-disjoint 2-factors in $G_{1}$, each with at most $k_{0}$ cycles, where

$$
\begin{equation*}
m=\frac{1}{2}(1-\eta) n p_{0} \quad \text { and } \quad k_{0}=\frac{\kappa n}{\log n} . \tag{2.2.22}
\end{equation*}
$$

Now we wish to convert these 2-factors into Hamilton cycles. Our proof develops ideas from Krivelevich and Sudakov [91]. Our strategy will be to show that for each $F_{i}$, we can connect the cycles of $F_{i}$ into a Hamilton cycle using edges of $G_{0} \backslash\left(F_{1} \cup F_{2} \cup \ldots \cup F_{m}\right)$. We do this by incorporating the cycles of $F_{i}$ one by one into a long path, and then finally closing this path to a Hamilton cycle.

Definition 2.2.23 Let $P=v_{1} v_{2} \ldots v_{\ell}$ be a path. A rotation of $P$ with pivot $v_{i}$ is the operation of deleting the edge $v_{i-1} v_{i}$ from $P$ and adding the edge $v_{i} v_{1}$ to form a new path $v_{i-1} v_{i-2} \ldots v_{1} v_{i} v_{i+1} \ldots v_{\ell}$ with endpoints $v_{i-1}$ and $v_{\ell}$. Call $v_{i-1} v_{i}$ the broken edge of the rotation, and $v_{i} v_{1}$ the new edge.

Throughout this section all rotations will have new edges in a spanning subgraph $\Gamma$ of $G_{0}$, which is edge-disjoint from $P$. Call a spanning subgraph $F$ of $G_{0}$ a broken 2-factor if $F$ consists of a collection of vertex-disjoint cycles together with a vertex-disjoint path, which we call the long path of $F$. The key to our proof of Theorem 1.3.4 is the following lemma. Let

$$
E_{0}=\frac{\log n}{\log \left(\frac{\eta w_{0}}{20}\right)} \quad \text { and } \quad E_{1}=\frac{\log n}{\log \left(\frac{\eta^{2} w_{0}}{10^{5}}\right)} .
$$

Lemma 2.2.24 Let $P$ be a path in $G_{0}$. Let $\Gamma$ be a spanning subgraph of $G_{0}$ whose edges are disjoint from those of $P$, such that

$$
\begin{equation*}
e\left(G_{2} \backslash \Gamma\right) \leqslant \frac{\eta^{6} n^{2} p_{0}}{10^{17}} \tag{2.2.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta(\Gamma) \geqslant \frac{n \eta p_{0}}{4} \tag{2.2.26}
\end{equation*}
$$

Then there exists a sequence of at most $2 E_{0}+2 E_{1}$ rotations which can be performed on $P$, using edges of $\Gamma$, to produce a new path $P^{\prime}$, such that at least one of the following holds:
(i) $|P| \geqslant \frac{\eta n}{200}$ and the endpoints $x, y$ of $P^{\prime}$ are joined by an edge of $\Gamma$.
(ii) One of the endpoints $x, y$ of $P^{\prime}$ is joined to a vertex outside $P^{\prime}$ by an edge of $\Gamma$.

Before we prove Lemma 2.2.24, we will first show how it is used to prove Theorem 1.3.4. Our aim will be to convert each 2-factor $F_{i}$ into a Hamilton cycle $H_{i}$ in turn.

For this, we use the following algorithm: Let $F^{*}$ be a broken 2 -factor formed by removing an edge of $F_{i}$ arbitrarily. Let $j$ be the number of steps performed so far during the conversion process (both on $F^{*}$ and on the 2-factors which have already been converted into Hamilton cycles). Here a step is taken to mean a single application of Lemma 2.2.24 to either obtain a broken 2-factor with fewer cycles or to close a Hamilton path to a cycle. Let

$$
\Gamma_{j}=G_{0} \backslash\left(H_{1} \cup \ldots \cup H_{i-1} \cup F^{*} \cup F_{i+1} \cup \ldots \cup F_{m}\right) .
$$

Then since $\delta\left(G_{0}\right) \geqslant \delta\left(G_{1}\right) \geqslant\left(1-\frac{\eta}{2}\right) n p_{0}$ by Lemma 2.2.6, and

$$
\Delta\left(H_{1} \cup \ldots \cup H_{i-1} \cup F^{*} \cup F_{i+1} \cup \ldots \cup F_{m}\right) \leqslant 2 m=(1-\eta) n p_{0},
$$

we have that $\delta\left(\Gamma_{j}\right) \geqslant \frac{\eta n p_{0}}{4}$. Assume also that $e\left(G_{2} \backslash \Gamma_{j}\right) \leqslant 4 j E_{1}$, and that

$$
\begin{equation*}
j \leqslant k_{0} m \stackrel{(2.2 .22)}{\leqslant} \frac{\kappa n^{2} p_{0}}{2 \log n} . \tag{2.2.27}
\end{equation*}
$$

Then

$$
\begin{equation*}
e\left(G_{2} \backslash \Gamma_{j}\right) \stackrel{(2.2 .27)}{\leqslant} \frac{2 \kappa n^{2} p_{0}}{\log \left(\frac{\eta^{2} 0_{0}}{10^{5}}\right)} \stackrel{(2.2 .14)}{\leqslant} \frac{\eta^{6} n^{2} p_{0}}{10^{17}} . \tag{2.2.28}
\end{equation*}
$$

Let $P^{*}$ be the long path of $F^{*}$. If $P^{*}$ is a Hamilton path, then Lemma 2.2.24 applied with $\Gamma=\Gamma_{j}$ and $P=P^{*}$ shows that after at most $2 E_{0}+2 E_{1}$ rotations we can close $P^{*}$ to a Hamilton cycle $H_{i}$. We then move on to the next 2-factor $F_{i+1}$. If there are no 2-factors remaining (i.e., if $i=m$ ), then we have constructed the required set of $t$ edge-disjoint Hamilton cycles.

Otherwise by Lemma 2.2.24, after at most $2 E_{0}+2 E_{1}$ rotations we can either join an endpoint of $P^{*}$ to a vertex $x$ outside $P^{*}$, or we can close $P^{*}$ to form a cycle $C^{*}$. In the first case $x$ will be a vertex of some cycle $C_{x}$ of $F^{*}$, and we can delete one of the edges of $C_{x}$ incident to $x$ to form a new path $P^{* *}$ which incorporates $C_{x}$. We then redefine $F^{*}$ to be the union of $P^{* *}$ with the remaining cycles of $F_{i}$; this is a broken 2-factor with long path $P^{* *}$, which has one cycle fewer than before. The algorithm then proceeds to the next step.

In the second case we have that $\left|C^{*}\right|=\left|P^{*}\right| \geqslant \frac{\eta n}{200}$. Now if $\left|C^{*}\right| \leqslant n-\frac{\eta n}{200}$, then by Lemma 2.2 .3 we have $e_{G_{2}}\left(V\left(C^{*}\right),[n] \backslash V\left(C^{*}\right)\right) \geqslant \frac{\eta^{2} n^{2} p_{0}}{50000}$. Since

$$
e\left(G_{2} \backslash \Gamma_{j}\right) \stackrel{(2.2 .28)}{\leqslant} \frac{\eta^{6} n^{2} p_{0}}{10^{17}}<\frac{\eta^{2} n^{2} p_{0}}{50000}
$$

there must exist an edge in $\Gamma_{j}$ from some vertex $y$ of $C^{*}$ to a vertex outside $C^{*}$. On the other hand, if $\left|C^{*}\right| \geqslant n-\frac{\eta n}{200}$ then applying Lemma 2.2 .7 with $H=\Gamma_{j}$ and $A=[n] \backslash V\left(C^{*}\right)$ implies the same. We then delete one of the edges of $C^{*}$ incident to $y$ and extend the resulting path as in the first case.

We run this algorithm until the last 2-factor $F_{m}$ has been converted into a Hamilton cycle. Now since each step either reduces the number of cycles in a broken 2 -factor or closes a Hamilton path to a Hamilton cycle, the algorithm will terminate after at most $k_{0} m$ steps. It remains to justify our assumption that $e\left(G_{2} \backslash \Gamma_{j}\right) \leqslant 4 j E_{1}$, for each $j$ (i.e., at each step). We can prove this by induction: $G_{2} \subseteq \Gamma_{0}$, and since at most $2 E_{0}+2 E_{1}$
rotations are performed at each step, it follows that $e\left(\Gamma_{j} \backslash \Gamma_{j+1}\right) \leqslant 2 E_{0}+2 E_{1}+2 \leqslant 4 E_{1}$. So $e\left(G_{2} \backslash \Gamma_{j+1}\right) \leqslant 4 j E_{1}+4 E_{1}=4(j+1) E_{1}$, as required.

It remains to prove Lemma 2.2.24. Our strategy will be as follows: We can assume that whenever we have an endpoint $x$ of a path $P^{\prime}$ obtainable by fewer than $2 E_{0}+2 E_{1}$ rotations of $P$, then all of its neighbours lie on $P^{\prime}$ (otherwise (ii) holds). So assuming this, we try to form some large sets $A, B$, such that for any $a \in A, b \in B$, we can obtain a path $P^{\prime}$ with endpoints $a, b$. Then Lemma 2.2.3 together with (2.2.25) will allow us to close $P^{\prime}$ to a cycle.

We will (eventually) obtain the sets $A, B$ by dividing the path $P$ into two segments, and showing that we can perform a large number of rotations using only those pivots which lie all in one half or all in the other. This will ensure that the rotations involving the first endpoint do not interfere with those involving the second endpoint, and vice versa. In order to do this we need to show two things: Firstly, there exists a subset $C_{1}$ of the first segment of the path and a subset $C_{2}$ of the second segment of the path, such that for $i=1,2$, each vertex in $C_{i}$ has many neighbours which also lie in $C_{i}$. In fact since we are concerned with the successors or predecessors of the neighbours rather than the neighbours themselves, we will require the neighbours to lie in the interior (taken along $P)$ of $C_{i}$. Secondly we will show that we can force the endpoints of the path to actually lie in these subsets.

We can accomplish the latter property by showing that the subsets are sufficiently large and by performing rotations until each endpoint lies in its corresponding subset. The obvious problem with this is that as we perform these rotations, $C_{1}$ and $C_{2}$ will cease to lie in their respective segments. So instead of defining $C_{1}, C_{2}$ immediately, we construct a subset $C$ of $V(P)$ with certain properties; then after rotating so that $a, b$ lie in $C$, we will define $C_{1}, C_{2}$ to be subsets of $C$, and the properties of $C$ will ensure that the vertices of each $C_{i}$ have many neighbours in $\operatorname{int}\left(C_{i}\right)$. Here the interior $\operatorname{int}\left(C_{i}\right)$ of $C_{i}$ is the set of
elements $x$ of $C_{i}$ such that both of the vertices adjacent to $x$ along $P$ also lie in $C_{i}$.
We start with the following lemma, where $k=\log n$.
Lemma 2.2.29 Let $\varepsilon=\frac{\eta}{600}$, and $P \subseteq G_{0}$ be a path, $n^{\prime}:=|P| \geqslant \frac{\eta n}{200}$. Let $\Gamma$ be a spanning subgraph of $G_{0}$, edge-disjoint from $P$, which satisfies (2.2.25). Let $W_{1}, W_{2}, \ldots, W_{k}$ be a partition of $P$ into segments whose lengths are as equal as possible. Then there exists $S \subseteq[k]$ with $|S| \geqslant(1-\varepsilon) k$, and subsets $W_{i}^{\prime} \subseteq W_{i}$ for each $i \in S$ with $\left|\operatorname{int}\left(W_{i}^{\prime}\right)\right| \geqslant(1-\varepsilon) \frac{n^{\prime}}{k}$, such that for any $x \in W_{i}^{\prime}$, and for at least $|S|-\varepsilon k$ of the sets $W_{j}^{\prime},\left|N_{\Gamma}(x) \cap i n t\left(W_{j}^{\prime}\right)\right| \geqslant \frac{\eta p_{0} n^{\prime}}{20 k}$. Proof. We start with $S=[k]$ and $W_{i}^{\prime}=W_{i}$, and as long as there exists $i \in S$ and a vertex $x \in W_{i}^{\prime}$, such that $\left|N_{\Gamma}(x) \cap \operatorname{int}\left(W_{j}^{\prime}\right)\right| \leqslant \frac{\eta p o n^{\prime}}{20 k}$ for at least $\varepsilon k$ values of $j \in S$, we remove $x$. (In this case, call $x$ weakly connected to $W_{j}^{\prime}$.) Further, if at any stage there exists $i \in S$ such that $\left|\operatorname{int}\left(W_{i}^{\prime}\right)\right| \leqslant(1-\varepsilon) \frac{n^{\prime}}{k}$, then we remove $i$ from $S$.

We claim that this process must terminate before $\frac{\varepsilon^{2} n^{\prime}}{4}$ vertices are removed. Indeed, suppose we have removed $\frac{\varepsilon^{2} n^{\prime}}{4}$ vertices and let $R$ be the set of removed vertices. Now $|R|=\frac{\varepsilon^{2} n^{\prime}}{4}$, and so $\sum_{i=1}^{k}\left|\operatorname{int}\left(W_{i}^{\prime}\right)\right| \geqslant\left(1-\frac{3 \varepsilon^{2}}{4}\right) n^{\prime}$. Hence we have $\left|\operatorname{int}\left(W_{i}^{\prime}\right)\right| \geqslant(1-\varepsilon) \frac{n^{\prime}}{k}$ for at least $\left(1-\frac{3 \varepsilon}{4}\right) k$ values of $i$, i.e., at most $\frac{3 \varepsilon k}{4}$ indices have been removed from our original set $S$. So each $x \in R$ is still weakly connected to at least $\frac{\varepsilon k}{4}$ sets $W_{i}^{\prime}$ with $i \in S$. For each $i \in S$, let $W C(i)$ be the set of vertices $x \in R$ which are weakly connected to $W_{i}^{\prime}$.

Now consider the set $S_{0}=\left\{i \in S| | W C(i) \left\lvert\, \geqslant \frac{\varepsilon^{3} n^{\prime}}{32}\right.\right\}$. Note that if $i \in S_{0}$, then

$$
\frac{\left|i n t\left(W_{i}^{\prime}\right)\right|}{n} \frac{|W C(i)|}{n} n p_{2} \geqslant \frac{(1-\varepsilon) \varepsilon^{3}\left(n^{\prime}\right)^{2} \eta w_{0} \log n}{128 k n^{2}} \geqslant \frac{\eta^{6} w_{0}}{10^{16}} \geqslant 700 .
$$

So Lemma 2.2.3 implies that the number of edges of $G_{2}$ between $\operatorname{int}\left(W_{i}^{\prime}\right)$ and $W C(i)$ is at least

$$
\frac{13}{14} \frac{\eta p_{0}|W C(i)|(1-\varepsilon) n^{\prime}}{4 k} \geqslant \frac{\eta p_{0}|W C(i)| n^{\prime}}{10 k}
$$

But by the definition of $W C(i), \Gamma$ contains at most $\frac{\eta p_{0}|W C(i)| n^{\prime}}{20 k}$ edges between $\operatorname{int}\left(W_{i}^{\prime}\right)$ and $W C(i)$, and hence $G_{2} \backslash \Gamma$ contains at least this many edges between $\operatorname{int}\left(W_{i}^{\prime}\right)$ and $W C(i)$.

Observe that $\sum_{i \in S}|W C(i)| \geqslant|R| \frac{\varepsilon k}{4}=\frac{\varepsilon^{3} n^{\prime} k}{16}$, since each $x \in R$ is weakly connected to $W_{i}^{\prime}$ for at least $\frac{\varepsilon k}{4}$ values of $i \in S$. But since $\sum_{i \in S \backslash S_{0}}|W C(i)| \leqslant \frac{\varepsilon^{3} n^{\prime} k}{32}$, we have that $\sum_{i \in S_{0}}|W C(i)| \geqslant \frac{\varepsilon^{3} n^{\prime} k}{32}$. Hence $G_{2} \backslash \Gamma$ contains at least

$$
\frac{\eta n^{\prime} p_{0}}{20 k} \sum_{i \in S_{0}}|W C(i)| \geqslant \frac{\eta \varepsilon^{3}\left(n^{\prime}\right)^{2} p_{0}}{640} \geqslant \frac{\eta^{3} \varepsilon^{3} n^{2} p_{0}}{64 \cdot 4 \cdot 10^{5}} \geqslant \frac{\eta^{6} n^{2} p_{0}}{10^{16}}
$$

edges, which would contradict (2.2.25). This proves the claim, and now we consider the sets $W_{i}^{\prime}$ as they are at the point at which the process terminates. It is immediate that for each $i \in S, W_{i}^{\prime}$ satisfies the requirements of the lemma. But since we have removed at most $\frac{3 \varepsilon k}{4}$ indices from our original set $S$, we also have $|S| \geqslant(1-\varepsilon) k$.

Let $C=\bigcup_{i \in S} W_{i}^{\prime}$ and note that $|C| \geqslant(1-\varepsilon)^{2} n^{\prime}$. We now need to show that the set of vertices which we can make into endpoints of $P$ with relatively few rotations is of size at least $2 \varepsilon n$. Doing this gives immediately that one of these endpoints must be an element of $C$. For this we use the following definition and lemma.

Definition 2.2.30 Let $P$ be a path and $H$ a graph with $V(P) \subseteq V(H)$, such that $P$ and $H$ are edge-disjoint. Let $Q \subseteq V(H)$ and let $\tau \geqslant 1$ be an integer. Then a vertex $v$ of $P$ is $(H, Q, \tau)$-reachable if there exists a sequence of at most $\tau$ rotations which make $v$ into the first endpoint of $P$, with all of the new edges being edges of $H$ and all of the pivots being elements of $Q$.

The main reason we include the set $Q$ in this definition is that there will be certain edges of $P$ that we do not want to break. We achieve this by ensuring that none of the endpoints of these edges lie in $Q$.

Lemma 2.2.31 Let $H$ be a graph on $n$ vertices, and let $P=x \ldots y$ be a path on a subset of $V(H)$ which is edge-disjoint from $H$. Let $Q \subseteq V(P)$, and let $U_{\tau}$ be the set of $(H, Q, \tau)$-reachable vertices of $P$. Then $\left|U_{\tau+1}\right| \geqslant \frac{1}{2}\left|N_{H}\left(U_{\tau}\right) \cap Q\right|-\left|U_{\tau}\right|$.

Proof. For a vertex $v \in P$, let $v^{-}$and $v^{+}$be the predecessor and successor, respectively, of $v$ along $P$. Let $T=\left\{v \in N_{H}\left(U_{\tau}\right) \cap Q \mid v^{-}, v^{+} \notin U_{\tau}\right\}$. If $v \in T$, then since neither $v$ nor either of its neighbours on $P$ are in $U_{\tau}$, the neighbours of $v$ are preserved by every sequence of at most $\tau$ rotations of $P$ with pivots in $Q$; i.e., $v^{+}$and $v^{-}$are adjacent to $v$ along any path obtained from $P$ by at most $\tau$ rotations with pivots in $Q$. It follows that one of $v^{-}$and $v^{+}$must be in $U_{\tau+1}$. Indeed, starting from $P$, we can obtain by performing at most $\tau$ rotations a path with endpoints $z$ and $y$, such that $z \in U_{\tau}$ and $z v$ is an edge of $H$. Now by one further rotation with pivot $v$ and broken edge either $v v^{+}$or $v v^{-}$, we obtain a path whose endpoints are either $v^{+}, y$ or $v^{-}, y$.

Now let $T^{+}=\left\{v^{+} \mid v \in T, v^{+} \in U_{\tau+1}\right\}$ and $T^{-}=\left\{v^{-} \mid v \in T, v^{-} \in U_{\tau+1}\right\}$. It follows from the above that either $\left|T^{+}\right| \geqslant|T| / 2$ or $\left|T^{-}\right| \geqslant|T| / 2$, and both $T^{+}$and $T^{-}$are subsets of $U_{\tau+1}$. Hence $\left|U_{\tau+1}\right| \geqslant|T| / 2 \geqslant\left(\left|N_{H}\left(U_{\tau}\right) \cap Q\right|-2\left|U_{\tau}\right|\right) / 2$.

Note that in this section $P$ will always be a path in $G_{0}$ and we will apply Lemma 2.2 .31 with $H=\Gamma$.

Corollary 2.2.32 Either $\left|U_{E_{0}}\right| \geqslant \frac{\eta n}{200}$, or some element of $U_{E_{0}}$ has a neighbour in $\Gamma$ lying outside $P$ (or both).

Proof. It suffices to show that as long as $\left|U_{t}\right| \leqslant \frac{\eta n}{200}$, and assuming no element of $U_{t}$ has a neighbour outside $P$, we have that $\left|U_{t+1}\right| \geqslant \min \left\{\frac{\eta w_{0}}{20}\left|U_{t}\right|, \frac{\eta n}{200}\right\}$. We apply Lemma 2.2.7, setting $H=\Gamma$ and $A=U_{t}$. Now in the notation of Lemma 2.2.7, $\delta_{A} \geqslant \delta(H[V(P)]) \geqslant \frac{\eta n p_{0}}{4}$ by (2.2.26), and so we have that either (i) $\left|B_{\Gamma}\left(U_{t}\right)\right| \geqslant\left(\frac{\eta w_{0}}{8}-3\right)\left|U_{t}\right|$, or (ii) $3\left|U_{t}\right|+\left|B_{\Gamma}\left(U_{t}\right)\right| \geqslant$ $\frac{\eta n}{28}$. If (i) holds then

$$
\left|U_{t+1}\right| \geqslant \frac{1}{2}\left|B_{\Gamma}\left(U_{t}\right)\right|-\left|U_{t}\right| \geqslant\left(\frac{\eta w_{0}}{20}+1\right)\left|U_{t}\right|-\left|U_{t}\right|=\frac{\eta w_{0}}{20}\left|U_{t}\right| .
$$

On the other hand if (ii) holds then

$$
\left|U_{t+1}\right| \geqslant \frac{1}{2}\left|B_{\Gamma}\left(U_{t}\right)\right|-\left|U_{t}\right| \geqslant \frac{\eta n}{56}-\frac{5}{2}\left|U_{t}\right| \geqslant \frac{\eta n}{200} .
$$

Corollary 2.2.32 implies that if our path $P$ in Lemma 2.2.24 satisfies $|P|<\frac{\eta n}{200}$, then alternative (ii) of Lemma 2.2.24 holds. So suppose that $|P| \geq \frac{\eta n}{200}$. Then we can apply Lemma 2.2.29 to obtain a set $C=\bigcup_{i \in S} W_{i}^{\prime}$. Now since $\frac{\eta n}{200}+|C|>n^{\prime}=|P|$, we have that either alternative (ii) of Lemma 2.2.24 holds, or we can obtain in at most $E_{0}$ rotations a path with endpoints $a^{\prime}, b$ such that $a^{\prime} \in C$. Suppose we are in the latter case. Repeating the argument for $b$ gives us a path $P^{\prime \prime \prime}$ with endpoints $a^{\prime}, b^{\prime} \in C$ which is obtained from $P$ by at most $2 E_{0}$ rotations.

Call a segment $W_{i}$ of $P$ unbroken if none of the rotations by which $P^{\prime \prime \prime}$ is obtained had their pivot in $W_{i}$. Note that each unbroken segment is still a segment of $P^{\prime \prime \prime}$ in the sense that the vertices are consecutive and their adjacencies along the path are preserved. Since we have arrived at the path $P^{\prime \prime \prime}$ by at most $2 E_{0}$ rotations, there are at least $k-2 E_{0}$ unbroken segments $W_{i}$, and for at least $k-2 E_{0}-\varepsilon k$ of these we have that $i \in S$. Noting that $E_{0} \leqslant \frac{k}{10}$, we are still left with at least $\frac{3 k}{5}$ unbroken segments $W_{i}$ for which $i \in S$. Let us relabel these segments $W_{i}$ according to their order along $P^{\prime \prime \prime}$, and take $C_{1}=\bigcup_{i \leqslant \frac{3 k}{10}} W_{i}^{\prime}$ and $C_{2}=\bigcup_{i>\frac{3 k}{10}} W_{i}^{\prime}$. Note that for any $x \in C$ (and in particular for $x \in C_{1}$ and for $a^{\prime}$ ),

$$
\begin{equation*}
\left|N_{\Gamma}(x) \cap \operatorname{int}\left(C_{1}\right)\right| \geqslant \frac{\eta p_{0} n^{\prime}}{20 k}\left(\frac{3 k}{10}-\varepsilon k\right) \geqslant \frac{\eta p_{0} n^{\prime}}{70} \geqslant \frac{\eta^{2} n p_{0}}{14000} . \tag{2.2.33}
\end{equation*}
$$

Now let $x_{0}$ be a vertex separating $C_{1}, C_{2}$ along $P^{\prime \prime \prime}$, and let $x_{0}$ divide $P^{\prime \prime \prime}$ into paths $P_{a^{\prime}}, P_{b^{\prime}}$. Let $U_{t}$ be the set of endpoints of paths obtainable by at most $t$ rotations about $a^{\prime}$ with pivots lying only in $\operatorname{int}\left(C_{1}\right)$. So these rotations affect only $P_{a^{\prime}}$, and $P_{b^{\prime}}$ is left intact
in each of the resulting paths.
Lemma 2.2.34 Suppose that $\left|U_{t}\right| \leqslant \frac{\eta^{2} n}{10^{6}}$. Then

$$
\left|B_{\Gamma}\left(U_{t}\right) \cap \operatorname{int}\left(C_{1}\right)\right| \geqslant \min \left\{\frac{\eta^{2} n}{150000}, \frac{\eta^{2} w_{0}}{40000}\left|U_{t}\right|\right\} .
$$

Proof. Let $u=\left|U_{t}\right|$ and $u^{\prime}=\left|B_{\Gamma}\left(U_{t}\right) \cap \operatorname{int}\left(C_{1}\right)\right|$. Consider the case $\frac{\log n}{u p_{0}} \geqslant \frac{7}{2}$. Then similarly to the proof of Lemma 2.2.7,

$$
\begin{aligned}
& \frac{u \eta^{2} n p_{0}}{14000} \stackrel{(2.2 .33)}{\leqslant} \sum_{x \in U_{t}}\left|N_{\Gamma}(x) \cap \operatorname{int}\left(C_{1}\right)\right| \leqslant e_{\Gamma}\left(U_{t}, B_{\Gamma}\left(U_{t}\right) \cap \operatorname{int}\left(C_{1}\right)\right)+2 e_{\Gamma}\left(U_{t}\right) \\
& \quad \leqslant 2\left(u+u^{\prime}\right) \log n+4 u \log n,
\end{aligned}
$$

whence

$$
u^{\prime} \geqslant \frac{\left(\eta^{2} n p_{0}-84000 \log n\right) u}{28000 \log n}=\frac{\left(\eta^{2} w_{0}-84000\right) u}{28000} \geqslant \frac{\eta^{2} w_{0}}{40000}\left|U_{t}\right| .
$$

On the other hand, if $\frac{\log n}{u p_{0}} \leqslant \frac{7}{2}$ then

$$
\begin{aligned}
\frac{u \eta^{2} n p_{0}}{14000} & \leqslant \sum_{x \in U_{t}}\left|N_{\Gamma}(x) \cap \operatorname{int}\left(C_{1}\right)\right| \leqslant e_{\Gamma}\left(U_{t}, B_{\Gamma}\left(U_{t}\right) \cap \operatorname{int}\left(C_{1}\right)\right)+2 e_{\Gamma}\left(U_{t}\right) \\
& \leqslant 7 u p_{0}\left(u+u^{\prime}\right)+14 u^{2} p_{0}
\end{aligned}
$$

and so $3 u+u^{\prime} \geqslant \frac{\eta^{2} n}{98000}$. Hence $u^{\prime} \geqslant \frac{\eta^{2} n}{150000}$.

Corollary 2.2.35 $\left|U_{E_{1}}\right| \geqslant \frac{\eta^{2} n}{10^{6}}$.
Proof. It suffices to prove that for each $t$ such that $\left|U_{t}\right| \leqslant \frac{\eta^{2} n}{10^{6}}$, either $\left|U_{t+1}\right| \geqslant \frac{\eta^{2} n}{10^{6}}$ or $\left|U_{t+1}\right| \geqslant \frac{\eta^{2} w_{0}}{10^{5}}\left|U_{t}\right|$ (or both). Similarly to Lemma 2.2.31, we have that $\left|U_{t+1}\right| \geqslant$ $\frac{1}{2}\left|B_{\Gamma}\left(U_{t}\right) \cap \operatorname{int}\left(C_{1}\right)\right|-\left|U_{t}\right|$, and now Lemma 2.2 .34 immediately gives the result.

Proof of Lemma 2.2.24. Suppose first that $|P| \leqslant \frac{\eta n}{200}$. Then Corollary 2.2.32 immediately implies that we can obtain a path, one of whose endpoints has a neighbour in $\Gamma$ lying
outside $P$, in at most $E_{0}$ rotations. So we may assume that $|P| \geqslant \frac{\eta n}{200}$, and hence the conditions of Lemma 2.2 .29 are satisfied. Now we proceed as above to obtain a path $P^{\prime \prime \prime}=P_{a^{\prime}} \cup P_{b^{\prime}}$, with endpoints $a^{\prime}, b^{\prime}$ and with sets $C_{1}, C_{2}$ satisfying (2.2.33), such that $a^{\prime} \in C_{1} \subseteq P_{a^{\prime}}$ and $b^{\prime} \in C_{2} \subseteq P_{b^{\prime}}$.

Let $U=U_{E_{1}}$. Now similarly, we can rotate about $b^{\prime}$ using only pivots in $C_{2}$, to obtain another set $U^{\prime}$ of endpoints in another $E_{1}$ rotations, such that $\left|U^{\prime}\right| \geqslant \frac{\eta^{2} n}{10^{6}}$. Now by Lemma 2.2.3, there are at least $\frac{13}{14} \frac{\eta^{4} n^{2} p_{0}}{10^{12}}$ edges of $G_{2}$ between $U$ and $U^{\prime}$, and since by (2.2.25) $G_{2} \backslash \Gamma$ contains fewer edges than this, it follows that there exists an edge $x y$ of $\Gamma$ between $U$ and $U^{\prime}$. Now by the definition of $U$ and $U^{\prime}$, we can obtain a path $P^{\prime \prime}$ with endpoints $x, b^{\prime}$ from $P^{\prime \prime \prime}$ by a sequence of at most $E_{1}$ rotations, none of which affect the second half $P_{b^{\prime}}$ of the path $P^{\prime \prime \prime}$. From $P^{\prime \prime}$ we can obtain a path $P^{\prime}$ with endpoints $x, y$ by at most $E_{1}$ rotations.

### 2.3 Exact result

### 2.3.1 Outline

The goal of this section is to prove Theorem 1.3.5. Our approach uses the ideas from Section 2.2 (see Section 2.2.1), but some obvious obstacles arise. For simplicity, assume that $n$ and $\delta\left(G_{n, p}\right)$ are both even in what follows. We can use Tutte's theorem to show that $G_{n, p}$ has an $r$-regular subgraph $G_{\text {reg }}$ with $r=\delta\left(G_{n, p}\right)$ (this is harder than Step 2 but not too difficult for our range of $p$ ). So we can decompose $G_{\text {reg }}$ into $r / 22$-factors $F_{i}$ and would like to transform each $F_{i}$ into a Hamilton cycle. At first sight, this looks infeasible for 2 reasons:
(a) The counting argument in Step 3 only works for reasonably dense subgraphs of $G_{n, p}$. So the 2 -factors produced by the later iterations in Step 3 will have too many cycles.
(b) We no longer have a graph $G_{\text {thin }}$ to use in Step 4.

For (a), it turns out that one can extend the counting argument so that it also works for sparser subgraphs of $G_{n, p}$, provided these subgraphs are pseudorandom (see Lemmas 2.3.21 and 2.3.25).

A very useful observation which goes some way in solving problem (b) is the following: Let $x_{0}$ be the vertex of minimum degree in $G_{n, p}$. Then whp there is a small but significant gap between $d\left(x_{0}\right)$ and $d(x)$ for any $x \neq x_{0}$ in $G_{n, p}$ (the gap has size close to $\sqrt{n p}$ ). Let $G_{l e f t}$ be the subgraph of $G_{n, p}$ consisting of all the edges not in $G_{\text {reg }}$. Then $G_{\text {left }}$ has density about $\sqrt{p / n}$, and we could try to use $G_{l e f t}$ to merge 2-factors instead of the graph $G_{t h i n}$ in Step 4. One problem here is that $G_{\text {left }}$ is not actually pseudorandom as it is just the 'leftover' from the Tutte application.

We use the following idea to overcome this problem. Right at the start, we remove the edges of a random subgraph $G_{5}$ of density $p_{5}$ from $G_{n, p}$, where $n p_{5} \ll \sqrt{n p}$. Let $x_{0}$ be the vertex of minimum degree of the remaining subgraph $G_{1}$ of $G_{n, p}$. The choice of $p_{5}$ implies that $x_{0}$ will also be the vertex of minimum degree in $G_{n, p}$. Now add all edges of $G_{5}$ which are incident to $x_{0}$ to $G_{1}$. Then $\delta\left(G_{1}\right)=\delta\left(G_{n, p}\right)$ and it turns out that we can still apply Tutte's theorem to obtain an $r$-regular subgraph $G_{r e g}$ of $G_{1}$ (see Lemma 2.2.4). Again we obtain a decomposition of $G_{\text {reg }}$ into 2-factors $F_{i}$.

The key advantage of this method is that $G_{5}-x_{0}$ will be pseudorandom, and so one can use $G_{5}$ in the same way as $G_{t h i n}$ to merge the $F_{i}$ into Hamilton cycles. However, it turns out that $G_{5}$ is far too sparse to complete the process: if e.g. $p$ is a constant, then our bound on the total number of cycles in the $F_{i}$ is significantly larger than $n^{3 / 2}$. On the other hand, $G_{5}$ has significantly fewer than $n^{3 / 2}$ edges. To reduce the number of cycles in $F_{i}$ by 1 , we need about $\log n$ edges from $G_{5}$. So even if we return the same number of edges from $F_{i}$ to $G_{5}$ each time, we cannot assume $G_{5}$ to be pseudorandom after dealing with even a small proportion of the $F_{i}$. We remark that while performing additional iterations would allow us to improve the lower bound on $p$ in Theorem 1.3.5 by
a polylogarithmic factor, we cannot eliminate the polylogarithmic term entirely merely by increasing the number of iterations. Conversely, with fewer iterations one would still obtain a weaker version of Theorem 1.3.5.

Our main idea is to use an iterative approach to overcome this. Choose $p_{2}, p_{3}$ and $p_{4}$ so that $p_{5} \ll p_{4} \ll p_{3} \ll p_{2} \ll p$. Then choose randomly edge-disjoint subgraphs $G_{i}$ of $G_{n, p}$, of density $p_{i}$, for $i=2,3,4,5$. (For simplicity, assume that $G_{2}, G_{3}$ and $G_{4}$ are regular of even degree in what follows.) Let $G_{1}$ be the remaining subgraph of $G_{n, p}$ (with all of the edges of $G_{5}$ which are incident to $x_{0}$ added to $G_{1}$ ) and let $F_{i}$ be a set of $\delta\left(G_{1}\right) / 2$ edgedisjoint 2 -factors of $G_{1}$. Then as our first iteration we transform all the $F_{i}$ into Hamilton cycles, where $G_{2}$ plays the role of $G_{t h i n}$. In the second iteration, we do the same for (the leftover of) $G_{2}$, with $G_{3}$ playing the role of $G_{t h i n}$, and so on until we reach $G_{5}$. (Note that there is no need to do anything with the leftover of $G_{5}$, as $G_{5}$ contains no edges incident to $x_{0}$.) In total, this gives us a set of $\left\lfloor\left(\delta\left(G_{1}\right)+\delta\left(G_{2}\right)+\delta\left(G_{3}\right)+\delta\left(G_{4}\right)\right) / 2\right\rfloor=\left\lfloor d\left(x_{0}\right) / 2\right\rfloor$ edge-disjoint Hamilton cycles which together contain all of the edges incident to $x_{0}$.

The new problem that we now face is that e.g. in the second iteration the graph $G_{2}$ is a 'leftover' from the first iteration. So its pseudorandom properties are not as strong as we need them to be (e.g. in order to apply the strengthened version of the counting argument in Step 3) due to the existence of some 'bad edges' which were moved into $G_{2}$ from the $F_{i}$ during the first iteration.

In order to deal with this, we perform some intermediate steps (about $\tau=\log n / \log \log n$ per iteration) using yet more random graphs $G_{(2, j)}$ (which we must also remove from $G_{n, p}$ initially). So first $G_{(2,1)}$ plays the role of $G_{t h i n}$ when transforming the 2-factors of $G_{1}$ into Hamilton cycles. We then transform (the leftover of) $G_{(2,1)}$ into Hamilton cycles using $G_{(2,2)}$ and $G_{(2,3)}$, and then the leftover of $G_{(2,2)}$ and $G_{(2,3)}$ using $G_{(2,4)}$ and $G_{(2,5)}$, etc. Roughly speaking, after $\tau$ iterations we will have replaced $G_{(2,1)}$ by a graph $G_{(2,2 \tau+1)}$ of almost the same density as $G_{(2,1)}$, but containing no bad edges (see Lemma 2.3.60). So it
is now possible to carry out the second iteration (as described in the previous paragraphs) with $G_{(2,2 \tau+1)}$ in place of $G_{2}$ and $G_{(3,1)}$ in place of $G_{3}$, and similarly the third and further iterations.

This section is organized as follows: In Section 2.3.2, we define the pseudorandomness properties we need in the proof and show that with very high probability they are satisfied by $G_{n, p}$. In Section 2.3.3 we use Tutte's theorem find an analogue of $G_{r e g}$. In Section 2.3.4 we use our extended counting argument to split this analogue of $G_{\text {reg }}$ into 2-factors. In Section 2.3.5 we show how to merge the cycles in each of these 2-factors into a Hamilton cycle. Finally in Section 2.3 .6 we combine our results so far to prove Theorem 1.3.5, using the iterative approach discussed above.

### 2.3.2 Pseudorandom graphs

Our aim in this section is to establish several properties of random graphs which we will use later on, mainly regarding the degree sequence and expansion of small sets. For many of these, the fact that they hold whp in $G_{n, p}$ is well known; however, we need them to hold in $\log n / \log \log n$ random spanning subgraphs of $G_{n, p}$ simultaneously. To accomplish this we first show that they hold in $G_{n, p}$ with probability $1-O(1 / \log n)$, and then take a union bound.

The following useful definition is due to Thomason [112]. It involves tighter bounds than the similar and more common notion of $\varepsilon$-regularity. We will rely on these in the proof of Theorem 1.3.5.

Definition 2.3.1 Let $p, \beta \geqslant 0$ with $p \leqslant 1$. A graph $G$ is $(p, \beta)$-jumbled if $\left|e_{G}(S)-p\binom{s}{2}\right| \leqslant$ $\beta s$ for every $S \subseteq V(G)$ with $|S|=s$.

We will often use the following immediate consequence of Definition 2.3.1: Let $G$ be
a $(p, \beta)$-jumbled graph and let $S, T \subseteq V(G)$ be disjoint. Then

$$
\begin{equation*}
\left|e_{G}(S, T)-p\right| S||T|| \leqslant 2 \beta(|S|+|T|) . \tag{2.3.2}
\end{equation*}
$$

To see this, note that $e_{G}(S, T)=e_{G}(S \cup T)-e_{G}(S)-e_{G}(T)$; now applying Definition 2.3.1 and using the triangle inequality implies (2.3.2).

The following two definitions formalise the notion of 'degree gap', which we need in our proof.

Definition 2.3.3 Let $G$ be a graph on $n$ vertices with a vertex $x_{0}$ of minimum degree, and let $u \leqslant n$. Then $G$ is $\mathbf{u}$-jumping if every vertex of $G$ apart from $x_{0}$ has degree at least $\delta(G)+u$.

Definition 2.3.4 Let $G$ be a graph on $n$ vertices. For a set $T \subseteq V(G)$, let $\bar{d}_{G}(T)$ be the average degree of the vertices of $T$ in $G$. Then $G$ is strongly 2-jumping if $\bar{d}_{G}(T) \geqslant$ $\delta(G)+\min \left\{|T|-1, \log ^{2} n\right\}$ for every $T \subseteq V(G)$.

Note that if $G$ is strongly 2-jumping then it is also 2 -jumping. In addition to these three properties we will use several other bounds concerning the degree sequence and edge distribution of a random graph. The following definition collects these properties together.

Definition 2.3.5 Call a graph $G$ on $n$ vertices $p$-pseudorandom if all of the following hold:
(a) $G$ is $(p, 2 \sqrt{n p(1-p)})-j u m b l e d$.
(b) For any disjoint sets $S, T \subseteq V(G)$ with $|S|=s$ and $|T|=t$,
(i) if $\left(\frac{1}{s}+\frac{1}{t}\right) \frac{\log n}{p} \geqslant \frac{7}{2}$, then $e_{G}(S, T) \leqslant 2(s+t) \log n$,
(ii) if $\left(\frac{1}{s}+\frac{1}{t}\right) \frac{\log n}{p} \leqslant \frac{7}{2}$, then $e_{G}(S, T) \leqslant 7$ stp,
(iii) if $\frac{\log n}{s p} \geqslant \frac{7}{4}$, then $e_{G}(S) \leqslant 2 s \log n$, and
(iv) if $\frac{\log n}{s p} \leqslant \frac{7}{4}$, then $e_{G}(S) \leqslant 7 s^{2} p / 2$.
(c) $n p-2 \sqrt{n p \log n} \leqslant \delta(G) \leqslant n p-200 \sqrt{n p(1-p)}$ and $\Delta(G) \leqslant n p+2 \sqrt{n p \log n}$.
(d) $G$ is strongly 2-jumping.

Definition 2.3.5(a) gives good bounds on the densities of large subgraphs but not on those of very small subgraphs, which is why we need (b).

The remainder of this section will be mainly devoted to showing that the random graphs we consider in the rest of the proof are in fact pseudorandom (see Lemma 2.3.12). We will need the following large deviation bounds on the binomial distribution, proved in [60] (as Theorem 2.1, Corollary 2.3 and Corollary 2.4 respectively):

Lemma 2.3.6 Let $X \sim \operatorname{Bin}(n, p)$. Then the following properties hold:
(i) If $h>0$, then $\mathbb{P}[X \leqslant n p-h]<e^{-h^{2} / 2 n p}$.
(ii) If $c>1$ and $c^{\prime}=\log c-1+1 / c$, then for any $a \geqslant c n p, \mathbb{P}[X \geqslant a]<e^{-c^{\prime} a}$.

The following lemma states that the property in Definition 2.3.5(a) holds with very high probability in $G_{n, p}$ for the desired range of $p$.

Lemma 2.3.7 Suppose that $n p / \log ^{2} n \rightarrow \infty$ and $n(1-p) / \log ^{2} n \rightarrow \infty$, and let $G \sim G_{n, p}$. Then the probability that $G$ is not $(p, 2 \sqrt{n p(1-p)})$-jumbled is at most $2 / n^{2}$.

Proof. Without loss of generality we may assume that $0<p \leqslant 1 / 2$ (by considering the complement of $G$ if $p>1 / 2)$. For each set $S \subseteq V(G)$ with $|S|=s$, we have that $\left.e(S) \sim \operatorname{Bin}\binom{s}{2}, p\right)$. Let

$$
\varepsilon=\frac{4 \sqrt{n(1-p)}}{(s-1) \sqrt{p}} \text { and } N=\binom{s}{2}
$$

and note that $\varepsilon p N=2 \sqrt{n p(1-p)} s$. Call $S$ bad if $\left|e_{G}(S)-p N\right| \geqslant \varepsilon p N$. We consider the following cases:

Case 1: $s \geqslant \frac{8}{3} \sqrt{\frac{n(1-p)}{p}}+1$. Then $\varepsilon \leqslant 3 / 2$, and hence by Lemma 1.8.1(i) we have that the probability of $S$ being bad is at most $4 e^{-\varepsilon^{2} p N / 3}$. But since $p \leqslant 1 / 2$, we have $\varepsilon^{2} p N / 3=\frac{8 n s(1-p)}{3(s-1)} \geqslant \frac{4 n}{3}$. So the probability that $S$ is bad is at most $e^{-n}$.

Case 2: $s \leqslant \frac{8}{3} \sqrt{\frac{n(1-p)}{p}}+1$. Since $\varepsilon \geqslant 3 / 2$ in this case, we have that $\varepsilon p N \geqslant p N$ and hence $\mathbb{P}\left[e_{G}(S)<p N-\varepsilon p N\right]=0$. Let $c=\varepsilon+1$, so $c \geqslant 5 / 2$. Let $c^{\prime}=\log c-1+1 / c$ and note that since $c^{\prime}$ is an increasing function of $c$ for $c>1$, we have $c^{\prime} \geqslant \log (5 / 2)-1+2 / 5>1 / 4$. Now by Lemma 2.3.6(ii) applied with $a=(1+\varepsilon) p N$, the probability that $S$ is bad is at most $e^{-c^{\prime}(1+\varepsilon) p N} \leqslant e^{-2 c^{\prime} \sqrt{n p(1-p)} s} \leqslant e^{-4 s \log n}=n^{-4 s}$.

We now take a union bound on the probability that there exists a bad set $S$. Firstly for any $s \leqslant \frac{8}{3} \sqrt{\frac{n(1-p)}{p}}+1$, the probability that there is some bad set $S$ with $|S|=s$ is at most $\binom{n}{s} n^{-4 s}<n^{-3 s} \leqslant n^{-3}$. Summing over all such $s$, we have an error bound of $n^{1-3}=1 / n^{2}$. Further the probability that there exists a bad set $S$ with $|S|=s \geqslant \frac{8}{3} \sqrt{\frac{n(1-p)}{p}}+1$ is at most $2^{n} e^{-n} \leqslant 1 / n^{2}$. Now adding these two bounds completes the proof.

To check the properties in Definition 2.3.5(b) we can use Lemmas 2.2.1 and 2.2.2 from the Section 2.2.

It remains to establish the bounds in Definition 2.3.5(c) on the minimum and maximum degree of $G_{n, p}$ (see Lemma 2.3.9), and the fact that $G_{n, p}$ is strongly 2-jumping with probability $1-O(1 / \log n)$ (see Lemma 2.3.10). For this we need estimates on the binomial distribution which do not follow from standard Chernoff bounds (see Lemma 2.3.8). These estimates use the following notation, where $X \sim \operatorname{Bin}(n-1, p)$ :

- $b(r)=\mathbb{P}[X=r]=\binom{n-1}{r} p^{r}(1-p)^{n-r-1}$,
- $B\left(m_{1}, m_{2}\right)=\mathbb{P}\left[m_{1} \leqslant X \leqslant m_{2}\right]$, and
- $B(m)=\mathbb{P}[X \leqslant m]$.
$b^{\prime}(r), B^{\prime}\left(m_{1}, m_{2}\right)$ and $B^{\prime}(m)$ are defined similarly for $X \sim \operatorname{Bin}(n-2, p)$.

Lemma 2.3.8 Suppose that $n p(1-p) \rightarrow \infty$. Let $m_{1}=n p-2 \sqrt{n p \log n}, m_{2}=n p-$ $200 \sqrt{n p(1-p)}$ and $\lambda=1-1 /\left(8 \log ^{3} n\right)$. Then
(i) $n B\left(m_{2}\right) \geqslant n b\left(m_{2}\right) \geqslant \sqrt{n} / \log n$, and
(ii) $n B\left(m_{1}\right) \leqslant 1 / \sqrt{n}$.

Suppose in addition that $p \geqslant 48^{2} \log ^{7} n / n$ and $1-p \geqslant 36 n^{-1 / 2} \log ^{7 / 2} n$. Then
(iii) $\frac{b(r-1)}{b(r)} \geqslant \lambda$ for each $r \geqslant m_{1}-8 \log ^{3} n$,
(iv) $\frac{B\left(m_{1}-8 \log ^{3} n, r\right)}{b(r)} \geqslant 4 \log ^{3} n$ for each $r \geqslant m_{1}$, and
(v) $\frac{b^{\prime}(r)}{b(r)} \leqslant 1+1 / \log n$ for each $r \geqslant m_{1}$.

Proof. (i) Let $X \sim \operatorname{Bin}(n-1, p), \sigma=\sqrt{(n-1) p(1-p)}$ and $m_{2}^{\prime}=n p-201 \sqrt{n p(1-p)}$. Now the de Moivre-Laplace Theorem (see e.g., Theorem 1.6 of [15]) states that if $\sigma \rightarrow \infty$ and $x_{2}>x_{1}$ are constants, then

$$
B\left((n-1) p+x_{1} \sigma,(n-1) p+x_{2} \sigma\right)=(1+o(1))\left(\phi\left(x_{2}\right)-\phi\left(x_{1}\right)\right),
$$

where $\phi(x)$ is the cumulative density function of the normal distribution. Clearly

$$
\begin{aligned}
& B\left(n p+x_{1} \sqrt{n p(1-p)}, n p+x_{2} \sqrt{n p(1-p)}\right) \\
& =(1+o(1)) B\left((n-1) p+x_{1} \sigma,(n-1) p+x_{2} \sigma\right)
\end{aligned}
$$

To see this, note that the boundaries of the interval change by at most 2 and that $b(r) \rightarrow 0$ for any $r$. Hence we have that

$$
B\left(m_{2}^{\prime}, m_{2}\right)=(1+o(1)) c
$$

where $c=\phi(-200)-\phi(-201)$ is constant. Clearly $b(r) \leqslant b\left(m_{2}\right)$ for each $m_{2}^{\prime} \leqslant r \leqslant m_{2}$. So

$$
n b\left(m_{2}\right) \geqslant \frac{(1+o(1)) c n}{\sqrt{n p(1-p)}+1} \geqslant \frac{\sqrt{n}}{\log n} .
$$

(ii) Let $X \sim \operatorname{Bin}(n-1, p)$. By Lemma 2.3.6(i) we have that

$$
\begin{aligned}
\mathbb{P}[X \leqslant n p-2 \sqrt{n p \log n}] & <\mathbb{P}[X \leqslant(n-1) p-7 \sqrt{n p \log n} / 4] \\
& \leqslant e^{-(7 \sqrt{n p \log n} / 4)^{2} / 2 n p} \leqslant e^{-\frac{3}{2} \log n}=\frac{1}{n^{3 / 2}}
\end{aligned}
$$

(iii) We have

$$
\frac{b(r-1)}{b(r)}=\frac{\binom{n-1}{r-1} p^{r-1}(1-p)^{n-r}}{\binom{n-1}{r} p^{r}(1-p)^{n-r-1}}=\frac{(n-1)!r!(n-r-1)!(1-p)}{(n-1)!(r-1)!(n-r)!p}=\frac{r(1-p)}{(n-r) p}
$$

and so

$$
\begin{aligned}
1-\frac{b(r-1)}{b(r)}=\frac{n p-r}{(n-r) p} & \leqslant \frac{2 \sqrt{n p \log n}+8 \log ^{3} n}{\left(n-n p+2 \sqrt{n p \log n}+8 \log ^{3} n\right) p} \\
& \leqslant \frac{3 \sqrt{n p \log n}}{n p-n p^{2}}=\frac{3 \sqrt{\log n}}{(1-p) \sqrt{n p}}
\end{aligned}
$$

Now if $p \geqslant 1 / 2$ then $(1-p) \sqrt{n p} \geqslant\left(36 n^{-1 / 2} \log ^{7 / 2} n\right)(\sqrt{n / 2})$ and the result follows. On the other hand if $p \leqslant 1 / 2$ then $(1-p) \sqrt{n p} \geqslant\left(48 \log ^{7 / 2} n\right) / 2$ and again the result follows.
(iv) Note that

$$
\begin{aligned}
\frac{B\left(m_{1}-8 \log ^{3} n, r\right)}{b(r)} & \geqslant 1+\frac{b(r-1)}{b(r)}+\frac{b(r-2)}{b(r)}+\ldots+\frac{b\left(r-8 \log ^{3} n\right)}{b(r)} \\
& \geqslant 1+\lambda+\lambda^{2}+\ldots+\lambda^{8 \log ^{3} n}=\frac{1-\lambda^{8 \log ^{3} n+1}}{1-\lambda} \\
& \geqslant \frac{1-e^{-1}}{1 /\left(8 \log ^{3} n\right)} \geqslant 4 \log ^{3} n
\end{aligned}
$$

where in the final line we use that $\lambda \leqslant e^{-1 /\left(8 \log ^{3} n\right)}$.
(v)

$$
\begin{aligned}
\frac{b^{\prime}(r)}{b(r)} & =\frac{\binom{n-2}{r} p^{r}(1-p)^{n-r-2}}{\binom{n-1}{r} p^{r}(1-p)^{n-r-1}}=\frac{(n-2)!r!(n-r-1)!}{(n-1)!r!(n-r-2)!(1-p)} \\
& =\frac{n-r-1}{(n-1)(1-p)}=1+\frac{n p-p-r}{(n-1)(1-p)} \leqslant 1+\frac{2 \sqrt{n p \log n}}{(n-1)(1-p)} \\
& \leqslant 1+\frac{3 \sqrt{p \log n}}{\sqrt{n}(1-p)} \leqslant 1+\frac{1}{\log n},
\end{aligned}
$$

as desired.

Lemma 2.3.9 Let $G \sim G_{n, p}$. Suppose that $n p(1-p) \rightarrow \infty$. Then
(i) $\mathbb{P}[\delta(G) \leqslant n p-2 \sqrt{n p \log n}] \leqslant 1 / \sqrt{n}$, and
(ii) $\mathbb{P}[\Delta(G) \geqslant n p+2 \sqrt{n p \log n}] \leqslant 1 / \sqrt{n}$.

Suppose further that $p \geqslant 48^{2} \log ^{7} n / n$ and $1-p \geqslant 36 n^{-1 / 2} \log ^{7 / 2} n$. Let $m_{1}=n p-$ $2 \sqrt{n p \log n}, m_{2}=n p-200 \sqrt{n p(1-p)}$ and let $m_{1} \leqslant m \leqslant m_{2}$ be such that $n B(m) \geqslant \log n$ and $n B(m-1) \leqslant \log n$. Then
(iii) $\mathbb{P}[\delta(G)>m] \leqslant 4 / \log n$, and
(iv) $\mathbb{P}[\delta(G)>n p-200 \sqrt{n p(1-p)}] \leqslant 4 / \log n$.

Note that the results in Chapter 3 of [15] give sharper bounds which hold with high probability. However as mentioned earlier, we need our error probability to be smaller. Since this does seem to affect the precise results we need to prove the bounds explicitly. Also note that by Lemma 2.3.8(i) and (ii), $n B\left(m_{1}\right) \leqslant \log n \leqslant n B\left(m_{2}\right)$ (with room to spare), and so there exists $m_{1} \leqslant m \leqslant m_{2}$ such that $n B(m) \geqslant \log n$, but $n B(m-1) \leqslant \log n$. Thus (iii) is not vacuous.

Proof. (i) By taking a union bound we have that

$$
\mathbb{P}[\delta(G) \leqslant n p-2 \sqrt{n p \log n}] \leqslant n B(n p-2 \sqrt{n p \log n}) \leqslant 1 / \sqrt{n}
$$

where the last inequality follows from Lemma 2.3.8(ii).
(ii) Apply (i) to the complement of $G$.
(iii) Let $Y$ be the number of vertices $v \in V(G)$ such that $m_{1} \leqslant d(v) \leqslant m$. As $n B\left(m_{1}\right) \leqslant 1 / \sqrt{n}$ by Lemma 2.3.8(ii), we have

$$
\mathbb{E}(Y)=n B\left(m_{1}, m\right) \geqslant n B(m)-n B\left(m_{1}\right) \geqslant \log n-1 / \sqrt{n} \geqslant 2 \log n / 3
$$

and

$$
\mathbb{E}_{2}(Y)=n(n-1)\left(p B^{\prime}\left(m_{1}-1, m-1\right)^{2}+(1-p) B^{\prime}\left(m_{1}, m\right)^{2}\right) \leqslant n^{2} B^{\prime}\left(m_{1}, m\right)^{2} .
$$

Hence

$$
\frac{\sqrt{\mathbb{E}_{2}(Y)}}{\mathbb{E}(Y)} \leqslant \frac{\sum_{r=m_{1}}^{m} n b^{\prime}(r)}{\sum_{r=m_{1}}^{m} n b(r)}=\frac{\sum_{r=m_{1}}^{m} n b(r) \frac{b^{\prime}(r)}{b(r)}}{\sum_{r=m_{1}}^{m} n b(r)} \leqslant 1+\frac{1}{\log n},
$$

where the last inequality follows from Lemma 2.3.8(v). Hence

$$
\begin{aligned}
\operatorname{Var}(Y) & =\mathbb{E}_{2}(Y)+\mathbb{E}(Y)-\mathbb{E}(Y)^{2} \leqslant(1+1 / \log n)^{2} \mathbb{E}(Y)^{2}+\mathbb{E}(Y)-\mathbb{E}(Y)^{2} \\
& =\left(2 / \log n+1 / \log ^{2} n\right) \mathbb{E}(Y)^{2}+\mathbb{E}(Y) .
\end{aligned}
$$

So by Chebyshev's inequality,

$$
\mathbb{P}(Y=0) \leqslant \frac{\operatorname{Var}(Y)}{\mathbb{E}(Y)^{2}} \leqslant \frac{2}{\log n}+\frac{1}{\log ^{2} n}+\frac{1}{\mathbb{E}(Y)} \leqslant \frac{4}{\log n}
$$

(iv) This follows immediately from (iii) and the remark after the lemma statement.

Lemma 2.3.10 Let $G \sim G_{n, p}$. Suppose that $p \geqslant 48^{2} \log ^{7} n / n$ and $1-p \geqslant 36 n^{-1 / 2} \log ^{7 / 2} n$. Then with probability at least $1-6 / \log n, G$ is strongly 2-jumping.

Similarly to Lemma 2.3.9, note that Theorem 3.15 in [15] would imply Lemma 2.3.10 if we only required the statement to hold with high probability.

Proof. Let $m_{1}=n p-2 \sqrt{n p \log n}, m_{2}=n p-200 \sqrt{n p(1-p)}$ and $\lambda=1-1 /\left(8 \log ^{3} n\right)$. Let $m_{1} \leqslant m \leqslant m_{2}$ be such that $n B(m) \geqslant \log n$, but $n B(m-1) \leqslant \log n$. By Lemma 2.3.9(iii) there exists a vertex of degree at most $m$ with probability at least $1-4 / \log n$. So it suffices to show that with probability at least $1-2 / \log n$ there are no two vertices each of degree at most $m+2 \log ^{2} n$ whose degrees differ by at most 1 .

Let $Z$ be the number of (unordered) pairs $v_{1}, v_{2}$ of vertices such that $m_{1} \leqslant \min \left\{d\left(v_{1}\right), d\left(v_{2}\right)\right\} \leqslant$ $m+2 \log ^{2} n$ and $\left|d\left(v_{1}\right)-d\left(v_{2}\right)\right| \leqslant 1$. We have

$$
\begin{aligned}
& \mathbb{E}(Z) \leqslant\binom{ n}{2} \sum_{r=m_{1}}^{m+2 \log ^{2} n} p b^{\prime}(r-1)^{2}+2 p b^{\prime}(r-1) b^{\prime}(r)+(1-p) b^{\prime}(r)^{2} \\
& \\
& \quad+2(1-p) b^{\prime}(r) b^{\prime}(r+1) \\
& \leqslant \frac{n^{2}}{2} \sum_{r=m_{1}}^{m+2 \log ^{2} n} 3 b^{\prime}(r) b^{\prime}(r+1) \leqslant \frac{3 n^{2}}{2}\left(1+\frac{1}{\log n}\right)^{2} \cdot \sum_{r=m_{1}}^{m+2 \log ^{2} n} b(r) b(r+1) \\
& \leqslant 2 n^{2} b\left(m+2 \log ^{2} n+1\right) B\left(m_{1}, m+2 \log ^{2} n\right),
\end{aligned}
$$

where the third inequality follows from Lemma 2.3.8(v). Note that

$$
\begin{equation*}
\lambda^{2 \log ^{2} n+2} \geqslant 1-\frac{2 \log ^{2} n+2}{8 \log ^{3} n} \geqslant \frac{6}{7} \tag{2.3.11}
\end{equation*}
$$

Now by Lemma 2.3.8(iii),

$$
\begin{aligned}
n B\left(m_{1},\right. & \left.m+2 \log ^{2} n+1\right)=\sum_{r=m_{1}}^{m+2 \log ^{2} n+1} n b(r) \\
& \leqslant \sum_{r=m_{1}}^{m+2 \log ^{2} n+1} \frac{n b\left(r-2 \log ^{2} n-2\right)}{\lambda^{2 \log ^{2} n+2}} \\
& =\frac{n B\left(m_{1}-2 \log ^{2} n-2, m-1\right)}{\lambda^{2 \log ^{2} n+2}} \leqslant \frac{n B(m-1)}{\lambda^{2 \log ^{2} n+2}} \\
& \leqslant \frac{\log n}{\lambda^{2 \log 2} n+2} \stackrel{(2.3 .11)}{\leqslant} \frac{7 \log n}{6} .
\end{aligned}
$$

So Lemma 2.3.8(iv) implies that

$$
\begin{aligned}
n b\left(m+2 \log ^{2} n+1\right) & \leqslant \frac{n B\left(m_{1}-8 \log ^{3} n, m+2 \log ^{2} n+1\right)}{4 \log ^{3} n} \\
& =\frac{n B\left(m_{1}-8 \log ^{3} n, m_{1}-1\right)+n B\left(m_{1}, m+2 \log ^{2} n+1\right)}{4 \log ^{3} n} \\
& \leqslant \frac{8 \log ^{3} n \cdot n b\left(m_{1}\right)+\frac{7}{6} \log n}{4 \log ^{3} n}
\end{aligned}
$$

and now since $b\left(m_{1}\right) \leqslant B\left(m_{1}\right)$, Lemma 2.3.8(ii) implies that

$$
n b\left(m+2 \log ^{2} n+1\right) \leqslant \frac{2}{\sqrt{n}}+\frac{7}{24 \log ^{2} n} \leqslant \frac{1}{3 \log ^{2} n}
$$

Hence

$$
\mathbb{E}(Z) \leqslant 2 \cdot \frac{7 \log n}{6} \cdot \frac{1}{3 \log ^{2} n} \leqslant \frac{1}{\log n}
$$

So by Markov's inequality $\mathbb{P}[Z \geqslant 1] \leqslant 1 / \log n$. Now by Lemma 2.3.9(i), the probability that there are any vertices at all of degree at most $m_{1}$ is at most $1 / \sqrt{n}$. So with probability at least $1-1 / \log n-1 / \sqrt{n} \geqslant 1-2 / \log n$, there are no pairs of vertices of degree at most $m+2 \log ^{2} n$, whose degrees differ by at most 1 .

We now combine the above results to prove that our desired pseudorandomness con-
ditions hold whp in $G_{n, p}$.
Lemma 2.3.12 Let $G \sim G_{n, p}$. Suppose that $p \geqslant 48^{2} \log ^{7} n / n$ and $1-p \geqslant 36 n^{-1 / 2} \log ^{7 / 2} n$. Then the probability that $G$ is not $p$-pseudorandom is at most $11 / \log n$.

Proof. By Lemmas 2.3.7, 2.2.1, 2.2.2, 2.3.9(i), 2.3.9(ii), 2.3.9(iv) and 2.3 .10 the probability that $G$ is not $p$-pseudorandom is at most

$$
\frac{2}{n^{2}}+\frac{1}{n^{2}}+\frac{1}{n^{2}}+\frac{1}{\sqrt{n}}+\frac{1}{\sqrt{n}}+\frac{4}{\log n}+\frac{6}{\log n}<\frac{11}{\log n}
$$

Lemma 2.3.13 Let $\mathcal{I}$ denote the interval $\left[48^{2} \log ^{7} n / n, 1-36 n^{-1 / 2} \log ^{7 / 2} n\right]$. Let $p_{0} \in \mathcal{I}$ and let $G_{0} \sim G_{n, p_{0}}$. Let $p_{1}, \ldots, p_{5} \in \mathcal{I}$ be positive reals such that $p_{1}+p_{2}+p_{3}+p_{4}+$ $p_{5}=p_{0}$. Let $t_{2}, t_{3}, t_{4} \leqslant \log n / \log \log n$ be positive integers. For each $i=2,3,4$, let $p_{(i, 1)}, \ldots, p_{\left(i, 2 t_{i}+1\right)} \in \mathcal{I}$ be positive reals such that $p_{(i, 1)}+p_{(i, 2)}+\ldots+p_{\left(i, 2 t_{i}+1\right)}=p_{i}$.

Suppose that the quantities $p_{i}+p_{i+1}$ for $i=2,3,4$ all lie in $\mathcal{I}$. Suppose further that the edges of $G$ are distributed among graphs $G_{1}, G_{5}$ and $G_{(i, 1)}, \ldots, G_{\left(i, 2 m_{i}+1\right)}$ for $i=2,3,4$, as follows. For each edge ab of $G_{0}$ :

- With probability $p_{1} / p_{0}$ let ab be an edge of $G_{1}$.
- For $i=2,3,4$ and $1 \leqslant j \leqslant 2 m_{i}+1$, with probability $p_{(i, j)} / p_{0}$ let ab be an edge of $G_{(i, j)}$.
- Otherwise (i.e., with probability $p_{5} / p_{0}$ ), let ab be an edge of $G_{5}$.

For $i=2,3,4$, let $G_{i}=\bigcup_{j=1}^{2 t_{i}+1} G_{(i, j)}$. Then whp, the following properties hold:
(i) $G_{i}$ is $p_{i}$-pseudorandom for each $0 \leqslant i \leqslant 5$,
(ii) $G_{(i, j)}$ is $p_{(i, j)}$-pseudorandom for $i=2,3,4$ and $1 \leqslant j \leqslant 2 t_{i}+1$, and
(iii) $G_{i} \cup G_{i+1}$ is $\left(p_{i}+p_{i+1}\right)$-pseudorandom for $i=2,3,4$.

Proof. First note that $G_{(i, j)} \sim G_{n, p_{(i, j)}}$ for each $i, j$ and that $G_{i} \sim G_{n, p_{i}}$ for each $i$. Further, $G_{i} \cup G_{i+1} \sim G_{n,\left(p_{i}+p_{i+1}\right)}$ for $i=2,3,4$.

Hence by Lemma 2.3.12 for each graph, the probability that it is not $p$-pseudorandom for the relevant value of $p$ is at most $11 / \log n$, and so by taking a union bound we have that the probability that at least one of these graphs is not pseudorandom is at most $67 / \log \log n$, which tends to 0 as $n \rightarrow \infty$.

At one point in the proof of Theorem 1.3.5 we will need $G_{n, p}$ to be $u$-jumping for some $u>2$. For this we use the following result.

Lemma 2.3.14 Let $G \sim G_{n, p}$ with $n p / \log n \rightarrow \infty$ and $n(1-p) / \log n \rightarrow \infty$. Then with high probability, $G$ is $8 \sqrt{n p(1-p)} / \log ^{3 / 4} n$-jumping.

We will apply this lemma only once (in Section 2.3.6), so in this case a whp estimate is sufficient.

Proof. The conditions of the lemma immediately imply that $n p(1-p) / \log n \rightarrow \infty$. Let $t=\min \left\{(n p(1-p) / \log n)^{1 / 5}, \log ^{1 / 16} n\right\}$ and let $\alpha=8 \log ^{-1 / 16} n$; note that $t \rightarrow \infty$ and $\alpha \rightarrow 0$. Applying Theorem 3.15 in [15] to the complement of $G$, we have that $G$ is $u$-jumping where

$$
u=\frac{\alpha}{m^{2}}\left(\frac{n p(1-p)}{\log n}\right)^{1 / 2} \geqslant \frac{8 \sqrt{n p(1-p)}}{\log ^{3 / 4} n}
$$

### 2.3.3 Constructing regular spanning subgraphs

The first step in our general strategy for finding a large collection of Hamilton cycles in a $p$-pseudorandom graph $G$ is to construct a regular spanning subgraph of $G$ of degree $\delta(G)$ if $\delta(G)$ is even, or of degree $\delta(G)-1$ if $\delta(G)$ is odd. The aim of this section is to
establish that this is always possible for our range of $p$. As in Section 2.2.3, we will use Tutte's $r$-factor theorem (see Theorem 2.2.4). For the particular case of a 1-factor (that is, a perfect matching), we use the following simpler result:

Theorem 2.3.15 (Tutte [116]) Let $G$ be a graph. Then $G$ has a perfect matching if and only if for every $S \subseteq V(G)$, the number of components of $G-S$ which have an odd number of vertices is at most $|S|$.

Recall from Section 2.2.3 that $Q_{r, G}(S, T)$ is the number of odd components of $G[U]$, where a component $C$ is odd if and only if $r|C|+e_{G}(C, T)$ is odd. In order to make use of Theorem 2.2 .4 we first need to bound $Q_{r, G}(S, T)$. For this we use the following lemma:

Lemma 2.3.16 Let $G$ be an $r_{G} / n$-pseudorandom graph on $n$ vertices such that $r_{G} \geqslant$ $\log n$. Let $r_{H} \geqslant \frac{549}{550} r_{G}$, and let $H$ be a spanning subgraph of $G$ such that $\delta(H)=r_{H}$. Let $W \subseteq V(G)$, and suppose that $\delta(H[W]) \geqslant r_{H} / 3$. Then for any nonempty $B \subseteq W$, the number of components of $H[W \backslash B]$ is at most $|B|$. Moreover, $H[W]$ is connected.

Proof. Suppose that a set $B$ violates the first assertion.
Claim: $H[W \backslash B]$ cannot have two disjoint isolated sets (i.e., unions of components of $H[W \backslash B])$ each of size at least $n / 32$.

To prove the claim, it suffices to show that for disjoint sets $S, T \subseteq W \backslash B$ such that $|S|,|T| \geqslant n / 32$, we have $e_{H}(S, T)>0$. To see that this holds, note that since $G$ is $\left(r_{G} / n, 2 \sqrt{r_{G}}\right)$-jumbled by Definition 2.3.5(a), (2.3.2) implies that

$$
e_{G}(S, T) \geqslant \frac{r_{G}|S||T|}{n}-4 \sqrt{r_{G}}(|S|+|T|) \geqslant \frac{r_{G} n}{1024}-4 \sqrt{r_{G}} n .
$$

But since $r_{H} \geqslant \frac{549}{550} r_{G}$, it follows that

$$
|E(G) \backslash E(H)|=e(G)-e(H) \leqslant \frac{r_{G} n}{2}+2 \sqrt{r_{G}} n-\frac{549 r_{G} n}{1100}=\frac{r_{G} n}{1100}+2 \sqrt{r_{G}} n,
$$

and hence $e_{H}(S, T)>0$, which proves the claim.
Let $\mathcal{C}$ be the set of components of $H[W \backslash B]$ of size less than $n / 32$, and let $A=\bigcup \mathcal{C}$. Suppose that $|A| \geqslant n / 8$. Then we can form an isolated set $S$ such that $n / 32 \leqslant|S| \leqslant n / 16$ by taking successive unions of components in $\mathcal{C}$. Similarly we can form another isolated set $T$ with $n / 32 \leqslant|T| \leqslant n / 16$ using the remaining components in $\mathcal{C}$. But now $S$ and $T$ are disjoint, which contradicts the claim. Hence $|A|<n / 8$. Moreover the claim implies that $H[W \backslash B]$ has exactly one component which is not in $\mathcal{C}$.

Now since by assumption, $H[W \backslash B]$ has more than $|B|$ components, we have $|A| \geqslant$ $|\mathcal{C}| \geqslant|B|$. Now since $A$ is isolated in $H[W \backslash B]$, it follows that the $H[W]$-neighbourhood of $A$ lies entirely in $B$. Hence every edge of $H[W]$ which is incident to some vertex of $A$ lies in $E_{H}(A) \cup E_{H}(A, B)$. It follows that $\sum_{v \in A} N_{H[W]}(v) \leqslant 2 e_{H}(A)+e_{H}(A, B)$, noting that edges in $e_{H}(A)$ will be counted twice on the left-hand side. So

$$
\begin{aligned}
r_{H}|A| / 3 & \leqslant|A| \delta(H[W]) \leqslant 2 e_{H}(A)+e_{H}(A, B) \leqslant 2 e_{G}(A)+e_{G}(A, B) \\
& \leqslant r_{G}|A|^{2} / n+4 \sqrt{r_{G}}|A|+r_{G}|A||B| / n+4 \sqrt{r_{G}}(|A|+|B|) \\
& \leqslant 2 r_{G}|A|^{2} / n+12 \sqrt{r_{G}}|A| \leqslant\left(\frac{1}{4}+\frac{12}{\sqrt{r_{G}}}\right) r_{G}|A|,
\end{aligned}
$$

which is a contradiction unless $|A|=0$. But if $|A|=0$ then we have $B=\emptyset$, which proves the assertion. The moreover part follows from the special case where $|B|=1$.

Corollary 2.3.17 Let $G$ be an $r_{G} / n$-pseudorandom graph with $r_{G} \geqslant \log ^{2} n$ and let $G^{\prime}$ be a graph obtained from $G$ by first deleting an arbitrary matching $M$ and then adding an arbitrary set of additional edges. Let $r$ be an even integer. Then setting $Q_{r}(S, T)=$ $Q_{r, G^{\prime}}(S, T)$, any disjoint subsets $S, T$ of $V(G)$ satisfy $Q_{r}(S, T) \leqslant|S|+|T|$.

Proof. By Definition 2.3.5(c) we have that $\delta(G \backslash M) \geqslant r_{G}-2 \sqrt{r_{G} \log n}-1 \geqslant \frac{549}{550} r_{G}$. Note that the number of components of $G^{\prime}-B$ is always at most that of $(G \backslash M)-B$ for
any $B \subseteq V(G)$. Now if $S \cup T \neq \emptyset$ then applying Lemma 2.3.16 with $G=G, H=G \backslash M$, $W=V(G)$ and $B=S \cup T$ implies that $H-(S \cup T)$ has at most $|S \cup T|$ components. It follows that $Q_{r}(S, T) \leqslant|S \cup T|=|S|+|T|$. On the other hand, if $S=T=\emptyset$ then Lemma 2.3.16 implies that $H$ (and thus $G^{\prime}$ ) is connected. Let $C$ be the unique component of $G^{\prime}$ and note that $r|C|+e_{G^{\prime}}(C, T)=r|C|$, which is even. So in this case $Q_{r}(S, T)=0=|S|+|T|$.

We are now ready to prove that every pseudorandom graph $G$ has a regular spanning subgraph whose degree is equal to $2\lfloor\delta(G) / 2\rfloor$. In fact we will prove the following slightly stronger statement, which gives the same result even if $G$ is modified slightly from being pseudorandom.

Lemma 2.3.18 Let $G$ be a p-pseudorandom graph on $n$ vertices such that $n p(1-p) / \log ^{2} n \rightarrow$ $\infty$.
(i) For any vertex $x \in V(G), G$ contains an optimal matching which covers $x$.
(ii) Let $u \leqslant 4 \sqrt{n p(1-p)}, u \neq 1$ and suppose in addition that $G$ is $2 u$-jumping. Let $G^{\prime}$ be formed from $G$ by adding $u$ edges at the vertex $x_{0}$ of minimum degree, and if $\delta(G)+u$ is odd, also removing an arbitrary matching $M$. Let $r$ be the greatest even integer which is at most $\delta(G)+u$. Then $G^{\prime}$ has an $r$-regular spanning subgraph.

Note that if the matching we remove in (ii) covers $x_{0}$, then $r=d_{G^{\prime}}\left(x_{0}\right)$. The case of Lemma 2.3.18(ii) when $u=0$ is the only place in the proof of Theorem 1.3 .5 where we use the fact that a pseudorandom graph is strongly 2-jumping (i.e., Definition 2.3.5(d)). One can probably replace this by a weaker condition. On the other hand, Defintion 2.3.5(a), (b) and (c) are probably not in themselves sufficient to prove Lemma 2.3.18.

Proof. (i) If $n$ is even then Theorem 2.3.15 and Lemma 2.3.16 together imply that $G$ has a perfect matching, and the result follows immediately. If $n$ is odd remove any vertex
$y \neq x$ from $G$. Now by Lemma 2.3.16 the number of components of $G-(S \cup\{y\})$ is at most $|S|+1$ for any $S \subseteq V(G)$. But if the number of components is exactly $|S|+1$, then at least one component must have an even number of vertices (otherwise we have $n-|S|-1 \equiv|S|+1 \bmod 2$ which cannot hold). Hence we can apply Theorem 2.3.15 to $G-y$ and the result follows.
(ii) For disjoint sets $S, T \subseteq V(G)$, let $s=|S|$ and $\rho=|T| /|S|$. Throughout the remainder of the proof let $R_{r}(S, T)$ and $Q_{r}(S, T)$ be defined with respect to the graph $G^{\prime}$. By Corollary 2.3.17, $Q_{r}(S, T) \leqslant|S|+|T|=s(\rho+1)$ and so by Theorem 2.2.4 it suffices to show that $R_{r}(S, T) \geqslant s(\rho+1)$ for all $S$ and $T$. If $T$ is nonempty, let $\bar{d}_{G}(T)$ be the average degree, in $G$, of the vertices of $T$, and define $\bar{d}_{G}(S), \bar{d}_{G^{\prime}}(T)$ and $\bar{d}_{G^{\prime}}(S)$ similarly. Note that

$$
R_{r}(S, T)=\bar{d}_{G^{\prime}}(T)|T|-e_{G^{\prime}}(S, T)+r s(1-\rho)
$$

Note also that $d_{G^{\prime}}\left(x_{0}\right) \geqslant r$. We claim that $d_{G^{\prime}}(x) \geqslant r+2$ for all $x \neq x_{0}$. Indeed, if $u=0$ and $\delta(G)$ is even, we have

$$
d_{G^{\prime}}(x)=d_{G}(x) \geqslant \delta(G)+2=r+2
$$

since $G$ is 2-jumping by Definition 2.3.5(d). If $u=0$ and $\delta(G)$ is odd, then similarly we have

$$
d_{G^{\prime}}(x) \geqslant d_{G}(x)-1 \geqslant \delta(G)+1=r+2 .
$$

If $u \geqslant 2$ and $\delta(G)+u$ is even, we have

$$
d_{G^{\prime}}(x)=d_{G}(x) \geqslant \delta(G)+2 u \geqslant r+2,
$$

and finally if $u \geqslant 2$ and $\delta(G)+u$ is odd, we have

$$
d_{G^{\prime}}(x) \geqslant d_{G}(x)-1 \geqslant \delta(G)+2 u-1 \geqslant r+2 .
$$

This proves the claim. It follows immediately that unless $T=\left\{x_{0}\right\}$, we have $\bar{d}_{G^{\prime}}(T) \geqslant$ $r+1$. Now we consider the following cases:

Case 1: $|S|=0$. Observe that $R_{r}(S, T)=\bar{d}_{G^{\prime}}(T)|T|-r|T|$ and $Q_{r}(S, T) \leqslant|T|$ by Corollary 2.3.17. If either $|T|=0$ or $\bar{d}_{G^{\prime}}(T) \geqslant r+1$ then trivially $R_{r}(S, T) \geqslant|T| \geqslant$ $Q_{r}(S, T)$. So we are left with the case in which $T=\left\{x_{0}\right\}$ and $d_{G^{\prime}}\left(x_{0}\right)=r$.

In this case it suffices to prove that $Q_{r}(S, T)=0$. To see that this holds, note that applying Lemma 2.3.16 with $H=G \backslash M, W=V(G)$ and $B=\left\{x_{0}\right\}$ implies that $G^{\prime}-\left\{x_{0}\right\}$ is connected. But the unique component $C$ of $G^{\prime}-\left\{x_{0}\right\}$ satisfies $r|C|+e_{G^{\prime}}\left(C,\left\{x_{0}\right\}\right)=$ $r(n-1)+r=r n$, and since $r$ is even $C$ cannot be odd.

Case 2: $|S|>0$ and $\rho \leqslant 1 / 2$. Since $e_{G^{\prime}}(S, T) \leqslant \bar{d}_{G^{\prime}}(T)|T|$ and $|S| \geqslant 2|T|$, we have

$$
R_{r}(S, T) \geqslant r(|S|-|T|) \geqslant \frac{r}{3}(|S|+|T|) \geqslant|S|+|T| \geqslant Q_{r}(S, T)
$$

where the last inequality follows by Corollary 2.3.17.
Case 3: $|S|>0, \rho \geqslant 1 / 2$ and $\left(\frac{1}{s}+\frac{1}{\rho s}\right) \frac{\log n}{p} \geqslant \frac{7}{2}$. In this case we have that $e_{G^{\prime}}(S, T) \leqslant$ $e_{G}(S, T)+(\rho+1) s \leqslant 2(\rho+1) s \log n+(\rho+1) s$, where the last inequality follows from Definition 2.3.5(b). So

$$
\begin{equation*}
R_{r}(S, T)-Q_{r}(S, T) \geqslant \rho s\left(\bar{d}_{G^{\prime}}(T)-2 \log n-r-2\right)+s(r-2 \log n-2), \tag{2.3.19}
\end{equation*}
$$

and it suffices to prove that the right-hand side of (2.3.19) is non-negative. Now observe that if $\rho \leqslant \frac{r-2 \log n-2}{2 \log n+2}$, then this is immediate since $\bar{d}_{G^{\prime}}(T) \geqslant r$. On the other hand, if $\rho \geqslant \frac{r-2 \log n-2}{2 \log n+2}$, then $|T| \geqslant \frac{r-2 \log n-2}{2 \log n+2} \geqslant \frac{r}{3 \log n} \geqslant 3 \log n$. So by Definition 2.3.5(d) we have
$\bar{d}_{G^{\prime}}(T) \geqslant r+3 \log n-1 \geqslant r+2 \log n+2$, and the result follows.

Case 4: $|S|>0, \rho \geqslant 1 / 2,\left(\frac{1}{s}+\frac{1}{\rho s}\right) \frac{\log n}{p} \leqslant \frac{7}{2}$ and $\rho s \leqslant n / 30$. In this case Definition 2.3.5(b) implies that $e_{G^{\prime}}(S, T) \leqslant 7 \rho s^{2} p+u$. So

$$
R_{r}(S, T)-Q_{r}(S, T) \geqslant \rho s\left(\bar{d}_{G^{\prime}}(T)-r-1\right)+s(r-7 \rho s p-u / s-1),
$$

and it suffices to prove that the right-hand side of this inequality is non-negative. Recall that $\bar{d}_{G^{\prime}}(T) \geqslant r+1$ as $|T|=\rho s \geqslant 2(\rho+1) \log n / 7 p \geqslant 2$, and so the first bracket is non-negative. Also $7 \rho s p \leqslant n p / 4<r / 3$ by Definition 2.3.5(c), and $u / s<u<r / 3$. Hence the second bracket is positive.

Case 5: $|S|>0, \rho \geqslant \frac{1}{2}$ and $\rho s \geqslant n / 30$. Since $G$ is $(p, 2 \sqrt{n p(1-p)})$-jumbled, (2.3.2) implies that

$$
e_{G}(S, T) \leqslant \rho s^{2} p+4 \sqrt{n p(1-p)} s(\rho+1)
$$

Note that $\bar{d}_{G^{\prime}}(T)|T|-e_{G^{\prime}}(S, T) \geqslant \bar{d}_{G}(T)|T|-e_{G}(S, T)-u$. Now we claim that $\bar{d}_{G}(T)|T|-$ $u \geqslant(n p-130 \sqrt{n p(1-p)})|T|$. Indeed,

$$
\begin{aligned}
\bar{d}_{G}(T)|T| & =2 e_{G}(T)+e_{G}(T, V(G) \backslash T) \\
& \stackrel{(2.3 .2)}{\geqslant} 2 p\binom{|T|}{2}+p|T|(n-|T|)-4 \sqrt{n p(1-p)}|T|-4 \sqrt{n p(1-p)} n \\
& \geqslant n p|T|-p|T|-(4 n+4|T|) \sqrt{n p(1-p)} \geqslant(n p-130 \sqrt{n p(1-p)})|T|+u .
\end{aligned}
$$

Hence

$$
\begin{aligned}
R_{r}(S, T) / s & \geqslant \rho(n p-130 \sqrt{n p(1-p)})-\rho s p-4 \sqrt{n p(1-p)}(\rho+1)+r(1-\rho) \\
& \geqslant \rho(n p-r-142 \sqrt{n p(1-p)})+r-\rho s p
\end{aligned}
$$

But

$$
\begin{aligned}
\delta(G)-1 \leqslant r \leqslant \delta(G)+u & \leqslant n p-200 \sqrt{n p(1-p)}+4 \sqrt{n p(1-p)} \\
& =n p-196 \sqrt{n p(1-p)} .
\end{aligned}
$$

Hence

$$
R_{r}(S, T) / s \geqslant 54 \rho \sqrt{n p(1-p)}+\delta(G)-1-\rho s p \geqslant 50 \rho \sqrt{n p(1-p)}+\delta(G)-\rho s p
$$

Further as $(\rho+1) s \leqslant n$, we have

$$
\delta(G)-\rho s p \geqslant n p-2 \sqrt{n p \log n}-n p\left(\frac{\rho}{\rho+1}\right)=\frac{n p}{\rho+1}-2 \sqrt{n p \log n}
$$

Now if $\rho \leqslant \frac{1}{6} \sqrt{\frac{n p}{\log n}}$ then $\frac{n p}{\rho+1} \geqslant \frac{n p}{3 \rho} \geqslant 2 \sqrt{n p \log n}$ and so $R_{r}(S, T) / s \geqslant 50 \rho \sqrt{n p(1-p)} \geqslant$ $\rho+1$.

On the other hand if $\rho \geqslant \frac{1}{6} \sqrt{\frac{n p}{\log n}} \geqslant \sqrt{\frac{\log n}{1-p}}$ then $2 \rho \sqrt{n p(1-p)} \geqslant 2 \sqrt{n p \log n}$ and so $R_{r}(S, T) / s \geqslant 48 \rho \sqrt{n p(1-p)}+n p /(\rho+1) \geqslant \rho+1$.

If we only require a $2\left\lfloor\delta\left(G_{n, p}\right) / 2\right\rfloor$-factor in $G_{n, p}$, then a less restrictive assumption on $p$ will suffice, as per the following corollary.

Corollary 2.3.20 Let $p=p(n)$ be such that $n p / \log ^{6} n \rightarrow \infty$ and $n(1-p) / \log ^{6} n \rightarrow \infty$. Then whp, $G_{n, p}$ contains a regular spanning subgraph of degree $2\left\lfloor\delta\left(G_{n, p}\right) / 2\right\rfloor$.

Proof. It follows from Lemmas 2.3.7-2.2.2, Lemma 2.3.14 and Corollary 3.13 of [15] that $G_{n, p}$ is $p$-pseudorandom for the given range of $p$. Thus we may apply Lemma 2.3 .18 with $u=0$ to obtain the desired subgraph.

We remark that the results of [90] and [84] imply that Corollary 2.3.20 in fact holds for the entire range of $p$. Indeed, as described in Section 1.3 these results even give a
collection of $\left\lfloor\delta\left(G_{n, p}\right) / 2\right\rfloor$ Hamilton cycles, whose union is the desired subgraph.

### 2.3.4 Splitting into 2 -factors

Our aim in this section is show that under certain conditions, an even-regular graph $H$ can be decomposed into 2-factors so that the sum of the number of cycles in these 2 -factors is not too large. We would like such a result to hold for arbitrary even-regular graphs $H$, but this does not seem feasible for the densities that we consider. So we first show that it suffices for $H$ to be a spanning subgraph of a pseudorandom graph $G$ (see Corollary 2.3.26), and then that it suffices for $H$ to be 'partly' pseudorandom (see Corollary 2.3.30). More precisely, we show that for any even-regular graph $H^{\prime}$ of degree $r_{H^{\prime}}$, the union of $H^{\prime}$ with an even-regular graph $H$ which is close to being $p$-pseudorandom may be decomposed into 2 -factors with few cycles in total, provided only that $p$ is somewhat larger than $r_{H^{\prime}} / n$.

In order to bound the number of cycles in each 2-factor we will transfer the problem to a bipartite setting and use the Egorychev-Falikman-Waerden theorem (see Theorem 2.2.19). Given a bipartite graph $B$ on vertex classes $V=\left\{v_{1}, \ldots, v_{n}\right\}$ and $V^{\prime}=\left\{v_{1}^{\prime}, \ldots, v_{n}^{\prime}\right\}$, and a matching $M$ in $B$, let $D(M)$ be the digraph on $[n]$ formed by including an edge from $a$ to $b$ if and only if there is an edge of $M$ between $v_{a}$ and $v_{b}^{\prime}$. Note that if $P$ is a perfect matching then $D(P)$ is 1-regular. For an integer $C$, let $\mathcal{P}_{C}(B)$ be the set of perfect matchings $P$ of $B$ such that $D(P)$ has at least $C$ cycles. Let $\mathcal{P}_{k, \ell}(B)$ be the set of perfect matchings $P$ such that $D(P)$ has at least $k$ cycles of length $\ell$. We now use a counting argument to show that $\mathcal{P}_{C}(B)$ is small whenever $C$ is large and $B$ satisfies a very weak pseudorandomness condition. The proof builds on ideas from [42] and later developments in [81], as well as from Section 2.2 of this thesis.

Lemma 2.3.21 Let $B$ be an $r_{B}$-regular bipartite graph on vertex classes $V=\left\{v_{1}, \ldots, v_{n}\right\}$ and $V^{\prime}=\left\{v_{1}^{\prime}, \ldots, v_{n}^{\prime}\right\}$. Let $\log ^{2} n \leqslant r_{G} \leqslant n$ and $\sqrt{r_{G}} \log n \leqslant r_{B} \leqslant r_{G} / 2$, and let $C=2 n \sqrt{r_{G} \log n} / r_{B}$. Suppose that all $S \subseteq V$ and $T \subseteq V^{\prime}$ such that $|S|,|T| \geqslant n / \sqrt{r_{G}}$
satisfy $e_{B}(S, T) \leqslant \frac{5 r_{G}(|S|+|T|)^{2}}{2 n}$. Let $X=\left(\frac{r_{B}}{n}\right)^{n} n!$. Then $\left|\mathcal{P}_{C}(B)\right|<X$.

A similar result was proved in [42] and also in Section 2.2 (see Lemma 2.2.17). In the proof of Lemma 2.3.21 we use the following result, which is part of the proof of Lemma 2 in [42] (see inequality (5) there).

Lemma 2.3.22 (Frieze and Krivelevich, [42]) Let B be an r-regular bipartite graph on vertex classes $V$ and $V^{\prime}$ of size $n$. Let $m<n$ and let $S \subseteq V$ and $T \subseteq V^{\prime}$ each have size $n-m$. Let $B^{\prime}$ be the bipartite subgraph of $B$ induced by $S$ and $T$, and let $Y_{m}$ be the number of perfect matchings of $B^{\prime}$. Suppose that $e_{B}(S, T) \geqslant r n / 2$. Then

$$
Y_{m} \leqslant\left(\frac{(n-2 m) r+e_{B}\left(V \backslash S, V^{\prime} \backslash T\right)}{n-m}\right)^{n-m} e^{-n+m}(3 n)^{10 n / r} .
$$

Note that Lemma 2.3.22 is stated in [42] with an estimate $m^{2}$ for $e_{B}\left(V \backslash S, V^{\prime} \backslash T\right)$, rather than explicitly including the term $e_{B}\left(V \backslash S, V^{\prime} \backslash T\right)$. Since the graphs we consider are subgraphs of random graphs we will have $e_{B}\left(V \backslash S, V^{\prime} \backslash T\right) \ll m^{2}$. This will allow us to obtain nontrivial bounds on $\left|\mathcal{P}_{C}(B)\right|$ even for very sparse graphs.

Proof. [Proof of Lemma 2.3.21] Let $k=n \log n / r_{B}$. For each $\ell$, let $X_{k, \ell}=\left|\mathcal{P}_{k, \ell}(B)\right|$, and let $Y_{k, \ell}$ be the maximum number of perfect matchings between two subsets of the vertex classes of $B$, each of size $n-k \ell$. Let $\ell_{0}=r_{B} / \sqrt{r_{G} \log n}$. Since $\ell_{0} \geqslant \sqrt{\log n}$ we may take $\ell_{0}$ to be an integer. Note that

$$
\begin{equation*}
k \ell_{0}=\frac{n \sqrt{\log n}}{\sqrt{r_{G}}}=o(n) . \tag{2.3.23}
\end{equation*}
$$

We first derive a bound on $Y_{k, \ell}$, for $\ell \leqslant \ell_{0}$. Consider any $S \subseteq V$ and $T \subseteq V^{\prime}$, each of size $n-k \ell$. We claim that $e_{B}\left(V \backslash S, V^{\prime} \backslash T\right) \leqslant 10 r_{G} k^{2} \ell_{0}^{2} / n$. Indeed, let $S^{\prime} \subseteq V$ and $T^{\prime} \subseteq V^{\prime}$
be sets of size $k \ell_{0}$ such that $V \backslash S \subseteq S^{\prime}$ and $V^{\prime} \backslash T \subseteq T^{\prime}$. Then

$$
e_{B}\left(V \backslash S, V^{\prime} \backslash T\right) \leqslant e_{B}\left(S^{\prime}, T^{\prime}\right) \leqslant \frac{5 r_{G}\left(\left|S^{\prime}\right|+\left|T^{\prime}\right|\right)^{2}}{2 n}=\frac{10 r_{G} k^{2} \ell_{0}^{2}}{n} .
$$

Moreover, $|S|=|T|=n-o(n)$ by (2.3.23) and so $e_{B}(S, T) \geqslant r_{B} n / 2$. Hence by Lemma 2.3.22,

$$
Y_{k, \ell} \leqslant\left(\frac{(n-2 k \ell) r_{B}+10 r_{G} k^{2} \ell_{0}^{2} / n}{n-k \ell}\right)^{n-k \ell} e^{-n+k \ell}(3 n)^{10 n / r_{B}}
$$

We can further estimate this as follows: Observe that

$$
\begin{aligned}
\frac{(n-2 k \ell) r_{B}+10 r_{G} k^{2} \ell_{0}^{2} / n}{n-k \ell} & =r_{B}\left(1-\frac{k \ell}{n-k \ell}+\frac{10 r_{G} k^{2} \ell_{0}^{2}}{n r_{B}(n-k \ell)}\right) \\
& \leqslant r_{B} \exp \left[-\frac{k \ell}{n-k \ell}+\frac{10 r_{G} k^{2} \ell_{0}^{2}}{n r_{B}(n-k \ell)}\right]
\end{aligned}
$$

and hence

$$
\begin{align*}
Y_{k, \ell} & \leqslant r_{B}^{n-k \ell} e^{-k \ell} \exp \left[\frac{10 r_{G} k^{2} \ell_{0}^{2}}{n r_{B}}\right] e^{-n+k \ell}(3 n)^{10 n / r_{B}} \\
& =r_{B}^{n-k \ell} e^{10 k} e^{-n}(3 n)^{10 n / r_{B}}, \tag{2.3.24}
\end{align*}
$$

where the last line follows from the fact that

$$
\frac{r_{G} k \ell_{0}^{2}}{n r_{B}} \stackrel{(2.3 .23)}{=} \frac{r_{G}}{n r_{B}} \cdot \frac{n \sqrt{\log n}}{\sqrt{r_{G}}} \cdot \frac{r_{B}}{\sqrt{r_{G} \log n}}=1 .
$$

Now we proceed to bound $X_{k, \ell}$. Note that if $M_{1}$ and $M_{2}$ are matchings such that $D\left(M_{1}\right)$ and $D\left(M_{2}\right)$ are cycles, then $M_{1}$ and $M_{2}$ are vertex-disjoint if and only if $D\left(M_{1}\right)$ and $D\left(M_{2}\right)$ are vertex-disjoint. We claim that there are at most $\binom{n}{k} r_{B}^{k(\ell-1)} \ell^{-k}$ ways of choosing $k$ vertex-disjoint matchings $M$ of size $\ell$ in $B$, such that $D(M)$ is a cycle of
length $\ell$ for each $M$. Indeed, we can construct these matchings as follows: First choose an initial vertex in $V$ for each matching $\binom{n}{k}$ choices). For an initial vertex $v_{i_{1}}$ of $M$, select an unused neighbour $v_{i_{2}}^{\prime} \in V^{\prime}$ of $v_{i_{1}}$ (at most $r_{B}$ choices) and add $v_{i_{1}} v_{i_{2}}^{\prime}$ to $M$. Then select an unused neighbour $v_{i_{3}}^{\prime}$ of $v_{i_{2}}$ (recall that $v_{i_{2}}$ is the vertex of $V$ corresponding to $v_{i_{2}}^{\prime}$ ), etc., until we have selected $v_{i_{\ell}}^{\prime}$. Now if $v_{i_{1}}^{\prime}$ is a neighbour of $v_{i_{\ell}}$ then add $v_{i_{\ell}} v_{i_{1}}^{\prime}$ to $M$ and note that $D(M)$ is a cycle of length $\ell$. Repeat this process for each initial vertex, in each case using only vertices we have not used before. This process described above constructs every collection of $k$ vertex-disjoint matchings of size $\ell$ at least $\ell^{k}$ times, since we choose the initial vertex of each matching arbitrarily. The claim follows immediately.

Since $Y_{k, \ell}$ bounds the number of perfect matchings on the remaining vertices (i.e., those which are not contained in the above matchings), we have

$$
X_{k, \ell} \leqslant\binom{ n}{k} r_{B}^{k(\ell-1)} \ell^{-k} Y_{k, \ell}
$$

Estimating $\binom{n}{k} \leqslant\left(\frac{n e}{k}\right)^{k}$ and $n!\geqslant\left(\frac{n}{e}\right)^{n}$, we have

$$
\begin{aligned}
X_{k, \ell} X^{-1} & \stackrel{(2.3 .24)}{\leqslant}\left(\frac{n e}{k}\right)^{k} r_{B}^{k(\ell-1)} \ell^{-k} r_{B}^{n-k \ell} e^{10 k} e^{-n}(3 n)^{10 n / r_{B}}\left(\frac{n}{r_{B}}\right)^{n}\left(\frac{e}{n}\right)^{n} \\
& =\left(\frac{n e^{11}}{k}\right)^{k} r_{B}^{k \ell-k} \ell^{-k} r_{B}^{n-k \ell}(3 n)^{10 n / r_{B}} r_{B}^{-n}=\left(\frac{n e^{11}}{k \ell r_{B}}\right)^{k}(3 n)^{10 n / r_{B}} \\
& =\left(\frac{e^{11}}{\ell \log n}\right)^{k}(3 n)^{10 n / r_{B}} .
\end{aligned}
$$

Hence

$$
X^{-1} \sum_{\ell=3}^{\ell_{0}} X_{k, \ell} \leqslant\left(\left(\frac{e^{11}}{\log n}\right)^{\log n / 10} 3 n\right)^{10 n / r_{B}} \sum_{\ell=3}^{\ell_{0}} \ell^{-k}
$$

But $\left(\left(e^{11} / \log n\right)^{\log n / 10} 3 n\right)^{10 n / r_{B}}<2^{-10 n / r_{B}}<1$ and $\ell^{-k} \leqslant 3^{-\log n}<1 / n$ for $\ell \geqslant 3$. Hence

$$
X^{-1} \sum_{\ell=3}^{\ell_{0}} X_{k, \ell}<\sum_{\ell=3}^{\ell_{0}} 1 / n<\ell_{0} / n<1
$$

Note that since $k \ell_{0} \leqslant C / 2$ and $n / \ell_{0}=C / 2$, we have $C \geqslant k \ell_{0}+n / \ell_{0}$. But any 1regular digraph which, for all $\ell \leqslant \ell_{0}$, contains fewer than $k$ cycles of length $\ell$ has fewer than $k \ell_{0}+n / \ell_{0}$ cycles in total. Hence $\left|\mathcal{P}_{C}(B)\right| \leqslant \sum_{\ell=3}^{\ell_{0}} X_{k, \ell}<X$.

The following lemma and corollary accomplish our aim of decomposing an even-regular graph $H$ which is close to being pseudorandom into 2 -factors with few cycles in total.

Lemma 2.3.25 Let $r_{G} \geqslant \log ^{2} n$, and let $G$ be an $r_{G} / n$-pseudorandom graph on $n$ vertices. Let $r_{H} \geqslant 2 \sqrt{r_{G}} \log n$ be even and let $H$ be an $r_{H}$-regular spanning subgraph of $G$. Then $H$ contains a 2 -factor with at most $C=4 n \sqrt{r_{G} \log n} / r_{H}$ cycles.

Proof. Recall that Petersen's theorem [100] states that every even-regular graph can be decomposed into 2-factors. Therefore $H$ can be decomposed into a collection $F_{1}, \ldots, F_{r_{B}}$ of 2 -factors, where $r_{B}=r_{H} / 2$. For each of these 2 -factors we orient the edges so that each cycle is an oriented cycle, thus forming a collection of 1-regular digraphs on $V(H)$. Now taking the union of these digraphs yields an orientation $D$ of $H$ which is $r_{B}$-regular.

Label the vertices of $V(H)$ as $v_{1}, \ldots, v_{n}$. Form a bipartite graph $B$ on vertex classes $V=\left\{v_{1}, \ldots, v_{n}\right\}$ and $V^{\prime}=\left\{v_{1}^{\prime}, \ldots, v_{n}^{\prime}\right\}$ by joining $v_{i} \in V$ to $v_{j}^{\prime} \in V^{\prime}$ if and only if there is an edge of $D$ from $v_{i}$ to $v_{j}$. Now for any sets $S \subseteq V$ and $T \subseteq V^{\prime}$ with $|S|,|T| \geqslant n / \sqrt{r_{G}}$, let $S^{\prime}, T^{\prime}$ be the corresponding subsets of $V(H)$. Then

$$
\begin{aligned}
e_{B}(S, T) \leqslant e_{H}\left(S^{\prime} \cup T^{\prime}\right) \leqslant e_{G}\left(S^{\prime} \cup T^{\prime}\right) & \leqslant \frac{r_{G}(|S|+|T|)^{2}}{2 n}+2 \sqrt{r_{G}}(|S|+|T|) \\
& \leqslant \frac{3 r_{G}(|S|+|T|)^{2}}{2 n},
\end{aligned}
$$

where the third inequality follows since $G$ is $\left(r_{G} / n, 2 \sqrt{r_{G}}\right)$-jumbled by Definition 2.3.5(a), and the fourth since $2 \leqslant \sqrt{r_{G}}(|S|+|T|) / n$. Now Lemma 2.3.21 implies that $\left|\mathcal{P}_{C}(B)\right|<$ $\left(\frac{r_{B}}{n}\right)^{n} n!$. But by Theorem 2.2.19 the total number of perfect matchings of $B$ is at least $\left(\frac{r_{B}}{n}\right)^{n} n!$. So there exists a perfect matching $P$ of $B$ such that $D(P)$ has at most $C$ cycles. Now ignoring the orientation of $D(P)$ yields the desired 2-factor of $H$.

For a 2-regular graph $F$, let $c(F)$ be the number of cycles of $F$, and for a collection $\mathcal{F}$ of 2-factors let $c(\mathcal{F})=\sum_{F \in \mathcal{F}} c(F)$. Repeated application of Lemma 2.3.25 gives us the following result.

Corollary 2.3.26 Let $G$ be an $r_{G} / n$-pseudorandom graph on $n$ vertices with $r_{G} \geqslant \log ^{2} n$. Let $H$ be an $r_{H}$-regular spanning subgraph of $G$, such that $r_{H}$ is even. Then $H$ can be decomposed into a collection of 2-factors $\mathcal{F}=\left\{F_{1}, \ldots, F_{r_{H} / 2}\right\}$, such that $c(\mathcal{F}) \leqslant$ $3 n \sqrt{r_{G} \log ^{3} n}$.

Proof. If $r_{H} \leqslant 8 \sqrt{r_{G}} \log n$ then the result follows from Petersen's theorem [100], noting that trivially $c\left(F_{i}\right) \leqslant n / 3$ for each $i$. So suppose $r_{H} \geqslant 8 \sqrt{r_{G}} \log n$. Let $i_{0}=r_{H} / 2-$ $\sqrt{r_{G}} \log n$ and note that since $i_{0} \geqslant r_{H} / 4 \geqslant \log ^{2} n$, we may assume that $i_{0}$ is an integer. By repeatedly applying Lemma 2.3.25 we have

$$
\begin{aligned}
c(\mathcal{F}) & \leqslant \sum_{i=1}^{i_{0}} \frac{2 n \sqrt{r_{G} \log n}}{r_{H} / 2-i+1}+\sum_{i=i_{0}+1}^{r_{H} / 2} n / 3 \leqslant 2 n \sqrt{r_{G} \log n} \sum_{i=\sqrt{r_{G}} \log n}^{r_{H} / 2} \frac{1}{i}+n \sqrt{r_{G}} \log n \\
& \leqslant 2 n \sqrt{r_{G} \log n}\left(\log \left(r_{H} / 2\right)+\sqrt{\log n}\right) \leqslant 3 n \sqrt{r_{G} \log ^{3} n}
\end{aligned}
$$

Now we consider an arbitrary even-regular graph $H^{\prime}$ and aim to show that if we take an even-regular graph $H$ on $V\left(H^{\prime}\right)$ which is close to being pseudorandom and edge-disjoint from $H^{\prime}$, then we can decompose $H \cup H^{\prime}$ into 2-factors with a similar bound on the total number of cycles as in Corollary 2.3.26. Our strategy will be to first split $H^{\prime}$ up into matchings. We then extend each of these matchings into two perfect matchings using edges of $H$ (see Lemma 2.3.27), and apply Lemma 2.3.21 to transform each of these perfect matchings into a 2 -factor with few cycles (see Lemma 2.3.28).

We start by considering the case of a single matching. If $n$ is odd, then call a graph $F$ on $n$ vertices a pseudomatching if it has a unique vertex of degree 2 and all other vertices
are of degree 1. A perfect pseudomatching in a graph $G$ is a pseudomatching covering every vertex of $G$.

Lemma 2.3.27 Let $G$ be an $r_{G} / n$-pseudorandom graph on $n$ vertices with $r_{G} \geqslant \log ^{2} n$ and let $H$ be a spanning subgraph of $G$ such that $\delta(H) \geqslant \frac{549}{550} r_{G}+5$. Let $M$ be a matching with $V(M) \subseteq V(G)$ and suppose $M$ and $H$ are edge-disjoint. Then
(i) if $n$ is even, then there exists a partition of $M$ into submatchings $M_{1}, M_{2}$, such that each of $M_{1}, M_{2}$ can be completed to a perfect matching on $V(G)$ using disjoint sets of edges of $H$, and
(ii) if $n$ is odd, then there exists a partition of $M$ into submatchings $M_{1}, M_{2}$, such that each of $M_{1}, M_{2}$ can be completed to a perfect pseudomatching on $V(G)$ using disjoint sets of edges of $H$.

It would be more convenient to extend $M$ directly into a perfect matching rather than splitting it first, but in general this may not be possible. Indeed, in the case in which $n$ is even and $M$ has exactly $n / 2-1$ edges, then $M$ can be extended to a perfect matching only if the two vertices of $V(G) \backslash V(M)$ form an edge of $H$.

Proof. Let $r_{H}=\frac{549}{550} r_{G}$. We partition $M$ randomly by placing each edge into either $M_{1}$ or $M_{2}$, with equal probability. For a vertex $v \in V(G)$, let $Y_{v}$ be the set of edges $w w^{\prime}$ of $M$ such that both $w$ and $w^{\prime}$ lie in $N_{H}(v)$, and $Z_{v}$ the set such that exactly one of $w$ and $w^{\prime}$ lies in $N_{H}(v)$. Note that $2\left|Y_{v}\right|+\left|Z_{v}\right| \leqslant d_{H}(v) \leqslant \Delta(G) \leqslant 2 r_{H}$, and that

$$
\left|N_{H}(v) \backslash V\left(M_{1}\right)\right| \sim 2 \operatorname{Bin}\left(\left|Y_{v}\right|, 1 / 2\right)+\operatorname{Bin}\left(\left|Z_{v}\right|, 1 / 2\right)+\left|N_{H}(v) \backslash V(M)\right| .
$$

(Here we use that $M$ and $H$ are edge-disjoint and so the unique neighbour of $v$ in $M$ is not a neighbour of $v$ in $H$.)

Suppose $\left|Y_{v}\right| \geqslant 8 \log n$. Let $\varepsilon=4 \sqrt{\log n /\left|Y_{v}\right|} \leqslant 3 / 2$ and note that $2 \sqrt{r_{H} \log n} \geqslant$ $\varepsilon\left|Y_{v}\right| / 2$, since $r_{H} \geqslant\left|Y_{v}\right|$. By Lemma 1.8.1(i) we have that

$$
\mathbb{P}\left[\operatorname{Bin}\left(\left|Y_{v}\right|, 1 / 2\right) \leqslant\left|Y_{v}\right| / 2-2 \sqrt{r_{H} \log n}\right]<2 e^{-\varepsilon^{2}\left|Y_{v}\right| / 6} \leqslant 4 e^{-16 \log n / 6}<\frac{1}{n^{2}}
$$

On the other hand, if $\left|Y_{v}\right| \leqslant 8 \log n$ then $\left|Y_{v}\right| / 2 \leqslant 2 \sqrt{r_{H} \log n}$ and so

$$
\mathbb{P}\left[\operatorname{Bin}\left(\left|Y_{v}\right|, 1 / 2\right) \leqslant\left|Y_{v}\right| / 2-2 \sqrt{r_{H} \log n}\right]=0
$$

By the same argument we can show that

$$
\mathbb{P}\left[\operatorname{Bin}\left(\left|Z_{v}\right|, 1 / 2\right) \leqslant\left|Z_{v}\right| / 2-4 \sqrt{r_{H} \log n}\right]<\frac{1}{n^{2}}
$$

So whp, every $v \in V(G)$ satisfies

$$
\begin{aligned}
\left|N_{H}(v) \backslash V\left(M_{1}\right)\right| & \geqslant\left|Y_{v}\right|+\left|Z_{v}\right| / 2-8 \sqrt{r_{H} \log n}+\left|N_{H}(v) \backslash V(M)\right| \\
& =\frac{1}{2}\left|N_{H}(v) \cap V(M)\right|+\left|N_{H}(v) \backslash V(M)\right|-8 \sqrt{r_{H} \log n} \geqslant r_{H} / 3+7,
\end{aligned}
$$

and hence $\delta\left(H-V\left(M_{1}\right)\right) \geqslant r_{H} / 3+7$. By a similar argument the same holds for $M_{2}$. Now choose a partition of $M$ into $M_{1}$ and $M_{2}$ such that the above bounds on $\left|N_{H}(v) \backslash V\left(M_{1}\right)\right|$ and $\left|N_{H}(v) \backslash V\left(M_{2}\right)\right|$ hold for all vertices $v \in V(G)$.

If $n$ is odd, then we first find a path $v_{1} v_{2} v_{3}$ of length 2 in $H-V\left(M_{1}\right)$ and add it to $M_{1}$ to form a pseudomatching, so that $V(H) \backslash V\left(M_{1}\right)$ has an even number of vertices. We also remove $v_{1} v_{2}$ and $v_{2} v_{3}$ from $H$. (If $n$ is even then we simply omit this step.) Henceforth we proceed identically in cases (i) and (ii).

Let $W=V(H) \backslash V\left(M_{1}\right)$ and note that we still have $\delta(H) \geqslant r_{H}+3$ and $\delta(H[W]) \geqslant$ $r_{H} / 3+4$. We now use Theorem 2.3.15 to show that $H[W]$ contains a perfect matching.

For this it suffices to prove that for any set $S \subseteq W$, the number of components of $H[W \backslash S]$ which have an odd number of vertices is at most $|S|$. If $S$ is nonempty then this follows from Lemma 2.3.16. On the other hand if $S=\emptyset$ then by Lemma 2.3.16 $H[W \backslash S]=H[W]$ has exactly one component, namely $W$. But this component has an even number of vertices, and so by Theorem 2.3.15 $H[W]$ contains a perfect matching $M_{1}^{\prime}$. So $M_{1} \cup M_{1}^{\prime}$ is a perfect matching or pseudomatching on $V(G)$. We delete the edges in $M_{1}^{\prime}$ from $H$.

We now repeat the process for $M_{2}$. First we extend $M_{2}$ to a pseudomatching (if $n$ is odd). Now we still have $\delta(H) \geqslant r_{H}$ and $\delta\left(H-V\left(M_{2}\right)\right) \geqslant r_{H} / 3$, so the conditions of Lemma 2.3.16 still hold and hence we can complete $M_{2}$ to a perfect matching or pseudomatching on $V(G)$.

Lemma 2.3.28 Let $G$ be an $r_{G} / n$-pseudorandom graph on $n$ vertices with $r_{G} \geqslant 2 \log ^{2} n$, and let $H$ be a spanning subgraph of $G$ such that $\delta(H) \geqslant \frac{29}{30} r_{G}$. Let $P$ be a perfect matching (if $n$ is even) or a perfect pseudomatching (if $n$ is odd) on $V(G)$, edge-disjoint from $H$. Then $H$ contains a matching $P^{\prime}$ such that $P \cup P^{\prime}$ forms a 2 -regular graph with at most $\frac{3 n \sqrt{r_{G} \log n}}{\delta(H)}$ cycles.

We will apply Lemma 2.3 .28 in the proof of Lemma 2.3.29 with $P$ being one of the perfect matchings $M_{i}$ obtained from Lemma 2.3.27.

Proof. Let $r_{H}=\delta(H)$ and note that $r_{H} \geqslant \log ^{2} n$ by Definition 2.3.5(c). If $n$ is odd, then let $v_{1}$ be the vertex of $P$ of degree 2 and $v_{2}, v_{3}$ its neighbours. For the remainder of the proof we treat $v_{2} v_{3}$ as if it were an edge of $P$, and $v_{1} v_{2}, v_{1} v_{3}$ as if they were not edges of $P$. If $v_{2} v_{3}$ is also an edge of $H$, then we delete it from $H$ (so that $P$ and $H$ remain edge-disjoint). The proof then proceeds identically whether $n$ is odd or even.

Label the edges of $P$ as $e_{1}, e_{2}, \ldots, e_{\lfloor n / 2\rfloor}$. For each edge $e_{i}$, label one of the vertices $a_{i}$ (chosen at random and independently from the other choices) and the other $b_{i}$. Let
$B_{1}=\left\{a_{1}, \ldots, a_{\lfloor n / 2\rfloor}\right\}$ and $B_{2}=\left\{b_{1}, \ldots, b_{\lfloor n / 2\rfloor}\right\}$, and let $B$ be the bipartite graph on vertex classes $B_{1}, B_{2}$ with edges $E_{H}\left(B_{1}, B_{2}\right)$.

Now for each $v \in V(B)$, let $Y_{v}$ be the set of edges $a b \in P$ such that both $a$ and $b$ lie in $N_{H}(v)$, and let $Z_{v}$ be the set of edges $a b \in P$ such that exactly one of $a$ and $b$ lies in $N_{H}(v)$. Note that

$$
d_{H}(v)-1 \leqslant 2\left|Y_{v}\right|+\left|Z_{v}\right| \leqslant d_{H}(v) \leqslant \Delta(H) \leqslant \Delta(G) \leqslant r_{G}+2 \sqrt{r_{G} \log n} \leqslant \frac{11 r_{H}}{10}
$$

where the second-last inequality follows from Definition 2.3.5(c). Now $d_{B}(v) \sim\left|Y_{v}\right|+$ $\operatorname{Bin}\left(\left|Z_{v}\right|, 1 / 2\right)$. (Here we use the condition that $P$ and $H$ are edge-disjoint and so the unique neighbour of $v$ in $P$ is not a neighbour of $v$ in $H$.)

Suppose $\left|Z_{v}\right| \geqslant 8 \log n$. Let $\varepsilon=4 \sqrt{\log n /\left|Z_{v}\right|} \leqslant 3 / 2$ and note that $4 \sqrt{r_{H} \log n} \geqslant$ $\varepsilon\left|Z_{v}\right| / 2$. By Lemma 1.8.1(i) we have that

$$
\mathbb{P}\left[\operatorname{Bin}\left(\left|Z_{v}\right|, 1 / 2\right) \leqslant\left|Z_{v}\right| / 2-4 \sqrt{r_{H} \log n}\right]<2 e^{-\varepsilon^{2}\left|Z_{v}\right| / 6} \leqslant 4 e^{-16 \log n / 6}<\frac{1}{n^{2}}
$$

On the other hand if $\left|Z_{v}\right| \leqslant 8 \log n$ then $\left|Z_{v}\right| / 2 \leqslant 4 \sqrt{r_{H} \log n}$ and so

$$
\mathbb{P}\left[\operatorname{Bin}\left(\left|Z_{v}\right|, 1 / 2\right) \leqslant\left|Z_{v}\right| / 2-4 \sqrt{r_{H} \log n}\right]=0
$$

So whp every $v \in V(B)$ satisfies $d_{B}(v) \geqslant\left|Y_{v}\right|+\left|Z_{v}\right| / 2-4 \sqrt{r_{H} \log n} \geqslant r_{H} / 2-$ $5 \sqrt{r_{H} \log n}$. Similarly, whp every $v \in V(B)$ satisfies $d_{B}(v) \leqslant 11 r_{H} / 20+5 \sqrt{r_{H} \log n}$. Now we choose $B$ such that $\delta(B) \geqslant r_{H} / 2-5 \sqrt{r_{H} \log n}$ and $\Delta(B) \leqslant 11 r_{H} / 20+5 \sqrt{r_{H} \log n}$. Let $r_{B}=2 r_{H} / 5$ and note that $r_{B} \geqslant r_{G} / 3$.

Claim: $B$ contains a regular spanning subgraph $B^{\prime}$ of degree $r_{B}$.

To prove the claim, we use the Max-flow Min-cut theorem. Let each edge of $B$ have capacity 1 . Add a source $\sigma$ joined to each vertex of $B_{1}$ by an edge of capacity $r_{B}$ and a
$\operatorname{sink} \tau$ joined to each vertex of $B_{2}$ by an edge of capacity $r_{B}$. Let $n^{\prime}=\left|B_{1}\right|=\lfloor n / 2\rfloor$. Now we show that the minimum cut must have capacity at least $n^{\prime} r_{B}$ (indeed exactly $n^{\prime} r_{B}$, since one could cut all of the edges incident to $\sigma$ ). It follows that the maximum flow from $\sigma$ to $\tau$ is $n^{\prime} r_{B}$. Further there is some flow which achieves this maximum and such that the flow along each edge is an integer. Taking the edges of $B$ which have flow 1 immediately yields the desired $r_{B}$-regular spanning subgraph.

So consider a cut $\mathcal{C}$. Let $T$ be the set of vertices $v \in B_{1}$ such that $\sigma v$ is not part of $\mathcal{C}$. Similarly let $S$ be the set of vertices $v \in B_{2}$ such that $v \tau$ is not part of $\mathcal{C}$. Now since every edge in $E_{B}(T, S)$ must be part of $\mathcal{C}$, the capacity of $\mathcal{C}$ is at least $e_{B}(T, S)+r_{B}\left(2 n^{\prime}-|S|-|T|\right)$. So noting that $e_{B}(T, S)=e_{H}(T, S)$, it suffices to prove that

$$
e_{H}(T, S) \geqslant n^{\prime} r_{B}-r_{B}\left(2 n^{\prime}-|S|-|T|\right)=r_{B}\left(|S|+|T|-n^{\prime}\right) .
$$

Let $S^{\prime}=B_{2} \backslash S$. Then an equivalent statement is that

$$
e_{H}\left(T, B_{2}\right)-e_{H}\left(T, S^{\prime}\right)+r_{B}\left(\left|S^{\prime}\right|-|T|\right) \geqslant 0 .
$$

We can assume without loss of generality that $|T|+\left|S^{\prime}\right| \leqslant n^{\prime} \leqslant n / 2$; otherwise we can rearrange the inequality as $e_{H}\left(B_{1}, S\right)-e_{H}\left(T^{\prime}, S\right)+r_{B}\left(\left|T^{\prime}\right|-|S|\right) \geqslant 0$ where $T^{\prime}=B_{1} \backslash T$ and the proof proceeds analogously. We now consider the following cases:

Case 1: $|T| \geqslant 2\left|S^{\prime}\right|$. We can estimate $e_{H}\left(T, S^{\prime}\right) \leqslant\left|S^{\prime}\right| \Delta(B)$ and $e_{H}\left(T, B_{2}\right) \geqslant|T| \delta(B)$. Now

$$
e_{H}\left(T, B_{2}\right)-e_{H}\left(T, S^{\prime}\right)+r_{B}\left(\left|S^{\prime}\right|-|T|\right) \geqslant|T|\left(\delta(B)-r_{B}\right)-\left|S^{\prime}\right|\left(\Delta(B)-r_{B}\right),
$$

and the right-hand side is positive since $\delta(B)-r_{B} \geqslant r_{H} / 10-5 \sqrt{r_{H} \log n}>r_{H} / 12$ and $\Delta(B)-r_{B} \leqslant 3 r_{H} / 20+5 \sqrt{r_{H} \log n}<r_{H} / 6$.

Case 2: $\left|S^{\prime}\right| \geqslant|T|$. Then the inequality holds trivially.
Case 3: $\left|S^{\prime}\right| \leqslant|T| \leqslant 2\left|S^{\prime}\right|$. Note that $|T| \leqslant n / 3$ (otherwise $|T|+\left|S^{\prime}\right|>n / 2$ ). So since $G$ is $\left(r_{G} / n, 2 \sqrt{r_{G}}\right)$-jumbled by Definition 2.3.5(c), (2.3.2) implies that

$$
\begin{aligned}
r_{B}\left|S^{\prime}\right|-e_{H}\left(T, S^{\prime}\right) & \geqslant r_{B}\left|S^{\prime}\right|-r_{G}|T|\left|S^{\prime}\right| / n-4 \sqrt{r_{G}}\left(|T|+\left|S^{\prime}\right|\right) \\
& \geqslant\left|S^{\prime}\right|\left(r_{B}-r_{G}|T| / n-12 \sqrt{r_{G}}\right) \geqslant\left|S^{\prime}\right|\left(r_{G} / 3-r_{G} / 3-12 \sqrt{r_{G}}\right) \\
& =-12\left|S^{\prime}\right| \sqrt{r_{G}} \geqslant-12|T| \sqrt{r_{G}}
\end{aligned}
$$

Hence $e_{H}\left(T, B_{2}\right)-e_{H}\left(T, S^{\prime}\right)+r_{B}\left(\left|S^{\prime}\right|-|T|\right) \geqslant|T| \delta(B)-r_{B}|T|-12|T| \sqrt{r_{G}} \geqslant 0$, which completes the proof of our claim.

Now Theorem 2.2.19 implies that the number of perfect matchings of $B^{\prime}$ is at least $X=\left(\frac{r_{B}}{n^{\prime}}\right)^{n^{\prime}}\left(n^{\prime}\right)!$. Note that for any $S \subseteq B_{1}$ and $T \subseteq B_{2}$ with $|S|,|T| \geqslant n^{\prime} / \sqrt{r_{G}}$,

$$
\begin{aligned}
e_{B^{\prime}}(S, T) & \leqslant e_{G}(S, T) \stackrel{(2.3 .2)}{\leqslant} r_{G}|S||T| / n+4 \sqrt{r_{G}}(|S|+|T|) \\
& \leqslant r_{G}|S||T| / n^{\prime}+2 r_{G}(|S|+|T|)^{2} / n^{\prime} \\
& \leqslant 5 r_{G}(|S|+|T|)^{2} / 2 n^{\prime}
\end{aligned}
$$

where in the third inequality we use that $2 \leqslant \sqrt{r_{G}}(|S|+|T|) / n^{\prime}$ and in the last inequality we use that $2|S||T| \leqslant(|S|+|T|)^{2}$. Set $C=2 n^{\prime} \sqrt{r_{G} \log n^{\prime}} / r_{B}$. Now applying Lemma 2.3.21 with $V=B_{1}, V^{\prime}=B_{2}$, and $v_{i}=a_{i}$ and $v_{i}^{\prime}=b_{i}$ for each $1 \leqslant i \leqslant n^{\prime}$ implies that $\left|\mathcal{P}_{C}\left(B^{\prime}\right)\right|<X$. So there exists a perfect matching $P^{\prime}$ in $B^{\prime}$ such that $D\left(P^{\prime}\right)$ has at most $C$ cycles. (Recall that $D\left(P^{\prime}\right)$ was defined in the paragraph before Lemma 2.3.21.) But we have a one-to-one correspondence between cycles $i_{1} i_{2} \ldots i_{\ell} i_{1}$ of $D\left(P^{\prime}\right)$ and cycles $b_{i_{1}} a_{i_{1}} b_{i_{2}} a_{i_{2}} \ldots b_{i_{\ell}} a_{i_{\ell}} b_{i_{1}}$ of $P \cup P^{\prime}$. Hence $P \cup P^{\prime}$ has at most $C$ cycles. Now note that $C \leqslant 3 n \sqrt{r_{G} \log n} / r_{H}$. Finally, if $n$ is odd then on the cycle of $P \cup P^{\prime}$ containing the edge $v_{2} v_{3}$, we replace $v_{2} v_{3}$ by the path $v_{2} v_{1} v_{3}$, so that $P \cup P^{\prime}$ is 2-regular.

We now combine Lemmas 2.3.27 and 2.3.28 to show that under suitable conditions, the union of an arbitrary even-regular graph $H^{\prime}$ and a graph $H$ which is close to being pseudorandom contains a collection of edge-disjoint 2-factors which together cover the edges of $H^{\prime}$.

Lemma 2.3.29 Let $G$ be an $r_{G} / n$-pseudorandom graph on $n$ vertices with $r_{G} \geqslant 2 \log ^{2} n$, and let $H$ be a spanning subgraph of $G$ such that $\delta(H) \geqslant(1-1 / 1100) r_{G}$. Let $H^{\prime}$ be an arbitrary $r_{H^{\prime}}$-regular graph on the same vertex set, and let $E_{\text {bad }} \subseteq E\left(H^{\prime}\right)$. Suppose that $H^{\prime}$ is edge-disjoint from $H$ and that $r_{H^{\prime}}+1+10^{6}\left|E_{b a d}\right| / n \leqslant r_{G} / 5000$. Then there exists $t \leqslant r_{G} / 5000$ and a collection $F_{1}, \ldots, F_{2 t}$ of edge-disjoint 2 -factors in $H \cup H^{\prime}$ whose union covers all of the edges of $H^{\prime}$, such that each $F_{i}$ has at most $4 n \sqrt{\log n} / \sqrt{r_{G}}$ cycles and each set $E\left(F_{i}\right) \cap E_{\text {bad }}$ is a matching of size at most $n / 10^{6}$.

We will apply Lemma 2.3.29 with $E_{\text {bad }}$ being a set of 'bad' edges which we will want to avoid when merging the cycles of each $F_{i}$ into a Hamilton cycle. The purpose of the restrictions on $F_{i} \cap E_{b a d}$ is to spread the edges in $E_{b a d}$ out among the $F_{i}$ 's and thus make them easier to avoid.

Proof. Let $r_{H}=(1-1 / 550) r_{G}+5$. By Vizing's theorem, we can decompose $E\left(H^{\prime}\right)$ into edge-disjoint matchings $M_{1}^{\prime}, M_{2}^{\prime}, \ldots, M_{r_{H^{\prime}+1}}^{\prime}$. For each $i$, split $M_{i}^{\prime}$ into $\left\lfloor 10^{6} \mid E\left(M_{i}^{\prime}\right) \cap\right.$ $\left.E_{b a d} \mid / n+1\right\rfloor$ matchings $M_{j}$ such that $\left|E\left(M_{j}\right) \cap E_{b a d}\right| \leqslant n / 10^{6}$. Let $M_{1}, \ldots, M_{m}$ be the resulting collection of matchings and note that $m \leqslant r_{H^{\prime}}+1+10^{6}\left|E_{b a d}\right| / n \leqslant r_{G} / 5000$. Now for each matching $M_{j}$, we will find a pair of edge-disjoint 2-factors in $H \cup M_{j}$, each with at most $4 n \sqrt{\log n} / \sqrt{r_{G}}$ cycles, which together cover the edges of $M_{j}$. Thus the total number of 2 -factors will be $2 m$.

Firstly observe that for any $v \in V(H)$, no more than $4 t-r_{H^{\prime}} \leqslant r_{G} / 1200$ edges of $H$ incident to $v$ will be used during this process to construct our 2-factors (as each 2-factor uses up at most 2 edges of $H$ incident to $v$ ). Hence after deleting all the edges of $H$ lying
in the 2 -factors found so far, we still have $\delta(H) \geqslant(1-1 / 1100-1 / 1200) r_{G} \geqslant r_{H}$. For each $M_{j}$, we use Lemma 2.3.27 to decompose $M_{j}$ into two matchings and complete each one to a perfect matching or pseudomatching using edges of $H$. Now by Lemma 2.3.28 we can complete each of these perfect matchings or pseudomatchings to a 2 -factor using edges of $H$, such that each 2-factor produced has at most $3 n \sqrt{r_{G} \log n} / r_{H} \leqslant 4 n \sqrt{\log n} / \sqrt{r_{G}}$ cycles.

Finally we combine Corollory 2.3.26 and Lemma 2.3.29 to fully decompose $H \cup H^{\prime}$ into 2 -factors with few cycles in total.

Corollary 2.3.30 Let $G$ be an $r_{G} / n$-pseudorandom graph with $r_{G} \geqslant 2 \log ^{2} n$ and let $H$ be an even-regular spanning subgraph of $G$ of degree $r_{H}$, with $\delta(G)-1 \leqslant r_{H} \leqslant \delta(G)$. Let $H^{\prime}$ be an arbitrary even-regular graph of degree $r_{H^{\prime}}$ on the same vertex set and let $E_{\text {bad }} \subseteq E\left(H^{\prime}\right)$. Suppose that $H^{\prime}$ is edge-disjoint from $H$ and that $r_{H^{\prime}}+1+10^{6}\left|E_{\text {bad }}\right| / n \leqslant r_{G} / 5000$. Let $t=\left(r_{H}+r_{H^{\prime}}\right) / 2$. Then there exists a decomposition $\mathcal{F}=\left\{F_{1}, \ldots, F_{t}\right\}$ of $H \cup H^{\prime}$ into 2-factors such that $c(\mathcal{F}) \leqslant 4 n \sqrt{r_{G} \log ^{3} n}$ and $E\left(F_{i}\right) \cap E_{\text {bad }}$ is a matching of size at most $n / 10^{6}$ for each $i$.

Proof. Apply Lemma 2.3.29 to construct a collection $\mathcal{F}^{\prime}$ of at most $r_{G} / 2500$ edge-disjoint 2-factors in $H \cup H^{\prime}$, such that $\bigcup \mathcal{F}^{\prime}$ covers $H^{\prime}$,

$$
c\left(\mathcal{F}^{\prime}\right) \leqslant \frac{4 n \sqrt{\log n} r_{G}}{2500 \sqrt{r_{G}}} \leqslant n \sqrt{r_{G} \log n}
$$

and the set $E(F) \cap E_{b a d}$ is a matching of size at most $n / 10^{6}$ for each $F \in \mathcal{F}^{\prime}$. Let $H^{\prime \prime}=\left(H \cup H^{\prime}\right) \backslash \bigcup \mathcal{F}^{\prime}$ and note that $H^{\prime \prime}$ is an even-regular spanning subgraph of $G$. So by Corollary 2.3.26 with $H=H^{\prime \prime}$ we can decompose $H^{\prime \prime}$ into a collection $\mathcal{F}^{\prime \prime}$ of 2-factors such that $c\left(\mathcal{F}^{\prime \prime}\right) \leqslant 3 n \sqrt{r_{G} \log ^{3} n}$. Taking $\mathcal{F}=\mathcal{F}^{\prime} \cup \mathcal{F}^{\prime \prime}$, we have $c(\mathcal{F}) \leqslant 4 n \sqrt{r_{G} \log ^{3} n}$.

### 2.3.5 Merging cycles

So far we have the necessary tools to find large collections of disjoint 2 -factors in a pseudorandom graph $G$, by first finding a regular spanning subgraph and then decomposing this subgraph into a collection $\mathcal{F}$ of 2-factors. The aim of this section is to show that we can transform these 2-factors into Hamilton cycles, by 'merging' the cycles of each 2factor together using edges which are taken from a pseudorandom graph $G^{\prime}$. The crucial observation here is that $G^{\prime}$ need not be as dense as $G$ originally was; in fact, under certain conditions $G^{\prime}$ may be taken to be significantly sparser. To establish this we make use of the bounds on $c(\mathcal{F})$ proved in Section 2.3.4.

Recall that $N(S)$ denotes the external neighbourhood of $S$, i.e. $N(S)=\bigcup_{s \in S} N(s) \backslash S$. All paths $P$ are considered to have a 'direction' in the sense that the first and last endpoints are distinguished (so if $P=v_{1} \ldots v_{\ell}$ and $P^{\prime}=v_{\ell} \ldots v_{1}$ then we view $P$ and $P^{\prime}$ as different paths). If $P=x \ldots y$ then we call $x$ the first endpoint and $y$ the last endpoint of $P$. We define the reverse of a path $P=x \ldots y$ to be the path $P^{\prime}=y \ldots x$ which has the same vertices and edges as $P$.

We will use the rotation-extension method. For this we need to recall Definitions 2.2.23 and 2.2.30, and also make the following additional definitions. Let

$$
\begin{equation*}
\tau_{0}=\frac{\log n}{\log \log n}+3 \tag{2.3.31}
\end{equation*}
$$

In what follows, the sequences of rotations we consider will generally have length at most $\tau_{0}$.

Definition 2.3.32 Let $P=v_{1} v_{2} \ldots v_{\ell}$ be a path, and let $C=w_{1} w_{2} \ldots w_{m} w_{1}$ be a cycle which is vertex-disjoint from $P$. An extension of $P$ to incorporate $C$, with join vertex $w_{i}$ and broken edge $w_{i-1} w_{i}$ is the operation of deleting the edge $w_{i-1} w_{i}$ from $C$ and adding the edge $v_{1} w_{i}$ to form a new path $w_{i-1} w_{i-2} \ldots w_{i+1} w_{i} v_{1} \ldots v_{\ell-1} v_{\ell}$. Call $v_{1} w_{i}$ the new edge
of the extension.

Note that in effect we performed extensions in Section 2.2 as well. We make a formal definition here since we need to be quite careful about which edges we break.

Given a 2-regular graph $F$ and an edge-disjoint graph $H$ on the same vertex set, we say that a Hamilton cycle $C$ is formed by merging the cycles of $F$ using edges of $H$ if $E(C) \subseteq E(F) \cup E(H)$. Our strategy will be to first merge two of the cycles of $F$ together to form a long path $P$. We then show that if $Q \subseteq V(H)$ is 'large', the set of $\left(H, Q, \tau_{0}\right)$ reachable vertices of $P$ must in general be large (see Corollary 2.3.41). This will allow us to either extend the path by incorporating another cycle, or close $P$ to a cycle, thus reducing the number of cycles in $F$. Repeating this process will eventually produce a Hamilton cycle.

Recall that Lemma 2.2.31 gives us many reachable vertices provided that $H$ 'expands', i.e., that $N_{H}(S) \cap Q$ is large (compared to $S$ ) for any $S \subseteq Q$ which is not itself too large. The fact that we have the required expansion property will follow from Lemma 2.3.35. Lemma 2.3.35 relies on Corollary 2.3.34, which in turn relies on Lemma 2.3.33. Lemma 2.3.33 is a simple consequence of pseudorandomness.

Lemma 2.3.33 Let $G$ be a p-pseudorandom graph on $n$ vertices, and let $S, T \subseteq V(G)$ be disjoint with $s=|S|$ and $t=|T|$. Let

$$
g(s, t)= \begin{cases}2(s+t) \log n & \text { if } \frac{\log n}{s p} \geqslant \frac{7}{2} \\ 7 s(s+t) p & \text { otherwise }\end{cases}
$$

and

$$
h(s)= \begin{cases}2 s \log n & \text { if } \frac{\log n}{s p} \geqslant \frac{7}{2} \\ 7 s^{2} p & \text { otherwise }\end{cases}
$$

Then $e_{G}(S, T) \leqslant g(s, t)$ and $e_{G}(S) \leqslant h(s)$.

Proof. Suppose first that $\frac{\log n}{s p} \geqslant \frac{7}{2}$. Then Definition 2.3.5(b)(i) implies that $e_{G}(S, T) \leqslant$ $2(s+t) \log n=g(s, t)$. If $\frac{\log n}{s p} \leqslant \frac{7}{2}$ and $\left(\frac{1}{s}+\frac{1}{t}\right) \frac{\log n}{p} \geqslant \frac{7}{2}$ then Definition 2.3.5(b)(i) implies that $e_{G}(S, T) \leqslant 2(s+t) \log n \leqslant 7 s(s+t) p=g(s, t)$. Finally if $\left(\frac{1}{s}+\frac{1}{t}\right) \frac{\log n}{p} \leqslant \frac{7}{2}$ then Definition 2.3.5(b)(ii) implies that $e_{G}(S, T) \leqslant 7 s t p \leqslant 7 s(s+t) p=g(s, t)$.

For the second part, if $\frac{7}{4} \leqslant \frac{\log n}{s p} \leqslant \frac{7}{2}$, then by Definition 2.3.5(b)(iii) we have $e_{G}(S) \leqslant$ $2 s \log n \leqslant 7 s^{2} p=h(s)$, and otherwise the result follows immediately from Definition 2.3.5(b)(iii) and (iv).

Corollary 2.3.34 Let $G$ be a p-pseudorandom graph on $n$ vertices. Let $S \subseteq V(G)$ with $|S|=s$, and for each vertex $x \in S$, let $A_{x} \subseteq N_{G}(x)$. Let $T=\bigcup_{x \in S} A_{x} \backslash S$, and $t=|T|$. Then the following properties hold:
(i) If $s \leqslant \frac{2 \log n}{7 p}$ and $\sum_{x \in S}\left|A_{x}\right| \geqslant 12 s \log n$, then $t \geqslant \frac{\sum_{x \in S}\left|A_{x}\right|}{4 \log n}$.
(ii) If $s \geqslant \frac{2 \log n}{7 p}$, then $t+3 s \geqslant \frac{\sum_{x \in S}\left|A_{x}\right|}{7 s p}$.

Proof. (i) By Lemma 2.3.33 we have

$$
\sum_{x \in S}\left|A_{x}\right| \leqslant e_{G}(S, T)+2 e_{G}(S) \leqslant g(s, t)+2 h(s)=2(s+t) \log n+4 s \log n
$$

Hence $t \geqslant\left(\sum_{x \in S}\left|A_{x}\right|-6 s \log n\right) / 2 \log n \geqslant \sum_{x \in S}\left|A_{x}\right| / 4 \log n$.
(ii) We have

$$
\sum_{x \in S}\left|A_{x}\right| \leqslant e_{G}(S, T)+2 e_{G}(S) \leqslant g(s, t)+2 h(s)=7 s p(s+t)+14 s^{2} p
$$

and the result follows immediately.

Lemma 2.3.35 Let $0<\varepsilon<1$ be a constant. Let $G^{\prime}$ be an $r_{G^{\prime}} / n$-pseudorandom graph on $n$ vertices and let $G$ be an $r_{G} / n$-pseudorandom spanning subgraph of $G^{\prime}$, with $r_{G} \leqslant r_{G^{\prime}}$
and $\varepsilon r_{G} \geqslant 16 \log ^{2} n$. Let $H$ be a spanning subgraph of $G$ such that

$$
\begin{equation*}
|E(G) \backslash E(H)| \leqslant 2 n \sqrt{r_{G} \log n} . \tag{2.3.36}
\end{equation*}
$$

Let $H^{\prime}$ be a spanning subgraph of $G^{\prime}$, such that

$$
\begin{equation*}
\left|E(H) \backslash E\left(H^{\prime}\right)\right| \leqslant \frac{\varepsilon^{2} n r_{G}^{2}}{10^{4} r_{G^{\prime}}} \text { and }\left|E\left(H^{\prime}\right) \backslash E(H)\right| \leqslant \frac{\varepsilon^{2} n r_{G}^{2}}{10^{4} r_{G^{\prime}}} . \tag{2.3.37}
\end{equation*}
$$

Let $Q^{\prime}, S \subseteq V(G)$ and suppose that $\left|N_{H^{\prime}}(x) \cap Q^{\prime}\right| \geqslant \varepsilon r_{G}$ for every vertex $x \in S$. Then at least one of the following holds:
(i) $\frac{1}{2}\left|N_{H^{\prime}}(S) \cap Q^{\prime}\right|-|S| \geqslant|S| \log n$,
(ii) $|S| \leqslant \frac{\varepsilon n r_{G}}{50 r_{G^{\prime}}}$ and $\frac{1}{2}\left|N_{H^{\prime}}(S) \cap Q^{\prime}\right|-|S| \geqslant \frac{\varepsilon n r_{G}}{49 r_{G^{\prime}}}$,
(iii) $|S| \leqslant \varepsilon n / 90$ and $\frac{1}{2}\left|N_{H^{\prime}}(S) \cap Q^{\prime}\right|-|S| \geqslant \varepsilon n / 45$,
(iv) $|S|>\left|Q^{\prime}\right| / 6$,
(v) $\frac{1}{2}\left|N_{H^{\prime}}(S) \cap Q^{\prime}\right|-|S| \geqslant\left|Q^{\prime}\right| / 6$.

Note that if $r_{G}$ is much smaller than $r_{G^{\prime}}$ then (2.3.37) is more restrictive than simply requiring the symmetric difference of $E(H)$ and $E\left(H^{\prime}\right)$ to be $o(e(H))$. We need this more restrictive bound in Cases 3 and 4 below to obtain good expansion for small sets. (See also the remark after Corollary 2.3.56.)

Proof. Let $T=N_{H^{\prime}}(S) \cap Q^{\prime}, s=|S|$ and $t=|T|$. For each vertex $x \in V(G)$, let $B_{x}=N_{H^{\prime}}(x) \cap Q^{\prime}$ and note that

$$
\begin{equation*}
\sum_{x \in S}\left|B_{x}\right| \geqslant \varepsilon r_{G} s \geqslant 16 s \log ^{2} n . \tag{2.3.38}
\end{equation*}
$$

We consider the following cases:

Case 1: $s \leqslant \frac{2 n \log n}{7 r_{G^{\prime}}}$. In this case we apply Corollary 2.3.34(i) with $G=G^{\prime}$ and $A_{x}=B_{x}$ to obtain $t \geqslant \frac{\sum_{x \in S}\left|A_{x}\right|}{4 \log n} \geqslant \frac{16 s \log ^{2} n}{4 \log n}=4 s \log n$. Hence (i) holds.

Case 2: $\frac{2 n \log n}{7 r_{G^{\prime}}} \leqslant s \leqslant \frac{\varepsilon n r_{G}}{50 r_{G^{\prime}}}$. Apply Corollary 2.3.34(ii) with $G=G^{\prime}$ and $A_{x}=B_{x}$ to obtain

$$
t+3 s \geqslant \frac{n \sum_{x \in S}\left|A_{x}\right|}{7 s r_{G^{\prime}}} \geqslant \frac{\varepsilon n r_{G}}{7 r_{G^{\prime}}}
$$

Hence $t \geqslant \frac{4 \varepsilon n r_{G}}{49 r_{G^{\prime}}}$ and so $\frac{1}{2} t-s \geqslant \frac{\varepsilon n r_{G}}{49 r_{G^{\prime}}}$, i.e., (ii) holds.
Case 3: $\frac{\varepsilon n r_{G}}{50 r_{G^{\prime}}} \leqslant s \leqslant \frac{2 n \log n}{7 r_{G}}$. Let $A_{x}=B_{x} \cap N_{H}(x)$ and note that

$$
\sum_{x \in S}\left|B_{x}\right| \stackrel{(2.3 .38)}{\geqslant} \varepsilon r_{G} s \geqslant \varepsilon r_{G} \frac{\varepsilon n r_{G}}{50 r_{G^{\prime}}} \stackrel{(2.3 .37)}{\geqslant} 8\left|E\left(H^{\prime}\right) \backslash E(H)\right| .
$$

Hence $\sum_{x \in S}\left|A_{x}\right| \geqslant \sum_{x \in S}\left|B_{x}\right|-2\left|E\left(H^{\prime}\right) \backslash E(H)\right| \geqslant \frac{3}{4} \sum_{x \in S}\left|B_{x}\right| \geqslant 12 s \log ^{2} n$ by (2.3.38).
So Corollary 2.3.34(i) with $G=G$ implies that $t \geqslant \frac{\sum_{x \in S}\left|A_{x}\right|}{4 \log n} \geqslant 3 s \log n$, and hence (i) holds.

Case 4: $\max \left\{\frac{\varepsilon n r_{G}}{50 r_{G^{\prime}}}, \frac{2 n \log n}{7 r_{G}}\right\} \leqslant s \leqslant \varepsilon n / 90$. Let $A_{x}=B_{x} \cap N_{H}(x)$, and note similarly to Case 3 that $\sum_{x \in S}\left|A_{x}\right| \geqslant \frac{3}{4} \sum_{x \in S}\left|B_{x}\right|$. Hence Corollary 2.3.34(ii) with $G=G$ implies that

$$
t+3 s \geqslant \frac{n \sum_{x \in S}\left|A_{x}\right|}{7 s r_{G}} \geqslant \frac{n \sum_{x \in S}\left|B_{x}\right|}{10 s r_{G}} \stackrel{(2.3 .38)}{\geqslant} \frac{\varepsilon n}{10} .
$$

So $t \geqslant \varepsilon n / 15$, and $t / 2-s \geqslant \varepsilon n / 45$. Hence (iii) holds.
Case 5: $s \geqslant \varepsilon n / 90$. We may assume without loss of generality that $s \leqslant\left|Q^{\prime}\right| / 6$ (otherwise (iv) holds). In this case we must have $\left|Q^{\prime}\right| \geqslant \varepsilon n / 15$.

Claim: $\left|N_{H^{\prime}}(S) \cap Q^{\prime}\right| \geqslant 2\left|Q^{\prime}\right| / 3$.
Let $Q^{\prime \prime}=Q^{\prime} \backslash\left(N_{H^{\prime}}(S) \cup S\right)$. To prove the claim, suppose for a contradiction that $\left|Q^{\prime} \backslash N_{H^{\prime}}(S)\right| \geqslant\left|Q^{\prime}\right| / 3$. Then

$$
\left|Q^{\prime \prime}\right| \geqslant\left|Q^{\prime}\right| / 3-|S| \geqslant\left|Q^{\prime}\right| / 6 \geqslant s \geqslant \varepsilon n / 90 .
$$

Now since $e_{H^{\prime}}\left(S, Q^{\prime \prime}\right)=0$, we have

$$
\begin{align*}
e_{G}\left(S, Q^{\prime \prime}\right) \leqslant\left|E(G) \backslash E\left(H^{\prime}\right)\right| & \leqslant|E(G) \backslash E(H)|+\left|E(H) \backslash E\left(H^{\prime}\right)\right| \\
& \stackrel{(2.3 .36),(2.3 .37)}{\leqslant} 2 n \sqrt{r_{G} \log n}+\frac{\varepsilon^{2} n r_{G}^{2}}{10^{4} r_{G^{\prime}}} \leqslant \frac{\varepsilon^{2} n r_{G}}{9000} . \tag{2.3.39}
\end{align*}
$$

But on the other hand Definition 2.3.5(a) and (2.3.2) imply that

$$
e_{G}\left(S, Q^{\prime \prime}\right) \geqslant \frac{r_{G} s\left|Q^{\prime \prime}\right|}{n}-4 \sqrt{r_{G}}\left(s+\left|Q^{\prime \prime}\right|\right) \geqslant \frac{\varepsilon^{2} n r_{G}}{90^{2}}-4 n \sqrt{r_{G}} \geqslant \frac{\varepsilon^{2} n r_{G}}{8500},
$$

contradicting (2.3.39). This proves the claim. Now $\frac{1}{2}\left|N_{H^{\prime}}(S) \cap Q^{\prime}\right|-|S| \geqslant\left|Q^{\prime}\right| / 3-\left|Q^{\prime}\right| / 6=$ $\left|Q^{\prime}\right| / 6$ and so (v) holds.

For a graph $H$ and a set $S \subseteq V(H)$, let $\operatorname{Int}_{H}(S)$ be the set of vertices $x \in V(H)$ such that $x \in S$ and $N_{H}(x) \subseteq S$. If $S$ is a set of vertices such that $S \nsubseteq V(H)$, then we take $\operatorname{Int}_{H}(S)$ to mean $\operatorname{Int}_{H}(S \cap V(H))$. Further let $C l_{H}(S)=S \cup N_{H}(S)$. Note that $V(H) \backslash \operatorname{Int}_{H}(S)=C l(V(H) \backslash S)$, and that if $P$ is a path then it is possible for an endpoint $x$ of $P$ to be in $\operatorname{Int}_{P}(S)$.

Roughly speaking, the following lemma states that rotations (and extensions) of a path $P$ do not have much effect on $\operatorname{Int}_{P}(S)$, provided that the pivots (or join vertices) themselves lie in $\operatorname{Int}_{P}(S)$.

Lemma 2.3.40 Let $P=x \ldots y$ be a path, and let $Q$ be a set of vertices.
(i) Let $z \in \operatorname{Int}_{P}(Q)$. Suppose we perform a rotation of $P$ with pivot $z$, and let $P^{\prime}$ be the resulting path. Then $\operatorname{Int}_{P}(Q) \backslash\{z\} \subseteq \operatorname{Int}_{P^{\prime}}(Q) \subseteq \operatorname{Int}_{P}(Q)$. Further, if $x \in Q$ then $\operatorname{Int}_{P^{\prime}}(Q)=\operatorname{Int}_{P}(Q)$.
(ii) Let $C$ be a cycle vertex-disjoint from $P$. Let $z z^{-}$be an edge of $C$ and suppose that $z \in \operatorname{Int}_{C}(Q)$. Suppose we perform an extension of $P$ to incorporate $C$ with join
vertex $z$ and broken edge $z z^{-}$, and let $P^{\prime}$ be the resulting path. Then $\left(\operatorname{Int}_{P}(Q) \cup\right.$ $\left.\operatorname{Int}_{C}(Q)\right) \backslash\{z\} \subseteq \operatorname{Int}_{P^{\prime}}(Q) \subseteq \operatorname{Int}_{P}(Q) \cup \operatorname{Int}_{C}(Q)$. Further, if $x \in Q$ then $\operatorname{Int}_{P^{\prime}}(Q)=$ $\operatorname{Int}_{P}(Q) \cup \operatorname{Int}_{C}(Q)$.

Proof. (i) Let $z^{-}$be the predecessor of $z$ along $P, z^{--}$the predecessor of $z^{-}$, and $x^{+}$the successor of $x$. The only vertices whose neighbourhoods change as a result of the rotation are $x, z$ and $z^{-}$. However, if $x \in \operatorname{Int}_{P}(Q)$ then $x^{+} \in Q$ and thus $x \in \operatorname{Int}_{P^{\prime}}(Q)$ and vice versa (here we use that $z \in Q$ ). Similarly, $z^{-} \in \operatorname{Int}_{P}(Q)$ and $z^{-} \in \operatorname{Int}_{P^{\prime}}(Q)$ each hold if and only if $z^{--} \in Q$. Since $z \in \operatorname{Int}_{P}(Q)$, the first part of (i) follows. If $x \in Q$ then we have $z \in \operatorname{Int}_{P^{\prime}}(Q)$ and hence $\operatorname{Int}_{P^{\prime}}(Q)=\operatorname{Int}_{P}(Q)$.
(ii) The proof of (ii) is similar.

The following corollary gives, under fairly weak conditions, a lower bound on the number of $\left(H^{\prime}, Q, \tau_{0}\right)$-reachable vertices of a long path $P$. This allows us to make any one of a large number of vertices of $P$ into the first endpoint of $P$ via a short sequence of rotations. Further, it allows us to 'avoid' a specified set (namely $V(P) \backslash Q$ ) while doing so. We will use this second property for two main purposes: Firstly in order to make sure that certain edges of our 2 -factor $F$ which we want to keep are not broken during the process of transforming $F$ into a Hamilton cycle, and secondly when we want to prevent one half of $P$ from being affected by the rotations at all. In each of these cases we need to construct sets satisfying the conditions on $Q$ and $Q^{\prime}$ in Corollary 2.3.41; Lemmas 2.3.42 and 2.3.45 accomplish this.

Corollary 2.3.41 Let $0<\varepsilon<1$ be a constant. Let $G^{\prime}$ be an $r_{G^{\prime}} / n$-pseudorandom graph on $n$ vertices and let $G$ be an $r_{G} / n$-pseudorandom spanning subgraph of $G^{\prime}$, with $r_{G} \leqslant r_{G^{\prime}}$ and $\varepsilon r_{G} \geqslant 16 \log ^{2} n$. Let $H$ be a spanning subgraph of $G$ such that (2.3.36) holds, and let $H^{\prime}$ be a spanning subgraph of $G^{\prime}$ such that (2.3.37) holds.

Let $P=x \ldots y$ be a path in $G^{\prime}$ such that $P$ and $H^{\prime}$ are edge-disjoint. Let $Q \subseteq V(P)$
with $x \in Q$ and let $Q^{\prime} \subseteq V\left(G^{\prime}\right)$ be such that $Q^{\prime} \cap V(P) \subseteq \operatorname{Int}_{P}(Q)$. Suppose that $\left|N_{H^{\prime}}(v) \cap Q^{\prime}\right| \geqslant \varepsilon r_{G}$ for every vertex $v \in Q$.

Then either
(i) there exists a $\left(H^{\prime}, Q^{\prime}, \tau_{0}\right)$-reachable vertex $v$ of $P$ which has a neighbour in $H^{\prime}$ lying in $Q^{\prime} \backslash V(P)$, or
(ii) the set of $\left(H^{\prime}, Q^{\prime}, \tau_{0}\right)$-reachable vertices of $P$ has size at least $\left|Q^{\prime}\right| / 6$.

Proof. Suppose that (i) does not hold, i.e., that $N_{H^{\prime}}(v) \cap Q^{\prime} \subseteq V(P)$ for every $\left(H^{\prime}, Q^{\prime}, \tau_{0}\right)$ reachable vertex $v$ of $P$. For each $\tau \leqslant \tau_{0}$, let $U_{\tau}$ be the set of $\left(H^{\prime}, Q^{\prime}, \tau\right)$-reachable vertices of $P$. Assume for contradiction that (ii) does not hold either, i.e., that $\left|U_{\tau}\right|<\left|Q^{\prime}\right| / 6$ for all $\tau \leqslant \tau_{0}$. By Lemma 2.2.31 with $Q=Q^{\prime} \cap V(P)$ we have that $\left|U_{\tau+1}\right| \geqslant \frac{1}{2}\left|N_{H^{\prime}}\left(U_{\tau}\right) \cap Q^{\prime}\right|-\left|U_{\tau}\right|$ for each $\tau<\tau_{0}$, since $N_{H^{\prime}}\left(U_{\tau}\right) \cap Q^{\prime} \cap V(P)=N_{H^{\prime}}\left(U_{\tau}\right) \cap Q^{\prime}$.

Note that any rotation of $P$ whose pivot lies in $Q^{\prime} \cap V(P) \subseteq \operatorname{Int}_{P}(Q)$ produces a path $P^{\prime}$ whose first endpoint lies in $Q$. Thus $\operatorname{Int}_{P^{\prime}}(Q)=\operatorname{Int}_{P}(Q)$ by Lemma 2.3.40(i) and the same holds for all paths obtained by further rotations with pivots in $Q^{\prime} \cap V(P)$. So $U_{\tau} \subseteq Q$ and hence $\left|N_{H^{\prime}}(v) \cap Q^{\prime}\right| \geqslant \varepsilon r_{G}$ for each $v \in U_{\tau}$. Now Lemma 2.3.35 with $S=U_{\tau}$ implies that $\left|U_{\tau+1}\right| \geqslant \min \left\{\frac{\varepsilon n r_{G}}{49 r_{G^{G}}}, \frac{\varepsilon n}{45},\left|U_{\tau}\right| \log n\right\}$ for any $\tau<\tau_{0}$. (Here we use that conclusions (iv) and (v) of Lemma 2.3.35 cannot hold since $\left|U_{\tau}\right|<\left|Q^{\prime}\right| / 6$ for all $\tau \leqslant \tau_{0}$.) Hence there must exist some

$$
\tau_{1} \leqslant \frac{\log \left(\min \left\{\frac{\varepsilon n r_{G}}{49 r_{G^{\prime}}}, \frac{\varepsilon n}{45}\right\}\right)}{\log \log n}+1 \leqslant \tau_{0}-1,
$$

such that $\left|U_{\tau_{1}}\right| \geqslant \min \left\{\frac{\varepsilon n r_{G}}{49 r_{G^{\prime}}}, \frac{\varepsilon n}{45}\right\}$.
Suppose first that $\frac{\varepsilon n}{45} \geqslant \frac{\varepsilon n r_{G}}{49 r_{G^{\prime}}}$. Then $\left|U_{\tau_{1}}\right| \geqslant \frac{\varepsilon n r_{G}}{49 r_{G^{\prime}}}$, and hence Lemma 2.3.35 with $S=U_{\tau}$ implies that $\left|U_{\tau+1}\right| \geqslant \min \left\{\frac{\varepsilon n}{45},\left|U_{\tau}\right| \log n\right\}$ for each $\tau$ such that $\tau_{1}<\tau<\tau_{0}$. Hence there exists $\tau_{2}<\tau_{0}$ such that $\left|U_{\tau_{2}}\right| \geqslant \frac{\varepsilon n}{45}$. But now setting $S=U_{\tau_{2}}$, none of the conclusions of Lemma 2.3.35 can hold. So we obtain the desired contradiction.

On the other hand, if $\frac{\varepsilon n}{45} \leqslant \frac{\varepsilon n r_{G}}{49 r_{G^{\prime}}}$ then we already have $\left|U_{\tau_{1}}\right| \geqslant \frac{\varepsilon n}{45}$. So we derive a contradiction in a similar way.

The following lemma will be used to obtain a set of vertices in which the expansion property we require still holds, and which also contains no endpoints of any 'bad' edges that we want to avoid while rotating. ( $W$ will be the set of these endpoints.)

Lemma 2.3.42 Let $G^{\prime}$ be an $r_{G^{\prime}} / n$-pseudorandom graph on $n$ vertices and let $G$ be an $r_{G} / n$-pseudorandom spanning subgraph of $G^{\prime}$, with $300 \log ^{3} n \leqslant r_{G} \leqslant r_{G^{\prime}}$. Let $H$ be an even-regular spanning subgraph of $G$ with degree $r_{H}$ such that $\delta(G)-1 \leqslant r_{H} \leqslant \delta(G)$. Let $H^{\prime}$ be an $r_{H}$-regular spanning subgraph of $G^{\prime}$, such that

$$
\left|E(H) \backslash E\left(H^{\prime}\right)\right| \leqslant \frac{n r_{G}^{2}}{2500 r_{G^{\prime}} \log ^{2} n},
$$

and let $F$ be a 2-factor of $G^{\prime}$ which is edge-disjoint from $H^{\prime}$. Let $W \subseteq V(G)$ with $|W| \leqslant$ $n / 400$.

Then there exist sets $V^{\prime} \subseteq V(G)$ and $V^{\prime \prime} \subseteq V^{\prime} \backslash W$, such that

- $\left|\operatorname{Int}_{F}\left(V^{\prime \prime}\right)\right| \geqslant n-6|W|$,
- $\left|\operatorname{Int}_{F}\left(V^{\prime}\right)\right| \geqslant n-|W| / \log ^{2} n$, and
- $\left|N_{H^{\prime}}(v) \cap \operatorname{Int}_{F}\left(V^{\prime \prime}\right)\right| \geqslant r_{H} / 2$ for every $v \in V^{\prime}$.

Proof. Note that by Definition 2.3.5(c),

$$
\delta(G) \geqslant r_{G}-2 \sqrt{r_{G} \log n} \geqslant r_{G}\left(1-\frac{2}{\sqrt{300} \log n}\right) \geqslant 290 \log ^{3} n
$$

and hence $r_{H} \geqslant 288 \log ^{3} n$.
If $W=\emptyset$ then we can take $V^{\prime \prime}=V^{\prime}=V(G)$, so we assume hereafter that $|W| \geqslant 1$. We define $V^{\prime \prime}$ as follows: Initially $V^{\prime \prime}=V(G) \backslash W$. As long as there exists a vertex $v \in V^{\prime \prime}$ such
that $\left|N_{H^{\prime}}(v) \cap \operatorname{Int} t_{F}\left(V^{\prime \prime}\right)\right| \leqslant r_{H} / 2$, we remove $v$ from $V^{\prime \prime}$. Let $W^{\prime}$ be the set of removed vertices and note that $\left|N_{H^{\prime}}(v) \cap C l_{F}\left(W \cup W^{\prime}\right)\right| \geqslant r_{H} / 2$ for every $v \in W^{\prime}$. Suppose that this process continues until $\left|W^{\prime}\right|=|W|$. Then for each $x \in W^{\prime}$, let $B_{x}=N_{H^{\prime}}(x) \cap C l_{F}\left(W \cup W^{\prime}\right)$. Thus we have $\left|B_{x}\right| \geqslant r_{H} / 2$ for each $x \in W^{\prime}$.

Note that

$$
\begin{equation*}
\sum_{x \in W^{\prime}}\left|B_{x}\right| \geqslant\left|W^{\prime}\right| r_{H} / 2 \geqslant 144\left|W^{\prime}\right| \log ^{3} n \tag{2.3.43}
\end{equation*}
$$

and also that $\left|C l_{F}\left(W \cup W^{\prime}\right)\right| \leqslant 3\left(|W|+\left|W^{\prime}\right|\right)=6|W|$. Now we separate into two cases:

Case 1: $\left|W^{\prime}\right|=|W| \leqslant n r_{H} / 150 r_{G^{\prime}}$. Applying Corollary 2.3.34 with $G=G^{\prime}, S=W^{\prime}$ and $A_{x}=B_{x}$, we obtain either

$$
\left|C l_{F}\left(W \cup W^{\prime}\right)\right| \geqslant\left|\bigcup_{x \in W^{\prime}} B_{x}\right| \geqslant \frac{|W| r_{H}}{8 \log n} \geqslant 7|W|
$$

or

$$
\left|C l_{F}\left(W \cup W^{\prime}\right)\right| \geqslant\left|\bigcup_{x \in W^{\prime}} B_{x}\right| \geqslant \frac{|W| r_{H} n}{14 r_{G^{\prime}}|W|}-3|W| \geqslant 7|W|,
$$

either of which yields an immediate contradiction.

Case 2: $\left|W^{\prime}\right|=|W| \geqslant n r_{H} / 150 r_{G^{\prime}}$. Let $A_{x}=B_{x} \cap N_{H}(x)$. Note that

$$
\sum_{x \in W^{\prime}}\left|B_{x}\right| \geqslant \frac{\left|W^{\prime}\right| r_{H}}{2} \geqslant \frac{r_{H}}{2} \cdot \frac{n r_{H}}{150 r_{G^{\prime}}} \geqslant 4\left|E(H) \backslash E\left(H^{\prime}\right)\right|,
$$

and that

$$
\sum_{x \in W^{\prime}}\left|A_{x}\right| \geqslant \sum_{x \in W^{\prime}}\left|B_{x}\right|-2\left|E(H) \backslash E\left(H^{\prime}\right)\right| \geqslant \frac{1}{2} \sum_{x \in W^{\prime}}\left|B_{x}\right| \stackrel{(2.3 .43)}{\geqslant} 72|W| \log ^{3} n .
$$

So we can apply Corollary 2.3 .34 with $G=G$ and $S=W^{\prime}$ to obtain either

$$
\left|C l_{F}\left(W \cup W^{\prime}\right)\right| \geqslant\left|\bigcup_{x \in W^{\prime}} A_{x}\right| \geqslant \frac{|W| r_{H}}{16 \log n} \geqslant 7|W|
$$

or

$$
\left|C l_{F}\left(W \cup W^{\prime}\right)\right| \geqslant\left|\bigcup_{x \in W^{\prime}} A_{x}\right| \geqslant \frac{|W| r_{H} n}{28 r_{G}|W|}-3|W| \geqslant \frac{n}{30}-3|W| \geqslant 7|W|
$$

either of which again yields an immediate contradiction.

So the process must terminate before $\left|W^{\prime}\right|=|W|$. Fix $V^{\prime \prime}$ in its state at the point when the process terminates. Note that $\left|V(G) \backslash V^{\prime \prime}\right| \leqslant 2|W|$ and hence $\left|C l_{F}\left(V(G) \backslash V^{\prime \prime}\right)\right| \leqslant 6|W|$, i.e., $\left|\operatorname{Int}_{F}\left(V^{\prime \prime}\right)\right| \geqslant n-6|W|$.

Let $W^{\prime \prime}=\left\{v \in V(G)| | N_{H^{\prime}}(v) \cap C l_{F}\left(W \cup W^{\prime}\right) \mid \geqslant r_{H} / 2\right\}$ and $V^{\prime}=V(G) \backslash W^{\prime \prime}$. Since $W^{\prime \prime} \subseteq W \cup W^{\prime}$ we have $\left|W^{\prime \prime}\right| \leqslant 2|W|$. We will show that $V^{\prime \prime}$ and $V^{\prime}$ satisfy the assertions of the lemma. Since $W^{\prime \prime} \subseteq W^{\prime} \cup W=V(G) \backslash V^{\prime \prime}$, we have $V^{\prime \prime} \subseteq V^{\prime} \backslash W$ and so it remains to prove that $\left|\operatorname{Int}_{F}\left(V^{\prime}\right)\right| \geqslant n-|W| / \log ^{2} n$. This holds provided that

$$
\begin{equation*}
\left|C l\left(W^{\prime \prime}\right)\right| \leqslant|W| / \log ^{2} n \tag{2.3.44}
\end{equation*}
$$

We now claim that $\left|C l_{F}\left(W \cup W^{\prime}\right)\right| \geqslant 18\left|W^{\prime \prime}\right| \log ^{2} n$. Again we consider two cases:

Case 1: $\left|W^{\prime \prime}\right| \leqslant n r_{H} / 300 r_{G^{\prime}} \log ^{2} n$. Then applying Corollary 2.3.34 with $G=G^{\prime}, S=W^{\prime \prime}$ and $A_{x}=B_{x}$, we have either

$$
\left|C l_{F}\left(W \cup W^{\prime}\right)\right| \geqslant \frac{\sum_{x \in W^{\prime \prime}}\left|B_{x}\right|}{4 \log n} \geqslant \frac{\left|W^{\prime \prime}\right| r_{H}}{8 \log n} \geqslant 18\left|W^{\prime \prime}\right| \log ^{2} n
$$

or

$$
\left|C l_{F}\left(W \cup W^{\prime}\right)\right| \geqslant \frac{\left|W^{\prime \prime}\right| n r_{H}}{14 r_{G^{\prime}}\left|W^{\prime \prime}\right|}-3\left|W^{\prime \prime}\right| \geqslant\left|W^{\prime \prime}\right|\left(19 \log ^{2} n-3\right) \geqslant 18\left|W^{\prime \prime}\right| \log ^{2} n
$$

as desired.
Case 2: $\left|W^{\prime \prime}\right| \geqslant n r_{H} / 300 r_{G^{\prime}} \log ^{2} n$. Note that

$$
\sum_{x \in W^{\prime \prime}}\left|B_{x}\right| \geqslant \frac{r_{H}}{2} \cdot \frac{n r_{H}}{300 r_{G^{\prime}} \log ^{2} n} \geqslant 4\left|E(H) \backslash E\left(H^{\prime}\right)\right|,
$$

and so setting $A_{x}=N_{H}(x) \cap B_{x}$ again we have

$$
\sum_{x \in W^{\prime \prime}}\left|A_{x}\right| \geqslant \sum_{x \in W^{\prime \prime}}\left|B_{x}\right|-2\left|E(H) \backslash E\left(H^{\prime}\right)\right| \geqslant \frac{1}{2} \sum_{x \in W^{\prime \prime}}\left|B_{x}\right| \geqslant 72\left|W^{\prime \prime}\right| \log ^{2} n
$$

Now again applying Corollary 2.3.34, we have either

$$
\left|C l_{F}\left(W \cup W^{\prime}\right)\right| \geqslant \frac{\left|W^{\prime \prime}\right| r_{H}}{16 \log n} \geqslant 18\left|W^{\prime \prime}\right| \log ^{2} n
$$

or

$$
\left|C l_{F}\left(W \cup W^{\prime}\right)\right| \geqslant \frac{\left|W^{\prime \prime}\right| r_{H} n}{28 r_{G}\left|W^{\prime \prime}\right|}-3\left|W^{\prime \prime}\right| \geqslant \frac{n}{30}-3\left|W^{\prime \prime}\right| \geqslant 13|W|-6|W| \geqslant 7|W| .
$$

But the latter case cannot occur since $\left|C l_{F}\left(W \cup W^{\prime}\right)\right| \leqslant 3\left|W \cup W^{\prime}\right| \leqslant 6|W|$. This proves the claim. Hence $\left|W^{\prime \prime}\right| \leqslant \frac{\left|C l_{F}\left(W \cup W^{\prime}\right)\right|}{18 \log ^{2} n} \leqslant|W| / 3 \log ^{2} n$ and so $\left|C l_{F}\left(W^{\prime \prime}\right)\right| \leqslant|W| / \log ^{2} n$, which proves (2.3.44).

Roughly speaking, the following lemma states that if we have a graph $H^{\prime}$ which is close to being pseudorandom and a long path $P$ subdivided into $\log n$ segments, then most of the vertices will have many neighbours in most of the segments. This will enable us to carry out rotations involving only the initial half of a long path in the proof of Lemma 2.3.47. The proof of Lemma 2.3.45 is similar to that of Lemma 2.2.29.

Lemma 2.3.45 Let $G$ be an $r_{G} / n$-pseudorandom graph with $r_{G} \geqslant 10^{5} \log ^{2} n$. Let $\varepsilon \leqslant 1 / 5$ be a positive constant and let $n^{\prime}$ be an integer such that $n / 10 \leqslant n^{\prime} \leqslant n$. Let $U \subseteq V(G)$ be
such that $|V(G) \backslash U| \leqslant \varepsilon^{2} n^{\prime} / 8$, and let $H^{\prime}$ be a graph on $V(G)$ such that

$$
\begin{equation*}
\left|E(G) \backslash E\left(H^{\prime}\right)\right| \leqslant \frac{\varepsilon^{3} r_{G} n}{32000} . \tag{2.3.46}
\end{equation*}
$$

Let $P$ be a path which is edge-disjoint from $H^{\prime}$, with $V(P) \subseteq V(G)$ and $|P|=n^{\prime}$, divided into $\log n$ segments $J_{1}, \ldots, J_{\log n}$ whose lengths are as equal as possible. Then there exists a set $I \subseteq[\log n]$ such that $|I| \geqslant(1-\varepsilon) \log n$ and for every $i \in I$, there exists $J_{i}^{\prime} \subseteq J_{i} \cap U$ such that $\left|\operatorname{Int}_{P}\left(J_{i}^{\prime}\right)\right| \geqslant(1-\varepsilon) n^{\prime} / \log n$, which satisfies the following condition: For every $v \in J_{i}^{\prime}$, and for all but at most $\varepsilon \log n$ indices $j \in I,\left|N_{H^{\prime}}(v) \cap \operatorname{Int}_{P}\left(J_{j}^{\prime}\right)\right| \geqslant \frac{r_{G}}{25 \log n}$. Proof. We define $I$ and $\left\{J_{i}^{\prime} \mid i \in I\right\}$ as follows: Initially $I=[\log n]$ and $J_{i}^{\prime}=J_{i} \cap U$. For a vertex $v$ and for $j \in I$, call $v$ weakly connected to $J_{j}^{\prime}$ if $\left|N_{H^{\prime}}(v) \cap \operatorname{Int} t_{P}\left(J_{j}^{\prime}\right)\right| \leqslant \frac{r_{G}}{25 \log n}$. As long as there exists $i \in I$ and a vertex $v \in J_{i}^{\prime}$, such that $v$ is weakly connected to $J_{j}^{\prime}$ for more than $\varepsilon \log n$ values of $j \in I$, we remove $v$ from $J_{i}^{\prime}$. Further, if at any stage there exists $i \in I$ such that $\left|\operatorname{Int}_{P}\left(J_{i}^{\prime}\right)\right| \leqslant(1-\varepsilon) n^{\prime} / \log n$, then we remove $i$ from $I$.

We claim that this process must terminate before $\varepsilon^{2} n^{\prime} / 4-|V(P) \backslash U|$ vertices are removed. Indeed, suppose we have removed $\varepsilon^{2} n^{\prime} / 4-|V(P) \backslash U|$ vertices and let $R$ be the set of removed vertices. Note that no vertices of $V(P) \backslash U$ are included in $R$, and that $|R| \geqslant \varepsilon^{2} n^{\prime} / 8$ since $|V(P) \backslash U| \leqslant|V(G) \backslash U| \leqslant \varepsilon^{2} n^{\prime} / 8$. Now $|R \cup(V(P) \backslash U)|=\varepsilon^{2} n^{\prime} / 4$, and so $\sum_{i=1}^{\log n}\left|\operatorname{Int}_{P}\left(J_{i}^{\prime}\right)\right| \geqslant\left(1-3 \varepsilon^{2} / 4\right) n^{\prime}$. Hence we have $\left|\operatorname{Int}_{P}\left(J_{i}^{\prime}\right)\right| \geqslant(1-\varepsilon) n^{\prime} / \log n$ for at least $(1-3 \varepsilon / 4) \log n$ values of $i$, i.e., at most $3 \varepsilon \log n / 4$ indices have been removed from $I$. So for each vertex $v \in R$, there remain more than $\varepsilon \log n / 4$ indices $i \in I$ for which $v$ is weakly connected to $J_{i}^{\prime}$. For each $i \in I$, let $W C(i)$ be the set of vertices $v \in R$ which are weakly connected to $J_{i}^{\prime}$. Let $I_{0}=\left\{i \in I| | W C(i) \mid \geqslant \varepsilon^{3} n^{\prime} / 64\right\}$.

Claim: For each $i \in I_{0}$, there are at least $\frac{|W C(i)| r_{G}}{50 \log n}$ edges in $E(G) \backslash E\left(H^{\prime}\right)$ between $\operatorname{Int}_{P}\left(J_{i}^{\prime}\right)$ and $W C(i)$.

Let $S=\operatorname{Int}_{P}\left(J_{i}^{\prime}\right)$. To prove the claim, note that $S \cap W C(i)=\emptyset$ since $W C(i) \subseteq R$, and
hence (2.3.2) implies that

$$
\begin{aligned}
e_{G}(S, W C(i)) & \geqslant \frac{|S||W C(i)| r_{G}}{n}-4 \sqrt{r_{G}}(|S|+|W C(i)|) \\
& \geqslant \frac{(1-\varepsilon) n^{\prime}|W C(i)| r_{G}}{n \log n}-5 \sqrt{r_{G}}|W C(i)| \\
& \geqslant \frac{|W C(i)| r_{G}}{50 \log n}\left(4-\frac{250 \log n}{\sqrt{r_{G}}}\right) \geqslant \frac{3|W C(i)| r_{G}}{50 \log n},
\end{aligned}
$$

where the last inequality follows from the condition $r_{G} \geqslant 10^{5} \log ^{2} n$. But the definition of $W C(i)$ implies that $e_{H^{\prime}}(S, W C(i)) \leqslant \frac{|W C(i)| r_{G}}{25 \log n}$, and the claim follows immediately.

Observe that $\sum_{i \in I}|W C(i)|>|R| \varepsilon \log n / 4 \geqslant \varepsilon^{3} n^{\prime} \log n / 32$, since each $v \in R$ is weakly connected to $J_{i}^{\prime}$ for more than $\varepsilon \log n / 4$ values of $i \in I$. But now

$$
\sum_{i \in I \backslash I_{0}}|W C(i)| \leqslant\left|I \backslash I_{0}\right| \frac{\varepsilon^{3} n^{\prime}}{64} \leqslant \frac{\varepsilon^{3} n^{\prime} \log n}{64}
$$

and hence $\sum_{i \in I_{0}}|W C(i)|>\varepsilon^{3} n^{\prime} \log n / 64$. Together with the claim, this implies that

$$
\left|E(G) \backslash E\left(H^{\prime}\right)\right| \geqslant \frac{r_{G}}{50 \log n} \sum_{i \in I_{0}}|W C(i)|>\frac{\varepsilon^{3} r_{G} n^{\prime} \log n}{3200 \log n} \geqslant \frac{\varepsilon^{3} r_{G} n}{32000},
$$

which contradicts (2.3.46). This proves that the process must terminate before $\varepsilon^{2} n^{\prime} / 4-$ $|V(P) \backslash U|$ vertices are removed. Now $|I| \geqslant(1-\varepsilon) \log n$ at the point at which the process terminates, since as before at most $3 \varepsilon \log n / 4$ indices have been removed, and so at this point $I$ and $\left\{J_{i}^{\prime} \mid i \in I\right\}$ satisfy the assertions of the lemma.

In the next lemma we exhibit a method for merging cycles of a 2 -factor $F$ together. The basic idea is fairly simple: given $F$, we first use rotation-extension to transform some of the cycles in $F$ into a long path. When we can no longer extend the path, we apply Lemma 2.3.45 to show that there is a large set $Q_{1}$ on the first half of the path whose vertices are reachable (by rotations which only use vertices in the first half of the path as
pivots), and a similar set $Q_{2}$ in the last half of the path. Since $Q_{1}$ and $Q_{2}$ are large we can find an edge between them and close the path to a cycle, thus forming a new 2-factor $F^{\prime}$ with fewer cycles. However, the fact that we need to avoid bad edges forces us to be very careful.

Lemma 2.3.47 Let $G^{\prime}$ be an $r_{G^{\prime}} / n$-pseudorandom graph on $n$ vertices, and let $G$ be an $r_{G} / n$-pseudorandom spanning subgraph of $G^{\prime}$ with $300 \log ^{3} n \leqslant r_{G} \leqslant r_{G^{\prime}}$. Let $F$ be a 2-factor of $G^{\prime}$ and let $H$ be an even-regular spanning subgraph of $G$ of degree $r_{H}$ such that $\delta(G)-1 \leqslant r_{H} \leqslant \delta(G)$. Let $H^{\prime}$ be an $r_{H}$-regular spanning subgraph of $G^{\prime}$, such that

$$
\begin{equation*}
\left|E(H) \backslash E\left(H^{\prime}\right)\right|=\left|E\left(H^{\prime}\right) \backslash E(H)\right| \leqslant \frac{n r_{G}^{2}}{2500 r_{G^{\prime}} \log ^{2} n} \tag{2.3.48}
\end{equation*}
$$

Let $E_{b a d} \subseteq E(F)$ be a matching of size at most $n / 220000$. Suppose that $F$ and $H^{\prime}$ are edge-disjoint and that $2\left|E_{b a d}\right| / \log ^{2} n \leqslant c(F) \leqslant \frac{4 n r_{G^{2}}^{2}}{r_{G^{\prime}} \log ^{3} n}$.

Then unless $F$ is a Hamilton cycle, we can obtain a new 2-factor $F^{\prime}$ with the following properties:

- $E\left(F^{\prime}\right) \subseteq E(F) \cup E\left(H^{\prime}\right)$,
- $c\left(F^{\prime}\right)<c(F)$,
- $\left|E\left(F^{\prime}\right) \cap E\left(H^{\prime}\right)\right| \leqslant \frac{5 \log n}{\log \log n}\left(c(F)-c\left(F^{\prime}\right)\right)$, and
- $E_{\text {bad }} \subseteq E\left(F^{\prime}\right)$.

Proof. Let $W$ be the set of endpoints of edges in $E_{b a d}$. Note that $|W| \leqslant n / 110000$ and so by Lemma 2.3.42 there exist sets $V^{\prime} \subseteq V(G)$ and $V^{\prime \prime} \subseteq V^{\prime} \backslash W$, with $\left|\operatorname{Int}_{F}\left(V^{\prime \prime}\right)\right| \geqslant n-6|W|$ and $\left|\operatorname{Int}_{F}\left(V^{\prime}\right)\right| \geqslant n-|W| / \log ^{2} n$ and such that

$$
\begin{equation*}
\left|N_{H^{\prime}}(v) \cap \operatorname{Int}_{F}\left(V^{\prime \prime}\right)\right| \geqslant r_{H} / 2 \tag{2.3.49}
\end{equation*}
$$

for every vertex $v \in V^{\prime}$. Note that

$$
\begin{equation*}
c(F) \geqslant 2\left|E_{\text {bad }}\right| / \log ^{2} n=|W| / \log ^{2} n \geqslant n-\left|\operatorname{Int}_{F}\left(V^{\prime}\right)\right| . \tag{2.3.50}
\end{equation*}
$$

We will obtain $F^{\prime}$ by deleting an edge $y y^{\prime}$ in a cycle of $F$ to form a path $P$, performing a sequence of rotations and extensions to incorporate other cycles of $F$ into $P$, and finally closing $P$ to a cycle, thus reducing the number of cycles. The new edges for these rotations and extensions will be taken from a graph $H^{\prime \prime}$, which is defined as follows: Initially $H^{\prime \prime}=H^{\prime} \cup\left\{y y^{\prime}\right\}$. Whenever a rotation or extension with new edge $e \in H^{\prime \prime}$ is performed, we remove $e$ from $H^{\prime \prime}$ and call $e$ a used edge. For each edge of $H^{\prime \prime}$ used we will add back to $H^{\prime \prime}$ the edge of $F$ broken during the corresponding rotation or extension.

We can view $H^{\prime \prime}$ as the 'current' version of $H^{\prime}$; note that we always have $\left|E\left(H^{\prime \prime}\right)\right|=$ $\left|E\left(H^{\prime}\right)\right|$ or $\left|E\left(H^{\prime \prime}\right)\right|=\left|E\left(H^{\prime}\right)\right|+1$. Similarly, let $F^{\prime}$ be the current version of $F$ (so $F^{\prime}$ is either a 2-factor of $H^{\prime} \cup F$, or consists of a path and various cycles). Note that since we do not change $F$ itself during the proof, the function $\operatorname{Int}_{F}$ will not change either.

As long as we use on average at most $5 \log n / \log \log n$ edges per cycle of $F$ merged, we have

$$
\begin{align*}
\left|E\left(H^{\prime \prime}\right) \backslash E(H)\right| & \leqslant\left|E(H) \backslash E\left(H^{\prime \prime}\right)\right|+1 \\
& \leqslant\left|E(H) \backslash E\left(H^{\prime}\right)\right|+\left|E\left(H^{\prime}\right) \backslash E\left(H^{\prime \prime}\right)\right|+1 \\
& \stackrel{(2.3 .48)}{\leqslant} \frac{n r_{G}^{2}}{2500 r_{G^{\prime}} \log ^{2} n}+\frac{5 c(F) \log n}{\log \log n}+1 \leqslant \frac{2 n r_{G}^{2}}{r_{G^{\prime}} \log ^{2} n} . \tag{2.3.51}
\end{align*}
$$

This fulfils condition (2.3.37) of Lemma 2.3.35 and Corollary 2.3.41 whenever they are applied with $H^{\prime}=H^{\prime \prime}$. We also have that $e(G) \leqslant n r_{G} / 2+2 n \sqrt{r_{G}}$ since $G$ is $\left(r_{G} / n, 2 \sqrt{r_{G}}\right)$ jumbled by Definition 2.3.5(a), and

$$
e(H)=\frac{n r_{H}}{2} \geqslant \frac{n(\delta(G)-1)}{2} \geqslant \frac{n r_{G}}{2}-n \sqrt{r_{G} \log n}-\frac{n}{2}
$$

by Definition 2.3.5(c). So since $E(H) \subseteq E(G)$,

$$
\begin{equation*}
|E(G) \backslash E(H)| \leqslant 2 n \sqrt{r_{G}}+n \sqrt{r_{G} \log n}+\frac{n}{2} \leqslant 2 n \sqrt{r_{G} \log n} . \tag{2.3.52}
\end{equation*}
$$

This fulfils condition (2.3.36) of Lemma 2.3.35 (and Corollary 2.3.41). Further, still assuming that on average at most $5 \log n / \log \log n$ edges are used per cycle merged, we have

$$
\begin{align*}
\left|E(G) \backslash E\left(H^{\prime \prime}\right)\right| & \leqslant|E(G) \backslash E(H)|+\left|E(H) \backslash E\left(H^{\prime \prime}\right)\right| \\
& \stackrel{(2.3 .51),(2.3 .52)}{\leqslant} 2 n \sqrt{r_{G} \log n}+\frac{2 n r_{G}^{2}}{r_{G^{\prime}} \log ^{2} n} \leqslant\left(\frac{1}{15}\right)^{3} \frac{r_{G} n}{32000} . \tag{2.3.53}
\end{align*}
$$

Claim: $H^{\prime}\left[\operatorname{Int}_{F}\left(V^{\prime}\right)\right]$ is connected.

To prove the claim, suppose for contradiction that $H^{\prime}\left[\operatorname{Int} t_{F}\left(V^{\prime}\right)\right]$ has two components $S$ and $T$. Since (2.3.49) implies that $\left|N_{H^{\prime}}(v) \cap \operatorname{Int}_{F}\left(V^{\prime}\right)\right| \geqslant r_{H} / 2$ for any $v \in \operatorname{Int}_{F}\left(V^{\prime}\right)$, we can apply Lemma 2.3.35 with $\varepsilon=1 / 3, Q^{\prime}=\operatorname{Int}_{F}\left(V^{\prime}\right)$ and $S=S$. But $N_{H^{\prime}}(S) \cap Q^{\prime}=\emptyset$, and so of the possible conclusions of Lemma 2.3.35 only (iv) can hold. This implies that $|S| \geqslant\left|Q^{\prime}\right| / 6 \geqslant n / 7$, and similarly $|T| \geqslant\left|Q^{\prime}\right| / 6 \geqslant n / 7$. Now since $G$ is $\left(r_{G} / n, 2 \sqrt{r_{G}}\right)$ jumbled, (2.3.2) implies that

$$
e_{G}(S, T) \geqslant r_{G}|S||T| / n-4 \sqrt{r_{G}}(|S|+|T|) \geqslant n r_{G} / 50
$$

But by (2.3.53) this implies that $e_{H^{\prime}}(S, T)>0$. Hence $H^{\prime}\left[\operatorname{Int}_{F}\left(V^{\prime}\right)\right]$ has only one component, which proves the claim.

Our first aim is to find a path $P_{1}=x^{\prime \prime} \ldots y^{\prime \prime}$ whose vertices span at least two cycles of $F$ and so that $x^{\prime \prime}$ and $y^{\prime \prime}$ lie in $\operatorname{Int}_{F}\left(V^{\prime \prime}\right)$. Let $C_{1}$ be a cycle of $F$ containing a vertex of
$\operatorname{Int}_{F}\left(V^{\prime}\right)$. It is easy to see that $\operatorname{Int}_{F}\left(V^{\prime}\right) \backslash V\left(C_{1}\right)$ is nonempty. Indeed, if $V^{\prime}=V(G)$ then it is sufficient to recall that $F$ is not a Hamilton cycle. Otherwise $\left|\operatorname{Int}_{F}\left(V^{\prime}\right)\right| \leqslant n-3$ and so by (2.3.50) the number of vertices which are not part of $C_{1}$ is at least $3(c(F)-1) \geqslant$ $3\left(n-\left|\operatorname{Int}_{F}\left(V^{\prime}\right)\right|-1\right)>n-\left|\operatorname{Int}_{F}\left(V^{\prime}\right)\right|$. Hence one of these vertices must be in $\operatorname{Int}_{F}\left(V^{\prime}\right)$. (This is the only place in the proof where we use the lower bound on $c(F)$.)

Since $H^{\prime}\left[\operatorname{Int} t_{F}\left(V^{\prime}\right)\right]$ is connected, there exists an edge $x y$ of $H^{\prime}$ with $x \in \operatorname{Int}_{F}\left(V^{\prime}\right) \cap$ $V\left(C_{1}\right)$ and $y \in \operatorname{Int}_{F}\left(V^{\prime}\right) \backslash V\left(C_{1}\right)$. Let $C_{2}$ be the cycle of $F$ in which $y$ lies. Since $E_{b a d}$ is a matching, there will be at least one edge $y y^{\prime} \notin E_{b a d}$ in $C_{2}$ incident to $y$. Delete $y y^{\prime}$ from $C_{2}$ to form a path $C_{2}^{\prime}=y \ldots y^{\prime}$. Note that $\operatorname{Int}_{F}\left(V^{\prime \prime}\right) \cap V\left(C_{2}^{\prime}\right) \subseteq \operatorname{Int}_{C_{2}^{\prime}}\left(V^{\prime \prime}\right)$.

Again since $E_{b a d}$ is a matching we can find $x x^{\prime} \notin E_{b a d}$ in $C_{1}$ incident to $x$. Perform an extension of $C_{2}^{\prime \prime}$ to incorporate $C_{1}$, with join vertex $x$ and broken edge $x x^{\prime}$. Let $P_{0}=$ $x^{\prime} \ldots y^{\prime}$ denote the resulting path and note that $\left(\operatorname{Int}_{F}\left(V^{\prime \prime}\right) \cap V\left(P_{0}\right)\right) \backslash\{x, y\} \subseteq \operatorname{Int}_{P_{0}}\left(V^{\prime \prime}\right)$.

Now by (2.3.49), $x^{\prime}$ has a neighbour $z_{1}$ in $H^{\prime \prime}$, which lies in $\operatorname{Int}_{F}\left(V^{\prime \prime}\right) \backslash\{x, y\}$. If $z_{1} \in V\left(P_{0}\right)$ then we perform a rotation with pivot $z_{1}$; note that the first endpoint $x^{\prime \prime}$ of the resulting path lies in $V^{\prime \prime}$. Otherwise, let $C$ be the cycle containing $z_{1}$ and let $z_{1} x^{\prime \prime} \notin E_{b a d}$ be an edge of $C$. Perform an extension of $P_{0}$ to incorporate $C$ and again note that the new first endpoint $x^{\prime \prime}$ will lie in $V^{\prime \prime}$. Call the resulting path $P_{0}^{\prime}$ and let $P_{0}^{\prime \prime}=y^{\prime} \ldots x^{\prime \prime}$ be the reverse of $P_{0}^{\prime}$. (Recall that the reverse of a path was defined in the second paragraph of Section 2.3.5.) Now similarly we can perform a rotation (or extension) of $P_{0}^{\prime \prime}$ with some pivot $z_{2}$ (or join vertex $z_{2}$ ), so that the new first endpoint $y^{\prime \prime}$ also lies in $V^{\prime \prime}$. Call the resulting path $P_{0}^{\prime \prime \prime}$ and let $P_{1}=x^{\prime \prime} \ldots y^{\prime \prime}$ be the reverse of $P_{0}^{\prime \prime \prime}$.

Applying Lemma 2.3.40 twice with $P=P_{0}$ and $P_{0}^{\prime \prime}$ respectively, $Q=V^{\prime \prime}$ and $z=z_{1}$ and $z_{2}$ respectively implies that

$$
\begin{equation*}
\left(\operatorname{Int}_{F}\left(V^{\prime \prime}\right) \cap V\left(P_{1}\right)\right) \backslash\left\{z_{1}, z_{2}, x, y\right\} \subseteq \operatorname{Int}_{P_{1}}\left(V^{\prime \prime}\right) \tag{2.3.54}
\end{equation*}
$$

All rotations performed during the remainder of the proof will have pivots in $\left(\operatorname{Int}_{F}\left(V^{\prime \prime}\right) \cap\right.$ $\left.V\left(P_{1}\right)\right) \backslash\left\{z_{1}, z_{2}, x, y\right\}$ (where $P_{1}$ is the current path). Thus by (2.3.54) the pivots lie in $\operatorname{Int}_{P_{1}}\left(V^{\prime \prime}\right)$. Also the join vertices of all extensions performed during the remainder of the proof will lie in $\operatorname{Int}_{F}\left(V^{\prime \prime}\right)$. Hence no edges in $E_{b a d}$ will be broken. Moreover, the endpoints of $P_{1}$ will always lie in $V^{\prime \prime}$ and hence Lemma 2.3.40 implies that (2.3.54) will always hold.

Note that for each $v \in V^{\prime}$, we have

$$
\left|N_{H^{\prime \prime}}(v) \cap \operatorname{Int}_{F}\left(V^{\prime \prime}\right)\right| \geqslant\left|N_{H^{\prime}}(v) \cap \operatorname{Int}_{F}\left(V^{\prime \prime}\right)\right|-2
$$

since $H^{\prime} \subseteq H^{\prime \prime} \cup F^{\prime}$ and $\Delta\left(F^{\prime}\right)=2$. So (2.3.49) implies that

$$
\left|N_{H^{\prime \prime}}(v) \cap \operatorname{Int}_{F}\left(V^{\prime \prime}\right)\right| \geqslant r_{G} / 3+4
$$

with room to spare. We now incorporate additional cycles into $P_{1}$ by an iterative procedure. Each iteration proceeds as follows:

Apply Corollary 2.3.41 with $\varepsilon=1 / 3, H^{\prime}=H^{\prime \prime}, P=P_{1}, Q=V^{\prime \prime} \cap V\left(P_{1}\right)$ and $Q^{\prime}=$ $\operatorname{Int}_{F}\left(V^{\prime \prime}\right) \backslash\left\{z_{1}, z_{2}, x, y\right\}$. We obtain one of two possible conclusions:

Case 1: There exists an $\left(H^{\prime \prime}, Q^{\prime}, \tau_{0}\right)$-reachable vertex $v$ of $P_{1}$ which has a neighbour $z \in \operatorname{Int}_{F}\left(V^{\prime \prime}\right) \backslash V\left(P_{1}\right)$. Let $C$ be the cycle of $F$ on which $z$ lies. Now we perform the necessary rotations to make $v$ the first endpoint of $P_{1}$, and then an extension with join vertex $z$ to incorporate $C$ into $P_{1}$. We then redefine $P_{1}$ to be the resulting path and begin the next iteration.

Case 2: The number of $\left(H^{\prime \prime}, Q^{\prime}, \tau_{0}\right)$-reachable vertices of $P_{1}$ is at least $\left|Q^{\prime}\right| / 6 \geqslant 3 n / 20$. Note that this immediately implies that $\left|P_{1}\right| \geqslant\left|Q^{\prime} / 6\right| \geqslant n / 10$. Let $P_{1}$ be divided into $\log n$ segments $J_{i}$ whose lengths are as equal as possible. Noting that $\left|V(G) \backslash Q^{\prime}\right| \leqslant 6|W|+4 \leqslant$ $n / 18000$, we may apply Lemma 2.3 .45 with $\varepsilon=1 / 15, H^{\prime}=H^{\prime \prime}, U=Q^{\prime}$ and $n^{\prime}=\left|P_{1}\right|$.

Note that (2.3.46) is satisfied due to (2.3.53). Thus we obtain a set $I \subseteq[\log n]$ of size at least $14 \log n / 15$ and sets $J_{i}^{\prime} \subseteq J_{i} \cap Q^{\prime}$ for each $i \in I$, such that $\left|\operatorname{Int}_{P_{1}}\left(J_{i}^{\prime}\right)\right| \geqslant 14\left|P_{1}\right| / 15 \log n$ and the following holds: For every $v \in J_{i}^{\prime}$, and for all but at most $\log n / 15$ indices $j \in I$, $\left|N_{H^{\prime \prime}}(v) \cap \operatorname{Int}_{P_{1}}\left(J_{j}^{\prime}\right)\right| \geqslant \frac{r_{G}}{25 \log n}$.

Note that $\left|\bigcup_{i \in I} \operatorname{Int}_{P_{1}}\left(J_{i}^{\prime}\right)\right| \geqslant(1-2 / 15)\left|P_{1}\right|$. Hence for some $i \in I, J_{i}^{\prime}$ contains a ( $H^{\prime \prime}, Q^{\prime}, \tau_{0}$ )-reachable vertex of $P_{1}$. Perform the necessary rotations to make one of these vertices into the first endpoint, breaking at most $\tau_{0}$ edges in the process. Redefine $P_{1}$ to be the resulting path, and let $P_{1}^{\prime}$ be the reverse of $P_{1}$. Now apply Corollary 2.3.41 with $\varepsilon=1 / 3, H^{\prime}=H^{\prime \prime}, P=P_{1}^{\prime}, Q=V^{\prime \prime} \cap V\left(P_{1}^{\prime}\right)$ and $Q^{\prime}=\operatorname{Int}_{F}\left(V^{\prime \prime}\right) \backslash\left\{z_{1}, z_{2}, x, y\right\}$. Again we obtain one of two possible conclusions:

Case 2a: There exists an $\left(H^{\prime \prime}, Q^{\prime}, \tau_{0}\right)$-reachable vertex $v$ of $P_{1}^{\prime}$ which has a neighbour $z \in \operatorname{Int}_{F}\left(V^{\prime \prime}\right) \backslash V\left(P_{1}^{\prime}\right)$. In this case we extend $P_{1}^{\prime}$ as in Case 1 , redefine $P_{1}$ to be the resulting path and begin the next iteration. Note that in future instances of Case 2, the sets $I, J_{i}$ and $J_{i}^{\prime}$ will be redefined for each new path $P_{1}^{\prime}$.

Case 2b: The number of $\left(H^{\prime \prime}, Q^{\prime}, \tau_{0}\right)$-reachable vertices of $P_{1}^{\prime}$ is at least $\left|Q^{\prime}\right| / 6 \geqslant 3 n / 20$. Note that any instance of Case 2 b is immediately preceded by an instance of Case 2, and so the segments $J_{i}$ have been defined (possibly redefined) so that they partition $V\left(P_{1}^{\prime}\right)$. Call a segment $J_{i}$ broken if one of its edges was used as a broken edge in one of the rotations in Case 2 (or, for later uses, in Case 2 b ), and let $I^{\prime} \subseteq I$ be the set of all indices $i \in I$ such that $J_{i}$ is an unbroken segment. Note that since each rotation breaks at most one segment, $\left|\bigcup_{i \in I^{\prime}} \operatorname{Int}_{P_{1}^{\prime}}\left(J_{i}^{\prime}\right)\right| \geqslant\left(1-2 / 15-\tau_{0} / \log n\right)\left|P_{1}^{\prime}\right|>(1-3 / 20)\left|P_{1}^{\prime}\right|$. Hence for some $i \in I^{\prime}, J_{i}^{\prime}$ contains a $\left(H^{\prime \prime}, Q^{\prime}, \tau_{0}\right)$-reachable vertex of $P_{1}^{\prime}$. Perform the necessary rotations to make one of these vertices into the first endpoint, breaking at most $\tau_{0}$ edges in the process. Call the resulting path $P_{2}=x_{2} \ldots y_{2}$.

Eventually, the iterative procedure has to conclude by entering Case 2b. Let $I^{\prime \prime} \subseteq I$ be the set of all indices $i \in I$ such that $J_{i}$ was broken in neither Case 2 nor Case 2b. Let
$I_{1}, I_{2}$ be subsets of $I^{\prime \prime}$ such that $\left|I_{1}\right|=\left|I_{2}\right|=\left|I^{\prime \prime}\right| / 2$ and for every $i_{1} \in I_{1}, i_{2} \in I_{2}$ the segment $J_{i_{1}}$ precedes $J_{i_{2}}^{\prime}$ where the ordering is taken along $P_{2}$. Now

$$
\left|I_{1}\right|,\left|I_{2}\right| \geqslant \frac{1}{2}\left((1-1 / 15) \log n-2 \tau_{0}\right) \geqslant \frac{1}{2}(1-1 / 10) \log n .
$$

Let $Q_{1}=\left\{x_{2}\right\} \cup \bigcup_{i \in I_{1}} J_{i}^{\prime}, Q_{2}=\left\{y_{2}\right\} \cup \bigcup_{i \in I_{2}} J_{i}^{\prime}$ and note that

$$
\begin{equation*}
\left|\operatorname{Int}_{P_{2}}\left(Q_{1}\right)\right|,\left|\operatorname{Int}_{P_{2}}\left(Q_{2}\right)\right| \geqslant \frac{1}{2}\left(1-\frac{1}{10}\right)\left(1-\frac{1}{15}\right)\left|P_{1}\right| \geqslant \frac{2\left|P_{1}\right|}{5} \geqslant \frac{n}{25} . \tag{2.3.55}
\end{equation*}
$$

Further, for each vertex $v$ of $Q_{1}$, and for at least $\left|I_{1}\right|-\log n / 15 \geqslant \log n / 3$ indices $i \in I_{1}$, we have that $\left|N_{H^{\prime \prime}}(v) \cap \operatorname{Int}_{P_{2}}\left(J_{i}^{\prime}\right)\right| \geqslant \frac{r_{G}}{25 \log n}$ (noting that $\operatorname{Int}_{P_{2}}\left(J_{i}^{\prime}\right)=\operatorname{Int}_{P_{1}}\left(J_{i}^{\prime}\right)$ since $J_{i}^{\prime}$ is unbroken). Hence

$$
\left|N_{H^{\prime \prime}}(v) \cap \operatorname{Int}_{P_{2}}\left(Q_{1}\right)\right| \geqslant r_{G} / 75
$$

for all $v \in Q_{1}$, and the corresponding statement holds for vertices of $Q_{2}$.

Now applying Corollary 2.3 .41 with $P=P_{2}, Q=Q_{1}, Q^{\prime}=\operatorname{Int}_{P_{2}}\left(Q_{1}\right), H^{\prime}=H^{\prime \prime}$ and $\varepsilon=1 / 75$ implies that there exists a set $A$ of $\left|\operatorname{Int}_{P_{2}}\left(Q_{1}\right)\right| / 6\left(H^{\prime \prime}, \operatorname{Int}_{P_{2}}\left(Q_{1}\right), \tau_{0}\right)$-reachable vertices of $P_{2}$ (since $Q^{\prime} \subseteq V\left(P_{2}\right)$, it is impossible for the first conclusion of Corollary 2.3.41 to hold). Let $P_{2}^{\prime}$ be the reverse of $P_{2}$ and apply Corollary 2.3.41 again with $P=P_{2}^{\prime}$, $Q=Q_{2}$ and $Q^{\prime}=\operatorname{Int}_{P_{2}^{\prime}}\left(Q_{2}\right)$ to obtain a set $B$ of $\left|\operatorname{Int}_{P_{2}^{\prime}}\left(Q_{2}\right)\right| / 6\left(H^{\prime \prime}, \operatorname{Int}_{P_{2}^{\prime}}\left(Q_{2}\right), \tau_{0}\right)$ reachable vertices of $P_{2}^{\prime}$. Now $|A|,|B| \geqslant n / 150$ by (2.3.55), and so using (2.3.2) we have

$$
e_{G}(A, B) \geqslant \frac{|A||B| r_{G}}{n}-4 \sqrt{r_{G}}(|A|+|B|) \geqslant \frac{n r_{G}}{22500}-4 n \sqrt{r_{G}} \geqslant \frac{n r_{G}}{30000} .
$$

Hence

$$
e_{H^{\prime \prime}}(A, B) \geqslant \frac{n r_{G}}{30000}-\left|E(G) \backslash E\left(H^{\prime \prime}\right)\right| \stackrel{(2.3 .53)}{>} 0 .
$$

Now let $x_{3} y_{3} \in E_{H^{\prime \prime}}(A, B)$. Noting that $x_{3}$ is $\left(H^{\prime \prime}, \operatorname{Int}_{P_{2}}\left(Q_{1}\right), \tau_{0}\right)$-reachable, perform a set of at most $\tau_{0}$ rotations of $P_{2}$ with pivots in $\operatorname{Int}_{P_{2}}\left(Q_{1}\right)$, to form a new path $P_{2}^{\prime \prime}$ whose first endpoint is $x_{3}$. Note that $\operatorname{Int}_{P_{2}^{\prime \prime}}\left(Q_{2}\right)=\operatorname{Int} t_{P_{2}}\left(Q_{2}\right)$. Thus setting $P_{2}^{\prime \prime \prime}$ to be the reverse of $P_{2}^{\prime \prime}$, we have that $y_{3}$ is still $\left(H^{\prime \prime}, \operatorname{Int}_{P_{2}^{\prime \prime \prime}}\left(Q_{2}\right), \tau_{0}\right)$-reachable. Perform a set of at most $\tau_{0}$ rotations to make $y_{3}$ the first endpoint of $P_{2}^{\prime \prime \prime}$. Note that all the pivots of these rotations lie in $Q_{1} \cup Q_{2} \subseteq \bigcup_{i \in I} J_{i}^{\prime} \subseteq Q^{\prime}$, and so as discussed after (2.3.54) no edge in $E_{b a d}$ is broken. Now use $x_{3} y_{3}$ to close $P_{2}^{\prime \prime \prime}$ to a cycle.

It remains to estimate the number of edges broken during the process. In the initial formation of $P_{1}$ we break only 4 edges (two while forming $P_{0}$ and one for each of the two subsequent rotations or extensions). During each instance of Case 1 or Case 2a we break at most $\tau_{0}+1$ edges, during Case 2 we break at most $\tau_{0}$ edges, during Case 2 b we break at most $\tau_{0}$ edges, and during the remainder of the proof we break at most $2 \tau_{0}$ edges. Each time we merge a new cycle into $P_{1}$, we need either to go through Case 1 once, or through both Cases 2 and 2a once. Case 2b occurs only once (at the end, after Case 2).

Let $k_{1}$ be the number of times we repeat Case 1 and $k_{2}$ be the number of times we repeat Cases 2 and 2a. Then the number of cycles of $F$ decreases by $k_{1}+k_{2}+1$. Further the total number of edges broken is at most

$$
4+k_{1}\left(\tau_{0}+1\right)+k_{2}\left(2 \tau_{0}+1\right)+4 \tau_{0} \leqslant 4\left(k_{1}+k_{2}+1\right) \tau_{0}+4
$$

So on average the number of edges broken per cycle merged is at most $4 \tau_{0}+4 \leqslant$ $5 \log n / \log \log n$.

We can now apply Lemma 2.3.47 repeatedly to transform 2 -factors into Hamilton cycles. Given a 2-regular graph $F$ and an edge-disjoint graph $H$ on the same vertex set, we say that a Hamilton cycle $C$ is formed by merging the cycles of $F$ using edges of $H$ if $E(C) \subseteq E(F) \cup E(H) . E(H) \cap E(C)$ is the set of used edges, and $E(F) \backslash E(C)$ is the set
of broken edges.

Corollary 2.3.56 Let $G^{\prime}$ be an $r_{G^{\prime}} / n$-pseudorandom graph on $n$ vertices, and let $G$ be an $r_{G} / n$-pseudorandom spanning subgraph of $G^{\prime}$ with $300 \log ^{3} n \leqslant r_{G} \leqslant r_{G^{\prime}}$. Let $H$ be an even-regular spanning subgraph of $G$ with degree $r_{H}$, such that $\delta(G)-1 \leqslant r_{H} \leqslant \delta(G)$. Let $\mathcal{F}$ be a collection of edge-disjoint 2-factors $F_{1}, F_{2}, \ldots, F_{m}$ of $G^{\prime}$, such that each $F_{i}$ is edge-disjoint from $H$.

Let $E_{\text {bad }} \subseteq E(\bigcup \mathcal{F})$ be such that $E_{\text {bad }} \cap E\left(F_{i}\right)$ is a matching and $\left|E_{\text {bad }} \cap E\left(F_{i}\right)\right| \leqslant n / 10^{6}$ for each $F_{i}$. Suppose that $c(\mathcal{F}) r_{G^{\prime}} \log ^{3} n \leqslant 4 n r_{G}^{2}$. Then we can merge the cycles of each $F_{i}$ into a Hamilton cycle $C_{i}$ using the edges of $H$. Further, we can ensure that the number of edges of $E_{\text {bad }}$ broken during the process is at most $\left|E_{\text {bad }}\right| / \log n$, and that all of the $C_{i}$ 's are pairwise edge-disjoint.

When $r_{G}$ is much smaller than $r_{G^{\prime}}$ the bound on $c(\mathcal{F})$ is more restrictive than simply requiring that $c(\mathcal{F})$ is small compared to $e(H)$ as one might at first expect. The assumption is necessary due to (2.3.48) which in turn arises from (2.3.37). In the proof of Lemma 2.3.60 (and thus of Theorem 2.3.62) this assumption will be the limiting factor in determining how small we can make $r_{G}$ compared to $r_{G^{\prime}}$, and thus how many iterations we need to use.

Proof. We merge cycles by repeatedly applying Lemma 2.3.47. During this process we will remove certain edges from $H$ (namely those which lie in the new 2-factor obtained by Lemma 2.3.47) and add certain edges to $H$ (namely those edges which are removed from the old 2-factor in Lemma 2.3.47 to obtain the new one). Let $H^{\prime}$ denote the 'current' version of $H$ (so $H$ always denotes the original version).

We use Lemma 2.3.47 repeatedly to reduce $c\left(F_{i}\right)$ until $c\left(F_{i}\right)=1$, i.e., $F_{i}$ is a Hamilton cycle for each $i$. We make use of the fact that on average at most $5 \log n / \log \log n$ edges
of $H^{\prime}$ are used by Lemma 2.3.47 for each cycle that needs to be merged. Hence we have

$$
\left|E(H) \backslash E\left(H^{\prime}\right)\right|=\left|E\left(H^{\prime}\right) \backslash E(H)\right| \leqslant \frac{5 c(\mathcal{F}) \log n}{\log \log n} \leqslant \frac{r_{G}^{2} n}{2500 r_{G^{\prime}} \log ^{2} n}
$$

throughout the process. So (2.3.48) is satisfied.
More precisely, we proceed as follows: Given $1 \leqslant i \leqslant m$, suppose that the number of cycles of $F_{i}$ is at least $2\left|E_{\text {bad }} \cap E\left(F_{i}\right)\right| / \log ^{2} n$. Then we can apply Lemma 2.3.47 with $E_{b a d}=E_{b a d} \cap E\left(F_{i}\right)$ to merge one or more cycles of $F_{i}$ together, without breaking any edges of $E_{b a d}$ and using on average at most $5 \log n / \log \log n$ edges of $H^{\prime}$ per cycle merged. (Note that the required upper bound on $c\left(F_{i}\right)$ holds since $c\left(F_{i}\right) \leqslant c(\mathcal{F})$.)

On the other hand if the number of cycles is fewer than $2\left|E_{b a d} \cap E\left(F_{i}\right)\right| / \log ^{2} n$, then we can apply Lemma 2.3.47 with $E_{\text {bad }}=\emptyset$ repeatedly to merge all of the remaining cycles of $F_{i}$ together, thus forming a Hamilton cycle. Again we use at most $5 \log n / \log \log n$ edges of $H^{\prime}$ per cycle and thus the total number of edges of $E_{b a d}$ which are broken during this process is at most

$$
\frac{2\left|E_{b a d} \cap E\left(F_{i}\right)\right|}{\log ^{2} n} \cdot \frac{5 \log n}{\log \log n} \leqslant \frac{\left|E_{b a d} \cap E\left(F_{i}\right)\right|}{\log n} .
$$

The bound on the total number of edges of $E_{b a d}$ broken follows immediately.

For a given application of Corollary 2.3.56 during the remainder of the chapter, define the leftover graph to be the final state of $H^{\prime}$. Thus $H^{\prime}$ is obtained from $H$ by deleting the edges of the Hamilton cycles produced by Corollary 2.3.56, and adding those edges of $\bigcup \mathcal{F}$ which do not lie in any of these Hamilton cycles.

We now prove variants of Lemma 2.3.47 and Corollary 2.3.56. These will be used in cases where instead of needing to avoid a set of bad edges when rotating, we only want to avoid a vertex $x_{0}$ (when we apply the lemmas $x_{0}$ will be the vertex of minimum degree in
$\left.G_{n, p}\right)$. For clarity we prove these as separate lemmas as the conditions are different, but the proofs proceed along similar lines in each case.

Lemma 2.3.57 Let $G^{\prime}$ be an $r_{G^{\prime}} / n$-pseudorandom graph on $n$ vertices, and let $G$ be an $r_{G} / n$-pseudorandom spanning subgraph of $G^{\prime}$ with $10^{5} \log ^{2} n \leqslant r_{G} \leqslant r_{G^{\prime}}$. Let $x_{0}$ be a vertex of $G$ and let $H$ be formed from $G$ by removing all of the edges of $G$ incident to $x_{0}$. Let $H^{\prime}$ be a spanning subgraph of $G^{\prime}$, such that (2.3.48) holds and $d_{H}(v)=d_{H^{\prime}}(v)$ for each $v \in V(G)$.

Let $F$ be a 2-factor of $G^{\prime}$, edge-disjoint from $H^{\prime}$, such that $c(F) \leqslant \frac{4 n r_{G}^{2}}{r_{G^{\prime}} \log ^{3} n}$. Then unless $F$ is a Hamilton cycle, we can obtain a new 2-factor $F^{\prime}$ such that the following hold:

- $E\left(F^{\prime}\right) \subseteq E(F) \cup E\left(H^{\prime}\right)$,
- $c\left(F^{\prime}\right)<c(F)$, and
- $\left|E\left(F^{\prime}\right) \cap E\left(H^{\prime}\right)\right| \leqslant \frac{5 \log n}{\log \log n}\left(c(F)-c\left(F^{\prime}\right)\right)$.

Proof. The proof is similar to that of Lemma 2.3.47. We will again obtain $F^{\prime}$ from $F$ by performing a sequence of rotations and extensions, with all the new edges for these rotations and extensions taken from a graph $H^{\prime \prime}$ which is defined as in the proof of Lemma 2.3.47. Again, we say that an edge $e$ of $H^{\prime \prime}$ is used if it is the new edge of some rotation or extension performed during the proof. Define the current version $F^{\prime}$ of $F$ as in the proof of Lemma 2.3.47. Observe that $e(H) \geqslant e(G)-n$, and so assuming we use on average at most $\frac{5 \log n}{\log \log n}$ edges for each cycle of $F$ merged, the bounds (2.3.51), (2.3.52) and (2.3.53) still hold. Moreover,

$$
\begin{align*}
\delta\left(H^{\prime \prime}-\left\{x_{0}\right\}\right) & \geqslant \delta\left(H^{\prime}-\left\{x_{0}\right\}\right)=\delta\left(H-\left\{x_{0}\right\}\right) \\
& \geqslant \delta(G)-1 \geqslant r_{G}-2 \sqrt{r_{G} \log n}-1 \geqslant \frac{r_{G}}{2} . \tag{2.3.58}
\end{align*}
$$

Claim: $H^{\prime}-\left\{x_{0}\right\}$ is connected.

To prove the claim, suppose for a contradiction that $H^{\prime}-\left\{x_{0}\right\}$ has two components, $S$ and $T$. By (2.3.58) we can apply Lemma 2.3 .35 with $\varepsilon=1 / 3, Q^{\prime}=V(G) \backslash\left\{x_{0}\right\}$ and $S=S$. But now $N_{H^{\prime}-\left\{x_{0}\right\}}(S)=\emptyset$, and so of the possible conclusions of Lemma 2.3.35 only (iv) can hold. This implies that $|S| \geqslant(n-1) / 6>n / 7$. Similarly $|T| \geqslant(n-1) / 6>n / 7$. Now since $G$ is $\left(r_{G} / n, 2 \sqrt{r_{G}}\right)$-jumbled we have that

$$
e_{G}(S, T) \geqslant r_{G}|S||T| / n-4 \sqrt{r_{G}}(|S|+|T|) \geqslant n r_{G} / 50 .
$$

But by (2.3.53) this implies that $e_{H^{\prime}}(S, T)>0$, which contradicts our assumption that $S$ and $T$ were components. Hence $H^{\prime}-\left\{x_{0}\right\}$ has only one component, which proves the claim.

Let $C_{1}$ be a cycle of $F$. Since $H^{\prime}-\left\{x_{0}\right\}$ is connected, there exists an edge $x y$ of $H^{\prime}$ joining two distinct cycles $C_{1}$ and $C_{2}$ of $F$, with $x$ on $C_{1}$ and $y$ on $C_{2}$ and such that $x, y \neq x_{0}$. Let $y y^{\prime}$ be an edge of $C_{2}$ incident to $y$ such that $y^{\prime} \neq x_{0}$. Delete $y y^{\prime}$ from $C_{2}$ to form a path $C_{2}^{\prime}$. Let $x x^{\prime}$ be an edge of $C_{1}$ such that $x^{\prime} \neq x_{0}$, and perform an extension of $C_{2}^{\prime}$ with join vertex $x$ and broken edge $x x^{\prime}$ to incorporate $C_{1}$. Let $P_{1}=x^{\prime} \ldots y^{\prime}$ denote the resulting path. Note that $x_{0}$ cannot be an endpoint of $P_{1}$.

Let $V^{\prime \prime}=V(G) \backslash\left\{x_{0}\right\}$ and $Q^{\prime}=\operatorname{Int}_{F}\left(V^{\prime \prime}\right)$. Note that $\operatorname{Int}_{P_{1}}\left(V^{\prime \prime}\right)=Q^{\prime} \cap V\left(P_{1}\right)$. All rotations performed during the remainder of the proof will have pivots in $\operatorname{Int}_{F}\left(V^{\prime \prime}\right) \cap$ $V\left(P_{1}\right)$, where $P_{1}$ is the current path. Similarly, all extensions performed during the remainder of the proof will have join vertices in $Q^{\prime}$. Thus by applying Lemma 2.3.40 with $Q=V^{\prime \prime}$, we always have that

$$
\operatorname{Int}_{P_{1}}\left(V^{\prime \prime}\right)=\operatorname{Int}_{F}\left(V^{\prime \prime}\right) \cap V\left(P_{1}\right)=Q^{\prime} \cap V\left(P_{1}\right) .
$$

So in particular $x_{0}$ will never be an endpoint of $P_{1}$.
By (2.3.58) we can apply Corollary 2.3 .41 with $\varepsilon=1 / 3, H^{\prime}=H^{\prime \prime}, P=P_{1}, Q=$ $V^{\prime \prime} \cap V\left(P_{1}\right)$ and $Q^{\prime}=Q^{\prime}$ and use the same case analysis as in Lemma 2.3.47. The remainder of the argument is also identical to that in the proof of Lemma 2.3.47. (Note that $x_{0} \notin J_{i}^{\prime}$ for any $i$ since $J_{i}^{\prime} \subseteq J_{i} \cap Q^{\prime}$, and hence $x_{0} \notin Q_{1}$ and $x_{0} \notin Q_{2}$.)

Corollary 2.3.59 Let $G^{\prime}$ be an $r_{G^{\prime}} / n$-pseudorandom graph on $n$ vertices, and let $G$ be an $r_{G} / n$-pseudorandom spanning subgraph of $G^{\prime}$ with $10^{5} \log ^{2} n \leqslant r_{G} \leqslant r_{G^{\prime}}$. Let $x_{0}$ be a vertex of $G$ and let $H$ be formed from $G$ by removing all of the edges of $G$ incident to $x_{0}$. Let $\mathcal{F}$ be a collection of edge-disjoint 2-factors $F_{1}, F_{2}, \ldots, F_{m}$ of $G^{\prime}$, such that each $F_{i}$ is edge-disjoint from $H$ and $c(\mathcal{F}) \leqslant \frac{4 n r_{G}^{2}}{r_{G^{\prime}} \log ^{3} n}$. Then we can merge the cycles of each $F_{i}$ into a Hamilton cycle $C_{i}$ using the edges of $H$, such that the $C_{i}$ 's are pairwise edge-disjoint. (Recall that merging was defined in the paragraph before Corollary 2.3.56.)

Proof. We merge cycles by repeatedly applying Lemma 2.3.57. During this process we will remove certain edges from $H$ (namely those which lie in the new 2-factor obtained by Lemma 2.3.57) and add certain edges to $H$ (namely those edges which are removed from the old 2 -factor in Lemma 2.3.57 to obtain the new one). Let $H^{\prime}$ denote the 'current' version of $H$ (so $H$ always denotes the original version).

We use Lemma 2.3.57 repeatedly to reduce $c\left(F_{i}\right)$ until $c\left(F_{i}\right)=1$, i.e., $F_{i}$ is a Hamilton cycle for each $i$. We make use of the fact that on average at most $5 \log n / \log \log n$ edges of $H^{\prime}$ are used by Lemma 2.3.57 for each cycle that needs to be merged. So

$$
\left|E(H) \backslash E\left(H^{\prime}\right)\right|=\left|E\left(H^{\prime}\right) \backslash E(H)\right| \leqslant \frac{5 c(\mathcal{F}) \log n}{\log \log n} \leqslant \frac{r_{G}^{2} n}{2500 r_{G^{\prime}} \log ^{2} n},
$$

and hence (2.3.48) is satisfied throughout the process.

### 2.3.6 Completing the proof

In this section we combine our results to prove Theorem 1.3.5. Roughly speaking, the following lemma states that given a graph $H_{0}$ which is close to being pseudorandom and given about $\log n$ pseudorandom graphs $H_{1}, \ldots, H_{2 t+1}$, we can find a set of edge-disjoint Hamilton cycles in the union of these graphs which cover all of the edges of $H_{0}$. While the $H_{i}$ cannot be too sparse, they need not be as dense as $H_{0}$. The point is that the remaining 'uncovered' graph is much sparser than $H_{0}$ and is also not too far from being pseudorandom. In the proof of Theorem 2.3.62 we apply this lemma three times in succession to obtain an uncovered graph which is very sparse.

Lemma 2.3.60 Let $p_{0} \geqslant \log ^{14} n / n$, and let $p_{1} \geqslant\left(\left(n p_{0}\right)^{3} \log ^{10} n\right)^{1 / 4} / n$. Let $t=\frac{\log \left(n^{2} p_{1}\right)}{\log \log n}$ and let $p_{2}, \ldots, p_{2 t+1}$ be positive reals such that $p_{i}=p_{1}$ for odd $i$ and $p_{i}=10^{10} p_{1}$ for even $i$. Let $G_{0}$ be a $p_{0}$-pseudorandom graph on $n$ vertices. Suppose that $G_{i}$ is a $p_{i}$-pseudorandom spanning subgraph of $G_{0}$, and let $H_{i}$ be an even-regular spanning subgraph of $G_{i}$ such that $\delta\left(G_{i}\right)-1 \leqslant \delta\left(H_{i}\right) \leqslant \delta\left(G_{i}\right)$, for each $1 \leqslant i \leqslant 2 t+1$. Suppose that the graphs $G_{i}$ are pairwise edge-disjoint for $1 \leqslant i \leqslant 2 t+1$ and let $H_{0}$ be an even-regular spanning subgraph of $G_{0}$ which is edge-disjoint from $\bigcup_{i=1}^{2 t+1} H_{i}$. Then there exists a collection $\mathcal{H C}$ of edge-disjoint Hamilton cycles such that $H_{0} \subseteq \bigcup \mathcal{H C} \subseteq \bigcup_{i=0}^{2 t+1} H_{i}$.

Formally the assumption $p_{0} \geqslant \log ^{14} n / n$ can be omitted. It is included for clarity since if $p_{0}$ is significantly smaller then $p_{0} \leqslant \sum_{i=1}^{2 t+1} p_{i}$ and so the lemma becomes vacuous.

To prove Lemma 2.3.60 we first decompose $H_{0}$ into 2-factors which on average have few cycles. We then use edges of $H_{1}$ to transform these 2-factors into Hamilton cycles. Because edges are exchanged between $H_{1}$ and the 2-factors there will still be some edges of $H_{0}$ left uncovered (the 'bad' edges). We decompose $H_{1}^{\prime} \cup H_{2}$ (where $H_{1}^{\prime}$ is the leftover of $H_{1}$ and $H_{0}$ ) into 2-factors with few cycles and then use $H_{3}$ to transform them into Hamilton cycles (we cannot decompose $H_{1}^{\prime}$ on its own since it is no longer close to being
pseudorandom). Again some edges of $H_{0}$ will be left uncovered, but we can guarantee that the number of such edges will be reduced (by a factor of about $\log n$ ). After about $\log n / \log \log n$ iterations we arrive at a leftover graph which contains no edges of $H_{0}$, i.e., all of the edges of $H_{0}$ are covered.

Proof. [Proof of Lemma 2.3.60] Note that $p_{1} \geqslant \log ^{13} n / n$. Corollary 2.3.26 with $G=G_{0}$ and $H=H_{0}$ implies that $H_{0}$ can be decomposed into a collection $\mathcal{F}_{1}$ of 2-factors such that $c\left(\mathcal{F}_{1}\right) \leqslant 3 n \sqrt{n p_{0} \log ^{3} n}$. Since

$$
\begin{equation*}
c\left(\mathcal{F}_{1}\right) \cdot n p_{0} \log ^{3} n \leqslant 4 n\left(n p_{0} \log ^{3} n\right)^{3 / 2} \leqslant 4 n\left(n p_{1}\right)^{2}, \tag{2.3.61}
\end{equation*}
$$

we may apply Corollary 2.3 .56 with $G^{\prime}=G_{0}, G=G_{1}, H=H_{1}, \mathcal{F}=\mathcal{F}_{1}$ and $E_{b a d}=\emptyset$. This allows us to merge the cycles of each 2 -factor of $\mathcal{F}_{1}$ to form a collection of edgedisjoint Hamilton cycles. Let $H_{1}^{\prime} \subseteq H_{0} \cup H_{1}$ be the leftover graph from Corollary 2.3.56 (as defined after the proof of Corollary 2.3.56), and let $E_{\text {bad }}=E\left(H_{1}^{\prime}\right) \cap E\left(H_{0}\right)$. Note that $\left|E_{\text {bad }}\right| \leqslant\left|E\left(H_{1}^{\prime}\right)\right|=\left|E\left(H_{1}\right)\right| \leqslant n^{2} p_{1} / 2$.

Now $H_{1}^{\prime}$ is even-regular with degree at most $n p_{1}$, and $n p_{1}+1+10^{6} n p_{1} / 2 \leqslant n p_{2} / 5000$. Hence we may apply Corollary 2.3.30 with $G=G_{2}, H=H_{2}$ and $H^{\prime}=H_{1}^{\prime}$ to obtain a decomposition $\mathcal{F}_{2}$ of $H_{1}^{\prime} \cup H_{2}$ into 2-factors, such that $c\left(\mathcal{F}_{2}\right) \leqslant 4 n \sqrt{n p_{2} \log ^{3} n}$ and $E(F) \cap E_{\text {bad }}$ is a matching of size at most $n / 10^{6}$ for each $F \in \mathcal{F}_{2}$.

By (2.3.61) (noting that $p_{1}=p_{3}$ ) we may apply Corollary 2.3 .56 with $G^{\prime}=G_{0}, G=G_{3}$, $H=H_{3}, \mathcal{F}=\mathcal{F}_{2}$ and $E_{\text {bad }}=E_{\text {bad }}$. This yields another collection of edge-disjoint Hamilton cycles and a leftover graph $H_{3}^{\prime}$. Furthermore, if we redefine $E_{b a d}=E\left(H_{3}^{\prime}\right) \cap E\left(H_{0}\right)$, then $\left|E_{b a d}\right|$ is reduced by a factor of $\log n$.

We now repeat this process a further $t-1$ times, using up the graphs $H_{4}, H_{5}, \ldots$, $H_{2 t+1}$. Now we have $\left|E\left(H_{2 t+1}^{\prime}\right) \cap E\left(H_{0}\right)\right| \leqslant \frac{n^{2} p_{1}}{2(\log n)^{t}}<1$, i.e., $E\left(H_{2 t+1}^{\prime}\right) \cap E\left(H_{0}\right)=\emptyset$. Let $\mathcal{H C}$ be the union of all the collections of Hamilton cycles produced by this process and
note that $H_{0} \subseteq \bigcup \mathcal{H C} \subseteq \bigcup_{i=0}^{2 t+1} H_{i}$.

Before proving Theorem 1.3.5, we state a 'pseudorandom' version of the theorem. The conditions in this version are significantly more complicated than those of Theorem 1.3.5; however, it has the advantage of being entirely deterministic and we believe it to be of independent interest.

Theorem 2.3.62 Let $\log ^{50} n / n \leqslant p_{0} \leqslant 1-n^{-1 / 4} \log ^{9} n$. Let

$$
\begin{align*}
& p_{2}=\frac{\left(n p_{0}\right)^{3 / 4} \log ^{7 / 2} n}{n}, p_{3}=\frac{\left(n p_{2}\right)^{3 / 4} \log ^{7 / 2} n}{n}, \\
& p_{4}=\frac{\left(n p_{3}\right)^{3 / 4} \log ^{7 / 2} n}{n}, p_{5}=\frac{\sqrt{n p_{0}\left(1-p_{0}\right)}}{n \log ^{3 / 4} n} \tag{2.3.63}
\end{align*}
$$

and $p_{1}=p_{0}-p_{2}-p_{3}-p_{4}-p_{5}$. For $i=2,3,4$ let

$$
m_{i}=\frac{2 \log \left(n^{2} p_{i}\right)}{\log \log n}
$$

For $1 \leqslant j \leqslant 2 t_{i}+1$ let $p_{(i, j)}=\frac{p_{i}}{\left(10^{10}+1\right) m_{i}+1}$ if $j$ is odd and $p_{(i, j)}=\frac{10^{10} p_{i}}{\left(10^{10}+1\right) m_{i}+1}$ if $j$ is even.
Let $G_{0}$ be a $p_{0}$-pseudorandom graph on $n$ vertices. Suppose that $G_{0}$ has a decomposition into graphs $G_{1}, G_{2}, G_{3}, G_{4}, G_{5}$, and that $G_{i}$ has a decomposition into graphs $G_{(i, 1)}, G_{(i, 2)}, \ldots, G_{\left(i, 2 t_{i}+1\right)}$ for $i=2,3,4$, such that the following conditions hold:
(i) $G_{i}$ is $p_{i}$-pseudorandom for each $1 \leqslant i \leqslant 5$,
(ii) $G_{(i, j)}$ is $p_{(i, j)}$-pseudorandom for $i=2,3,4$ and $1 \leqslant j \leqslant 2 t_{i}+1$,
(iii) $G_{i} \cup G_{i+1}$ is $\left(p_{i}+p_{i+1}\right)$-pseudorandom for $i=2,3,4$, and
(iv) $G_{0}$ is $4 u$-jumping where

$$
\begin{equation*}
u=2 n p_{5}=\frac{2 \sqrt{n p_{0}\left(1-p_{0}\right)}}{\log ^{3 / 4} n} \tag{2.3.64}
\end{equation*}
$$

## Then $G_{0}$ has property $\mathcal{H}$.

For the moment we will assume the truth of Theorem 2.3.62 and use it to prove Theorem 1.3.5.

Proof. [Proof of Theorem 1.3.5] Let $p_{0}=p$ and let $G_{0} \sim G_{n, p}$. Define as in the statement of Theorem 2.3.62 the real numbers $p_{i}$ for $1 \leqslant i \leqslant 5$, integers $t_{i}$ for $i=2,3,4$, and reals $p_{(i, j)}$ for $i=2,3,4$ and $1 \leqslant j \leqslant 2 t_{i}+1$.

Form graphs $G_{1}, G_{5}$ and $G_{(i, j)}$ for $i=2,3,4$ and $1 \leqslant j \leqslant 2 t_{i}+1$ as follows: For each edge $e$ of $G_{0}$, place $e$ in $G_{1}$ with probability $p_{1} / p_{0}$, in $G_{5}$ with probability $p_{5} / p_{0}$, and in $G_{(i, j)}$ with probability $p_{(i, j)} / p_{0}$ for each $i=2,3,4$ and $1 \leqslant j \leqslant 2 t_{i}+1$. Let $G_{i}=\bigcup_{j=1}^{2 t_{i}+1} G_{(i, j)}$ for $i=2,3,4$.

Note that $p_{i}=o\left(p_{0}\right)$ for $i=2,3,4,5$ and that

$$
\begin{equation*}
n p_{5} \geqslant \log ^{24} n, n p_{i} \geqslant \log ^{14} n \text { and } n p_{(i, j)} \geqslant \log ^{13} n \tag{2.3.65}
\end{equation*}
$$

for $i=2,3,4$, where the second inequality holds since $x \geqslant \log ^{14} n$ implies that $x^{3 / 4} \log ^{7 / 2} n \geqslant$ $\log ^{14} n$. Thus the bounds on each $p_{i}$ and $p_{(i, j)}$ in Lemma 2.3.13 hold, and hence Lemma 2.3.13 implies that $G_{0}$ is $p_{0}$-pseudorandom and that conditions (i), (ii) and (iii) of Theorem 2.3.62 hold whp. Moreover, condition (iv) holds whp by Lemma 2.3.14. Hence Theorem 2.3.62 implies that $G_{0}$ has property $\mathcal{H}$.

It remains to prove Theorem 2.3.62.

Proof. [Proof of Theorem 2.3.62] Recall from the proof of Theorem 1.3.5 that $p_{i}=o\left(p_{0}\right)$ for $i=2,3,4,5$. Thus

$$
\begin{equation*}
p_{1}=(1-o(1)) p_{0} . \tag{2.3.66}
\end{equation*}
$$

Note also that (2.3.65) holds and

$$
\begin{equation*}
n p_{4}=\left(n p_{0}\right)^{27 / 64} \log ^{\frac{7}{2}\left(1+\frac{3}{4}+\frac{9}{16}\right)} \leqslant\left(n p_{0}\right)^{27 / 64} \log ^{49 / 6} n . \tag{2.3.67}
\end{equation*}
$$

Let $x_{0}$ be the vertex of $G_{0}$ of minimum degree. If $\delta\left(G_{0}\right)$ is odd, then at this point we use Lemma 2.3.18(i) to remove an optimal matching $M_{O p t}$ which covers $x_{0}$ from $G_{1}$, and let $G_{1}^{\prime}$ be the remainder. If $\delta\left(G_{0}\right)$ is even then let $G_{1}^{\prime}=G_{1}$ and $M_{O p t}=\emptyset$.

Form $H_{5}$ from $G_{5}$ by removing all of the edges incident to $x_{0}$, and add the removed edges to $G_{1}^{\prime}$. For each $G_{(i, j)}$, apply Lemma 2.3.18(ii) with $u=0$ to form a regular spanning subgraph $H_{(i, j)}$ whose degree is either $\delta\left(G_{(i, j)}\right)$ (if $\delta\left(G_{(i, j)}\right)$ is even) or $\delta\left(G_{(i, j)}\right)-1$ (otherwise). If there are edges of $G_{(i, j)} \backslash H_{(i, j)}$ which are incident to $x_{0}$, move these edges into $G_{1}^{\prime}$. Let $H_{i}=\bigcup_{j=1}^{2 t_{i}+1} H_{(i, j)}$ for $i=2,3,4$. Now all edges of $G_{0}$ which are incident to $x_{0}$ lie in $G_{1}^{\prime} \cup H_{2} \cup H_{3} \cup H_{4} \cup M_{O p t}$, i.e.,

$$
\begin{equation*}
d_{G_{0}}\left(x_{0}\right)=d_{G_{1}^{\prime}}\left(x_{0}\right)+d_{H_{2}}\left(x_{0}\right)+d_{H_{3}}\left(x_{0}\right)+d_{H_{4}}\left(x_{0}\right)+d_{M_{O p t}}\left(x_{0}\right) . \tag{2.3.68}
\end{equation*}
$$

Let $\sum_{i, j}$ denote the summation $\sum_{i=2}^{4} \sum_{j=1}^{2 t_{i}+1}$. Note that (2.3.68) implies that

$$
\begin{equation*}
d_{G_{1}}\left(x_{0}\right)-1 \leqslant d_{G_{1}^{\prime}}\left(x_{0}\right) \leqslant \delta\left(G_{0}\right)-2 \sum_{i, j}\left\lfloor\delta\left(G_{(i, j)}\right) / 2\right\rfloor \leqslant \delta\left(G_{0}\right)-\sum_{i, j}\left(\delta\left(G_{(i, j)}\right)-1\right) . \tag{2.3.69}
\end{equation*}
$$

The next claim shows that the number of edges incident to $x_{0}$ which we added to $G_{1}$ to form $G_{1}^{\prime}$ is at most $u$.

## Claim 1:

$$
\begin{equation*}
\Delta\left(G_{5}\right)+\sum_{i, j}\left(\Delta\left(G_{(i, j)}\right)-\delta\left(G_{(i, j)}\right)+1\right) \leqslant u \tag{2.3.70}
\end{equation*}
$$

Indeed, by Definition 2.3.5(c) we have that

$$
\Delta\left(G_{5}\right) \leqslant n p_{5}+2 \sqrt{n p_{5} \log n} \leqslant \frac{4 n p_{5}}{3} \stackrel{(2.3 .64)}{=} \frac{2 u}{3}
$$

Further, note that

$$
\begin{equation*}
\left(5 \log ^{4} n\right)^{8} \leqslant n p_{0}\left(1-p_{0}\right)^{4} \tag{2.3.71}
\end{equation*}
$$

Also, Definition 2.3.5(c) implies that

$$
\Delta\left(G_{(2, j)}\right)-\delta\left(G_{(2, j)}\right) \leqslant 4 \sqrt{n p_{(2, j)} \log n} \leqslant 4 \sqrt{n p_{2} \log n}
$$

for each $1 \leqslant j \leqslant 2 t_{2}+1$. Hence using $t_{2}=o(\log n)$, we have

$$
\begin{aligned}
\sum_{j=1}^{2 t_{2}+1}\left(\Delta\left(G_{(2, j)}\right)-\delta\left(G_{(2, j)}\right)+1\right) & \leqslant 4\left(2 t_{2}+1\right)\left(\sqrt{n p_{2} \log n}+1\right) \\
& \leqslant \log n \sqrt{n p_{2} \log n}=\log ^{13 / 4} n\left(n p_{0}\right)^{3 / 8} \\
& \stackrel{(2.3 .71)}{\leqslant} \frac{\sqrt{n p_{0}\left(1-p_{0}\right)}}{5 \log ^{3 / 4} n}=\frac{n p_{5}}{5} \stackrel{(2.3 .64)}{=} \frac{u}{10} .
\end{aligned}
$$

Similarly

$$
\sum_{j=1}^{2 t_{i}+1}\left(\Delta\left(G_{(i, j)}\right)-\delta\left(G_{(i, j)}\right)+1\right) \leqslant \log n \sqrt{n p_{i} \log n} \leqslant \frac{u}{10}
$$

for $i=3,4$. Thus the left-hand side of (2.3.70) is at most $2 u / 3+3(u / 10) \leqslant u$, which proves the claim.

Claim 2: Each $x \neq x_{0}$ satisfies $d_{G_{1}}(x) \geqslant d_{G_{1}}\left(x_{0}\right)+2 u$.

In other words, $x_{0}$ is the vertex of minimum degree in $G_{1}$ and $G_{1}$ is $2 u$-jumping. To prove Claim 2, recall our assumption that $G_{0}$ is $4 u$-jumping. Hence we have

$$
\begin{aligned}
d_{G_{1}}(x) & \geqslant \delta\left(G_{0}\right)+4 u-\Delta\left(G_{5}\right)-\sum_{i, j} \Delta\left(G_{(i, j)}\right) \\
& \stackrel{(2.3 .70)}{\geqslant} \delta\left(G_{0}\right)-\sum_{i, j}\left(\delta\left(G_{(i, j)}\right)-1\right)+3 u \stackrel{(2.3 .69)}{\geqslant} d_{G_{1}}\left(x_{0}\right)-1+3 u \geqslant d_{G_{1}}\left(x_{0}\right)+2 u,
\end{aligned}
$$

which proves the claim.

Since each $H_{(i, j)}$ is even-regular and since $M_{O p t}$ covers $x_{0}$ if and only if $d_{G_{0}}\left(x_{0}\right)$ is odd, (2.3.68) implies that $d_{G_{1}^{\prime}}\left(x_{0}\right)$ is even. Also recall that the number of edges added to $G_{1}$ at the vertex $x_{0}$ (after removing $M_{O p t}$ ) to form $G_{1}^{\prime}$ is at most the left-hand side of (2.3.70), and hence is at most $u$. So $x_{0}$ is the vertex of minimum degree in $G_{1}^{\prime}$. Moreover, since $1-p_{0}<1-p_{1}$,

$$
u \stackrel{(2.3 .64),(2.3 .66)}{\leqslant} \frac{2 \sqrt{n \cdot 2 p_{1}\left(1-p_{1}\right)}}{\log ^{3 / 4} n} \leqslant 4 \sqrt{n p_{1}\left(1-p_{1}\right)} .
$$

Hence we may apply Lemma 2.3.18 with $G=G_{1}$ and $G^{\prime}=G_{1}^{\prime}$ to form a regular spanning subgraph $H_{1}$ of $G_{1}^{\prime}$ with degree $\delta\left(G_{1}^{\prime}\right)=d_{G_{1}^{\prime}}\left(x_{0}\right)$. Note that $H_{1}$ contains every edge of $G_{1}^{\prime}$ incident to $x_{0}$.

By Lemma 2.3.60 where $p_{0}=p_{0}, p_{j}=p_{(2, j)}$ for $1 \leqslant j \leqslant 2 t_{2}+1, G_{0}=G_{0}, H_{0}=H_{1}$, $G_{j}=G_{(2, j)}$, and $H_{j}=H_{(2, j)}$ for $1 \leqslant j \leqslant 2 t_{2}+1$, there exists a collection $\mathcal{H C}_{1}$ of edgedisjoint Hamilton cycles in $H_{1} \cup H_{2}$ which cover the edges of $H_{1}$. Let $H_{2}^{\prime}$ be the graph formed by the edges of $\mathrm{H}_{2}$ which are not contained in one of these Hamilton cycles.

Applying Lemma 2.3.60 again with $p_{0}=p_{2}+p_{3}, p_{j}=p_{(3, j)}$ for $1 \leqslant j \leqslant 2 t_{3}+1$, $G_{0}=G_{2} \cup G_{3}, H_{0}=H_{2}^{\prime}, G_{j}=G_{(3, j)}$, and $H_{j}=H_{(3, j)}$, we obtain a collection $\mathcal{H C}_{2}$ of edge-disjoint Hamilton cycles in $H_{2}^{\prime} \cup H_{3}$ which cover $H_{2}^{\prime}$. Let $H_{3}^{\prime}$ be the graph formed by the edges of $H_{3}$ which are not covered by one of the Hamilton cycles.

Applying Lemma 2.3.60 again with $p_{0}=p_{3}+p_{4}, p_{j}=p_{(4, j)}$ for $1 \leqslant j \leqslant 2 t_{4}+1$, $G_{0}=G_{3} \cup G_{4}, H_{0}=H_{3}^{\prime}, G_{j}=G_{(4, j)}$, and $H_{j}=H_{(4, j)}$, we obtain a collection $\mathcal{H C} \mathcal{C}_{3}$ of edge-disjoint Hamilton cycles in $H_{3}^{\prime} \cup H_{4}$ which cover $H_{3}^{\prime}$. Let $H_{4}^{\prime}$ be the graph formed by the edges of $H_{4}$ which are not covered by one of the Hamilton cycles.

Note that $H_{4}^{\prime}$ is a subgraph of $G_{4}$. Hence by Corollary 2.3.26 we can find a decomposition $\mathcal{F}$ of $H_{4}^{\prime}$ into 2-factors such that $c(\mathcal{F}) \leqslant 3 n \sqrt{n p_{4} \log ^{3} n}$. Now we claim that

$$
\begin{equation*}
36\left(n p_{4}\right)^{3} \log ^{9} n \leqslant\left(n p_{5}\right)^{4} \tag{2.3.72}
\end{equation*}
$$

To prove (2.3.72), note that $\left(n p_{5}\right)^{4}=\left(n p_{0}\left(1-p_{0}\right)\right)^{2} / \log ^{3} n$. So by (2.3.67) it suffices to prove that $36\left(n p_{0}\right)^{81 / 64} \log ^{67 / 2} n \leqslant\left(n p_{0}\left(1-p_{0}\right)\right)^{2} / \log ^{3} n$, or equivalently that $\left(n p_{0}\right)^{47 / 64}(1-$ $\left.p_{0}\right)^{2} \geqslant 36 \log ^{73 / 2} n$. But if $p_{0} \leqslant 1 / 2$ then we have

$$
\left(n p_{0}\right)^{47 / 64}\left(1-p_{0}\right)^{2} \geqslant\left(n p_{0}\right)^{47 / 64} / 4 \geqslant\left(\log ^{50} n\right)^{47 / 64} / 4 \geqslant 36 \log ^{73 / 2} n
$$

and if $p_{0} \geqslant 1 / 2$ then

$$
\left(n p_{0}\right)^{47 / 64}\left(1-p_{0}\right)^{2} \geqslant n^{47 / 64}\left(n^{-1 / 4}\right)^{2} / 2 \geqslant 36 \log ^{73 / 2} n
$$

with room to spare, which proves (2.3.72).
It follows immediately from (2.3.72) that if $p_{5} \leqslant p_{4}$, then

$$
c(\mathcal{F}) \leqslant 3 n \sqrt{n p_{4} \log ^{3} n} \leqslant \frac{n\left(n p_{5}\right)^{2}}{2 n p_{4} \log ^{3} n} \leqslant \frac{n\left(n p_{5}\right)^{2}}{n\left(p_{4}+p_{5}\right) \log ^{3} n} .
$$

On the other hand if $p_{5} \geqslant p_{4}$, then

$$
c(\mathcal{F}) \leqslant 3 n \sqrt{n p_{4} \log ^{3} n} \leqslant 3 n \sqrt{n p_{5} \log ^{3} n} \leqslant \frac{n\left(n p_{5}\right)}{2 \log ^{3} n} \leqslant \frac{n\left(n p_{5}\right)^{2}}{n\left(p_{4}+p_{5}\right) \log ^{3} n}
$$

Hence in either case we can apply Corollary 2.3 .59 with $G^{\prime}=G_{4} \cup G_{5}, G=G_{5}, H=H_{5}$ and $\mathcal{F}=\mathcal{F}$ to obtain a collection $\mathcal{H C}_{4}$ of edge-disjoint Hamilton cycles in $H_{4}^{\prime} \cup H_{5}$ which cover $H_{4}^{\prime}$. Now let $\mathcal{H C}=\mathcal{H C}_{1} \cup \mathcal{H C}_{2} \cup \mathcal{H C}_{3} \cup \mathcal{H C} \mathcal{C}_{4}$. Observe that $\mathcal{H C}$ covers every edge of $H_{1}, H_{2}, H_{3}$ and $H_{4}$. But recall that every edge of $G_{0}$ incident to $x_{0}$ is contained in either $H_{1}, H_{2}, H_{3}, H_{4}$ or $M_{O p t}$. Hence $\mathcal{H C}$ contains exactly $\left\lfloor d_{G_{0}}\left(x_{0}\right) / 2\right\rfloor=\left\lfloor\delta\left(G_{0}\right) / 2\right\rfloor$ Hamilton cycles.

Note that the only place where we use the full strength of the condition on $p_{0}$ is in the proof of (2.3.71) and (2.3.72). Also note that if we omit one of the iterations (i.e., if instead of defining $p_{4}, G_{4}$ and $H_{4}$ we simply use $H_{5}$ to finish the decomposition of $H_{3}^{\prime}$ ) then the proof of Theorem 1.3.5 still works as long as $\log ^{125} n / n \leqslant p \leqslant 1-n^{-1 / 7}$ (say). On the other hand, we could have improved the lower bound on $p$ in Theorem 1.3.5 somewhat by adding extra iterations. However, even a large number of iterations will only reduce the lower bound to approximately $\log ^{30} n / n$, and in view of the result of [90], it is not necessary to reduce the exponent further in any case.

## Chapter 3

## Embedding spanning bipartite

## GRAPHS OF SMALL BANDWIDTH

### 3.1 Preliminaries

### 3.1.1 Notation

In this chapter, we use slightly different notation to that of Chapter 2. Specifically, given $S \subseteq V(G)$ we define $N(S):=\bigcup_{v \in S} N(v)$ (and not the 'external neighbourhood', as in Chapter 2).

### 3.1.2 Degree sequence and Ore-type conditions forcing robust expansion

In this section we show that Theorem 1.4.8 implies Theorem 1.4.4 and that Theorem 1.4.4 implies Theorem 1.4.5. The remainder of the chapter is devoted to proving Theorem 1.4.8 directly.

The following result is an immediate consequence of Lemma 13 from [87].

Lemma 3.1.1 ([87]) Given positive constants $\tau \ll \eta<1$ there exists an integer $n_{0}$ such
that whenever $G$ is a graph on $n \geq n_{0}$ vertices with

$$
d_{i} \geqslant i+\eta n \text { or } d_{n-i-\eta n} \geqslant n-i \text { for all } i<n / 2
$$

then $\delta(G) \geq \eta n$ and $G$ is a robust $\left(\tau^{2}, \tau\right)$-expander.

Notice that Lemma 3.1.1 together with Theorem 1.4.8 implies Theorem 1.4.4. We now show that Theorem 1.4.4 implies Theorem 1.4.5.

Lemma 3.1.2 Let $0<\gamma<1 / 2$. Suppose $G$ is a graph on $n$ vertices such that, for all non-adjacent $x \neq y \in V(G)$,

$$
d(x)+d(y) \geqslant(1+2 \gamma) n .
$$

Let $d_{1} \leqslant \ldots \leqslant d_{n}$ denote the degree sequence of $G$. Then

$$
d_{i} \geqslant i+\gamma n \text { or } d_{n-i-\gamma n} \geqslant n-i \text { for all } i<n / 2 .
$$

Proof. Firstly note that for $(1-\gamma) n / 2 \leqslant i<n / 2$ we wish to show that either $d_{n-i^{\prime}-\gamma_{n}} \geqslant$ $n-i^{\prime}$ or $d_{i^{\prime}} \geqslant i^{\prime}+\gamma n$, where $i^{\prime}:=n-i-\gamma n$. Notice that $n / 2-\gamma n<i^{\prime} \leqslant n / 2-\gamma n / 2$. Thus, it suffices to only consider $i$ such that $1 \leqslant i \leqslant(1-\gamma) n / 2$.

Suppose there is some $1 \leqslant i \leqslant(1-\gamma) n / 2$ such that the statement does not hold. Then there is a set $A$ of $i$ vertices, each of degree less than $i+\gamma n \leqslant n / 2+\gamma n / 2$. So for any $x, y \in A, d(x)+d(y)<(1+2 \gamma) n$ and hence $G[A]$ is a clique. Set $B:=V(G) \backslash A$. Note that $e_{G}(A, B)<(\gamma n+1) i$. Hence, there is a vertex $x \in B$ that receives less than $\min \{\gamma n+1, i\}$ edges from $A$. Therefore, there is a vertex $y \in A$ such that $x y \notin E(G)$. Thus, $d(x)+d(y)<(n-i-1+\gamma n+1)+(i+\gamma n) \leqslant(1+2 \gamma) n$, contradicting our assumption.

### 3.2 Outline of the proof of Theorem 1.4.8

### 3.2.1 Proof overview

The overall strategy is similar to that of the proof of Theorem 1.4.1 in [22]. Indeed, as in [22] the proof is split into two main lemmas; the Lemma for $G$ and the Lemma for $H$. However, many of the methods used in [22] break down in our setting, as detailed in the remainder of this section, so our argument proceeds somewhat differently.

The role of the Lemma for $G$ (Lemma 3.6.1) is to obtain some special structure within $G$ so that it will be suitable for embedding $H$ into; By applying Theorem 1.4.7, we show that $G$ contains a spanning subgraph $G^{\prime}$ which 'looks' like the blow-up of a cycle $C=V_{1} V_{2} \ldots V_{2 k} V_{1}$. (This structure is somewhat simpler than in the corresponding lemma in [22].) More precisely, there is a partition $V_{1}, \ldots, V_{2 k}$ of $V(G)$ such that:
(i) $\left(V_{2 i-1}, V_{2 i}\right)_{G^{\prime}}$ is a 'super-regular' pair of density at least $d>0$ for each $1 \leqslant i \leqslant k$;
(ii) $\left(V_{2 i}, V_{2 i+1}\right)_{G^{\prime}}$ is an ' $\varepsilon$-regular' pair of density at least $d$ for each $1 \leqslant i \leqslant k$,
where the density of a pair $(A, B)$ is $e(A, B) /|A||B|$. Furthermore, there are even integers $1 \leqslant i_{1} \neq j_{1} \leqslant 2 k$ such that:
(iii) $\left(V_{i_{1}}, V_{j_{1}}\right)_{G^{\prime}}$ is ' $\varepsilon$-regular' with density at least $d$.
(So $V_{i_{1}} V_{j_{1}}$ can be thought of as a chord of $C$.) Crucially, this partition is 'robust' in the sense that one can modify the sizes of each partition class $V_{i}$ somewhat without essentially destroying the properties (i)-(iii). In [22] the high minimum degree of $G$ allowed this to be done relatively easily. Since in our case $G$ may not have high minimum degree, we rely on the Mobility Lemma (Lemma 3.5.1), which is given in Section 3.5.)

Set $c:=V_{i_{1}} V_{j_{1}}$. The role of the Lemma for $H$ (Lemma 3.7.1) is to construct a graph homomorphism $f$ from $H$ to $C \cup\{c\}$ in such a way that 'most' of the edges of $H$ are
mapped to edges of the form $V_{2 i-1} V_{2 i}$ for some $i$. (Recall that these are the edges which correspond to super-regular pairs in $G^{\prime}$.) The homomorphism $f$ is such that every $V_{i} \in C$ receives roughly $\left|V_{i}\right|$ vertices of $H$. So $f$ can be viewed as a 'guide' as to which vertex class $V_{i} \subseteq V(G)$ each vertex from $H$ is embedded into. In [22], an argument using colourings was used to obtain a different structure, which would not be compatible with our Lemma for $G$. Here we instead use a randomised algorithm to obtain our desired homomorphism. In particular, since the partition $V_{1}, \ldots, V_{2 k}$ is 'robust', we can alter the sizes of the classes $V_{i}$ such that (i)-(iii) still hold and so that now $\left|f^{-1}\left(V_{i}\right)\right|=\left|V_{i}\right|$ for all $i$. Properties (i)-(iii) then allow us to apply the Blow-up lemma [76] to embed $H$ into $G^{\prime}$ and thus $G$. (Actually we apply a result from [18] which is a consequence of the Blow-up lemma.)

### 3.2.2 Techniques for the Lemma for $G$

In order to obtain the partition $V_{1}, \ldots, V_{2 k}$ of $V(G)$ we modify a partition $V_{0}^{\prime}, V_{1}^{\prime}, \ldots, V_{2 k}^{\prime}$ obtained by applying Szemerédi's Regularity lemma [110] to G. Roughly speaking, $V_{1}^{\prime}, \ldots, V_{2 k}^{\prime}$ will satisfy (i)-(iii). Thus, we need to redistribute the vertices from $V_{0}^{\prime}$ into the other vertex classes whilst retaining these properties. We also require our partition $V_{1}, \ldots, V_{2 k}$ to satisfy $\left|V_{2 i-1}\right| \approx\left|V_{2 i}\right|$ for each $1 \leqslant i \leqslant k$. So we need to redistribute vertices in a 'balanced' way. In the Lemma for $G$ in [22], the minimum degree condition of Theorem 1.4.1 is heavily relied on to achieve this.

However, our graph $G$ may have very small minimum degree. So instead we introduced the notion of a 'shifted $M$-walk' to help us redistribute vertices: Given a perfect matching $M$ in a graph $R$ a shifted $M$-walk is a walk whose edges alternate between edges of $M$ and edges of $R \backslash M$ (see Section 3.4 for the precise definition). Since $G$ is a robust expander, we can find short shifted $M$-walks in a reduced graph $R$ of $G$. (Here, $M$ will be the perfect matching in $R$ that corresponds to the super-regular pairs from (i) above.) These walks act as a 'guide' as to how we redistribute vertices amongst the vertex classes.

### 3.2.3 Techniques for the Lemma for $H$

In [22] the techniques used are actually strong enough to prove a more general result than Theorem 1.4.1 (and so Theorem 1.4.1 is not proved directly). For example, in the case when $r=2$, their result concerns not only bipartite $H$ but also a special class of 3-colourable graphs $H$ where the third colour class is very small (see Theorem 2 in [22] for precise details). One example of such a graph $H$ is a Hamilton cycle $C^{\prime}$ with a chord between two vertices of distance 2 on $C^{\prime} . H$ is 3 -colourable and has bounded bandwidth. However, $H$ cannot be embedded into every graph $G$ satisfying the hypothesis of Theorem 1.4.8. Indeed, consider the graph $G$ defined at the end of Section 1.4.3.

In particular, this means we have to approach the proof of the Lemma for $H$ differently: Since $H$ has bandwidth $o(n)$ we can chop $V(H)$ into small linear sized segments $A_{1}, B_{1}, \ldots, A_{m}, B_{m}$ where all the edges of $H$ lie in pairs of the form $\left(A_{i}, B_{i}\right)_{H}$ and $\left(B_{i}, A_{i+1}\right)_{H}$ and such that $A:=\cup_{i=1}^{m} A_{i}$ and $B:=\cup_{i=1}^{m} B_{i}$ are the colour classes of $H$. Ideally we would want to construct $f$ to map the vertices of $A_{1}$ into $V_{1}$, the vertices of $B_{1}$ into $V_{2}$ and so on, continuing around $C$ many times until all the vertices have been assigned. However, since $|A|$ and $|B|$ may vary widely, this would map vertices in an unbalanced way. That is, the total number of vertices mapped to 'odd' classes $V_{2 i-1}$ would differ widely from the total number of vertices mapped to 'even' classes $V_{2 i}$. We get around this problem by using the chord $c=V_{i_{1}} V_{j_{1}}$ to 'flip' halfway in the process. So after this, vertices from the $B_{i}$ are mapped to 'odd' classes $V_{2 i-1}$ and vertices from the $A_{i}$ are mapped to the 'even' classes $V_{2 i}$. We also 'randomise' part of the mapping procedure to ensure that the number of vertices of $H$ assigned to each $V_{i}$ is approximately $\left|V_{i}\right|$. (A randomisation technique of a similar flavour was used in [89].)

### 3.3 The Regularity Lemma

In the proof of the Lemma for $G$ (Lemma 3.6.1) we will use Szemerédi's Regularity lemma [110]. In this section we will introduce all the information we require about this result. To do this, we firstly introduce some more notation. Recall that the density of a bipartite graph $G$ with vertex classes $A$ and $B$ is defined to be

$$
d(A, B):=\frac{e(A, B)}{|A||B|}
$$

Given any $\varepsilon, d>0$, we say that $G$ is $(\varepsilon, d)$-regular if $d(A, B) \geqslant d$ and, for all sets $X \subseteq A$ and $Y \subseteq B$ with $|X| \geq \varepsilon|A|$ and $|Y| \geq \varepsilon|B|$, we have $|d(A, B)-d(X, Y)|<\varepsilon$. We say that $G$ is $(\varepsilon, d)$-super-regular if additionally every vertex $a \in A$ has at least $d|B|$ neighbours in $B$ and every vertex $b \in B$ has at least $d|A|$ neighbours in $A$. We also say that $(A, B)$ is an $(\varepsilon, d)$-(super-)regular pair. We will frequently use the following simple fact.

Fact 3.3.1 Let $\varepsilon, d>0$. Suppose that $G=(A, B)$ is an $(\varepsilon, d)$-regular pair. Let $B^{\prime} \subseteq B$ be such that $\left|B^{\prime}\right| \geqslant \varepsilon|B|$. Then there are at most $\varepsilon|A|$ vertices in $A$ with fewer than $(d-\varepsilon)\left|B^{\prime}\right|$ neighbours in $B^{\prime}$.

We will also require the next simple proposition which allows us to modify a (super)regular pair without destroying its (super-)regularity (see e.g., [21, Proposition 8]).

Proposition 3.3.2 Let $\alpha, \beta, \varepsilon, \delta>0$ and suppose that $(A, B)$ is an $(\varepsilon, d)$-regular pair. Let $A^{\prime}$ and $B^{\prime}$ be vertex sets with $\left|A^{\prime} \Delta A\right| \leqslant \alpha|A|$ and $\left|B^{\prime} \Delta B\right| \leqslant \beta|B|$. Then ( $\left.A^{\prime}, B^{\prime}\right)$ is an $\left(\varepsilon^{\prime}, d^{\prime}\right)$-regular pair where

$$
\varepsilon^{\prime}:=\varepsilon+3(\sqrt{\alpha}+\sqrt{\beta}) \text { and } d^{\prime}:=d-2(\alpha+\beta) .
$$

If, moreover, $(A, B)$ is $(\varepsilon, d)$-super-regular and each vertex in $A^{\prime}$ has at least $d\left|B^{\prime}\right|$ neigh-
bours in $B^{\prime}$ and each vertex in $B^{\prime}$ has at least $d\left|A^{\prime}\right|$ neighbours in $A^{\prime}$, then $\left(A^{\prime}, B^{\prime}\right)$ is $\left(\varepsilon^{\prime}, d^{\prime}\right)$-super-regular.

We will use the following degree form of Szemerédi's Regularity lemma [110] which can be easily derived from the classical version.

Lemma 3.3.3 (Regularity lemma) For every $\varepsilon>0$ and $k_{0} \in \mathbb{N}$ there exists $K_{0}=$ $K_{0}\left(\varepsilon, k_{0}\right)$ such that for every $d \in[0,1]$ and for every graph $G$ on $n \geqslant K_{0}$ vertices there exists a partition $V_{0}, V_{1}, \ldots, V_{k}$ of $V(G)$ and a spanning subgraph $G^{\prime}$ of $G$, such that the following conditions hold:
(i) $k_{0} \leqslant k \leqslant K_{0}$,
(ii) $d_{G^{\prime}}(x) \geqslant d_{G}(x)-(d+\varepsilon) n$ for every $x \in V(G)$,
(iii) the subgraph $G^{\prime}\left[V_{i}\right]$ is empty for all $1 \leqslant i \leqslant k$,
(iv) $\left|V_{0}\right| \leqslant \varepsilon n$,
(v) $\left|V_{1}\right|=\left|V_{2}\right|=\ldots=\left|V_{k}\right|$,
(vi) for all $1 \leqslant i<j \leqslant k$ either $\left(V_{i}, V_{j}\right)_{G^{\prime}}$ is an $(\varepsilon, d)$-regular pair or $G^{\prime}\left[V_{i}, V_{j}\right]$ is empty.

We call $V_{1}, \ldots, V_{k}$ clusters, $V_{0}$ the exceptional set and the vertices in $V_{0}$ exceptional vertices. We refer to $G^{\prime}$ as the pure graph. The reduced graph $R$ of $G$ with parameters $\varepsilon, d$ and $k_{0}$ is the graph whose vertices are $V_{1}, \ldots, V_{k}$ and in which $V_{i} V_{j}$ is an edge precisely when $\left(V_{i}, V_{j}\right)_{G^{\prime}}$ is $(\varepsilon, d)$-regular.

The following result implies that the property of a graph $G$ being a robust expander is 'inherited' by the reduced graph $R$ of $G$. It is an immediate consequence of Lemma 14 from [87].

Lemma 3.3.4 ([87]) Let $k_{0}, n_{0}$ be positive integers and let $\varepsilon, d, \eta, \nu, \tau$ be positive constants such that $1 / n_{0} \ll \varepsilon \ll d \ll \nu, \tau, \eta<1$ and such that $k_{0} \ll n_{0}$. Let $G$ be a graph on $n \geq n_{0}$ vertices with $\delta(G) \geq \eta n$ and such that $G$ is a robust $(\nu, \tau)$-expander. Let $R$ be the reduced graph of $G$ with parameters $\varepsilon$, $d$ and $k_{0}$. Then $\delta(R) \geq \eta|R| / 2$ and $R$ is a robust ( $\nu / 2,2 \tau)$-expander.

### 3.4 Shifted walks and robust expanders

Let $G$ be a graph containing a perfect matching $M$. A shifted $M$-walk in $G$ with endpoints $a=v_{1}$ and $b=v_{2 \ell}$ is a walk $v_{1} v_{2} \ldots v_{2 \ell}$ in $G$ such that $v_{2 i} v_{2 i+1} \in M$ for every $1 \leqslant i \leqslant \ell-1$ and $v_{2 i-1} v_{2 i} \notin M$ for any $1 \leqslant i \leqslant \ell$. A shifted $M$-walk is simple if it contains each edge of $M$ at most twice. Note that a path containing a single edge $v_{1} v_{2} \notin M$ is a (simple) shifted $M$-walk for any perfect matching $M$.

Lemma 3.4.1 Let $G$ be a graph containing a perfect matching $M$, and let $W$ be a shifted $M$-walk in $G$ with endpoints $a$ and $b$. Then $W$ contains a simple shifted $M$-walk $W^{\prime}$ with endpoints $a$ and $b$.

Proof. We proceed by induction. Let $W=v_{1} \ldots v_{2 \ell}$. If $W$ is already simple then we set $W^{\prime}:=W$; otherwise, there exists an edge $x y \in M$ which appears at least three times in $W$. Let the first three appearances of $x y$ be $v_{i_{1}} v_{i_{1}+1}, v_{i_{2}} v_{i_{2}+1}$ and $v_{i_{3}} v_{i_{3}+1}$ (in order). Now each of $v_{i_{1}}, v_{i_{2}}$ and $v_{i_{3}}$ is either $x$ or $y$, and so without loss of generality we can assume that $v_{i_{1}}=v_{i_{2}}=x$. This yields a shorter shifted $M$-walk $v_{1} \ldots v_{i_{1}} v_{i_{2}+1} \ldots v_{2 \ell}$ whose endpoints are the same as those of $W$. We repeat this process until we obtain a walk in which every edge appears at most twice, and set $W^{\prime}$ to be the walk thus obtained.

Lemma 3.4.2 Let $M$ be a perfect matching in a graph $G$ and let $A \subseteq V(M)$ be a set containing at most one vertex from each edge of $M$. Suppose that $W$ is a shifted $M$-walk
both of whose endpoints lie in $A$. Then $W$ contains a shifted $M$-walk $W^{\prime}$ such that the endpoints of $W^{\prime}$ both lie in $A$ and no other vertices of $W^{\prime}$ lie in $A$.

Proof. Let $W=v_{1} \ldots v_{2 \ell}$. Let $1 \leqslant i_{1} \leqslant \ell$ be minimal such that $v_{2 i_{1}} \in A$, and let $1 \leqslant i_{2} \leqslant i_{1}$ be maximal such that $v_{2 i_{2}-1} \in A$. Now $v_{2 i_{2}-1} v_{2 i_{2}} \ldots v_{2 i_{1}-1} v_{2 i_{1}}$ is the desired shifted $M$-walk.

In the proof of the Lemma for $G$ we will use shifted walks in the reduced graph $R$ of $G$ as a "guide" as to how to redistribute vertices in $G$. Since the reduced graph $R$ will be a robust expander, the following result ensures we can find our desired shifted walks.

Let $G$ be a graph containing a perfect matching $M$, and let $A \subseteq V(G)$. For each $v \in V(G)$, let $v^{\prime} \in V(G)$ be the unique vertex such that $v v^{\prime} \in M$. The shifted Mneighbourhood of $A$ is the set $S N_{M}(A)=\left\{v^{\prime} \mid v \in N(A)\right\}$. $S N_{M}^{r}(A)$ is defined recursively by $S N_{M}^{1}(A):=S N_{M}(A)$ and $S N_{M}^{r}(A):=S N_{M}\left(S N_{M}^{r-1}(A)\right)$ for $r \geqslant 2$.

Lemma 3.4.3 Let $0<\nu \leqslant \tau<\eta \ll 1$ be constants. Suppose $G$ is a graph on $n$ vertices with $\delta(G) \geqslant \eta n$ which is a robust $(\nu, \tau)$-expander, and let $M$ be a perfect matching in $G$. Then for any $a \in V(G)$, $G$ contains a shifted $M$-walk of length at most $3 / \nu$ which both starts and finishes at a.

Proof. The minimum degree condition implies that $\left|S N_{M}(a)\right|=|N(a)| \geqslant \eta n \geqslant \tau n$. Since $G$ is a robust $(\nu, \tau)$-expander,

$$
\left|S N_{M}^{r}(a)\right|=\left|N\left(S N_{M}^{r-1}(a)\right)\right| \geqslant \min \left\{\left|S N_{M}^{r-1}(a)\right|+\nu n,(1-\tau+\nu) n\right\},
$$

for all $r \geqslant 2$. Hence $\left|S N_{M}^{1 / 2 \nu}(a)\right| \geqslant(\tau+1 / 2-\nu) n$ and so

$$
\left|N\left(S N_{M}^{1 / 2 \nu}(a)\right)\right| \geqslant(1 / 2+\tau) n .
$$

Thus, there exists some edge $v v^{\prime} \in M$ such that both $v$ and $v^{\prime}$ lie in $N\left(S N_{M}^{1 / 2 \nu}(a)\right)$. This implies that there exists a shifted $M$-walk $P$ with endpoints $a$ and $v$ and a shifted $M$-walk $P^{\prime}$ with endpoints $a$ and $v^{\prime}$, each of length at most $1 / \nu+1$. Now $P \cup v v^{\prime} \cup P^{\prime}$ forms a shifted $M$-walk of length at most $2 / \nu+3 \leqslant 3 / \nu$ which starts and finishes at $a$.

The next lemma allows us to delete a small number of vertices from a robust expander without essentially destroying this property.

Lemma 3.4.4 Let $0<\alpha<\nu \leqslant \tau \ll 1$ be constants. Suppose that $G$ is a graph on $n$ vertices which is a robust $(\nu, \tau)$-expander and let $S \subseteq V(G)$ be a set of size $\alpha n$. Then $G-S$ is a robust $(\nu-\alpha, \tau+\alpha)$-expander.

Proof. Let $G^{\prime}:=G-S$ and $n^{\prime}:=\left|G^{\prime}\right|$. Consider any $A \subseteq V\left(G^{\prime}\right)$ such that $(\tau+\alpha) n^{\prime} \leqslant$ $|A| \leqslant(1-\tau-\alpha) n^{\prime}$. Set $A^{\prime}:=A \cup S$. Then

$$
\tau n \leqslant(\tau+\alpha) n^{\prime}+\alpha n \leqslant\left|A^{\prime}\right| \leqslant(1-\tau-\alpha) n^{\prime}+\alpha n \leqslant(1-\tau) n .
$$

So $\left|R N_{\nu, G}\left(A^{\prime}\right)\right| \geqslant\left|A^{\prime}\right|+\nu n$. Now every vertex of $R N_{\nu, G}\left(A^{\prime}\right)$ has at least $\nu n$ neighbours in $A^{\prime}$ and since $|S|=\alpha n$, at least $(\nu-\alpha) n \geqslant(\nu-\alpha) n^{\prime}$ of these must lie in $A$. Hence every vertex of $R N_{\nu, G}\left(A^{\prime}\right) \backslash S$ lies in $R N_{\nu-\alpha, G^{\prime}}(A)$, and so $\left|R N_{\nu-\alpha, G^{\prime}}(A)\right| \geqslant\left|A^{\prime}\right|+\nu n-|S| \geqslant$ $|A|+(\nu-\alpha) n^{\prime}$, as desired.

### 3.5 The Mobility Lemma

In order to state our next result we first introduce a slight variant of the notion of a reduced graph, as obtained via Lemma 3.3.3. Let $\varepsilon, \varepsilon^{\prime}, d, d^{\prime}>0$. Suppose that $G$ is a graph and $V_{1}, \ldots, V_{k}$ is a partition of $V(G)$. We say that a graph $R$ is an $(\varepsilon, d)$-reduced graph of $G$ on $V_{1}, \ldots, V_{k}$ if the following holds:

- $V(R)=\left\{V_{1}, \ldots, V_{k}\right\} ;$
- If $V_{i} V_{j} \in E(R)$ then $\left(V_{i}, V_{j}\right)_{G}$ is an $(\varepsilon, d)$-regular pair (for all $1 \leqslant i \neq j \leqslant k$ ).

Suppose $V_{1}^{\prime}, \ldots, V_{k}^{\prime}$ is another partition of $V(G)$ and $R$ is as above (in particular, $V(R)=$ $\left.\left\{V_{1}, \ldots, V_{k}\right\}\right)$. We also say that $R$ is an $\left(\varepsilon^{\prime}, d^{\prime}\right)$-reduced graph of $G$ on $V_{1}^{\prime}, \ldots, V_{k}^{\prime}$ if the following holds:

- If $V_{i} V_{j} \in E(R)$ then $\left(V_{i}^{\prime}, V_{j}^{\prime}\right)_{G}$ is an $\left(\varepsilon^{\prime}, d^{\prime}\right)$-regular pair (for all $1 \leqslant i \neq j \leqslant k$ ).

Suppose that $V_{1}, \ldots, V_{k}$ and $V_{1}^{\prime}, \ldots, V_{k}^{\prime}$ are both partitions of the vertex set of a graph $G$. Given a cluster $V=V_{i}$ for some $1 \leqslant i \leqslant k$, we will often denote by $V^{\prime}$ the cluster $V_{i}^{\prime}$. The above definition allows us, after modifying a partition $\left\{V_{1}, \ldots, V_{k}\right\}$ to obtain $\left\{V_{1}^{\prime}, \ldots, V_{k}^{\prime}\right\}$, to continue to refer to the same reduced graph $R$, even though strictly speaking the clusters of $R$ and the parts of the partition are no longer identical.

We will apply the next result in the proof of the Lemma for $G$ (Lemma 3.6.1) so that we can alter a particular partition of a graph $G$ somewhat without destroying the structure of our reduced graph $R$.

Lemma 3.5.1 (Mobility lemma) Let $k \in \mathbb{N}$, and let $\xi, \varepsilon, \varepsilon^{\prime}, d^{\prime}, d$ be positive constants such that

$$
0<\xi \ll 1 / k \ll \varepsilon \ll \varepsilon^{\prime} \ll d^{\prime} \ll d \ll 1 .
$$

Suppose $G$ is a graph on $n$ vertices, $A_{1}, B_{1}, A_{2}, B_{2}, \ldots, A_{k}, B_{k}$ is a partition of $V(G)$ such that $\left|A_{i}\right|,\left|B_{i}\right| \geqslant n / 3 k$ for all $1 \leqslant i \leqslant k$ and $R$ is an $(\varepsilon, d)$-reduced graph on $A_{1}, B_{1}, \ldots, A_{k}, B_{k}$. Let $\left(a_{i}\right)_{i=1}^{k}$ and $\left(b_{i}\right)_{i=1}^{k}$ be integers. Suppose that the following conditions hold:
(i) $R$ contains the Hamilton cycle $C=A_{1} B_{1} A_{2} B_{2} \ldots A_{k} B_{k} A_{1}$;
(ii) $R$ contains an edge $A_{i_{1}} A_{j_{1}}$ for some $i_{1} \neq j_{1}$;
(iii) $R$ contains an edge $B_{i_{2}} B_{j_{2}}$ for some $i_{2} \neq j_{2}$;
(iv) The pair $\left(A_{i}, B_{i}\right)_{G}$ is ( $\left.\varepsilon, d\right)$-super-regular for all $1 \leqslant i \leqslant k$;
(v) $\left|a_{i}\right|,\left|b_{i}\right|<\xi n$ for each $1 \leqslant i \leqslant k$;
(vi) $\sum_{i=1}^{k} a_{i}+\sum_{i=1}^{k} b_{i}=0$;
(vii) $\left|\sum_{i=1}^{k} a_{i}\right|=\left|\sum_{i=1}^{k} b_{i}\right| \leqslant \xi n$.

Then there exists a partition $A_{1}^{\prime}, B_{1}^{\prime}, A_{2}^{\prime}, B_{2}^{\prime}, \ldots, A_{k}^{\prime}, B_{k}^{\prime}$ of $V(G)$ such that $\left|A_{i}^{\prime}\right|=\left|A_{i}\right|+$ $a_{i}$ and $\left|B_{i}^{\prime}\right|=\left|B_{i}\right|+b_{i}$ for each $1 \leqslant i \leqslant k, R$ is an $\left(\varepsilon^{\prime}, d^{\prime}\right)$-reduced graph of $G$ on $A_{1}^{\prime}, B_{1}^{\prime}, A_{2}^{\prime}, B_{2}^{\prime}, \ldots, A_{k}^{\prime}, B_{k}^{\prime}$, and $\left(A_{i}^{\prime}, B_{i}^{\prime}\right)_{G}$ is $\left(\varepsilon^{\prime}, d^{\prime}\right)$-super-regular for each $1 \leqslant i \leqslant k$.

Proof. Without loss of generality we may assume that $\sum_{i=1}^{k} a_{i} \geqslant 0$. (As a consequence of this assumption we will in fact only need the edge $B_{i_{2}} B_{j_{2}}$, and not the edge $A_{i_{1}} A_{j_{1}}$.) Note that by (iii) and Fact 3.3.1 there are at least $(1-\varepsilon)\left|B_{i_{2}}\right| \gg \xi n$ vertices in $B_{i_{2}}$ with at least $(d-\varepsilon)\left|B_{j_{2}}\right|$ neighbours in $B_{j_{2}}$. Pick $\sum_{i=1}^{k} a_{i} \leqslant \xi n$ of these vertices and move them from $B_{i_{2}}$ into $A_{j_{2}}$. Call the resulting sets $B_{i_{2}}^{*}$ and $A_{j_{2}}^{*}$ respectively.

We now perform an iterative procedure which will reassign vertices among the vertex classes $\left(A_{i}\right)_{i=1}^{k}$ and, separately, $\left(B_{i}\right)_{i=1}^{k}$. Initially we define the classes $A_{i}^{*}=A_{i}$ for each $i \neq j_{2}$ and $B_{i}^{*}=B_{i}$ for each $i \neq i_{2}$. Roughly speaking, $A_{i}^{*}$ (or $B_{i}^{*}$ ) will be the current version of $A_{i}$ (or $B_{i}$ ). The choice of how we defined $B_{i_{2}}^{*}$ and $A_{j_{2}}^{*}$ is such that, initially,

$$
\begin{equation*}
\sum_{i=1}^{k}\left|A_{i}^{*}\right|=\sum_{i=1}^{k}\left|A_{i}\right|+\sum_{i=1}^{k} a_{i} \text { and } \sum_{i=1}^{k}\left|B_{i}^{*}\right|=\sum_{i=1}^{k}\left|B_{i}\right|+\sum_{i=1}^{k} b_{i} . \tag{3.5.2}
\end{equation*}
$$

Throughout the procedure we will ensure that (3.5.2) holds. Furthermore, throughout we will ensure that

$$
\begin{equation*}
\left|A_{i}^{*} \Delta A_{i}\right|,\left|B_{i}^{*} \Delta B_{i}\right| \leqslant 5 k \xi n \leqslant \varepsilon\left|A_{i}\right|, \varepsilon\left|B_{i}\right| \tag{3.5.3}
\end{equation*}
$$

for every $1 \leqslant i \leqslant k$. We will also ensure that whenever a vertex $v$ is moved to a cluster $A_{i}^{*}, v$ has at least $(d-\varepsilon)\left|B_{i}\right|$ neighbours in $B_{i}$, and vice versa. We will terminate the
procedure when $\left|A_{i}^{*}\right|=\left|A_{i}\right|+a_{i}$ and $\left|B_{i}^{*}\right|=\left|B_{i}\right|+b_{i}$, and then set $A_{i}^{\prime}:=A_{i}^{*}$ and $B_{i}^{\prime}:=B_{i}^{*}$ for each $1 \leqslant i \leqslant k$.

Each iteration proceeds as follows: Let $1 \leqslant i \leqslant k$ be such that $\left|A_{i}^{*}\right|<\left|A_{i}\right|+a_{i}$ and let $j \neq i$ be such that $\left|A_{j}^{*}\right|>\left|A_{j}\right|+a_{j}$. (Such $i$ and $j$ exist by (3.5.2).) Suppose that $i<j$. Note that (i) implies that $\left(B_{j-1}, A_{j}\right)_{G}$ is an $(\varepsilon, d)$-regular pair. So by (3.5.3) and Fact 3.3.1 there is a vertex $v$ in $A_{j}^{*}$ which has at least $(d-\varepsilon)\left|B_{j-1}\right|$ neighbours in $B_{j-1}$. We move $v$ from $A_{j}^{*}$ to $A_{j-1}^{*}$. Similarly we move one vertex (which need not be $v$ ) from $A_{j-1}^{*}$ to $A_{j-2}^{*}$, and so on until we move one vertex from $A_{i+1}^{*}$ to $A_{i}^{*}$. On the other hand, if $j<i$ we perform the same procedure moving vertices in the same direction as before. That is, we move a vertex from $A_{j}^{*}$ to $A_{j-1}^{*}$ and so on until we move a vertex $A_{2}^{*}$ to $A_{1}^{*}$. Then we move a vertex $A_{1}^{*}$ to $A_{k}^{*}$ and continue until we move a vertex from $A_{i+1}^{*}$ to $A_{i}^{*}$.

Since in each step of the process we only move vertices between the $A_{i}^{*}$, certainly (3.5.2) holds throughout. Now when the procedure terminates we have $\left|A_{i}^{*}\right|=\left|A_{i}\right|+a_{i}$ for all $1 \leqslant i \leqslant k$. It remains to show that (3.5.3) holds. Note that in each step of the iteration we add at most one vertex to each $A_{i}^{*}$ and remove at most one vertex from each $A_{i}^{*}$. Further, in total we need to perform the iterative procedure at most

$$
\sum_{i=1}^{k}\left|a_{i}\right|+\sum_{i=1}^{k} a_{i} \leqslant(k+1) \xi n \leqslant 2 k \xi n
$$

times. (The $\sum_{i=1}^{k} a_{i}$ here comes from the fact that, at the start, we moved $\sum_{i=1}^{k} a_{i}$ vertices from $B_{i_{2}}$ to $A_{j_{2}}$.) Thus, at the end of the procedure $\left|A_{j_{2}}^{*} \Delta A_{j_{2}}\right| \leqslant 5 k \xi n$ and $\left|A_{i}^{*} \Delta A_{i}\right| \leqslant 4 k \xi n$ for all $i \neq j_{2}$. We now set $A_{i}^{\prime}:=A_{i}^{*}$ for each $1 \leqslant i \leqslant k$.

We apply an identical iterative procedure to the $B_{i}^{*}$. However, we now move vertices in the opposite direction to before (so vertices are moved from $B_{j}^{*}$ to $B_{j+1}^{*}$, etc.). Therefore we obtain sets $B_{i}^{\prime}$ such that $\left|B_{i}^{\prime}\right|=\left|B_{i}\right|+b_{i}$ and $\left|B_{i}^{\prime} \Delta B_{i}\right| \leqslant 5 k \xi n$ for all $1 \leqslant i \leqslant k$.

Given any $V W \in E(R),(V, W)_{G}$ is an $(\varepsilon, d)$-regular pair. Since by (3.5.3), $\left|V^{\prime} \Delta V\right|$, $\left|W^{\prime} \Delta W\right| \leqslant \varepsilon|V|, \varepsilon|W|$, Proposition 3.3.2 implies that $\left(V^{\prime}, W^{\prime}\right)_{G}$ is an $\left(\varepsilon^{\prime}, d^{\prime}\right)$-regular pair. So indeed, $R$ is an $\left(\varepsilon^{\prime}, d^{\prime}\right)$-reduced graph of $G$ on $A_{1}^{\prime}, B_{1}^{\prime}, A_{2}^{\prime}, B_{2}^{\prime}, \ldots, A_{k}^{\prime}, B_{k}^{\prime}$. It remains to show that the pair $\left(A_{i}^{\prime}, B_{i}^{\prime}\right)_{G}$ is $\left(\varepsilon^{\prime}, d^{\prime}\right)$-super-regular for every $1 \leqslant i \leqslant k$. By (iv) and (3.5.3), every vertex $v \in A_{i}$ has at least $(d-\varepsilon)\left|B_{i}\right| \geqslant d^{\prime}\left|B_{i}^{\prime}\right|$ neighbours in $B_{i}^{\prime}$. Further, during our iterative procedure we ensured that every vertex $v \in A_{i}^{\prime} \backslash A_{i}$ has at least $(d-\varepsilon)\left|B_{i}\right|$ neighbours in $B_{i}$. Hence (3.5.3) implies that every $v \in A_{i}^{\prime}$ has at least

$$
(d-\varepsilon)\left|B_{i}\right|-\varepsilon\left|B_{i}\right| \geqslant d^{\prime}\left|B_{i}^{\prime}\right|
$$

neighbours in $B_{i}^{\prime}$. Similarly each $w \in B_{i}^{\prime}$ has at least $d^{\prime}\left|A_{i}^{\prime}\right|$ neighbours in $A_{i}^{\prime}$. So $\left(A_{i}^{\prime}, B_{i}^{\prime}\right)_{G}$ is an $\left(\varepsilon^{\prime}, d^{\prime}\right)$-super-regular pair for all $1 \leqslant i \leqslant k$, as desired.

### 3.6 The Lemma for $G$

Lemma 3.6.1 (Lemma for $\boldsymbol{G})$ Let $n_{0} \in \mathbb{N}$ and let $\lambda, \xi, \varepsilon, d, \nu, \tau, \eta$ be positive constants such that

$$
0<1 / n_{0} \ll \lambda \ll \xi \ll \varepsilon \ll d \ll \nu \leqslant \tau \ll \eta \ll 1 .
$$

Suppose $G$ is a graph on $n \geqslant n_{0}$ vertices with $\delta(G) \geqslant \eta n$ which is a robust $(\nu, \tau)$-expander. Then for some $\xi \ll 1 / k \ll \varepsilon$, there exist integers $1 \leqslant i_{1} \neq j_{1}, i_{2} \neq j_{2} \leqslant k$ and a partition $\left(n_{i}\right)_{i=1}^{2 k}$ of $n$ with $n_{i}>n / 3 k$ for all $1 \leqslant i \leqslant 2 k$ and $\left|n_{2 i-1}-n_{2 i}\right| \leqslant \lambda n$ for all $1 \leqslant i \leqslant k$ such that the following holds: For every partition $\left(n_{i}^{\prime}\right)_{i=1}^{2 k}$ of $n$ satisfying $n_{i}^{\prime} \leqslant n_{i}+\xi n$ for all $1 \leqslant i \leqslant 2 k$, there exists a partition $A_{1}^{\prime}, B_{1}^{\prime}, A_{2}^{\prime}, B_{2}^{\prime}, \ldots, A_{k}^{\prime}, B_{k}^{\prime}$ of $V(G)$ and a spanning subgraph $G^{\prime}$ of $G$ such that the following properties are satisfied.
$\left(\alpha_{1}\right)\left|A_{i}^{\prime}\right|=n_{2 i-1}^{\prime}$ and $\left|B_{i}^{\prime}\right|=n_{2 i}^{\prime}$ for all $1 \leqslant i \leqslant k ;$
$\left(\alpha_{2}\right)\left(A_{i}^{\prime}, B_{i}^{\prime}\right)_{G^{\prime}}$ is $(\varepsilon, d)$-super-regular for all $1 \leqslant i \leqslant k ;$
$\left(\alpha_{3}\right)\left(B_{i}^{\prime}, A_{i+1}^{\prime}\right)_{G^{\prime}}$ is $(\varepsilon, d)$-regular for all $1 \leqslant i \leqslant k$ (where $\left.A_{k+1}^{\prime}:=A_{1}^{\prime}\right)$;
$\left(\alpha_{4}\right)\left(A_{i_{1}}^{\prime}, A_{j_{1}}^{\prime}\right)_{G^{\prime}}$ is $(\varepsilon, d)$-regular;
$\left(\alpha_{5}\right)\left(B_{i_{2}}^{\prime}, B_{j_{2}}^{\prime}\right)_{G^{\prime}}$ is $(\varepsilon, d)$-regular.
Proof. Choose additional constants $\varepsilon^{\prime}$ and $d^{\prime}$ such that

$$
\xi \ll \varepsilon^{\prime} \ll \varepsilon \ll d \ll d^{\prime} \ll \nu
$$

Apply the Regularity Lemma (Lemma 3.3.3) with parameters $\varepsilon^{\prime}, d^{\prime}$ and $k_{0}:=1 / \varepsilon^{\prime}$ to obtain clusters $V_{1}, \ldots, V_{k^{\prime}}$ of size $m$ (where $\left.\left(1-\varepsilon^{\prime}\right) n / k^{\prime} \leqslant m \leqslant n / k^{\prime}\right)$, an exceptional set $V_{0}$, a pure graph $G^{\prime} \subseteq G$ (recall that the pure graph was defined after Lemma 3.3.3) and the reduced graph $R$ of $G$ with parameters $\varepsilon^{\prime}, d^{\prime}$ and $k_{0}$. Since $\xi \ll \varepsilon^{\prime}$ we may assume that

$$
\xi \ll 1 / k^{\prime} \leqslant \varepsilon^{\prime} .
$$

If $k^{\prime}$ is odd then we delete $V_{k^{\prime}}$ from $R$ and add all of the vertices of $V_{k^{\prime}}$ to $V_{0}$. So $\left|V_{0}\right| \leqslant \varepsilon^{\prime} n+m \leqslant 2 \varepsilon^{\prime} n$. We now refer to this modified reduced graph as $R$ and redefine $k^{\prime}=|R|$. By Lemma 3.3.4, $R$ originally had minimum degree at least $\eta k^{\prime} / 2$ and was a robust $(\nu / 2,2 \tau)$-expander. So $R$ still has minimum degree at least $\eta k^{\prime} / 3$ and by Lemma 3.4.4, $R$ is still a robust $(\nu / 3,3 \tau)$-expander.

Set $k:=k^{\prime} / 2$. Since $1 / k^{\prime} \ll \nu \leqslant \tau \ll \eta<1$, Theorem 1.4.7 implies that $R$ contains a Hamilton cycle $C=A_{1} B_{1} \ldots A_{k} B_{k} A_{1}$. Since $|C|=2 k$ is even, $C$ contains a perfect matching $M=\left\{A_{1} B_{1}, \ldots, A_{k} B_{k}\right\}$. Notice that $R$ contains an edge $A_{i_{1}} A_{j_{1}}$ for some $1 \leqslant i_{1} \neq j_{1} \leqslant k$ and an edge $B_{i_{2}} B_{j_{2}}$ for some $1 \leqslant i_{2} \neq j_{2} \leqslant k$. Indeed, let $A:=\left\{A_{i}\right\}_{i=1}^{k}$ and note that since $R$ is a robust $(\nu / 3,3 \tau)$-expander we have $\left|R N_{\nu, R}(A)\right| \geqslant k+\nu k^{\prime}$. This implies that $A \cap R N_{\nu, R}(A) \neq \emptyset$ and hence that $R$ contains some edge $A_{i_{1}} A_{j_{1}}$. Similarly $R$ contains an edge $B_{i_{2}} B_{j_{2}}$.

Fact 3.3.1 implies that we can replace each cluster in $V(R)$ with a subcluster of size $m^{\prime}:=\left(1-\varepsilon^{\prime}\right) m$ such that for every edge $A_{j} B_{j} \in M$ the chosen subclusters of $A_{j}$ and $B_{j}$ form a $\left(2 \varepsilon^{\prime}, d^{\prime} / 2\right)$-super-regular pair in $G^{\prime}$. We add all of the vertices not in these subclusters to $V_{0}$, and from now on we refer to the subclusters as the clusters of $R$. So $(V, W)_{G^{\prime}}$ is still a $\left(2 \varepsilon^{\prime}, d^{\prime} / 2\right)$-regular pair for all $V W \in E(R)$. Note that $\left|V_{0}\right| \leqslant 2 \varepsilon^{\prime} n+\varepsilon^{\prime} n=$ $3 \varepsilon^{\prime} n$.

Our next task is to incorporate the vertices of $V_{0}$ into the clusters $V_{1}, \ldots, V_{k^{\prime}}$ so that the pairs $\left(A_{j}, B_{j}\right)_{G^{\prime}}$ remain super-regular and such that the pairs $\left(V_{i}, V_{j}\right)_{G^{\prime}}$ remain regular for all $V_{i} V_{j} \in E(R)$ (with somewhat weaker constants in each case). Let $V_{0}=\left\{x_{1}, \ldots, x_{t}\right\}$ where $t \leqslant 3 \varepsilon^{\prime} n$. We will assign the vertices of $V_{0}$ in such a way that:
(a) At most $8 \varepsilon^{\prime} m^{\prime} / \eta$ vertices are assigned to each cluster $V \in V(R)$;
(b) Whenever a vertex $x_{i} \in V_{0}$ is assigned to a cluster $A_{j}, x_{i}$ has at least $\eta m^{\prime} / 4$ neighbours in $B_{j}$. Similarly any vertex from $V_{0}$ assigned to $B_{j}$ has at least $\eta m^{\prime} / 4$ neighbours in $A_{j}$.

Suppose we have assigned $x_{1}, \ldots, x_{i-1}$ to clusters in $V(R)$ such that (a) and (b) are satisfied. Call a cluster $V \in V(R)$ full if it has already been assigned $8 \varepsilon^{\prime} m^{\prime} / \eta$ vertices of $V_{0}$. Let $F$ be the set of full clusters. Since $\left|V_{0}\right| \leqslant 3 \varepsilon^{\prime} n$ we have $|F| \leqslant\left(3 \varepsilon^{\prime} \eta n\right) /\left(8 \varepsilon^{\prime} m^{\prime}\right) \leqslant \eta k$. Thus, as $\delta(G) \geqslant \eta n$,

$$
\left|N_{G}\left(x_{i}\right) \backslash\left(V_{0} \cup \bigcup_{V \in F} V\right)\right| \geqslant \eta n-3 \varepsilon^{\prime} n-(\eta k) m^{\prime} \geqslant \eta n / 3 .
$$

Hence, by the pigeonhole principle there exists some $V \in V(R) \backslash F$ such that $\left|N_{G}\left(x_{i}\right) \cap V\right| \geqslant$ $\eta n / 3 k^{\prime} \geqslant \eta m^{\prime} / 4$. Now if $V=A_{j}$ for some $1 \leqslant j \leqslant k$ then we add $x_{i}$ to $B_{j}$; otherwise, $V=B_{j}$ for some $1 \leqslant j \leqslant k$ and we add $x_{i}$ to $A_{j}$. Repeating this process for each $x_{i}$ we indeed assign all of the vertices of $V_{0}$ to the clusters of $R$ in such a way that (a) and (b)
are satisfied. We now incorporate all of the assigned vertices into their respective clusters. Further, we add all those edges from $G$ with endpoints in $V_{0}$ to $G^{\prime}$. Note that
(c) $m^{\prime} \leqslant|V| \leqslant m^{\prime}+8 \varepsilon^{\prime} m^{\prime} / \eta \leqslant\left(1+\sqrt{\varepsilon^{\prime}}\right) m^{\prime}$ for all $V \in V(R)$,
(d) $(V, W)_{G^{\prime}}$ is a $\left(\left(\varepsilon^{\prime}\right)^{1 / 3}, d^{\prime} / 4\right)$-regular pair for every edge $V W \in E(R)$ and
(e) $(V, W)_{G^{\prime}}$ is a $\left(\left(\varepsilon^{\prime}\right)^{1 / 3}, d^{\prime} / 4\right)$-super-regular pair for every edge $V W \in E(M)$.
(Conditions (d) and (e) follow by Proposition 3.3.2.)
Next we will perform an algorithm which redistributes vertices among the clusters in $R$ in such a way that $\| A_{i}\left|-\left|B_{i}\right|\right| \leqslant \lambda n$ for each $1 \leqslant i \leqslant k$. We define $\left\{A_{i}^{*}, B_{i}^{*}\right\}_{i=1}^{k}, R^{*}$ and $M^{*}$ as follows: Initially we set $A_{i}^{*}:=A_{i}$ and $B_{i}^{*}:=B_{i}$ for all $1 \leqslant i \leqslant k, R^{*}:=R$ and $M^{*}:=M$. At each step we will redefine each $A_{i}^{*}$ and $B_{i}^{*}, R^{*}$ and $M^{*}$ and reassign vertices so that the quantity

$$
\Sigma^{*}=\sum_{1 \leqslant i \leqslant k,\left|\left|A_{i}^{*}\right|-\right| B_{i}^{*} \|>\lambda n} \| A_{i}^{*}\left|-\left|B_{i}^{*}\right|\right|
$$

decreases by at least $\lambda n$. The algorithm will terminate when $\Sigma^{*}=0$, i.e., when $\left|\left|A_{i}^{*}\right|-\right.$ $\left|B_{i}^{*}\right| \mid \leqslant \lambda n$ for all $1 \leqslant i \leqslant k$. Initially $\Sigma^{*} \leqslant 8 \varepsilon^{\prime} m^{\prime} k / \eta \leqslant 4 \varepsilon^{\prime} n / \eta$ by (c), and hence we need at most $4 \varepsilon^{\prime} / \eta \lambda$ steps to complete the process. $R^{*}$ will always be an induced subgraph of $R$ and at each step we set $M^{*}$ to be the submatching of $M$ induced by $V\left(R^{*}\right)$. (Note that $V\left(R^{*}\right)$ is a subset of $V(R)=\left\{A_{i}, B_{i}\right\}_{i=1}^{k}$ throughout the algorithm.)

We will ensure that the inequality

$$
\begin{equation*}
\left|R^{*}\right| \geqslant(1-\nu / 12) k^{\prime} \tag{3.6.2}
\end{equation*}
$$

holds throughout, and that $M^{*}$ is a perfect matching in $R^{*}$. Further we will ensure that

$$
\begin{equation*}
\left|A_{i}^{*} \backslash A_{i}\right| \leqslant\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime} \text { and }\left|B_{i}^{*} \backslash B_{i}\right| \leqslant\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime} \tag{3.6.3}
\end{equation*}
$$

$$
\begin{equation*}
\left|A_{i} \backslash A_{i}^{*}\right| \leqslant\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime} \text { and }\left|B_{i} \backslash B_{i}^{*}\right| \leqslant\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime} \tag{3.6.4}
\end{equation*}
$$

for all $1 \leqslant i \leqslant k$.
Each step proceeds as follows: Call a vertex $v$ well-connected to a cluster $V \in V(R)$ if $v$ has at least $d^{\prime} m^{\prime} / 8$ neighbours in $V$. Recall that if $V W \in E(R)$ then $(V, W)_{G^{\prime}}$ is a $\left(\left(\varepsilon^{\prime}\right)^{1 / 3}, d^{\prime} / 4\right)$-regular pair and so $V$ contains at least $m^{\prime} / 2$ vertices $v$ which are wellconnected to $W$. In what follows we will ensure that every vertex we redistribute to a cluster $A_{i}^{*}$ is well-connected to $B_{i}$ and vice versa. Since (3.6.4) holds throughout the process, given any $V W \in E\left(R^{*}\right)$, $V^{*}$ will always contain at least $m^{\prime} / 2-\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime} \geqslant$ $m^{\prime} / 3 \gg \lambda n$ vertices that are well-connected to $W$ (where $V^{*}:=A_{i}^{*}$ if $V=A_{i}$ for some $i$ and $V^{*}:=B_{i}^{*}$ if $V=B_{i}$ for some $i$. Thus, at any point during the algorithm we may choose a set of $\lambda n$ well-connected vertices from any of the $A_{i}^{*}$ and $B_{i}^{*}$. (When it is clear from the context, we will not explicitly specify which cluster a vertex $v$ is well-connected to.)

Let $S$ be the set of clusters $V^{*} \in V\left(R^{*}\right)$ such that either $V^{*}=A_{i}$ where $\left|A_{i}^{*}\right|>\left|B_{i}^{*}\right|+\lambda n$ or $V^{*}=B_{i}$ where $\left|B_{i}^{*}\right|>\left|A_{i}^{*}\right|+\lambda n$. If $S$ is empty then the algorithm terminates. (We shall see later that in this case we must have that $\Sigma^{*}=0$.) Otherwise, choose $V^{*} \in S$ arbitrarily. Since $R$ is a robust $(\nu / 3,3 \tau)$-expander and $\delta(R) \geqslant \eta k^{\prime} / 3$, (3.6.2) implies that $\delta\left(R^{*}\right) \geqslant \eta\left|R^{*}\right| / 4$ and Lemma 3.4.4 implies that $R^{*}$ is a robust $(\nu / 4,4 \tau)$-expander. Hence Lemma 3.4.3 implies that $R^{*}$ contains a shifted $M^{*}$-walk $P^{\prime}$ of length at most $12 / \nu$ which starts and finishes at $V^{*}$. By Lemma 3.4.1, $P^{\prime}$ contains a simple shifted $M^{*}$-walk $P^{\prime \prime}$ which also starts and finishes at $V^{*}$. Now apply Lemma 3.4.2 to $P^{\prime \prime}$ to obtain a simple shifted $M^{*}$-walk $P$ of length at most $12 / \nu$, such that the endpoints of $P$ both lie in $S$ and no other vertices of $P$ lie in $S$. We call $P$ the active walk of this step of the algorithm.

Let $P=U_{1} W_{2} U_{2} \ldots W_{\ell-1} U_{\ell-1} W_{\ell}$ such that $W_{i} U_{i} \in E\left(M^{*}\right)$ for each $2 \leqslant i \leqslant \ell-1$. Let $W_{1}$ and $U_{\ell}$ denote the clusters such that $W_{1} U_{1}, W_{\ell} U_{\ell} \in E\left(M^{*}\right)$. Given any $1 \leqslant i \leqslant \ell$, if $U_{i}=A_{j}$ for some $1 \leqslant j \leqslant k$, set $U_{i}^{*}:=A_{j}^{*}$; otherwise $U_{i}=B_{j}$ for some $1 \leqslant j \leqslant k$, so set
$U_{i}^{*}:=B_{j}^{*}$. Define $W_{i}^{*}$ analogously for each $1 \leqslant i \leqslant \ell$. Move $\lambda n / 2$ well-connected vertices from $U_{1}^{*}$ into $U_{2}^{*}, \lambda n / 2$ well-connected vertices from $U_{2}^{*}$ into $U_{3}^{*}$, and so on until we have moved $\lambda n / 2$ well-connected vertices from $U_{\ell-1}^{*}$ to $U_{\ell}^{*}$. Then move $\lambda n / 2$ well-connected vertices from $W_{2}^{*}$ into $W_{1}^{*}, \lambda n / 2$ well-connected vertices from $W_{3}^{*}$ into $W_{2}^{*}$, and so on until we have moved $\lambda n / 2$ well-connected vertices from $W_{\ell}^{*}$ to $W_{\ell-1}^{*}$. Note that since $P$ is simple, each cluster loses at most $\lambda n$ vertices and gains at most $\lambda n$ vertices. Further for each $1<i<\ell$ the quantity $\left|\left|W_{i}^{*}\right|-\left|U_{i}^{*}\right|\right|$ remains unchanged (in fact, $\left|W_{i}^{*}\right|$ and $\left|U_{i}^{*}\right|$ remain unchanged). For $i=1, \ell,\left|\left|W_{i}^{*}\right|-\left|U_{i}^{*}\right|\right|$ decreases by precisely $\lambda n$ (or $2 \lambda n$ if $U_{1}=W_{\ell}$.

In order to ensure that (3.6.3) holds, we remove from $R^{*}$ every pair $\left\{A_{i}, B_{i}\right\}$ of clusters such that $\left|A_{i}^{*} \backslash A_{i}\right| \geqslant\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime}-\lambda n$ or $\left|B_{i}^{*} \backslash B_{i}\right| \geqslant\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime}-\lambda n$. Since each cluster gains at most $\lambda n$ vertices in each step, any clusters which are not removed will still satisfy (3.6.3) at the end of the next step. Similarly, to ensure that (3.6.4) holds, we remove from $R^{*}$ every pair $\left\{A_{i}, B_{i}\right\}$ of clusters such that $\left|A_{i} \backslash A_{i}^{*}\right| \geqslant\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime}-\lambda n$ or $\left|B_{i} \backslash B_{i}^{*}\right| \geqslant\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime}-\lambda n$.

Claim 3.6.5 For each pair $\left\{A_{i}, B_{i}\right\}$ of clusters which is removed from $R^{*}$ we have that $\left|\left|A_{i}^{*}\right|-\left|B_{i}^{*}\right|\right| \leqslant \lambda n$.

Proof. To prove the claim, suppose for a contradiction that some pair $\left\{A_{i}, B_{i}\right\}$ of clusters is removed from $R^{*}$ and that $\left|\left|A_{i}^{*}\right|-\left|B_{i}^{*}\right|\right|>\lambda n$. In order for $\left\{A_{i}, B_{i}\right\}$ to be removed we must have that $\left|A_{i}^{*} \backslash A_{i}\right| \geqslant\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime}-\lambda n,\left|B_{i}^{*} \backslash B_{i}\right| \geqslant\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime}-\lambda n,\left|A_{i} \backslash A_{i}^{*}\right| \geqslant\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime}-\lambda n$ or $\left|B_{i} \backslash B_{i}^{*}\right| \geqslant\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime}-\lambda n$. Without loss of generality assume that $\left|A_{i}^{*} \backslash A_{i}\right| \geqslant\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime}-$ $\lambda n$. Since in each step we add at most $\lambda n$ vertices to $A_{i}^{*}$, there must have been at least $\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime} / 2 \lambda n$ steps in the algorithm so far, such that $A_{i}$ is contained in the active walk $P$ of each step. By the definition of $P$, either $A_{i}$ or $B_{i}$ must be an endpoint of $P$. So $\left|\left|A_{i}^{*}\right|-\left|B_{i}^{*}\right|\right|$ is reduced by at least $\lambda n$ during each such step, and hence by at least $\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime} / 2$ during the algorithm so far. But this is a contradiction since initially $\left|\left|A_{i}^{*}\right|-\left|B_{i}^{*}\right|\right| \leqslant \sqrt{\varepsilon^{\prime}} m^{\prime} \leqslant\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime} / 2$.

It remains to show that (3.6.2) holds throughout the process. Suppose for a contradiction that at some point more than $\nu k^{\prime} / 12$ clusters have been removed from $R^{*}$. Then at least

$$
\begin{equation*}
\left(\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime}-\lambda n\right)\left(\frac{\nu k^{\prime}}{48}\right)>\sqrt{\varepsilon^{\prime}} n \tag{3.6.6}
\end{equation*}
$$

vertices of $G$ must have been redistributed during the process so far. But at most $12 \lambda n / \nu$ vertices were redistributed during each step, and at most $4 \varepsilon^{\prime} / \eta \lambda$ steps were performed during the process. Hence the number of redistributed vertices is at most

$$
\frac{12 \lambda n}{\nu} \cdot \frac{4 \varepsilon^{\prime}}{\eta \lambda}<\sqrt{\varepsilon^{\prime}} n,
$$

which contradicts (3.6.6). This proves that (3.6.2) holds throughout.

By construction, when the algorithm terminates we have that $V\left(R^{*}\right)$ does not contain any $A_{i}$ and $B_{i}$ such that $\| A_{i}^{*}\left|-\left|B_{i}^{*}\right|\right|>\lambda n$. Further, by Claim 3.6.5, for those clusters $A_{i}, B_{i} \notin V\left(R^{*}\right)$ we have that $\left|\left|A_{i}^{*}\right|-\left|B_{i}^{*}\right|\right| \leqslant \lambda n$. Hence, we indeed obtain clusters $\left\{A_{i}^{*}, B_{i}^{*}\right\}_{i=1}^{k}$ such that $\Sigma^{*}=0$ and (3.6.3) and (3.6.4) hold.

We now set $n_{2 i-1}:=\left|A_{i}^{*}\right|$ and $n_{2 i}:=\left|B_{i}^{*}\right|$ for each $1 \leqslant i \leqslant k$. Notice that $n_{j} \geqslant$ $\left(1-\left(\varepsilon^{\prime}\right)^{1 / 3}\right) m^{\prime}>n / 3 k$ for each $1 \leqslant j \leqslant 2 k$. We now relabel the clusters of $R$ in the natural way so that $V(R)=\left\{A_{i}^{*}, B_{i}^{*}\right\}_{i=1}^{k}$. Note that by (3.6.3) and (3.6.4) we have

$$
\left|A_{i} \Delta A_{i}^{*}\right| \leqslant 2\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime} \text { and }\left|B_{i} \Delta B_{i}^{*}\right| \leqslant 2\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime}
$$

for each $1 \leqslant i \leqslant k$. Hence by Proposition 3.3.2 the pair $(V, W)_{G^{\prime}}$ is $\left(\left(\varepsilon^{\prime}\right)^{1 / 10}, d^{\prime} / 10\right)$-regular for every edge $V W \in E(R)$. Further, the pair $\left(A_{i}^{*}, B_{i}^{*}\right)_{G^{\prime}}$ is $\left(\left(\varepsilon^{\prime}\right)^{1 / 10}, d^{\prime} / 10\right)$-super-regular for every $1 \leqslant i \leqslant k$. Indeed, we ensured that every vertex $v$ which was redistributed to $A_{i}^{*}$ had at least $d^{\prime} m^{\prime} / 8$ neighbours in $B_{i}$. Since $\left|B_{i}^{*} \Delta B_{i}\right| \leq 2\left(\varepsilon^{\prime}\right)^{1 / 3} m^{\prime}, v$ has at least $d^{\prime}\left|B_{i}^{*}\right| / 10$ neighbours in $B_{i}^{*}$. Similarly every vertex $w \in B_{i}^{*}$ has at least $d^{\prime}\left|A_{i}^{*}\right| / 10$ neighbours in $A_{i}^{*}$.

Now suppose we are given a partition $\left(n_{i}^{\prime}\right)_{i=1}^{2 k}$ of $n$ such that $n_{i}^{\prime} \leqslant n_{i}+\xi n$ for each $1 \leqslant i \leqslant$ $2 k$. Set $a_{i}:=n_{2 i-1}^{\prime}-n_{2 i-1}$ and $b_{i}:=n_{2 i}^{\prime}-n_{2 i}$ for all $1 \leqslant i \leqslant k$. Notice that $\left|a_{i}\right|,\left|b_{i}\right| \leqslant 2 k \xi n$ for each $1 \leqslant i \leqslant k$ and $\left|\sum_{i=1}^{k} a_{i}\right|=\left|\sum_{i=1}^{k} b_{i}\right| \leqslant 2 k \xi n$. Recall that $R$ contains the edges $A_{i_{1}}^{*} A_{j_{1}}^{*}$ and $B_{i_{2}}^{*} B_{j_{2}}^{*}$. Thus, we can apply the Mobility lemma (Lemma 3.5.1) with parameters $k, 2 k \xi,\left(\varepsilon^{\prime}\right)^{1 / 10}, \varepsilon, d$ and $d^{\prime} / 10$ to obtain a partition $A_{1}^{\prime}, B_{1}^{\prime}, \ldots, A_{k}^{\prime}, B_{k}^{\prime}$ of $V(G)$ which satisfies conditions $\left(\alpha_{1}\right)-\left(\alpha_{5}\right)$.

### 3.7 The Lemma for $H$

Lemma 3.7.1 (Lemma for $\boldsymbol{H}$ ) For any $\Delta, k \in \mathbb{N}$ and $\xi>0$, there exist $\beta>0$ and $n_{0} \in \mathbb{N}$ such that the following holds: Let $H$ be a bipartite graph on $n \geqslant n_{0}$ vertices with bandwidth at most $\beta n$ and such that $\Delta(H) \leqslant \Delta$. Let $n_{1}, n_{2}, \ldots, n_{2 k}$ be an integer partition of $n$ such that $n_{i}>n /(3 k)$ for all $1 \leqslant i \leqslant 2 k$ and $\left|n_{2 i-1}-n_{2 i}\right| / n \ll \xi$ for all $1 \leqslant i \leqslant k$. Suppose $C$ is the cycle $12 \ldots(2 k) 1$ on $[2 k]$, and let $c=\left\{2 i_{1}, 2 i_{2}\right\}$ be a chord of $C$ (for some distinct $\left.1 \leqslant i_{1}, i_{2} \leqslant k\right)$. Then there exists a set $S \subseteq V(H)$ and a graph homomorphism $f: H \rightarrow C \cup\{c\}$, such that
$\left(\beta_{1}\right)|S| \leqslant \xi n ;$
$\left(\beta_{2}\right)\left|f^{-1}(i)\right| \leqslant n_{i}+\xi n$ for all $1 \leqslant i \leqslant 2 k$;
( $\beta_{3}$ ) Every edge which is not in $H[S]$ is mapped to an edge $\{2 i-1,2 i\}$, for some $1 \leqslant i \leqslant k$.
Proof. Choose $\beta>0$ and integers $n_{0}, m_{1}, m_{2}$ and $k_{1}$ such that

$$
1 / n_{0} \ll \beta \ll 1 / m_{1} \ll 1 / m_{2} \ll 1 / k_{1} \ll 1 / \Delta, 1 / k, \xi
$$

Further, we may assume that $m_{2}$ divides $m_{1}$. We begin by defining a new cycle $C^{\prime}$ with chord $c^{\prime}$ which will act as an intermediate stage between $C$ and $H$, i.e., we will construct homomorphisms $f_{1}: C^{\prime} \cup\left\{c^{\prime}\right\} \rightarrow C \cup\{c\}$ and $f_{2}: H \rightarrow C^{\prime} \cup\left\{c^{\prime}\right\}$ such that $f=f_{1} \circ f_{2}$ is
our desired homomorphism. The homomorphism $f_{2}$ will be constructed to map roughly the same number of vertices to each vertex in $C^{\prime}$. Notice however, that our desired homorphism $f$ may not map vertices in an 'equal' way (since, in general, the $n_{i}$ may be far from equal). Thus, the role of $f_{1}$ is to ensure $f$ maps the 'correct' proportion of vertices to each vertex in $C$.

Let $C^{\prime}$ be the cycle $12 \ldots\left(2 k^{\prime}\right) 1$ on $\left[2 k^{\prime}\right]$, where $k^{\prime}:=\sum_{i \in[k]}\left\lceil\left(n_{2 i-1}+n_{2 i}\right) k_{1} / n\right\rceil$. Note that $k_{1} \leqslant k^{\prime} \leqslant k_{1}+k$. We define $f_{1}$ as follows: For each $1 \leqslant j \leqslant k^{\prime}$, let $g(j) \in \mathbb{N}$ be such that $\sum_{i=1}^{g(j)-1}\left\lceil\left(n_{2 i-1}+n_{2 i}\right) k_{1} / n\right\rceil<j \leqslant \sum_{i=1}^{g(j)}\left\lceil\left(n_{2 i-1}+n_{2 i}\right) k_{1} / n\right\rceil$. Then set $f_{1}(2 j-1)=$ $2 g(j)-1$ and $f_{1}(2 j)=2 g(j)$ for each $1 \leqslant j \leqslant k^{\prime}$.

Recall that $c=\left\{2 i_{1}, 2 i_{2}\right\}$ is a chord of $C$. Suppose that $i_{1}^{\prime}, i_{2}^{\prime}$ are such that $f_{1}\left(2 i_{1}^{\prime}\right)=2 i_{1}$ and $f_{1}\left(2 i_{2}^{\prime}\right)=2 i_{2}$. Notice that as $i_{1} \neq i_{2}$, we have that $i_{1}^{\prime} \neq i_{2}^{\prime}$. Thus, set $c^{\prime}:=\left\{2 i_{1}^{\prime}, 2 i_{2}^{\prime}\right\}$ to be the chord of $C^{\prime}$.

By construction $f_{1}\left(c^{\prime}\right)=c$. Given any edge $c_{1}=\{2 j-1,2 j\}$ on $C^{\prime}$, we have that $f_{1}\left(c_{1}\right)=\{2 g(j)-1,2 g(j)\}$. Further, consider any edge $c_{2}=\{2 j, 2 j+1\}=\{2 j, 2(j+1)-1\}$ on $C^{\prime}$. Then $f_{1}(2 j)=2 g(j)$ and $f_{1}(2(j+1)-1)=2 g(j+1)-1$. By definition of $f_{1}$, either $g(j+1)=g(j)$ or $g(j+1)=g(j)+1$. But both $\{2 g(j), 2 g(j)-1\}$ and $\{2 g(j), 2 g(j)+1\}$ are edges of $C$. So in either case $f_{1}$ maps $c_{2}$ to an edge of $C$. Therefore, indeed $f_{1}$ is a graph homomorphism.

Roughly speaking, we will construct $f_{2}$ as follows: Initially we split $H$ up into small segments $A_{1}, B_{1}, \ldots, A_{m_{1}}, B_{m_{1}}$ in such a way that almost all of the edges of $H$ lie in the pairs $\left(A_{i}, B_{i}\right)_{i=1}^{m_{1}}$ and the remainder lie in the pairs $\left(B_{i}, A_{i+1}\right)_{i=1}^{m_{1}}$. Our ideal strategy would be to map all of the vertices of $A_{1}$ onto vertex 1 of $C^{\prime}$, the vertices of $B_{1}$ onto vertex 2 , the vertices of $A_{2}$ onto vertex 3 , etc. This ensures that $f_{2}$ is a homomorphism and that almost all of the edges of $H$ are mapped onto an edge of the form $\{2 i-1,2 i\}$ for some $i$. However the number of vertices mapped onto each vertex of $C^{\prime}$ may vary widely. To solve this problem we introduce 'drunken' segments in which the assignment of the vertices is
random, and use a probabilistic argument to show that with positive probability each vertex of $C^{\prime}$ receives approximately the same number of vertices of $H$. We also use the chord $c$ ' to 'turn around' at some point during the process, in order to eliminate the possible inequality between the number of vertices of $H$ assigned to odd and even vertices of $C^{\prime}$.

Chopping $H$ up into segments. Since $H$ has bandwidth at most $\beta n$, there exists an ordering $x_{1}, x_{2}, \ldots, x_{n}$ of $V(H)$ such that for every edge $x_{i} x_{j}$ of $H,|i-j| \leqslant \beta n$. Let $(A, B)$ be a bipartition of $V(H)$. We define $\left\{A_{i}, B_{i}\right\}_{i=1}^{m_{1}}$ as follows: for each vertex $x_{s} \in A$ there exists $1 \leqslant i \leqslant m_{1}$ such that $(i-1) n / m_{1}-\beta n<s \leqslant i n / m_{1}-\beta n$ (unless $s>n-\beta n$ ). We assign $x_{s}$ to $A_{i}$ (or to $A_{m_{1}}$ if $s>n-\beta n$ ). Similarly for each vertex $x_{t} \in B$ there exists $1 \leqslant j \leqslant m_{1}$ such that $(j-1) n / m_{1}<t \leqslant j n / m_{1}$, and we assign $x_{t}$ to $B_{j}$. Let $S$ be the set of vertices $x_{s}$ such that $i n / m_{1}-2 \beta n<s \leqslant i n / m_{1}+\beta n$ for some $1 \leqslant i \leqslant m_{1}$. Note that the following properties hold:
(a) $n / m_{1}-\beta n \leqslant\left|A_{i}\right|+\left|B_{i}\right| \leqslant n / m_{1}+\beta n$ for each $1 \leqslant i \leqslant m_{1}$;
(b) $|S| \leqslant 3 m_{1} \beta n \ll \xi n$;
(c) Every edge of $H$ which is not in $H[S]$ lies in one of the pairs $\left(A_{i}, B_{i}\right)$ for some $1 \leqslant i \leqslant m_{1} ;$
(d) Every edge of $H[S]$ lies in one of the pairs $\left(A_{i}, B_{i}\right)$ or one of the pairs $\left(B_{i}, A_{i+1}\right)$ for some $1 \leqslant i \leqslant m_{1}\left(\right.$ where $\left.A_{m_{1}+1}:=A_{1}\right)$.

Properties (c) and (d) follow from the fact that $H$ has bandwidth at most $\beta n$ and that $n / m_{1} \gg \beta n$. We now modify the small segments so that properties (a)-(d) are still satisfied and so that every small segment has size at least $n /\left(4 \Delta m_{1}\right)$. Suppose a small segment $A_{i}$ has size smaller than $n /\left(4 \Delta m_{1}\right)$. Note that $\left|N_{H}\left(A_{i}\right)\right| \leqslant n /\left(4 m_{1}\right)$ and so

$$
\left|B_{i} \backslash\left(S \cup N_{H}\left(A_{i}\right)\right)\right| \stackrel{(a)}{\geqslant}\left(n / m_{1}-\beta n-n /\left(4 \Delta m_{1}\right)\right)-3 \beta n-n /\left(4 m_{1}\right) \geqslant n /\left(4 m_{1}\right) .
$$

But (c) implies that any vertex in $B_{i} \backslash\left(S \cup N_{H}\left(A_{i}\right)\right)$ must be isolated in $H$ and so may be reassigned to $A_{i}$ without affecting properties (a)-(d). Hence we may reassign sufficiently many vertices so that $\left|A_{i}\right|,\left|B_{i}\right| \geqslant n /\left(4 \Delta m_{1}\right)$. For any segment $B_{i}$ which has size smaller than $n /\left(4 \Delta m_{1}\right)$ we proceed in an identical way. From now on we denote by $A$ the union of small segments $\bigcup_{i=1}^{m_{1}} A_{i}$ and by $B$ the union $\bigcup_{i=1}^{m_{1}} B_{i}$.

We now group the small segments together to form large segments $\left\{L_{j}\right\}_{j=1}^{m_{2}}$, which are defined as

$$
L_{j}:=\bigcup_{\frac{(j-1) m_{1}}{m_{2}}<t \leqslant \frac{j m_{1}}{m_{2}}}\left(A_{t} \cup B_{t}\right) .
$$

Note that since $\beta \ll 1 / m_{1}$, (a) implies that

$$
\begin{equation*}
\frac{n}{m_{2}}-\sqrt{\beta} n \leqslant\left|L_{j}\right| \leqslant \frac{n}{m_{2}}+\sqrt{\beta} n \tag{3.7.2}
\end{equation*}
$$

for each $1 \leqslant j \leqslant m_{2}$. In order to eliminate any inequality between the number of vertices of $H$ assigned to odd and even vertices of $C^{\prime}$ we need to partition $\left\{L_{j}\right\}_{j=1}^{m_{2}}$ into two parts. We will assign the vertices in each part separately. For each $1 \leqslant j \leqslant m_{2}$, set $s_{j}:=\left|L_{j} \cap A\right|-\left|L_{j} \cap B\right|$. Note that $\left|s_{j}\right| \leqslant n / m_{2}+\sqrt{\beta} n-n /\left(4 \Delta m_{2}\right) \leqslant n / m_{2}$ for each $1 \leqslant j \leqslant m_{2}$, and that $\sum_{j=1}^{m_{2}} s_{j}=|A|-|B|$. Suppose without loss of generality that $|A|-|B| \geqslant 0$. Then since $\beta, 1 / m_{2} \ll \xi$ there exists an integer $m_{3}$ so that $\xi m_{2} / 20 \leqslant m_{3} \leqslant$ $(1-\xi / 20) m_{2}$ and

$$
\begin{equation*}
\frac{(|A|-|B|)}{2}-\frac{\xi n}{20} \leqslant \sum_{i=1}^{m_{3}} s_{j} \leqslant \frac{(|A|-|B|)}{2}+\frac{\xi n}{20} . \tag{3.7.3}
\end{equation*}
$$

We will embed separately the large segments $\left\{L_{j}\right\}_{j=1}^{m_{3}}$ and the segments $\left\{L_{j}\right\}_{j=m_{3}+1}^{m_{2}}$.
For each $1 \leqslant j \leqslant m_{3}$, let the drunken segment $D_{j}$ be the union of the last $k_{2}:=$ $\xi m_{1} /\left(6 k^{\prime} m_{2}\right)$ pairs of small segments in $L_{j}$ and let the sober segment $S_{j}$ be the union of the rest of the small segments in $L_{j}$.

Defining our algorithms. We now define three different algorithms for assigning the vertices of a segment to vertices of $C^{\prime}$, given an initial vertex $2 i_{0}^{\prime}-1 \in C^{\prime}$. In each case we work $\bmod 2 k^{\prime}$ when dealing with vertices of $C^{\prime}$. The sober algorithm is a deterministic process which proceeds as follows: Let $S_{j}$ be a sober segment whose first small segments are $A_{i_{0}}$ and $B_{i_{0}}$. For every $i$ such that $A_{i}$ and $B_{i}$ are small segments of $S_{j}$, assign every vertex of $A_{i}$ to the vertex $2 i^{\prime}-1$ of $C^{\prime}$ and every vertex of $B_{i}$ to the vertex $2 i^{\prime}$ of $C^{\prime}$ where $i^{\prime} \equiv i_{0}^{\prime}+i-i_{0} \bmod k^{\prime}$. So whenever $B_{i}$ is assigned to $2 i^{\prime}, A_{i+1}$ is assigned to $2 i^{\prime}+1$ $\left(\bmod 2 k^{\prime}\right)$. We call the vertex $2 i^{*}$ of $C^{\prime}$ to which the vertices of the last small segment of $S_{j}$ are assigned the final vertex of the algorithm and define this term in a similar way for the remaining two algorithms.

The drunken algorithm is a randomised algorithm which proceeds as follows: Given a drunken segment $D_{j}$ whose first small segment is $A_{i_{0}}$, assign every vertex of $A_{i_{0}}$ to the vertex $2 i_{0}^{\prime}-1$ of $C^{\prime}$ and every vertex of $B_{i_{0}}$ to the vertex $2 i_{0}^{\prime}$ of $C^{\prime}$. Then for every pair $A_{i+1}, B_{i+1}$ of small segments in $D_{j}$, let $2 i^{\prime}$ be the vertex to which the vertices of $B_{i}$ were assigned and let

$$
i^{\prime \prime}= \begin{cases}i^{\prime} & \text { with probability } \frac{1}{2} \\ i^{\prime}+1 & \text { with probability } \frac{1}{2}\end{cases}
$$

(All random choices are made independently.) Assign every vertex of $A_{i+1}$ to $2 i^{\prime \prime}-1$ and every vertex of $B_{i+1}$ to $2 i^{\prime \prime}$.

Claim 3.7.4 Suppose that the vertices of $D_{j}$ are assigned using the drunken algorithm with initial vertex $2 i_{0}^{\prime}-1$, and let $i_{1}^{\prime} \in\left[k^{\prime}\right]$ be arbitrary. Let the random variable $I$ be the final vertex of the drunken algorithm. Then

$$
\mathbb{P}\left[I=2 i_{1}^{\prime} \mid i_{0}^{\prime}\right] \leqslant \frac{1+\xi / 20}{k^{\prime}}
$$

Proof. To prove the claim, note that $I \sim 2\left(i_{0}^{\prime}+\operatorname{Bin}\left(k_{2}, 1 / 2\right)\right)$, that $k_{2} \gg\left(k^{\prime}\right)^{3} / 6$ and that $1 / k^{\prime} \ll \xi / 20$. So Lemma 1.8.5 with $\varepsilon:=\xi / 20$ implies that $\mathbb{P}\left[I-2 i_{0}^{\prime}=2 i_{1}^{\prime}-2 i_{0}^{\prime}\right] \leqslant$ $(1+\xi / 20) / k^{\prime}$, and Claim 3.7.4 follows immediately.

The $2 i_{1}^{\prime}$-seeking algorithm is a deterministic algorithm which proceeds as follows: Given a drunken segment $D_{j}$ whose first small segment is $A_{i_{0}}$, assign every vertex of $A_{i_{0}}$ to the vertex $2 i_{0}^{\prime}-1$ of $C^{\prime}$ and every vertex of $B_{i_{0}}$ to the vertex $2 i_{0}^{\prime}$ of $C^{\prime}$. Then for every pair $A_{i+1}, B_{i+1}$ of small segments in $D_{j}$, let $2 i^{\prime}$ be the vertex of $C^{\prime}$ to which the vertices of $B_{i}$ were assigned and let

$$
i^{\prime \prime}= \begin{cases}i^{\prime} & \text { if } i^{\prime}=i_{1} \\ i^{\prime}+1 & \text { otherwise }\end{cases}
$$

Assign every vertex of $A_{i+1}$ to $2 i^{\prime \prime}-1$ and every vertex of $B_{i+1}$ to $2 i^{\prime \prime}$. Note that the final vertex of this algorithm is always $2 i_{1}^{\prime}$, since $k^{\prime} \leqslant \xi m_{1} /\left(6 k^{\prime} m_{2}\right)$.

Applying the algorithms. We use these algorithms to assign small segments to vertices of $C^{\prime}$ as follows: Choose $i_{0}^{\prime} \in\left[k^{\prime}\right]$ randomly and let $2 i_{0}^{\prime}-1$ be the initial vertex for $S_{1}$. For each $1 \leqslant j \leqslant m_{3}-1$, use the sober algorithm to assign the segments of $S_{j}$ and then use the drunken algorithm to assign the vertices of $D_{j}$, where in each case the initial vertex of each segment is the successor of the final vertex of the previous segment. (So for example, if the final vertex of the drunken algorithm, when applied to $D_{j}$, is $2 i^{*}$, then the initial vertex of the sober algorithm, when applied to $S_{j+1}$, is $2 i^{*}+1$.) Then assign the vertices of $S_{m_{3}}$ using the sober algorithm and assign the vertices of $D_{m_{3}}$ using the $2 i_{1}^{\prime}$-seeking algorithm. (Recall that $2 i_{1}^{\prime}$ was a vertex of the chord $c^{\prime}$.) We explain how we assign the small segments from $\bigcup_{j=m_{3}+1}^{m_{2}} L_{j}$ later.

Claim 3.7.5 For each $1 \leqslant i \leqslant k^{\prime}$, let $X_{i}$ be the number of vertices of $\bigcup_{j=1}^{m_{3}} S_{j}$ assigned to
the vertex $2 i-1$ of $C^{\prime}$. Then

$$
\mathbb{P}\left[X_{i}>\frac{1}{2 k^{\prime}}\left(\frac{m_{3} n}{m_{2}}+\frac{|A|-|B|}{2}\right)+\frac{\xi n}{6 k^{\prime}}\right] \leqslant \frac{1}{3 k^{\prime}} .
$$

Proof. For each $1 \leqslant j \leqslant m_{3}$, let $Y_{j}=\left|S_{j} \cap A\right|$ and let $X_{i, j}$ be the number of vertices of $S_{j}$ which are assigned to $2 i-1$. To prove the claim, we first use Claim 3.7.4 to bound $\mathbb{E}\left[X_{i, j} \mid X_{i, j-1}, \ldots, X_{i, 1}\right]$. Let $r_{j}$ be the initial vertex of $S_{j}$ for each $j$. Let $B_{x_{i, 1}, \ldots, x_{i, j-1}}$ be the event $X_{i, j-1}=x_{i, j-1}, \ldots, X_{i, 1}=x_{i, 1}$ for some $x_{i, 1}, \ldots x_{i, j-1}$. Now for $1 \leqslant i^{\prime} \leqslant k^{\prime}$ and any integer $x$ we have $\mathbb{P}\left[X_{i, j}=x \mid B_{x_{i, 1}, \ldots, x_{i, j-1}} \cap\left(r_{j-1}=2 i^{\prime}-1\right)\right]=\mathbb{P}\left[X_{i, j}=x \mid r_{j-1}=2 i^{\prime}-1\right]$. Hence Lemma 1.8.6 implies that $\mathbb{E}\left[X_{i, j} \mid X_{i, j-1}, \ldots, X_{i, 1}\right] \leqslant \max _{i^{\prime}=1}^{k^{\prime}} \mathbb{E}\left[X_{i, j} \mid r_{j-1}=2 i^{\prime}-1\right]$. But Claim 3.7.4 implies that

$$
\begin{aligned}
\mathbb{E}\left[X_{i, j} \mid r_{j-1}=2 i^{\prime}-1\right] & =\sum_{i^{\prime \prime}=1}^{k^{\prime}} \mathbb{E}\left[X_{i, j} \mid r_{j}=2 i^{\prime \prime}-1\right] \mathbb{P}\left[r_{j}=2 i^{\prime \prime}-1 \mid r_{j-1}=2 i^{\prime}-1\right] \\
& \leqslant \frac{1+\xi / 20}{k^{\prime}} \sum_{i^{\prime \prime}=1}^{k^{\prime}} \mathbb{E}\left[X_{i, j} \mid r_{j}=2 i^{\prime \prime}-1\right]=\frac{(1+\xi / 20) Y_{j}}{k^{\prime}}
\end{aligned}
$$

Hence $\mathbb{E}\left[X_{i, j} \mid X_{i, j-1}, \ldots, X_{i, 1}\right] \leqslant(1+\xi / 20) Y_{j} / k^{\prime}$. Set $X_{i, j}^{\prime}:=X_{i, j} m_{2} / n$. Since

$$
\left|S_{j}\right| \stackrel{(3.7 .2)}{\leqslant}\left(\frac{n}{m_{2}}+\sqrt{\beta} n\right)-\left(\frac{\xi m_{1}}{6 k^{\prime} m_{2}}\right)\left(\frac{n}{4 \Delta m_{1}}\right) \leqslant \frac{n}{m_{2}},
$$

we have that $X_{i, j}^{\prime} \in[0,1]$, for each $1 \leqslant j \leqslant m_{3}$. Let

$$
\begin{equation*}
\mu=\sum_{j=1}^{m_{3}} \frac{(1+\xi / 20) Y_{j} m_{2}}{k^{\prime} n} \tag{3.7.6}
\end{equation*}
$$

and note that

$$
\begin{align*}
& \sum_{j=1}^{m_{3}} Y_{j} \leqslant \sum_{j=1}^{m_{3}}\left|A \cap L_{j}\right|=\frac{1}{2}\left(\sum_{j=1}^{m_{3}}\left|L_{j}\right|+s_{j}\right) \\
& \quad \stackrel{(3.7 .2),(3.7 .3)}{\leqslant}\left(\frac{m_{3} n}{2 m_{2}}+\frac{m_{3} \sqrt{\beta} n}{2}\right)+\left(\frac{|A|-|B|}{4}+\frac{\xi n}{40}\right) \leqslant \frac{m_{3} n}{2 m_{2}}+\frac{|A|-|B|}{4}+\frac{\xi n}{20} \tag{3.7.7}
\end{align*}
$$

Note also that $Y_{j} \geqslant\left(n /\left(4 \Delta m_{1}\right)\right) \times\left(m_{1} / 2 m_{2}\right)=n /\left(8 \Delta m_{2}\right)$ for each $1 \leqslant j \leqslant m_{1}$. Thus we have $\mu \geqslant m_{3} /\left(8 \Delta k^{\prime}\right) \gg\left(\log k^{\prime}\right) / \xi^{2}$. We now apply Lemma 1.8.4 with $\delta:=\xi / 20$ to obtain

$$
\mathbb{P}\left[\sum_{j=1}^{m_{3}} X_{i, j}^{\prime}>(1+\xi / 20) \mu\right] \leqslant e^{-\frac{\xi^{2} \mu}{1200}} \leqslant \frac{1}{3 k^{\prime}} .
$$

It follows that with probability at least $1-1 / 3 k^{\prime}$,

$$
\begin{aligned}
X_{i} \stackrel{(3.7 .6)}{\leqslant} \frac{(1+\xi / 20)^{2}}{k^{\prime}} \sum_{i=1}^{m_{3}} Y_{j} & \stackrel{(3.7 .7)}{\leqslant} \frac{(1+\xi / 20)^{2}}{k^{\prime}}\left(\frac{m_{3} n}{2 m_{2}}+\frac{|A|-|B|}{4}+\frac{\xi n}{20}\right) \\
& \leqslant \frac{1}{2 k^{\prime}}\left(\frac{m_{3} n}{m_{2}}+\frac{|A|-|B|}{2}\right)+\frac{\xi n}{6 k^{\prime}}
\end{aligned}
$$

which proves Claim 3.7.5.

By a similar argument we have that if $X_{i}^{\prime}$ is the number of vertices of $\bigcup_{j=1}^{m_{3}} S_{j}$ assigned to $2 i$, then

$$
\mathbb{P}\left[X_{i}^{\prime}>\frac{1}{2 k^{\prime}}\left(\frac{m_{3} n}{m_{2}}+\frac{|B|-|A|}{2}\right)+\frac{\xi n}{6 k^{\prime}}\right] \leqslant \frac{1}{3 k^{\prime}}
$$

for every $1 \leqslant i \leqslant k^{\prime}$. Taken together with Claim 3.7 .5 this implies that with probability at least $1 / 3$,

$$
\begin{align*}
X_{i} & \leqslant \frac{1}{2 k^{\prime}}\left(\frac{m_{3} n}{m_{2}}+\frac{|A|-|B|}{2}\right)+\frac{\xi n}{6 k^{\prime}}  \tag{3.7.8}\\
\text { and } X_{i}^{\prime} & \leqslant \frac{1}{2 k^{\prime}}\left(\frac{m_{3} n}{m_{2}}+\frac{|B|-|A|}{2}\right)+\frac{\xi n}{6 k^{\prime}}
\end{align*}
$$

for every $1 \leqslant i \leqslant k^{\prime}$, and hence there exists an assignment such that (3.7.8) holds.

For each $m_{3}<j \leqslant m_{2}$, let $D_{j}$ be the union of the first $k_{2}$ small segments of $L_{j}$ and $S_{j}$ the union of the remaining small segments. We now assign the vertices of $\bigcup_{j=m_{3}+1}^{m_{2}} L_{j}$ using an algorithm similar to that for $\bigcup_{j=1}^{m_{3}} L_{j}$, but in reverse order. That is, we first choose $1 \leqslant i_{0}^{\prime \prime} \leqslant k^{\prime}$ randomly and assign the vertices of $S_{m_{2}}$ using the sober algorithm, but with the roles of $A_{i}$ and $B_{i}$ exchanged for each $i$. Thus we assign the vertices of $B_{m_{1}}$ to $2 i_{0}^{\prime \prime}-1$, the vertices of $A_{m_{1}}$ to $2 i_{0}^{\prime \prime}$, etc. Similarly we use the drunken algorithm to assign the vertices of $D_{m_{2}}$ (again with the roles of $A_{i}$ and $B_{i}$ exchanged for each $i$ ), and so on until we have assigned all the vertices up to $S_{m_{3}+1}$. (As before, the initial vertex of any application of an algorithm is the successor of the final vertex of the previous application of an algorithm.) Finally we use the $2 i_{2}^{\prime}$-seeking algorithm to assign the vertices of the last drunken segment $D_{m_{3}+1}$. (Recall that the final vertex of the $2 i_{2}^{\prime}$-seeking algorithm is always $2 i_{2}^{\prime}$.) Let $\overline{X_{i}}$ be the number of vertices of $\bigcup_{j=m_{3}+1}^{m_{2}} S_{j}$ assigned to to $2 i-1$ and $\overline{X_{i}^{\prime}}$ the number assigned to $2 i$. By using a proof analogous to that of Claim 3.7.5, we can ensure that

$$
\begin{align*}
\overline{X_{i}} & \leqslant \frac{1}{2 k^{\prime}}\left(\frac{\left(m_{2}-m_{3}\right) n}{m_{2}}+\frac{|B|-|A|}{2}\right)+\frac{\xi n}{6 k^{\prime}}  \tag{3.7.9}\\
\text { and } \overline{X_{i}^{\prime}} & \leqslant \frac{1}{2 k^{\prime}}\left(\frac{\left(m_{2}-m_{3}\right) n}{m_{2}}+\frac{|A|-|B|}{2}\right)+\frac{\xi n}{6 k^{\prime}}
\end{align*}
$$

for each $1 \leqslant i \leqslant k^{\prime}$.

Note that

$$
\left|\bigcup_{j=1}^{m_{2}} D_{j}\right| \leqslant m_{2} \times \frac{\xi m_{1}}{6 k^{\prime} m_{2}} \times\left(n / m_{1}+\beta n\right) \leqslant \xi n / 3 k^{\prime}
$$

and hence in total we assign at most

$$
\begin{aligned}
& \quad X_{i}+X_{i}^{\prime}+\left|\bigcup_{j=1}^{m_{2}} D_{j}\right| \\
& \stackrel{(3.7 .8),(3.7 .9)}{\leqslant} \frac{1}{2 k^{\prime}}\left(\frac{m_{3} n}{m_{2}}+\frac{|A|-|B|}{2}\right)+\frac{1}{2 k^{\prime}}\left(\frac{\left(m_{2}-m_{3}\right) n}{m_{2}}+\frac{|B|-|A|}{2}\right)+\frac{2 \xi n}{3 k^{\prime}} \\
& =\frac{1}{2 k^{\prime}}(1+4 \xi / 3) n
\end{aligned}
$$

vertices to $2 i-1$ and at most $(1+4 \xi / 3) n / 2 k^{\prime}$ vertices to $2 i$, for each $1 \leqslant i \leqslant k^{\prime}$.

Verifying that $f$ has the desired properties. This completes our definition of $f_{2}$. We now check that $f_{2}$ is a homomorphism. By properties (c) and (d) it suffices to show for each $i$ that whenever $A_{i}$ and $B_{i}$ (or $B_{i}$ and $A_{i+1}$ ) are assigned to vertices $1 \leqslant i^{\prime}, j^{\prime} \leqslant 2 k^{\prime}$ of $C^{\prime}$, then $i^{\prime} j^{\prime}$ is an edge of $C^{\prime} \cup\left\{c^{\prime}\right\}$. Observe first that the sober, drunken and seeking algorithms all assign vertices in such a way that $i^{\prime} j^{\prime}$ is an edge of $C^{\prime}$. Further, recall that the initial vertex of any application of an algorithm is the successor of the final vertex of the previous application of an algorithm. So if, for example, the vertices of $B_{i}$ are assigned to the final vertex $2 i^{*}$ where $B_{i}$ is the final segment assigned in an application one of the algorithms, then the vertices of $A_{i+1}$ will be assigned to the initial vertex $2 i^{*}+1$ in the next application of an algorithm.

The only pair this argument does not deal with is the pair $\left(B_{j}, A_{j+1}\right)$, where $B_{j}$ is the last small segment of $D_{m_{3}}$ (and hence $A_{j+1}$ is the first small segment of $D_{m_{3}+1}$, and therefore the last to be assigned). Now by the definition of the seeking algorithm, the vertices of $B_{j}$ are assigned to the vertex $2 i_{1}^{\prime}$ of $C^{\prime}$ and the vertices of $A_{j+1}$ are assigned to the vertex $2 i_{2}^{\prime}$ of $C^{\prime}$. Recalling that $c^{\prime}=\left\{2 i_{1}^{\prime}, 2 i_{2}^{\prime}\right\}$ we have that $f_{2}$ is indeed a homomorphism.

Now consider $f=f_{1} \circ f_{2}$. Since $f_{1}$ and $f_{2}$ are both homomorphisms we have that $f$ is a homomorphism. Property (b) implies that condition $\left(\beta_{1}\right)$ holds. By (c), every edge $x y$ not in $H[S]$ lies in a pair $\left(A_{i}, B_{i}\right)$ for some $i$. Thus, by definition of our three algorithms, $x y$ is mapped to an edge $\{2 j-1,2 j\}$ by $f_{2}$ for some $j$. By definition of $f_{1},\{2 j-1,2 j\}$ is mapped to $\left\{2 j^{\prime}-1,2 j^{\prime}\right\}$ by $f_{1}$ for some $j^{\prime}$. Therefore, $f$ satisfies $\left(\beta_{3}\right)$.

To see that condition $\left(\beta_{2}\right)$ also holds, recall that $f_{1}$ assigns to each vertex $2 i-1$ of $C$ (and also to $2 i$ ) exactly $\left\lceil\left(n_{2 i-1}+n_{2 i}\right) k_{1} / n\right\rceil$ vertices of $C^{\prime}$. Hence $f$ assigns at most

$$
\begin{aligned}
\frac{1}{2 k^{\prime}}(1+4 \xi / 3) n\left\lceil\left(n_{2 i-1}+n_{2 i}\right) k_{1} / n\right\rceil & \leqslant(1+4 \xi / 3)\left(n_{2 i-1}+\xi n / 10\right)+\frac{1}{2 k^{\prime}}(1+4 \xi / 3) n \\
& \leqslant n_{2 i-1}+\xi n
\end{aligned}
$$

vertices of $H$ to the vertex $2 i-1$ of $C$, for each $1 \leqslant i \leqslant k$. Similarly $f$ assigns at most $n_{2 i}+\xi n$ vertices of $H$ to the vertex $2 i$.

### 3.8 Completing the proof

In this section we use Lemmas 3.6.1 and 3.7.1 to prove Theorem 1.4.8. We use the following definition and lemma from [18]; these allow us to prove that $H$ embeds into $G$ by checking some relatively simple conditions.

Definition 3.8.1 Let $H$ be a graph on $n$ vertices, let $R$ be a graph on $[k]$, and let $R^{\prime} \subseteq R$. We say that a vertex partition $V(H)=\left(W_{i}\right)_{i \in[k]}$ of $H$ is $\varepsilon$-compatible with an integer partition $\left(n_{i}\right)_{i \in[k]}$ of $n$ and $R^{\prime} \subseteq R$ if the following holds. For $i \in[k]$ let $S_{i}$ be the set of vertices in $W_{i}$ with neighbours in some $W_{j}$ with $i j \notin E\left(R^{\prime}\right)$ and $i \neq j$. Set $S:=\bigcup_{i \in[k]} S_{i}$ and $T_{i}:=N_{H}(S) \cap\left(W_{i} \backslash S\right)$. Then for all $i, j \in[k]$ we have that
$\left(\gamma_{1}\right)\left|W_{i}\right|=n_{i} ;$
$\left(\gamma_{2}\right) x y \in E(H)$ for $x \in W_{i}$ and $y \in W_{j}$ implies that $i j \in E(R)$;
$\left(\gamma_{3}\right)\left|S_{i}\right| \leqslant \varepsilon n_{i}$ and $\left|T_{i}\right| \leqslant \varepsilon \cdot \min \left\{n_{j} \mid i\right.$ and $j$ are in the same component of $\left.R^{\prime}\right\}$.
The partition $V(H)=\left(W_{i}\right)_{i \in[k]}$ is $\varepsilon$-compatible with a partition $V(G)=\left(V_{i}\right)_{i \in[k]}$ of a graph $G$ and $R^{\prime} \subseteq R$ if $V(H)=\left(W_{i}\right)_{i \in[k]}$ is $\varepsilon$-compatible with $\left(\left|V_{i}\right|\right)_{i \in[k]}$ and $R^{\prime} \subseteq R$.

Lemma 3.8.2 ([18], Lemma 3.12) For all $d, \Delta, r>0$ there is a constant $\varepsilon=\varepsilon(d, \Delta, r)$ such that the following holds. Let $G$ be a graph on $n$ vertices and suppose that $\left(V_{i}\right)_{i \in[k]}$ is a partition of $V(G)$. Suppose $R$ is an $(\varepsilon, d)$-reduced graph of $G$ on $V_{1}, \ldots, V_{k}$ and that $R^{\prime}$ is a subgraph of $R$ whose connected components have size at most $r$. Assume that $\left(V_{i}, V_{j}\right)_{G}$ is an $(\varepsilon, d)$-super-regular pair for every edge $V_{i} V_{j} \in E\left(R^{\prime}\right)$. Further, let $H$ be a graph on $n$ vertices with maximum degree $\Delta(H) \leqslant \Delta$ that has a vertex partition $V(H)=\left(W_{i}\right)_{i \in k}$ which is $\varepsilon$-compatible with $V(G)=\left(V_{i}\right)_{i \in[k]}$ and $R^{\prime} \subseteq R$. Then $H \subseteq G$.

Lemma 3.8.2 is a consequence of the Blow-up lemma of Komlós, Sárközy and Szemerédi [76]. We now prove Theorem 1.4.8.

Proof. [Proof of Theorem 1.4.8] Firstly, note that it suffices to prove Theorem 1.4.8 under the additional assumption that $\eta \ll 1$. We choose $\beta$, $n_{0}$ as well as additional constants $d, \varepsilon, \xi, \lambda$ as follows: Choose $d \ll \nu$ as required by Lemma 3.6.1 also ensuring that $d \ll 1 / \Delta$. Then take $\varepsilon \leqslant \varepsilon(d, \Delta, 2)$ as in Lemma 3.8.2, ensuring also that $\varepsilon \ll d$. Finally choose

$$
1 / n_{0} \ll \beta \ll \lambda \ll \xi \ll \varepsilon,
$$

as required by Lemmas 3.6.1 and 3.7.1.
Apply Lemma 3.6.1 to $G$ to obtain an integer $k$ such that $\xi \ll 1 / k \ll \varepsilon$, a partition $\left(n_{i}\right)_{i=1}^{2 k}$ of $n$ and integers $1 \leqslant i_{1} \neq j_{1}, i_{2} \neq j_{2} \leqslant k$. Suppose $C$ is the cycle $12 \ldots(2 k) 1$ with the chord $c=\left\{2 i_{2}, 2 j_{2}\right\}$. Next we apply Lemma 3.7.1 with the partition $\left(n_{i}\right)_{i=1}^{2 k}$ of $n$ as input to obtain a set $S \subseteq V(H)$ and a homomorphism $f: H \rightarrow C \cup\{c\}$, such that
(i) $|S| \leqslant \xi n$;
(ii) $\left|f^{-1}(i)\right| \leqslant n_{i}+\xi n$ for all $1 \leqslant i \leqslant 2 k$;
(iii) Every edge which is not in $H[S]$ is mapped to the edge $\{2 i-1,2 i\}$, for some $1 \leqslant i \leqslant k$.

Let $W_{i}:=f^{-1}(i)$ and $n_{i}^{\prime}:=\left|f^{-1}(i)\right|$ for each $i$, and note that $\left(n_{i}^{\prime}\right)_{i=1}^{k}$ is a partition of $n$. Condition (ii) together with Lemma 3.6.1 imply that there is a partition $A_{1}^{\prime}, B_{1}^{\prime}, A_{2}^{\prime}, B_{2}^{\prime}, \ldots, A_{k}^{\prime}, B_{k}^{\prime}$ of $V(G)$ and a spanning subgraph $G^{\prime}$ of $G$ which satisfy conditions $\left(\alpha_{1}\right)-\left(\alpha_{5}\right)$.

Relabel these clusters $V_{1}, \ldots, V_{k}$ such that $V_{2 i-1}:=A_{i}^{\prime}$ and $V_{2 i}:=B_{i}^{\prime}$ for all $1 \leqslant i \leqslant k$. So $\left|V_{i}\right|=n_{i}^{\prime}$ for all $1 \leqslant i \leqslant 2 k$. Let $R$ be the $(\varepsilon, d)$-reduced graph of $G^{\prime}$ on $V_{1}, \ldots, V_{k}$ with the maximal number of edges. Hence $\left(\alpha_{2}\right)-\left(\alpha_{5}\right)$ imply that $R$ contains the Hamilton cycle $C^{\prime}=V_{1} V_{2} \ldots V_{2 k} V_{1}$ and the chord $c^{\prime}:=V_{2 i_{2}} V_{2 j_{2}}$ (we view $C^{\prime} \cup\left\{c^{\prime}\right\}$ as a copy of $C \cup\{c\}$ in $R$ ). Let $R^{\prime}$ be the spanning subgraph of $R$ containing precisely the edges $V_{2 i-1} V_{2 i}$ for $1 \leqslant i \leqslant k$. Note that $\left(\alpha_{2}\right)$ implies that $\left(V_{2 i-1} V_{2 i}\right)_{G^{\prime}}$ is an $(\varepsilon, d)$-super-regular pair for all $1 \leqslant i \leqslant k$.

We now check that the partition $V(H)=\left(W_{i}\right)_{i=1}^{2 k}$ is $\varepsilon$-compatible with the partition $\left(V_{i}\right)_{i=1}^{2 k}$ and $R^{\prime} \subseteq R$. We defined $\left(V_{i}\right)_{i=1}^{2 k}$ so that $\left|V_{i}\right|=\left|W_{i}\right|$ for each $1 \leqslant i \leqslant 2 k$ and hence condition $\left(\gamma_{1}\right)$ of Definition 3.8.1 holds. Condition $\left(\gamma_{2}\right)$ holds since $f: H \rightarrow C \cup\{c\}$ is a homomorphism and $C \cup\{c\}$ is a subgraph of $R$. Note that for all $1 \leqslant i \leqslant 2 k$, Lemma 3.6.1 implies that

$$
\varepsilon n_{i}^{\prime} \geqslant \varepsilon\left(n_{i}-2 k \xi n\right) \geqslant \varepsilon(n / 3 k-2 k \xi n) \geqslant \varepsilon n / 4 k \gg \xi n \stackrel{(i)}{\geqslant}|S|,
$$

where the first inequality follows from $n_{i^{\prime}}^{\prime} \leqslant n_{i^{\prime}}+\xi n$ for every $i^{\prime} \neq i$ in $[2 k]$. Furthermore, $\left|N_{H}(S) \cap\left(W_{i} \backslash S\right)\right| \leqslant \Delta|S| \leqslant \Delta \xi n \ll \varepsilon n / 4 k \leqslant \varepsilon n_{j}^{\prime}$ for all $1 \leqslant i, j \leqslant 2 k$. Thus, condition $\left(\gamma_{3}\right)$ holds. Hence, Lemma 3.8.2 implies that $G^{\prime}$ (and therefore $G$ ) contains $H$, as desired.

## CHAPTER 4

## Perfect matchings in hypergraphs

### 4.1 Outline

The main goal of this chapter is to prove Theorems 1.5.1 and 1.5.2. In Section 4.2 we deduce Theorem 1.5.1 from Theorem 1.5.2 by showing that Procedure DeterminePM has the requisite properties. The rest of the chapter is devoted to the proof of Theorem 1.5.2, beginning with Section 4.3 in which we briefly sketch how this theorem is proved and outline the key lemmas of the proof (Lemmas 4.6.1 and 4.6.8). In Sections 4.4 and 4.5 we introduce a number of necessary preliminaries for the proof. Section 4.4 details the results from [65] which we use, theory regarding $k$-partite $k$-graphs, the Weak Regularity Lemma, convex geometry and some well-known probabilistic tools. Section 4.5 focuses on a key definition, that of 'robust maximality', which allows our proof to run much more smoothly.

Having established these preliminaries, we proceed to state and prove Lemmas 4.6.1 and 4.6.8 in Section 4.6. Finally, in Section 4.7 we deduce Theorem 1.5.2 as a consequence of Lemma 4.6.8.

### 4.2 Algorithmic analysis

In this section we prove Theorem 1.5.1 by demonstrating that Procedure DeterminePM has the requisite properties. We begin with the least evident claim, namely that the list of partitions $\mathcal{P}$ which is the range for the innermost for loop can be generated in polynomial time.

Lemma 4.2.1 Fix $\delta>0$. Let $H$ be a $k$-graph on a vertex set $V$ of size $n$ with $\delta_{k-1}(H) \geqslant$ $\delta n$. Let $2 \leqslant d<k$ and let $L \subseteq \mathbb{Z}^{d}$ be a $(1,-1)$-free edge-lattice. Then there are at most $d^{k-2+1 / \delta}$ partitions $\mathcal{P}$ of $V$ such that $\mathbf{i}_{\mathcal{P}}(e) \in L$ for every $e \in H$, and these partitions can be listed in time $O\left(n^{k+1}\right)$.

Proof. We prove Lemma 4.2.1 by considering Procedure ListPartitions. For this, we imagine each vertex class $V_{j}$ to be a 'bin' to which vertices may be assigned, and keep track of a set Unassigned of vertices yet to be assigned to a vertex class. So initially we take each $V_{j}$ to be empty and Unassigned $=V(H)$. The procedure operates as a search tree; at certain points the instruction is to branch over a range of possibilities. This means to select one of these possibilities and continue with this choice, then, when the algorithm halts, to return to the branch point, select the next possibility, and so forth. Each branch may produce an output partition; the output of the procedure consists of all output partitions.

Note that since $L$ is assumed to be $(1,-1)$-free, for any partition $\mathcal{P}$ of the assigned vertices and any set $S$ of $k-1$ assigned vertices, there is at most one $j \in[k]$ such that $\mathbf{i}_{\mathcal{P}}(S)+\mathbf{u}_{j} \in L$. So the instruction 'Choose such a $j$ arbitrarily' will actually only ever have at most one choice.

The final line of the procedure ensures that any partition $\mathcal{P}$ of $V(H)$ which is output has the property that $\mathbf{i}_{\mathcal{P}}(e) \in L$ for every $e \in H$. The converse is also true: any partition $\mathcal{P}$ of $V(H)$ such that $\mathbf{i}_{\mathcal{P}}(e) \in L$ for every $e \in H$ will be output by some branch of the

```
Procedure ListPartitions
    Input: A }k\mathrm{ -graph H}\mathrm{ and a (1,-1)-free edge-lattice L}\subseteq\mp@subsup{\mathbb{Z}}{}{d}\mathrm{ .
    Output: Outputs all partitions of V(H) with i}\mp@subsup{\mathbf{i}}{\mathcal{P}}{}(e)\inL\mathrm{ for every }e\inH\mathrm{ .
    Set each V}\mp@subsup{V}{j}{}=\emptyset\mathrm{ and Unassigned = V(H).;
    while Unassigned }\not=\emptyset\mathrm{ do
        if }x\mp@subsup{y}{1}{\ldots}\ldots\mp@subsup{y}{k-1}{}\inH\mathrm{ for some vertices }x\inUnassigned and
        y},\ldots,\mp@subsup{y}{k-1}{}\not\inUnassigned then
            if }\mp@subsup{\mathbf{i}}{\mathcal{P}}{}(\mp@subsup{y}{1}{}\ldots\mp@subsup{y}{k-1}{})+\mp@subsup{\mathbf{u}}{j}{}\inL\mathrm{ for some }j\in[k] then
                Choose such a }j\mathrm{ arbitrarily;
                Assign x to V}\mp@subsup{V}{j}{}\mathrm{ and remove }x\mathrm{ from Unassigned.
            else
                Halt with no output.
        else
            Choose x U Unassigned;
            Branch over all possible assignments of x.
    if }\mp@subsup{\mathbf{i}}{\mathcal{P}}{}(e)\inL\mathrm{ for every e}\inH\mathrm{ then halt with output }\mathcal{P}\mathrm{ .
```

procedure. To see this, consider the branch of the procedure in which, at each branch point, the vertex $x$ under consideration is assigned to the vertex class in which it lies in $\mathcal{P}$. By the above remark, every other vertex of $H$ must also be assigned to the vertex class in which it lies in $\mathcal{P}$. We conclude that Procedure ListPartitions indeed runs correctly, returning all partitions $\mathcal{P}$ of $V$ such that $\mathbf{i}_{\mathcal{P}}(e) \in L$ for every $e \in H$.

To bound the number of such partitions, observe that the procedure will branch over the assignment of each of the first $k-2$ vertices considered. Let $x$ be a vertex considered by the algorithm which is not one of these first $k-2$ vertices. The procedure will branch over the assignment of $x$ only if there is no edge $x y_{1} \ldots y_{k-1}$ of $H$ where $y_{1}, \ldots, y_{k-1}$ have all previously been assigned. Suppose that this is the case, and let $y_{1} y_{2} \ldots y_{k-2}$ be an arbitrary set of $k-2$ distinct previously-assigned vertices. Since $\delta_{k-1}(H) \geqslant \delta n$ there are at least $\delta n$ vertices $v$ such that $x v y_{1} \ldots y_{k-2}$ is an edge of $H$; none of these $v$ can have been previously assigned, and each will be assigned before the next branch of the procedure. Hence, except for the first $k-2$ vertices considered, after any branch in the procedure at least $\delta n$ vertices are assigned before the next branch. We conclude that the search tree
has depth at most $k-2+1 / \delta$, and its degree is the number of vertex classes $d$, and so it has at most $d^{k-2+1 / \delta}$ leaf nodes. At most one partition is output at each leaf node, so at most $d^{k-2+1 / \delta}$ partitions $\mathcal{P}$ will be output by the algorithm, as required. Furthermore, over all branches there will be at most $d^{k-2+1 / \delta} n$ iterations of the while loop, and the condition of the first if statement takes $O\left(n^{k}\right)$ operations to check, and so the overall running time is $O\left(n^{k+1}\right)$.

Proof of Theorem 1.5.1. Fix $k \geqslant 3$ and $\gamma>0$, and let $H$ be a $k$-graph on $n$ vertices with $\delta_{k-1}(H) \geqslant(1 / k+\gamma) n$. We begin by demonstrating that Procedure DeterminePM will determine correctly whether or not $H$ has a perfect matching. This is trivial if $n<n_{0}=n_{0}\left(k, \gamma, k^{k^{k}+1}\right)$, so assume without loss of generality that $n \geqslant n_{0}$.

Suppose first that $H$ does not contain a perfect matching. Then by Theorem 1.5.2 applied with $C=k^{k^{k}}$ there exist
(i) a partition $\mathcal{P}$ of $V(H)$ into $d$ parts, where $1 \leqslant d<k$, and
(ii) a (1, -1)-free edge-lattice $L \subseteq \mathbb{Z}^{d}$ such that any matching $M$ in $H$ formed of edges $e \in H$ with $\mathbf{i}_{\mathcal{P}}(e) \notin L$ has size less than $k^{k^{k}}$
such that no matching $M^{\prime}$ in $H$ of size at most $k-2$ has $\mathbf{i}_{\mathcal{P}}\left(V \backslash V\left(M^{\prime}\right)\right) \in L$. Let $M$ be a maximal matching in $H$ formed of edges $e \in H$ with $\mathbf{i}_{\mathcal{P}}(e) \notin L$, so $|M|<k^{k^{k}}$. By maximality of $M$ any edge $e \in H$ which does not intersect $V(M)$ has $\mathbf{i}_{\mathcal{P}}(e) \in L$. Therefore, when Procedure DeterminePM considers these $M, d$, and $L$, this partition $\mathcal{P}$ of $V$ will be considered in some iteration of the for loop. Procedure DeterminePM will then find that no matching $M^{\prime} \subseteq H$ of size at most $k-2$ has $\mathbf{i}_{\mathcal{P}}\left(V \backslash V\left(M^{\prime}\right)\right) \in L$ and output that $H$ does not contain a perfect matching, as required.

Now suppose that $H$ does contain a perfect matching, and suppose for a contradiction that Procedure DeterminePM incorrectly claims that this is not the case. This can only arise if Procedure DeterminePM considers a matching $M$ in $H$ of size at most $k^{k^{k}}$, an
integer $1 \leqslant d<k$, a ( $1,-1$ )-free edge-lattice $L \subseteq \mathbb{Z}^{d}$ and a partition $\mathcal{P}$ of $V$ into $d$ parts so that any edge $e \in H$ which does not intersect $V(M)$ has $\mathbf{i}_{\mathcal{P}}(e) \in L$, and finds that no matching $M^{\prime} \subseteq H$ of size at most $k-2$ has $\mathbf{i}_{\mathcal{P}}\left(V(H) \backslash V\left(M^{\prime}\right)\right) \in L$. Since any edge $e \in H$ with $\mathbf{i}_{\mathcal{P}}(e) \notin L$ must intersect $V(M)$, any matching $M_{0}$ in $H$ formed of edges $e \in H$ with $\mathbf{i}_{\mathcal{P}}(e) \notin L$ has size at most $k|M| \leqslant k^{k^{k}+1}$. So $\mathcal{P}, d$ and $L$ are as in condition (ii) of Theorem 1.5.2 with $C=k^{k^{k}+1}$; since $H$ has a perfect matching this is a contradiction.

It remains only to show that Procedure DeterminePM must terminate in polynomial time. To see this, note that the range of the first for loop consists of at most $n^{k \cdot k^{k^{k}}}$ matchings $M$, and these can be generated in time $O\left(n^{k^{k^{k}+1}}\right)$ (by considering each set of at most $k^{k^{k}}$ edges in turn). The range of the next for loop (over $d$ and $L$ ) has a constant number of elements and can be generated in constant time. Indeed, since $L$ must be an edge-lattice, it must be generated by vectors with non-negative co-ordinates which sum to $k$; the number of such generating sets is bounded by a function of $k$. Lemma 4.2.1 applied to $H-V(M)$ shows that the range of the innermost for loop also has constant size, and the list can be generated in time $O\left(n^{k+1}\right)$. Finally, similarly to above it takes time $O\left(n^{k(k-2)}\right)$ to evaluate the truth of the condition of the central if statement. We conclude that in any case this procedure will run in time $O\left(n^{k^{k^{k}+1}+k(k-2)}\right)$, as required.

### 4.3 Outlines of the proofs

In this section we briefly sketch the proof of Theorem 1.5.2. To do this we will use informal descriptions of theory which will be rigorously detailed in later sections. The argument showing that (i) implies (ii) in Theorem 1.5.2 is fairly straightforward. Indeed, if a $k$ graph $H$ as in the theorem contains a perfect matching $M^{*}$, then for any $\mathcal{P}, d, L$ and $M$ as in condition (ii) of Theorem 1.5.2 we have $\mathbf{i}_{\mathcal{P}}\left(V(H)-V\left(M^{*}\right)\right)=\mathbf{i}_{\mathcal{P}}(\emptyset)=0 \in L$. Whilst we cannot simply take $M^{\prime}=M^{*}$ since $M^{*}$ is too large, a simple argument (Lemma 4.7.6) shows that since $\mathbf{i}_{\mathcal{P}}\left(V(H)-V\left(M^{*}\right)\right) \in L$ there must be a submatching $M^{\prime} \subseteq M^{*}$ of size
at most $k-2$ in $H$ such that $\mathbf{i}_{\mathcal{P}}\left(V(H)-V\left(M^{\prime}\right)\right) \in L$, as required. So the main difficulty in proving Theorem 1.5.2 lies in proving the converse, that (ii) implies (i).

For much of this argument it is simpler to work with $k$-partite $k$-graphs $H$. These are graphs whose vertex set is partitioned into vertex classes $V_{1}, \ldots, V_{k}$ so that every edge of $H$ contains one vertex from each $V_{j}$. The central result in the proof of Theorem 1.5.2, namely Lemma 4.6.1, is expressed in terms of $k$-partite $k$-graphs; we then translate this result into the non-partite setting (Lemma 4.6.8) by using a random $k$-partition of $H$. When working with $k$-partite $k$-graphs our codegree conditions will apply only to partite $(k-1)$-sets of vertices, i.e. sets which contain at most one vertex from any vertex class.

A key result on which we rely is Theorem 4.4.7, which is covered in detail in the next section. This theorem allows us to restrict our attention to the case in which $H$ is close to a divisiblity barrier. We combine this with the following observation, which is formalised in the proof of Lemma 4.6.1: Suppose that $H$ has the property that almost all partite ( $k-1$ )-sets have codegree at least $n / \ell+\gamma n$ in $H$, and is close to a divisiblity barrier. Then $H$ can be divided into $k$-partite subgraphs $H^{1}, \ldots, H^{r}$ whose vertex sets partition $V(H)$ and each of which satisfies a stronger codegree condition: almost all partite $(k-1)$-sets in $H^{j}$ have codegree at least $(1 /(\ell-1)+\gamma / 4) n_{j}$ in $H^{j}$, where $n_{j}$ is the size of each vertex class of $H^{j}$. This allow us to prove, by induction on $\ell$, that if in addition $H$ satifies a minimum vertex degree condition as well as a further condition relating to the divisibility barrier, then $H$ does contain a perfect matching. The induction is detailed in Lemma 4.6.1, which constitutes the core of our proof.

We will frequently speak of a partition $\mathcal{Q}$ of a vertex set $V$. We use this term in a slightly non-standard way to mean a family of pairwise-disjoint subsets of $V$ whose union is $V$ (so it is possible for a part to be empty, though this will rarely be the case). Furthemore, we implicitly fix an order on the parts of the partition, so we may consistently speak of, for example, the $i$ th part of $\mathcal{Q}$. Also, in a slight abuse of notation we will sometimes refer
to $\mathcal{Q}$ as also being partition of a subset $V^{\prime} \subseteq V$; the partition referred to in this way is the natural restriction of $\mathcal{Q}$ to $V^{\prime}$.

Let $V$ be a (finite) set of vertices, and let $\mathcal{Q}$ partition $V$ into $d$ parts. Then for any set $S \subseteq V$, the index vector $\mathbf{i}_{\mathcal{Q}}(S)$ of $S$ with respect to $\mathcal{Q}$ is the vector in $\mathbb{Z}^{d}$ whose $i$ th co-ordinate is the size of the intersection of $S$ with the $i$ th part of $\mathcal{Q}$ (note that $\mathbf{i}_{\mathcal{Q}}(S)$ is well-defined by the implicit order of the parts of $\mathcal{Q})$. When $\mathcal{Q}$ is clear from the context we write simply $\mathbf{i}(S)$ for $\mathbf{i}_{\mathcal{Q}}(S)$. This notation gives us a convenient way of describing where the edges of a $k$-graph lie with regard to a given partition of the vertex set, as follows.

Definition 4.3.1 Let $H$ be a $k$-graph on vertex set $V$, and let $\mathcal{Q}$ be a partition of $V$ into d parts. Then for any $\mu>0$,
(i) $I_{\mathcal{Q}}^{\mu}(H)$ denotes the set of all $\mathbf{i} \in \mathbb{Z}^{d}$ such that at least $\mu|V(H)|^{k}$ edges $e \in G$ have $\mathbf{i}(e)=\mathbf{i}$, that is, those vectors which are the index vector of many edges of $G$.
(ii) $I_{\mathcal{Q}}(H)$ denotes the set of all $\mathbf{i} \in \mathbb{Z}^{d}$ such that at least one edge $e \in H$ has $\mathbf{i}(e)=\mathbf{i}$.
(iii) $L_{\mathcal{Q}}^{\mu}(H)$ denotes the lattice in $\mathbb{Z}^{d}$ generated by $I_{\mathcal{Q}}^{\mu}(H)$, and $L_{\mathcal{Q}}(H)$ denotes the lattice in $\mathbb{Z}^{d}$ generated by $I_{\mathcal{Q}}(H)$.
(iv) If $\mathcal{Q}$ is the trivial partition in which every part contains one vertex, then we write $L(H)$ and $I(H)$ for $L_{\mathcal{Q}}(H)$ and $I_{\mathcal{Q}}(H)$ respectively.

### 4.3.1 An analogue for tripartite 3-graphs

To illustrate the ideas of the proof better, we now outline the the proof of an analogous result to Theorem 1.5.3 for 3-partite 3 -graphs. Indeed, let $H$ be a 3 -partite 3 -graph with vertex classes $V_{1}, V_{2}$ and $V_{3}$ each of size $n$. Suppose that any partite pair in $H$ has codegree at least $(1 / 3+\gamma) n$. We shall prove that either $H$ contains a perfect matching, or $V(H)$ can be partitioned into two parts $A$ and $B$ such that every edge of $H$ has an even number
of vertices in $A$, but $|A|$ is odd (in particular, $H$ cannot contain a perfect matching in this case).

We begin by applying Theorem 4.4.7 to $H$. This implies that either $H$ contains a perfect matching (in which case we are done) or that there is a partition $\mathcal{P}$ of $V(H)$ into parts of size at least $(1 / 3+\gamma / 2) n$ which refines the $k$-partition of $V(H)$ and is such that $L_{\mathcal{P}}^{\mu}(H)$ is incomplete. Note that this means that $\mathcal{P}$ refines each vertex class $V_{i}$ into at most two parts; in fact, it is not hard to see that $\mathcal{P}$ must partition each vertex class $V_{i}$ into precisely two parts, $W_{i}^{1}$ and $W_{i}^{2}$, and additionally that $L_{\mathcal{P}}^{\mu}(H)$ is (1, -1)-free. (Recall that $(1,-1)$-free lattices were defined in Section 1.5.3.)

We now decompose $H$ into eight 3-partite subgraphs $\left(H^{i j k}\right)_{i, j, k \in[2]}$, where $H^{i j k}$ consists of all edges of $H$ which contain one vertex from each of $W_{1}^{i}, W_{2}^{j}$ and $W_{3}^{k}$. So every edge of $H$ lies in precisely one subgraph $H^{i j k}$. Since $L_{\mathcal{P}}^{\mu}(H)$ is $(1,-1)$-free, we may assume without loss of generality that almost all of the edges of $H$ lie in either $H^{111}, H^{122}, H^{212}$ or $H^{221}$ (the remaining subgraphs have very low density). As described earlier, we now observe that almost all partite pairs in each subgraph have codegree at least $(1 / 2+\gamma / 2) n$. Indeed, our assumption on $H$ tells us that any pair of vertices $x y$ with $x \in W_{1}^{1}$ and $y \in W_{2}^{1}$ has at least $(1 / 3+\gamma) n$ neighbours in $V_{3}$ (i.e. vertices $z \in V_{3}$ such that $\left.x y z \in H\right)$. But since $H_{112}$ has very low density, very few such pairs $x y$ can have many neighbours in $W_{3}^{2}$. So almost all of these pairs must have $(1 / 3+\gamma / 2) n \geqslant(1 / 2+\gamma / 2)\left|W_{31}\right|$ neighbours in $W_{31}$. So $H^{111}$ satisfies a significantly stronger codegree condition than that satisfied by $H$, ignoring the fact that a small number of pairs, which we will call bad pairs, fail this codegree condition.

At this point we delete a (small) matching $M$ in $H$ to achieve two aims. Firstly, $M$ will cover all vertices which lie in many bad pairs. Since there are few bad pairs there will only be a small number of such vertices. Secondly, after deleting the vertices covered by $M$ there will be an even number of vertices remaining in $W^{2}:=W_{1}^{2} \cup W_{2}^{2} \cup W_{3}^{2}$. This can
be done provided that at least one edge of $H$ intersects $W^{2}$ in an odd number of vertices; if there is no such edge then we are done, and $H$ contains no perfect matching.

Delete the vertices covered by $M$ from $H$; this only slightly weakens the codegree condition on $H^{111}, H^{122}, H^{212}$ and $H^{221}$ since $M$ does not contain many edges. To complete the proof, we choose a random partition of the remaining vertices of $H$ into subsets $S_{111}, S_{122}, S_{212}$ and $S_{221}$ under the constraints that (i) each subset contains equally many vertices from each vertex class $V_{j}$, and (ii) $S_{i j k} \subseteq W_{1}^{i} \cup W_{2}^{j} \cup W_{3}^{k}$. Such partitions exist since each part $W_{j}^{i}$ has size greater than $n / 3$ and $\left|W^{2}\right|$ is even (this is a special case of Proposition 4.5.4). Let $H_{111}^{\prime}$ be the 3-partite subgraph of $H$ induced by $S_{111}$, and define $H_{122}^{\prime}, H_{212}^{\prime}$, and $H_{221}^{\prime}$ similarly. The fact that the partition was chosen randomly implies that, in each subgraph, almost every partite pair has codegree at least $(1 / 2+\gamma / 2) n^{\prime}$, where $n^{\prime}$ is the number of vertices in each part, and no vertex lies in many bad pairs. It follows (by Theorem 4.4.7) that each subgraph contains a perfect matching; together with the deleted matching this yields a perfect matching in $H$.

### 4.3.2 The general case

For the general case of Theorem 1.5.2, we use the ideas outlined above, but there are several additional complications. Firstly, there may now be many possibilities for the partition $\mathcal{P}$ returned by applications of Theorem 4.4.7. Also, we will need to use Theorem 4.4.7 several times to repeatedly strengthen the codegree condition under consideration. Both of these complications are handled in the core of the proof, Lemma 4.6.1. Loosely speaking, this says the following statement holds for $\ell \leqslant k$. Let $H$ be a $k$-partite $k$-graph with vertex classes of size $n$ in which almost all partite $(k-1)$-sets have codegree at least $(1 / \ell+\gamma) n$. Let $\mathcal{P}$ be a partition of each vertex class of $H$ into parts of size at least $n / k$, which is maximal with the property that $L_{\mathcal{P}}^{\mu}(H)$ is $(1,-1)$-free (for some fixed small $\mu$ ). That is, no refinement of $\mathcal{P}$ has this property. Provided that every vertex lies in
many edges with index in $L_{\mathcal{P}}^{\mu}(H)$, and also $\mathbf{i}_{\mathcal{P}}(V(H)) \in L_{\mathcal{P}}^{\mu}(H)$ then $H$ contains a perfect matching.

We prove this statement by induction on $\ell$ by a similar argument to that in the previous section (roughly speaking, there we reduced the $\ell=3$ case to the $\ell=2$ case, for $k=3$ ). That is, we apply Theorem 4.4.7 to yield a perfect matching (in which case we are done), or a partition $\mathcal{P}^{\prime \prime}$ of $V(H)$ into parts of size at least $(1 / \ell+\gamma) n$ such that $L_{\mathcal{P}^{\prime \prime}}^{\mu}(H)$ is incomplete. For the base case of the induction we observe that the latter outcome is impossible for $\ell=2$. We then consider the non-trivial subgraphs $H_{\mathbf{i}}$ for $\mathbf{i} \in L_{\mathcal{P}}^{\mu}{ }^{\prime \prime}(H)$. By a similar argument to the previous section (formalised in Proposition 4.4.5), we find that each $H_{\mathbf{i}}$ satisfies a codegree condition similar to $H$ but with $\ell-1$ in place of $\ell$. Our aim is then to find vertex-disjoint subgraphs $H_{\mathbf{i}}^{\prime} \subseteq H_{\mathbf{i}}$ whose vertex sets partition $V(H)$, each of which satisfies the conditions of Lemma 4.6.1 with a stronger codegree condition (i.e. $\ell-1$ in place of $\ell$ ). We can then apply the inductive hypothesis to find a perfect matching in each $H_{\mathbf{i}}^{\prime}$; together these form a perfect matching in $H$.

To do this, for each $\mathbf{i}$ we take a partition $\mathcal{Q}_{\mathbf{i}}$ of $V\left(H_{\mathbf{i}}\right)$ which is maximal with the property that $L_{\mathcal{Q}_{\mathbf{i}}}^{\mu}\left(H_{\mathbf{i}}\right)$ is $(1,-1)$-free. To apply the inductive hypothesis we then need to ensure that our partition into subgraphs $H_{\mathbf{i}}^{\prime}$ satisfies $\mathbf{i}_{\mathcal{Q}_{\mathbf{i}}}\left(V\left(H_{\mathbf{i}}^{\prime}\right)\right) \in L_{\mathcal{Q}_{\mathbf{i}}}^{\mu}\left(H_{\mathbf{i}}\right)$ for each i. We write $\mathcal{Q}^{\cap}$ for the common refinement of all the partitions $\mathcal{Q}_{\mathbf{i}}$, and determine how many vertices each $H_{\mathrm{i}}^{\prime}$ must include from each part of $\mathcal{Q}^{\cap}$ for all of these conditions to be satisfied. This is the most technical part of the proof, and is accomplished by proving Claims 4.6.2, 4.6.3 and 4.6.5 in succession. Finally, we choose the vertex set of each $H_{\mathrm{i}}^{\prime}$ at random with the given number of vertices from each part of $\mathcal{Q}^{n}$. In Claim 4.6.7 we demonstrate that with high probability this random selection does indeed give subgraphs $H_{\mathrm{i}}^{\prime}$ to which we can apply the inductive hypothesis, completing the proof.

However, the condition above that ' $\mathcal{P}$ is maximal with the property that $L_{\mathcal{P}}^{\mu}(H)$ is $(1,-1)$-free' turns out to be insufficient for the proof. Essentially this is because a slight
change to $\mu$ or $H$ might result in a refinement of $\mathcal{P}$ having this property also. We instead use the notion of 'robust maximality': a partition $\mathcal{P}$ of $V(H)$ is robustly maximal with respect to $H$ if $L_{\mathcal{P}}^{\mu}(H)$ is $(1,-1)$-free but $L_{\mathcal{Q}}^{\mu^{\prime}}(H)$ is not $(1,-1)$-free for any refinement $\mathcal{Q}$ of $\mathcal{P}$, even if $\mu^{\prime}$ is much larger than $\mu$. Section 4.5 is devoted to the study of this property, showing that any $k$-graph admits a robustly maximal partition, and that the property of being robustly maximal is preserved after small changes to $H$ or by taking a random subgraph of $H$.

Having proved Lemma 4.6.1, we deduce the non-partite equivalent Lemma 4.6 .8 by starting with a (non-partite) $k$-graph, taking a random $k$-partition and applying Lemma 4.6.1. Finally, in Section 4.7 we complete the proof of Theorem 1.5 .2 by a fairly straightforward argument, showing that if condition (ii) of the theorem holds, then we can delete the vertices covered by some small matching from $H$ so that after this deletion some partition $\mathcal{P}$ which is robustly maximal with respect to $H$ has the property that $\mathbf{i}_{\mathcal{P}}(V) \in L_{\mathcal{P}}^{\mu}(H)$. We can then apply Lemma 4.6 .8 to find a perfect matching in $H$, as required.

### 4.4 Hypergraph Theory and Geometry

A hypergraph consists of a vertex set $V$ and an edge set $E$, where every $e \in E$ is a subset of $V$. We frequently identify a hypergraph with its edge set, writing $|H|$ for the number of edges of $H$, and $e \in H$ to mean that $e$ is an edge of $H$. A $k$-graph is a hypergraph in which every edge has size precisely $k$. Let $H$ be a $k$-graph with vertex set $V$, and let $S$ be a set of $k-1$ vertices of $H$. Then the codegree $d_{H}(S)$ of $S$ is the number of edges in $H$ which contain $S$ as a subset, or equivalently, the number of vertices $v \in V$ such that $S \cup\{v\} \in H$. When $H$ is clear from the context we write simply $d(S)$.

### 4.4.1 Partitions, index vectors and lattices

Recall Definition 4.3.1. We shall make extensive use of the following elementary proposition.

Proposition 4.4.1 Let $G$ and $H$ be $k$-graphs sharing a common vertex set $V$ of size $n$, let $\mathcal{P}$ be a partition of $V$, and let $\mu$ and $\alpha$ be positive constants. If $|G \triangle H| \leqslant \alpha n^{k}$, then $I_{\mathcal{P}}^{\mu}(G) \subseteq I_{\mathcal{P}}^{\mu-\alpha}(H)$, and consequently $L_{\mathcal{P}}^{\mu}(G) \subseteq L_{\mathcal{P}}^{\mu-\alpha}(H)$.

Proof. If $\mathbf{i} \in I_{\mathcal{P}}^{\mu}(G)$, then at least $\mu n^{k}$ edges $e \in G$ have $\mathbf{i}(e)=\mathbf{i}$, and so at least $(\mu-\alpha) n^{k}$ edges $e \in H$ have $\mathbf{i}(e)=\mathbf{i}$. So $\mathbf{i} \in I_{\mathcal{P}}^{\mu-\alpha}(G)$, as required for the first conclusion. The second conclusion follows immediately.

Let $V$ be a vertex set and $\mathcal{Q}$ and $\mathcal{Q}^{\prime}$ be partitions of $V$. We say that $\mathcal{Q}^{\prime}$ refines $\mathcal{Q}$, which we denote by $\mathcal{Q} \prec \mathcal{Q}^{\prime}$, if every part of $\mathcal{Q}^{\prime}$ is a subset of a part of $\mathcal{Q}$ (possibly the whole of the part, so that in particular every partition refines itself). If $\mathcal{Q}^{\prime}$ refines $\mathcal{Q}$, then for any set $S \subseteq V$ the index vectors $\mathbf{i}_{\mathcal{Q}}(S)$ and $\mathbf{i}_{\mathcal{Q}^{\prime}}(S)$ are linked by the equation $\left(\mathbf{i}_{\mathcal{Q}}(S)\right)_{X}=\sum\left(\mathbf{i}_{\mathcal{Q}^{\prime}}(S)\right)_{Y}$ for each $X \in \mathcal{Q}$, where the sum is taken over all parts $Y$ of $\mathcal{Q}^{\prime}$ which refine $X$. This leads to the following definition.

Definition 4.4.2 Let $V$ be a finite set and let $\mathcal{P}$ and $\mathcal{P}^{\prime}$ be partitions of $V$ such that $\mathcal{P}$ refines $\mathcal{P}^{\prime}$. Let $\mathbf{i}$ be an index vector with respect to $\mathcal{P}$. Then the restriction ( $\mathbf{i} \mid \mathcal{P}^{\prime}$ ) of $\mathbf{i}$ to $\mathcal{P}^{\prime}$ is defined by

$$
\left(\mathbf{i} \mid \mathcal{P}^{\prime}\right)_{X}=\sum_{Y \in \mathcal{P}, Y \subseteq X} i_{X}
$$

for each $X \in \mathcal{P}^{\prime}$.

If there are many edges of a given index vector with respect to $\mathcal{Q}$, then there must be many edges of some index vector with respect to $\mathcal{Q}^{\prime}$ which restricts to $\mathcal{Q}^{\prime}$. This is the essence of the following proposition.

Proposition 4.4.3 Let $V$ be a vertex set, and let $\mathcal{P}$ and $\mathcal{Q}$ be partitions of $V$ such that $\mathcal{Q}$ refines $\mathcal{P}$. Let $r$ be the number of parts of $\mathcal{P}$, and for each $j \in[r]$ let $m_{j}$ be the number of parts into which the $j$ th part of $\mathcal{P}$ is refined by $\mathcal{Q}$. Finally let $H$ be any $k$-graph on $V$; then
(i) if $\mathbf{i} \in L_{\mathcal{Q}}^{\mu}(H)$ then $(\mathbf{i} \mid \mathcal{P}) \in L_{\mathcal{P}}^{\mu}(H)$, and
(ii) for any $\mathbf{i} \in L_{\mathcal{P}}^{\mu}(H)$ there exists $\mathbf{i}^{\prime} \in L_{\mathcal{Q}}^{\mu / m}(H)$ such that $\left(\mathbf{i}^{\prime} \mid \mathcal{P}\right)=\mathbf{i}$, where $m:=$ $\prod_{j \in[r]}\binom{m_{j}}{i_{j}}$.

Proof. Let $n:=|V|$. For (i), let $\mathbf{i} \in I_{\mathcal{Q}}^{\mu}(H)$, so at least $\mu n^{k}$ edges $e \in H$ have $\mathbf{i}_{\mathcal{Q}}(e)=\mathbf{i}$. Each such edge has $\mathbf{i}_{\mathcal{P}}(e)=(\mathbf{i} \mid \mathcal{P})$, so $(\mathbf{i} \mid \mathcal{P}) \in I_{\mathcal{P}}^{\mu}(H)$. Since restriction is a linear operation the result follows.

Likewise, for (ii), fix $\mathbf{i} \in I_{\mathcal{P}}^{\mu}(H)$; then at least $\mu n^{k}$ edges $e \in H$ have $\mathbf{i}_{\mathcal{P}}(e)=\mathbf{i}$. Note that there are precisely $m$ index vectors $\mathbf{i}^{\prime}$ with respect to $\mathcal{Q}$ which satisfy $\left(\mathbf{i}^{\prime} \mid \mathcal{P}\right)=\mathbf{i}$. So by the pigeonhole principle there is some $\mathbf{i}^{\prime}$ with $\left(\mathbf{i}^{\prime} \mid \mathcal{P}\right)=\mathbf{i}$ for which at least $\mu n^{k} / m$ edges $e \in H$ have $\mathbf{i}_{\mathcal{Q}}(e)=\mathbf{i}^{\prime}$, that is, $\mathbf{i}^{\prime} \in I_{\mathcal{Q}}^{\mu / m}(H)$. Again the result follows by linearity of the restriction operator.

For any partition $\mathcal{P}$ of a vertex set $V$ and any part $X \in \mathcal{P}$, recall that the unit vector $\mathbf{u}_{X}$ is the index vector with respect to $\mathcal{P}$ which is 1 on $X$ and zero on every other part of $\mathcal{P}$. Let $L \subseteq \mathbb{Z}^{d}$ be a lattice. Recall that $L$ is $(1,-1)$-free if it does not contain any difference of unit vectors $\mathbf{u}_{i}-\mathbf{u}_{j}$ with $i, j \in[d]$ and $i \neq j$. Such lattices play a crucial role in this chapter.

### 4.4.2 Partite hypergraphs

Many of our results will apply specifically to partite $k$-graphs. Let $V$ be a set of vertices, and let $\mathcal{P}$ partition $V$. Then we say that a set $S \subseteq V$ is $\mathcal{P}$-partite if $S$ has at most one vertex in any part of $\mathcal{P}$. We say that a hypergraph $H$ on $V$ is $\mathcal{P}$-partite if every edge of
$H$ is $\mathcal{P}$-partite. In this case we refer to the parts of $\mathcal{P}$ as the vertex classes of $H$.
Usually we will consider $k$-graphs $H$ which are $\mathcal{P}$-partite for some partition $\mathcal{P}$ of $V(H)$ into $k$ parts. The following definition effectively complements the definition of $I_{\mathcal{Q}}^{\mu}(H)$ for such $k$-graphs. Let $V$ be a set of vertices, let $\mathcal{P}$ partition $V$ into $k$ parts, and let $\mathcal{Q}$ refine $\mathcal{P}$. For a $\mathcal{P}$-partite $k$-graph $H$ on vertex set $V$ and a constant $\mu$, we form the auxiliary $k$-graph $\mathrm{Aux}_{\mathcal{Q}}^{\mu}(H)$ as follows. First, take a single vertex corresponding to each part of $\mathcal{Q}$. Next, add an edge whenever the corresponding $k$ parts of $\mathcal{Q}$ induce at least $\mu|V(H)|^{k}$ edges of $H$. We naturally obtain a partition $\mathcal{P}_{\text {Aux }}$ of the vertices of $\operatorname{Aux}_{\mathcal{Q}}^{\mu}(H)$, where two vertices lie in the same part of $\mathcal{P}_{\text {Aux }}$ if and only if the corresponding parts of $\mathcal{Q}$ lie in the same part of $\mathcal{P}$. Then $\operatorname{Aux}_{\mathcal{Q}}^{\mu}(H)$ is $\mathcal{P}_{\text {Aux }}$-partite. The key observation is that by definition of $\operatorname{Aux}_{\mathcal{Q}}^{\mu}(H)$ we have $I\left(\operatorname{Aux}_{\mathcal{Q}}^{\mu}(H)\right)=I_{\mathcal{Q}}^{\mu}(H)$, and so $L\left(\operatorname{Aux}_{\mathcal{Q}}^{\mu}(H)\right)=L_{\mathcal{Q}}^{\mu}(H)$.

For this reason it will often be convenient to work with $\mathrm{Aux}_{\mathcal{Q}}^{\mu}(H)$. One result which we will apply to $\mathrm{Aux}_{\mathcal{Q}}^{\mu}(H)$ to obtain information about $H$ is the following proposition. For each $0 \leqslant j \leqslant k-1$ the partite minimum $j$-degree $\delta_{j}^{*}(J)$ is defined to be the largest $m$ such that any $j$-edge $e$ has at least $m$ extensions to a $(j+1)$-edge in any part not used by $e$, i.e.

$$
\delta_{j}^{*}(J):=\min _{e \in J_{j}} \min _{i: \cap V_{i}=\emptyset}\left|\left\{v \in V_{i}: e \cup\{v\} \in J\right\}\right| .
$$

Proposition 4.4.4 Let $k \geqslant 3$ and let $H$ be a $k$-partite $k$-graph with vertex classes $V_{1}, \ldots, V_{k}$ of size $r$ and $\delta^{*}(H) \geqslant 1$. Let $\mathbf{i} \in \mathbb{Z}^{r k}$ be such that $\sum_{v \in V_{j}} i_{v}$ is constant over $j \in[k]$. Then for any $v \in V(H)$, there exists $v^{\prime} \in V(H)$ such that $\mathbf{i}-\mathbf{u}_{v}+\mathbf{u}_{v^{\prime}} \in L(H)$.

Proof. The proof proceeds in three stages. We first show that for any $j, j^{\prime} \in[k]$ and any vertices $x, x^{\prime} \in V_{j}$ and $y \in V_{j^{\prime}}$, there is some $y^{\prime} \in V_{j^{\prime}}$ such that $\mathbf{u}_{x}+\mathbf{u}_{y}-\mathbf{u}_{x^{\prime}}-\mathbf{u}_{y^{\prime}} \in L(H)$. We then show that for any $\mathbf{i} \in \mathbb{Z}^{r k}$, there exist $w, w^{\prime} \in V$ such that $\mathbf{i}-\mathbf{u}_{w}+\mathbf{u}_{w^{\prime}} \in L(H)$. Finally, the statement of the proposition follows by combining these two facts.

The proof of the first part is as follows: If $j \neq j^{\prime}$ then take $e$ to be any edge of $H$ which
contains $x$ and $y$. So $S=\left\{x^{\prime}\right\} \cup e \backslash\{x, y\}$ is a $(k-1)$-tuple of vertices of $H$, and so some edge $e^{\prime} \in H$ contains $S$; say $e^{\prime}=\left\{y^{\prime}\right\} \cup S$. Then $\mathbf{i}(e)-\mathbf{i}\left(e^{\prime}\right)=\mathbf{u}_{x}+\mathbf{u}_{y}-\mathbf{u}_{x^{\prime}}-\mathbf{u}_{y^{\prime}} \in L(H)$ by definition. If instead $j=j^{\prime}$ then choose $\ell \neq j$ and $z \in V_{\ell}$, whereupon applying the previous argument twice gives first $z^{\prime} \in V_{\ell}$ then $y^{\prime} \in V_{j^{\prime}}$ such that $\mathbf{u}_{x}+\mathbf{u}_{z}-\mathbf{u}_{x^{\prime}}-\mathbf{u}_{z^{\prime}} \in L(H)$ and $\mathbf{u}_{y}+\mathbf{u}_{z}-\mathbf{u}_{y^{\prime}}-\mathbf{u}_{z^{\prime}} \in L(H)$, so $\mathbf{u}_{x}+\mathbf{u}_{y}-\mathbf{u}_{x^{\prime}}-\mathbf{u}_{y^{\prime}} \in L(H)$ as required.

Now, let $e$ be any edge of of $H$. Then $\mathbf{i}^{\prime}:=\left(\sum_{w \in V_{1}} i_{w}\right) \mathbf{i}(e)$ is a member of $L(H)$ with the property that $\left(\left(\mathbf{i}-\mathbf{i}^{\prime}\right) \mid \mathcal{P}^{\prime}\right)=\mathbf{0}$. Now choose $\mathbf{i}^{\prime} \in L(H)$ with this property such that $\left\|\mathbf{i}-\mathbf{i}^{\prime}\right\|_{1}$ is minimised. The observation above then implies that $\left\|\mathbf{i}-\mathbf{i}^{\prime}\right\|_{1} \leqslant 2$. To see this, suppose for a contradiction that $\left\|\mathbf{i}-\mathbf{i}^{\prime}\right\|_{1}>3$. Then we may choose $x, y \in V_{j}$ and $x^{\prime} \in V_{j^{\prime}}$ such that $i_{x}-i_{x}^{\prime}>0, i_{x^{\prime}}-i_{x^{\prime}}^{\prime}>0$ and $i_{y}-i_{y}^{\prime}<0$. The observation above yields $y^{\prime}$ such that $\mathbf{i}^{*}:=\mathbf{u}_{x}+\mathbf{u}_{x^{\prime}}-\mathbf{u}_{y}-\mathbf{u}_{y^{\prime}} \in L(H)$. But then $\mathbf{i}^{\prime}+\mathbf{i}^{*} \in L(H)$, and $\left\|\mathbf{i}-\left(\mathbf{i}^{\prime}+\mathbf{i}^{*}\right)\right\|_{1} \leqslant\left\|\mathbf{i}-\mathbf{i}^{\prime}\right\|_{1}-3+1<\left\|\mathbf{i}-\mathbf{i}^{\prime}\right\|_{1}$, contradicting the assumed minimality of $\mathbf{i}^{\prime}$. So $\left\|\mathbf{i}-\mathbf{i}^{\prime}\right\|_{1} \leqslant 2$, and it follows that $\mathbf{i}-\mathbf{i}^{\prime}=\mathbf{u}_{w}-\mathbf{u}_{w^{\prime}}$ for some $w, w^{\prime} \in V$. Then $\mathbf{i}-\mathbf{u}_{w}+\mathbf{u}_{w^{\prime}}=\mathbf{i}^{\prime} \in L(H)$.

Finally, for any $v \in V$ we can find $v^{\prime} \in V$ such that $\mathbf{u}_{v}+\mathbf{u}_{w}-\mathbf{u}_{v^{\prime}}-\mathbf{u}_{w^{\prime}} \in L(H)$. Now $\mathbf{i}-\mathbf{u}_{v}+\mathbf{u}_{v^{\prime}}=\mathbf{i}^{\prime}-\left(\mathbf{u}_{v}+\mathbf{u}_{w}-\mathbf{u}_{v^{\prime}}-\mathbf{u}_{w^{\prime}}\right) \in L(H)$.

We are now ready to establish some key properties of $\mathcal{P}^{\prime}$-partite hypergraphs and partitions $\mathcal{P}$ of their vertex sets which refine $\mathcal{P}^{\prime}$. Specifically, we consider hypergraphs $H$ in which all but a small proportion of $\mathcal{P}^{\prime}$-partite $(k-1)$-sets in $V(H)$ have codegree at least $d n$, and $L_{\mathcal{P}}^{\mu}(H)$ is $(1,-1)$-free (for appropriate values of $d$ and $\mu$ ): from these conditions we may deduce a significant amount of information about the structure of $H$, $\mathcal{P}$ and $L_{\mathcal{P}}^{\mu}(H)$. In particular, property (v) of the following proposition shows that the subgraph $H_{\mathbf{i}}$ of $H$ satisfies a similar codegree condition (with slightly weaker constants), and so we may then apply Proposition 4.4.5 to this subgraph also. This 'inheritance' would not be the case if Proposition 4.4.5 instead assumed the stronger condition that $H$ had minimum codegree at least $d n$; this is the reason why for much of this chapter we
work with the weaker type of codegree condition, which applies to almost all edges of $H$.

Proposition 4.4.5 Suppose that $1 / n_{0} \ll \mu, \varepsilon \ll \psi \leqslant d, c, 1 / k$. Let $n \geqslant n_{0}$ and let $\mathcal{P}^{\prime}$ partition a vertex set $V$ into $k$ parts $V_{1}, \ldots, V_{k}$, where cn $\leqslant\left|V_{i}\right| \leqslant n$ for each $i$. Let $H$ be a $\mathcal{P}^{\prime}$-partite $k$-graph on vertex set $V$ in which at most $\varepsilon n^{k-1} \mathcal{P}^{\prime}$-partite sets $S$ of $k-1$ vertices have $d(S)<d n$. Finally, let $\mathcal{P}$ be a partition of $V$ which refines $\mathcal{P}^{\prime}$, has parts each of size at least cn, and is such that $L_{\mathcal{P}}^{\mu}(H)$ is $(1,-1)$-free. Then the following properties hold for some integer $r$.
(i) Any $\mathcal{P}_{\text {Aux }}^{\prime}$-partite set $S$ of $k-1$ vertices of $\operatorname{Aux}_{\mathcal{P}}^{\mu}(H)$ has $d(S)=1$.
(ii) Each part of $\mathcal{P}^{\prime}$ is refined into exactly $r$ parts by $\mathcal{P}$.
(iii) Every part of $\mathcal{P}$ is indexed by exactly $r^{k-2}$ vectors $\mathbf{i} \in I_{\mathcal{P}}^{\mu}(H)$.
(iv) $I_{\mathcal{P}}^{d c^{k-1} / 2}(H)=I_{\mathcal{P}}^{\mu}(H)$.

Furthermore, for any $\mathbf{i} \in I_{\mathcal{P}}^{\mu}(H)$ let $S_{\mathbf{i}}$ denote the parts of $\mathcal{P}$ indexed by $\mathbf{i}$; let $\mathcal{P}_{\mathbf{i}}$ be the natural $k$-partition of $S_{\mathbf{i}}$, and let $H_{\mathbf{i}}$ be the $\mathcal{P}_{\mathbf{i}}$-partite $k$-graph on vertex set $S_{\mathbf{i}}$ whose edges are all edges of $H$ of index $\mathbf{i}$. Then the following properties hold.
(v) For any $\mathbf{i} \in I_{\mathcal{P}}^{\mu}(H)$ at most $\psi n^{k-1} \mathcal{P}_{\mathbf{i}}$-partite sets $S \subseteq S_{\mathbf{i}}$ of $k-1$ vertices have $d_{H_{\mathbf{i}}}(S)<(d-\psi) n$.
(vi) For any $\mathbf{i} \in I_{\mathcal{P}}^{\mu}(H)$ at most $\psi n$ vertices of $S_{\mathbf{i}}$ lie in fewer than $c^{k-2} d n^{k-1} / 2$ edges of $H_{i}$.
(vii) For any $\mathbf{i} \in \mathbb{Z}^{k r}$ such that $\left(\mathbf{i} \mid \mathcal{P}^{\prime}\right)$ is a multiple of $\mathbf{1}$ and any $X \in \mathcal{P}$, there exists a part $X^{\prime} \in \mathcal{P}$ such that $\mathbf{i}-\mathbf{u}_{X}+\mathbf{u}_{X^{\prime}} \in L_{\mathcal{P}}^{\mu}(H)$.

Finally, each part of $\mathcal{P}$ has size at least $d n-\psi n$.

Proof. Introduce a new constant $\psi^{\prime}$ with $\mu, \varepsilon \ll \psi^{\prime} \ll \psi, d, c, 1 / k$. First, note that since each part $V_{i}$ of $\mathcal{P}^{\prime}$ is refined into at most $1 / c$ parts of $\mathcal{P}$, there are at most $1 / c^{k}$ possible values of $\mathbf{i}_{\mathcal{P}}(e)$ for an edge $e$ of $H$.

For (i), note first that $d(S) \leqslant 1$, since $L\left(\operatorname{Aux}_{\mathcal{P}}^{\mu}(H)\right)=L_{\mathcal{P}}^{\mu}(H)$ is (1,-1)-free. Fix parts $X_{1}, \ldots X_{k-1}$ of $\mathcal{P}$, where $X_{j} \subseteq V_{j}$ for each $j \in[k-1]$; then by symmetry it is sufficient to show that there is some part $X_{k}$ of $\mathcal{P}$ with $X_{k} \subseteq V_{k}$ such that $H\left[X_{1} \cup \cdots \cup X_{k}\right]$ contains at least $\mu|V|^{k}$ edges. To do this, note that $\prod_{j \in[k-1]}\left|X_{j}\right| \geqslant(c n)^{k-1}(k-1)$-tuples $S=\left(x_{1}, \ldots, x_{k-1}\right)$ have $x_{j} \in X_{j}$ for each $j$, and so at least $\left(c^{k-1}-\varepsilon\right) n^{k-1} \operatorname{such}(k-1)$ tuples have $d(S) \geqslant d n$. Thus at least $\left(c^{k-1}-\varepsilon\right) d n^{k} \geqslant \mu|V|^{k} / c$ edges of $H$ contain one vertex from each $X_{j}$. Since $\mathcal{P}$ refines $V_{k}$ into at most $1 / c$ parts, some part $X_{k} \subseteq V_{k}$ of $\mathcal{P}$ must be as required. Next recall that $I\left(\operatorname{Aux}_{\mathcal{P}}^{\mu}(H)\right)=I_{\mathcal{P}}^{\mu}(H)$; then (ii) and (iii) follow immediately from (i).

For (v), fix $\mathbf{i} \in I=I_{\mathcal{P}}^{\mu}(H)$, and let $W_{1} \subseteq V_{1}, \ldots, W_{k} \subseteq V_{k}$ be the parts of $\mathcal{P}$ indexed by i (so $S_{\mathbf{i}}=\bigcup W_{j}$ ). Consider the sets $S=\left\{x_{1}, \ldots, x_{k-1}\right\}$ with $x_{i} \in W_{i}$ for each $i$. By assumption, at most $\varepsilon n^{k-1}$ such $S$ have $d_{H}^{*}(S)<d n$. Furthermore, if $S$ satisfies $d_{H}^{*}(S) \geqslant d n$ but $d_{H_{\mathbf{i}}}^{*}(S)<d n-\psi^{\prime} n$, then $S$ is contained in at least $\psi^{\prime} n$ edges $e \in H$ with $\mathbf{i}(e) \notin I$. Since there are at most $c^{k} \mu(k n)^{k}$ such edges of $H$, we conclude that at most $c^{k} \mu(k n)^{k} / \psi^{\prime} n \leqslant \psi^{\prime} n^{k-1}$ edges of $H$ have this form. This proves a stronger form of (v), with $\psi^{\prime}$ in place of $\psi$. In particular this implies that $H_{\mathbf{i}}$ contains at least $\left((c n)^{k-1}-\psi^{\prime} n^{k-1}\right)\left(d-\psi^{\prime}\right) n \geqslant c^{k-1} d n^{k} / 2$ edges, and so we have (iv).

Now let $v \in S_{\mathbf{i}}$; then $v$ lies in at least $(c n)^{k-2}, \mathcal{P}_{\mathbf{i}}$-partite sets $S$ of $k-1$ vertices of $S_{\mathbf{i}}$. So either $v$ lies in at least $2(c n)^{k-2}(d-\psi) n / 3 \geqslant d c^{k-2} n^{k-1} / 2$ edges of $H_{\mathbf{i}}$, or $v$ lies in at least $(c n)^{k-2} / 3$ of the sets $S$ counted in (v). Since there are at most $\psi^{\prime} n^{k-1}$ such sets, there are at most $\psi^{\prime} n^{k-1} /\left((c n)^{k-2} / 3\right) \leqslant \psi n$ vertices of the latter type in $S_{\mathrm{i}}$, which proves (vi).

One further consequence of (iii) and (v) is the 'Finally' part of the statement, since
each part $W \in \mathcal{P}$ is indexed by some $\mathbf{i}$, and then some $(k-1)$-tuple in $H_{\mathbf{i}}$ has at least $(d-\psi) n$ neighbours in $W$. Finally, (vii) follows by applying Proposition 4.4.4 to $\operatorname{Aux}_{\mathcal{P}}^{\mu}(H)$.

Although for the most part we deal with $k$-partite hypergraphs in the main lemmas, we will also need analogues of the properties in Proposition 4.4.5 in the main body of the proof of Theorem 1.5.2. For this we use the following proposition.

Proposition 4.4.6 Suppose that $1 / n_{0} \ll \mu, \varepsilon \ll \psi, d, c, 1 / k$, and let $V$ be a vertex set of size $n \geqslant n_{0}$. Let $H$ be a $k$-graph $V$ in which at most $\varepsilon n^{k-1}$ sets $S$ of $k-1$ vertices have $d(S)<d n$. Let $\mathcal{P}$ be a partition of $V$ which has $r$ parts each of size at least cn and such that $L_{\mathcal{P}}^{\mu}(H)$ is $(1,-1)$-free. Then the following properties hold.
(i) For any non-negative index vector $\mathbf{i}$ with respect to $\mathcal{P}$ such that $\|\mathbf{i}\|_{1}=k-1$, there exists $X \in \mathcal{P}$ such that $\mathbf{i}+\mathbf{u}_{X} \in L_{\mathcal{P}}^{\mu}(H)$.
(ii) $I_{\mathcal{P}}^{d c^{k-1} / 3(k-1)!}(H)=I_{\mathcal{P}}^{\mu}(H)$.

Furthermore, for any $\mathbf{i} \in I_{\mathcal{P}}^{\mu}(H)$ let $S_{\mathbf{i}}=\bigcup_{X \in \mathcal{P}, i_{X}>0} X$ and let $H_{\mathbf{i}}$ be the $k$-graph whose edges are all edges of $H$ of index $\mathbf{i}$. Then the following properties hold.
(iii) For any $\mathbf{i} \in I_{\mathcal{P}}^{\mu}(H)$ at most $\psi n^{k-1}$ sets $S \subseteq S_{\mathbf{i}}$ of $k-1$ vertices such that $\| \mathbf{i}_{\mathcal{P}}(S)-$ $\mathbf{i} \|_{1}=1$ have $d_{H_{\mathbf{i}}}(S)<(d-\psi) n$.
(iv) For any $\mathbf{i} \in I_{\mathcal{P}}^{\mu}(H)$ at most $\psi n$ vertices of $S_{\mathbf{i}}$ lie in fewer than $c^{k-2} d n^{k-1} / 4(k-1)$ ! edges of $H_{\mathbf{i}}$.
(v) For any $\mathbf{i} \in \mathbb{Z}^{r}$ such that $\sum_{X \in \mathcal{P}} i_{X}$ is a multiple of $k$ and any $X \in \mathcal{P}$, there exists a part $X^{\prime} \in \mathcal{P}$ such that $\mathbf{i}-\mathbf{u}_{X}+\mathbf{u}_{X^{\prime}} \in L_{\mathcal{P}}^{\mu}(H)$.

Finally, each part of $\mathcal{P}$ has size at least $d n-\psi n$.

Proof. The proof proceeds analogously to that of Proposition 4.4.5. Introduce a new constant $\psi^{\prime}$ with $\mu, \varepsilon \ll \psi^{\prime} \ll \psi, d, c, 1 / k$. First, note that since $\mathcal{P}$ has $r \leqslant 1 / c$, there are at most $1 / c^{k}$ possible values of $\mathbf{i}_{\mathcal{P}}(e)$ for an edge $e$ of $H$.

For (i), let $\left\{X_{1}, \ldots X_{k-1}\right\}$ be a multiset in which every part $X \in \mathcal{P}$ is included with multiplicity $i_{X}$. Note that at least $\prod_{j \in[k-1]}\left(\left|X_{j}\right|-k\right) /(k-1)!\geqslant \psi^{\prime}(c n)^{k-1}(k-1)$-tuples $S=\left(x_{1}, \ldots, x_{k-1}\right)$ have $x_{j} \in X_{j}$ for each $j$, and so at least $\left(\psi^{\prime} c^{k-1}-\varepsilon\right) n^{k-1}$ such $(k-1)$ tuples have $d(S) \geqslant d n$. Thus at least $\left(\psi^{\prime} c^{k-1}-\varepsilon\right) d n^{k} \geqslant \mu n^{k} / c$ edges of $H$ contain at least $i_{X}$ vertices from each $X \in \mathcal{P}$, i.e., they each have index vector $\mathbf{i}+\mathbf{u}_{X^{\prime}}$ for some $X^{\prime} \in \mathcal{P}$. Since $\mathcal{P}$ has at most $1 / c$ parts, there exists $X \in \mathcal{P}$ such that at least $\mu n^{k}$ of these edges have index vector $\mathbf{i}+\mathbf{u}_{X}$ with respect to $\mathcal{P}$.

For (iii), fix $\mathbf{i} \in I=I_{\mathcal{P}}^{\mu}(H)$ and choose $X \in \mathcal{P}$ such that $i_{X}>0$. Consider the sets $S$ such that $\mathbf{i}_{\mathcal{P}}(S)=\mathbf{i}-\mathbf{u}_{X}$. By assumption, at most $\varepsilon n^{k-1}$ such $S$ have $d_{H}(S)<$ $d n$. Furthermore, if $S$ satisfies $d_{H}(S) \geqslant d n$ but $d_{H_{\mathbf{i}}}(S)<d n-\psi^{\prime} n$, then since $I$ is $(1,-1)$-free $S$ is contained in at least $\psi^{\prime} n$ edges $e \in H$ with $\mathbf{i}(e) \notin I$. Since there are at most $c^{k} \mu n^{k}$ such edges of $H$, we conclude that at most $c^{k} \mu n^{k} / \psi^{\prime} n \leqslant \psi^{\prime} n^{k-1}$ edges of $H$ have this form, where the inequality follows from $\mu \ll \psi^{\prime}, c$. This proves a stronger form of (iii), with $\psi^{\prime}$ in place of $\psi$. In particular this implies that $H_{\mathbf{i}}$ contains at least $\left((c n)^{k-1} / 2(k-1)!-\psi^{\prime} n^{k-1}\right)\left(d-\psi^{\prime}\right) n \geqslant c^{k-1} d n^{k} / 3(k-1)$ ! edges, and so we have (ii).

Now let $v \in S_{\mathbf{i}}$; then $v$ lies in at least $(c n-k)^{k-2} /(k-1)!\geqslant(c n)^{k-2} / 2(k-1)!$, sets $S$ of $k-1$ vertices $H$ with $\left\|\mathbf{i}_{\mathcal{P}}(S)-\mathbf{i}\right\|_{1}=1$. So either $v$ lies in at least $(c n)^{k-2}(d-$ $\psi) n / 3(k-1)!\geqslant d c^{k-2} n^{k-1} / 4(k-1)$ ! edges of $H_{\mathbf{i}}$, or $v$ lies in at least $(c n)^{k-2} / 6(k-1)$ ! of the sets $S$ counted in (iii). Since there are at most $\psi^{\prime} n^{k-1}$ such sets, there are at most $\psi^{\prime} n^{k-1} /\left((c n)^{k-2} / 6(k-1)!\right) \leqslant \psi n$ vertices of the latter type in $S_{\mathbf{i}}$, which proves (iv). One further consequence of (i) and (iii) is the 'Finally' part of the statement, since each part $W \in \mathcal{P}$ is indexed by some $\mathbf{i}$, and then some $(k-1)$-tuple in $H_{\mathbf{i}}$ has at least $(d-\psi) n$ neighbours in $W$.

It remains to prove (v), which we do in a similar way to Proposition 4.4.4. We first show that for any $X_{1}, X_{1}^{\prime}, X_{2} \in \mathcal{P}$, there exists $X_{2}^{\prime} \in \mathcal{P}$ such that $\mathbf{u}_{X_{1}}+\mathbf{u}_{X_{2}}-\mathbf{u}_{X_{1}^{\prime}}-\mathbf{u}_{X_{2}^{\prime}} \in$ $L_{\mathcal{P}}^{\mu}(H)$. Choose any non-negative index vector $\mathbf{i}^{\prime}$ such that $\left\|\mathbf{i}^{\prime}\right\|_{1}=k-3$, and (using (i)) let $Y \in \mathcal{P}$ be such that $\mathbf{i}^{\prime}+\mathbf{u}_{X_{1}}+\mathbf{u}_{X_{2}}+\mathbf{u}_{Y} \in L_{\mathcal{P}}^{\mu}(H)$ and let $X_{2}^{\prime}$ be such that $\mathbf{i}^{\prime}+\mathbf{u}_{X_{1}^{\prime}}+\mathbf{u}_{Y}+\mathbf{u}_{X_{2}^{\prime}} \in L_{\mathcal{P}}^{\mu}(H)$. Then $\mathbf{u}_{X_{1}}+\mathbf{u}_{X_{2}}-\mathbf{u}_{X_{1}^{\prime}}-\mathbf{u}_{X_{2}^{\prime}}$ is the difference of these two index vectors and hence lies in $L_{\mathcal{P}}^{\mu}(H)$.

Now for any $\mathbf{i} \in \mathbb{Z}^{r}$ with $\sum_{X \in \mathcal{P}} i_{X}=k m$, choose $\mathbf{i}^{\prime} \in L_{\mathcal{P}}^{\mu}(H)$ such that $\sum_{X \in \mathcal{P}} i_{X}^{\prime}=k m$ and which minimises $\left\|\mathbf{i}-\mathbf{i}^{\prime}\right\|_{1}$ subject to this condition. The above observation implies that $\left\|\mathbf{i}-\mathbf{i}^{\prime}\right\|_{1} \leqslant 2$. To see this, suppose for a contradiction that $\left\|\mathbf{i}-\mathbf{i}^{\prime}\right\|_{1} \geqslant 3$. Then we can find $X_{1}, X_{1}^{\prime}, X_{2}$ such that $i_{X_{1}}-i_{X_{1}}^{\prime}>0, i_{X_{2}}-i_{X_{2}}^{\prime}>0$ and $i_{X_{1}^{\prime}}-i_{X_{1}^{\prime}}^{\prime}<0$. Let $X_{2}^{\prime} \in \mathcal{P}$ be such that $\mathbf{i}^{*}=\mathbf{u}_{X_{1}}+\mathbf{u}_{X_{2}}-\mathbf{u}_{X_{1}^{\prime}}-\mathbf{u}_{X_{2}^{\prime}} \in L_{\mathcal{P}}^{\mu}(H)$; then $\left\|\mathbf{i}-\left(\mathbf{i}^{\prime}+\mathbf{i}^{*}\right)\right\|_{1}<\left\|\mathbf{i}-\mathbf{i}^{\prime}\right\|_{1}$ and $\sum_{X \in \mathcal{P}} i_{X}^{*}=k m$, contradicting our choice of $\mathbf{i}^{\prime}$. It follows that $\mathbf{i}^{\prime}=\mathbf{i}-\mathbf{u}_{Y}+\mathbf{u}_{Y^{\prime}}$ for some $Y, Y^{\prime} \in \mathcal{P}$. Now applying the observation once more we obtain $X^{\prime}$ such that $\mathbf{i}^{* *}=\mathbf{u}_{X}+\mathbf{u}_{Y}-\mathbf{u}_{X^{\prime}}-\mathbf{u}_{Y^{\prime}} \in L_{\mathcal{P}}^{\mu}(H)$ and hence $\mathbf{i}+\mathbf{u}_{X}-\mathbf{u}_{X^{\prime}}=\mathbf{i}^{\prime}+\mathbf{i}^{* *} \in L_{\mathcal{P}}^{\mu}(H)$.

### 4.4.3 Hypergraph matching theory

A central theorem from [65] will play a key role in this chapter. For this we make the following definitions. A $k$-complex $J$ is a hypergraph such that $\emptyset \in J$, every edge of $J$ has size at most $k$, and $J$ is closed downwards, that is, if $e \in J$ and $e^{\prime} \subseteq e$ then $e^{\prime} \in J$. We write $J_{r}$ to denote the $r$-graph formed by edges of size $r$ in $J$. Also, we use the following notion of partite degree in a multipartite $k$-complex from [65]. Let $V$ be a set of vertices, let $\mathcal{P}$ partition of $V$ into $k$ parts $V_{1}, \ldots, V_{k}$, and let $J$ be a $\mathcal{P}$-partite $k$-complex on $V$. The partite degree sequence $\delta^{*}(J)=\left(\delta_{0}^{*}(J), \ldots, \delta_{k-1}^{*}(J)\right)$ (recall that $\delta_{j}^{*}(J)$ is the largest $m$ such that any $j$-edge $e$ has at least $m$ extensions to a $(j+1)$-edge in any part not used by $e)$. Note that we suppress the dependence on $\mathcal{P}$ in our notation: this will always be clear from the context. Minimum degree sequence conditions on a $k$-complex will therefore
take the form $\delta^{*}(J) \geqslant\left(a_{0}, \ldots, a_{k-1}\right)$, where the inequality is to be interpreted pointwise. Finally, observe that if $J$ is a $\mathcal{P}$-partite $k$-complex on $V$, and $\mathcal{Q}$ is a partition of $V$ which refines $\mathcal{P}$ into $d$ parts, then every edge $e \in J_{k}$ has $\left(\mathbf{i}_{\mathcal{Q}}(e) \mid \mathcal{P}\right)=\mathbf{i}_{\mathcal{P}}(e)=\mathbf{1}$. So we say that $L \subseteq \mathbb{Z}^{d}$ is complete with respect to $\mathcal{P}^{\prime}$ if $\mathbf{i} \in L$ for every $\mathbf{i} \in \mathbb{Z}^{d}$ with $\left(\mathbf{i} \mid \mathcal{P}^{\prime}\right)=\mathbf{1}$, and incomplete with respect to $\mathcal{P}^{\prime}$ otherwise.

We can now state the theorem from [65] which will play a key role in our proof (the form stated here is actually slightly weaker, as we assume that $\mathcal{P}^{\prime}$ has exactly $k$ parts rather than at least $k$ ).

Theorem 4.4.7 (Theorem 2.9, [65]) Suppose that $1 / n \ll \mu \ll \gamma \ll 1 / k$. Let $\mathcal{P}^{\prime}$ partition a set $V$ into parts $V_{1}, \ldots, V_{k}$ each of size $n$, and suppose that $J$ is a $\mathcal{P}^{\prime}$-partite $k$-complex on $V$ with

$$
\delta^{*}(J) \geqslant\left(n,\left(\frac{k-1}{k}+\gamma\right) n,\left(\frac{k-2}{k}+\gamma\right) n, \ldots,\left(\frac{1}{k}+\gamma\right) n\right) .
$$

Then either $J_{k}$ contains a perfect matching, or there exists a 'divisibility barrier' to such a matching. That is, there is some partition $\mathcal{P}$ of $V$ into $d \leq k^{2}$ parts of size at least $\delta_{k-1}^{*}(J)-\mu n$ such that $\mathcal{P}$ refines $\mathcal{P}^{\prime}$ and $L_{\mathcal{P}}^{\mu}\left(J_{k}\right)$ is incomplete with respect to $\mathcal{P}^{\prime}$.

We will want to apply Theorem 4.4.7 to a $k$-partite $k$-graph $H$ in which most (but not all) partite sets of size $k-1$ have sufficiently high degree. For this we will use the following lemma, which yields a $k$-complex $J$ so that $J_{k}$ is a subgraph of $H$ and which will satisfy the minimum degree condition of Theorem 4.4.7 after the deletion of a small number of vertices (assuming $D$ is sufficiently large).

Lemma 4.4.8 Suppose that $1 / n \ll \varepsilon \ll d, 1 / k$ and let $\alpha=\varepsilon^{1 / 3 k}$. Let $\mathcal{P}$ partition a vertex set $V$ into parts $V_{1}, \ldots, V_{k}$ of size $n$, and let $H$ be a $\mathcal{P}$-partite $k$-graph on $V$ such that at most $\varepsilon n^{k-1} \mathcal{P}$-partite sets $S \subseteq V$ of size $k-1$ have $d(S)<d n$. Then there exists a $k$ complex $J$ on $V$ such that $J_{k} \subseteq H$ and $\delta^{*}(J) \geqslant((1-\sqrt{\varepsilon}) n,(1-\alpha) n, \ldots,(1-\alpha) n, d n-\alpha n)$.

Proof. Let $\beta=\alpha / k$ ! and note that $\varepsilon \leqslant\left(\beta / k^{k}\right)^{2 k}$. Call a $\mathcal{P}^{\prime}$-partite set $A \subseteq V$ of size $k-1$ bad if $d_{H}(A)<d n$, and good otherwise. We define bad and good $\mathcal{P}^{\prime}$-partite sets $A$ of size $i$ recursively for $1<i<k$ by saying that $A$ is bad if it there are more than $\beta n$ vertices $x$ in some part of $\mathcal{P}$ such that $A \cup\{x\}$ is bad, and good otherwise. By a trivial induction the number of bad $i$-sets is at most $\varepsilon k^{k^{2}}\binom{n}{k-i} / \beta^{i-1} \leqslant \sqrt{\varepsilon}\binom{n}{k-i}$ for every $i$. Call a vertex $v$ good if $\{v\}$ is a good 1 -set.

We now define $J_{1}$ to be the set of good vertices of $H$; note that $\delta_{0}(J)=\left|J_{1}\right| \geqslant$ $(1-\sqrt{\varepsilon}) n$. We define $J_{i}$ recursively for $1<i<k$ as the family of good $i$-sets $A$ such that every $(i-1)$-subset of $A$ is an element of $J_{i-1}$. We now prove by induction that $\delta_{i}^{*}(J) \geqslant(1-(i+1)!\beta) n \geqslant(1-\alpha) n$ for each $0 \leqslant i \leqslant k-2$. The case $i=0$ is already done.

Suppose that $\delta_{i}^{*}(J) \geqslant(1-(i+1)!\beta) n$. Suppose for a contradiction that there exists a part $W \in \mathcal{P}$ and $e \in J_{i+1}$ with $\left|N_{J}(e) \cap W\right|<(1-(i+1)!\beta) n$. Then there exists a family $F \subseteq\binom{V}{i+2}$, such that $\mathbf{i}_{\mathcal{P}}\left(e^{\prime}\right)=\mathbf{i}_{\mathcal{P}}(e)+\mathbf{u}_{W}$ for each $e^{\prime} \in F$, with $|F|>(i+2)!\beta n-i-1 \geqslant$ $(i+1)(i+1)!\beta n+\beta n$ and $F \cap J_{i+2}=\emptyset$. Since $e \in J_{i+1}$ we know that $F$ contains at most $\beta n$ bad sets, and hence more than $(i+1)(i+1)!\beta n$ good ones. Now for every good $e_{i} \in F$, there exists $e_{i}^{\prime} \in\binom{V}{i+1} \backslash J_{i+1}$ such that $e_{i}^{\prime} \subseteq e_{i}$. Further knowing $e$ and $e_{i}^{\prime}$ uniquely determines $e_{i}=e \cup e_{i}^{\prime}$, and so there is a family $F^{\prime} \subseteq\binom{V}{i+1}$ such that $\left|F^{\prime}\right|>(i+1)(i+1)!\beta n$ and each $e^{\prime} \in F^{\prime}$ intersects $e$ in some set $e^{-}$of $i$ vertices. Since there are only $i+1$ possible choices for $e^{-}$, there is some $(i-1)$-subset $e^{-}$of $e$, which is contained in more than $(i+1)!\beta n i+1-$ sets $e^{\prime} \in\binom{V}{i+1} \backslash J_{i+1}$. But since $e \in J_{i+1}$ we have $e^{-} \in J_{i}$, and so $\delta_{i}^{*}(J)<(1-(i+1)!\beta) n$, contradicting our assumption.

Similarly $\delta_{k-1}^{*}(J) \geqslant d n-k!\beta n \geqslant d n-\alpha n$.

### 4.4.4 Geometry

Given points $\mathbf{v}_{1}, \ldots, \mathbf{v}_{r} \in \mathbb{R}^{d}$, we define their positive cone as

$$
P C\left(\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{r}\right\}\right):=\left\{\sum_{j \in[r]} \lambda_{j} \mathbf{v}_{j}: \lambda_{1}, \ldots, \lambda_{r} \geqslant 0\right\} .
$$

The well-known Farkas' Lemma shows that any point $\mathbf{v}$ outside of the positive cone of these points can be separated from them by a separating hyperplane.

Theorem 4.4.9 (Farkas' Lemma) Suppose $\mathbf{v} \in \mathbb{R}^{d} \backslash P C(Y)$ for some finite set $Y \subseteq$ $\mathbb{R}^{d}$. Then there is some $\mathbf{a} \in \mathbb{R}^{d}$ such that $\mathbf{a} \cdot \mathbf{y} \geq 0$ for every $\mathbf{y} \in Y$ and $\mathbf{a} \cdot \mathbf{v}<0$.

We will apply this result, via the following proposition, to show that the index vector $\mathbf{i}_{\mathcal{P}}(V)$ of the $k$-graphs we consider must lie within the positive cone of the well-represented index vectors.

Proposition 4.4.10 Let $\mathcal{P}^{\prime}$ partition a set $V$ into parts $V_{1}, \ldots, V_{k}$ each of size $n$, and let $\mathcal{P}$ be a partition refining $\mathcal{P}^{\prime}$ into parts of size at least $n / k$. Also let $I$ be a set of index vectors with respect to $\mathcal{P}$ such that for any $i \in[k]$ and parts $X_{j} \subseteq V_{j}$ of $\mathcal{P}$ for each $j \neq i$ there is some part $X_{i} \subseteq V_{i}$ of $\mathcal{P}$ with $\sum_{i \in[k]} \mathbf{u}_{X_{i}} \in I$. Then $\mathbf{i}_{\mathcal{P}}(V) \in P C(I)$.

Proof. Suppose for a contradiction that $\mathbf{i}_{\mathcal{P}}(V) \notin P C(I)$. Then by Theorem 4.4.9 we may fix $\mathbf{a} \in \mathbb{R}^{d}$ such that $\mathbf{a} \cdot \mathbf{i} \geq 0$ for every $\mathbf{i} \in I$ and $\mathbf{a} \cdot \mathbf{i}_{\mathcal{P}}(V)<0$. For each $i \in[k]$, let $X_{i}^{1}, \ldots, X_{i}^{b_{i}}$ be the parts of $\mathcal{P}$ which are subsets of $V_{i}$, and let $a_{i}^{1}, \ldots, a_{i}^{b_{i}}$ be the corresponding coordinates of $\mathbf{a}$, with the labels chosen so that $a_{i}^{1} \leqslant \ldots \leqslant a_{i}^{b_{i}}$. Fix $i \in[k]$ for which $a_{i}^{b_{i}}-a_{i}^{1}$ is minimised, so in particular $a_{i}^{b_{i}}-a_{i}^{1} \leqslant \frac{1}{k} \sum_{j \in[k]} a_{j}^{b_{j}}-a_{j}^{1}$. By assumption
we may choose $\mathbf{i} \in I$ such that $\mathbf{i}=\mathbf{u}_{X_{i}^{s}}+\sum_{j \neq i} \mathbf{u}_{X_{j}^{1}}$ for some $s \in\left[b_{i}\right]$. Then

$$
\begin{aligned}
0 & >\mathbf{a} \cdot \mathbf{i}_{\mathcal{P}}(V) \geqslant \sum_{j \in[k]} n a_{j}^{1}+\frac{n}{k}\left(a_{j}^{b_{j}}-a_{j}^{1}\right) \\
& \geqslant n\left(\sum_{j \in[k]} a_{j}^{1}+\left(a_{i}^{b_{i}}-a_{i}^{1}\right)\right) \geqslant n \mathbf{a} \cdot \mathbf{i} \geqslant 0,
\end{aligned}
$$

a contradiction. So $\mathbf{i}_{\mathcal{P}}(V) \in P C(I)$.
Finally, we shall need a slightly rephrased version of a simple proposition from [65]. Here $B^{d}(\mathbf{0}, r)$ is the closed ball of radius $r$, centred at $\mathbf{0}$.

Proposition 4.4.11 ([65], Proposition 4.8) Suppose that $1 / s \ll 1 / r, 1 / d$. Let $X \subseteq$ $\mathbb{Z}^{d} \cap B^{d}(\mathbf{0}, r)$, and let $L_{X}$ be the sublattice of $\mathbb{Z}^{d}$ generated by $X$. Then for any vector $\mathbf{x} \in L_{X} \cap B^{d}(\mathbf{0}, r)$ we may choose integers $a_{\mathbf{i}}$ with $\left|a_{\mathbf{i}}\right| \leqslant s$ for each $\mathbf{i} \in X$ such that $\mathbf{x}=\sum_{\mathbf{i} \in X} a_{\mathbf{i}} \mathbf{i}$.

### 4.5 Robust maximality

Recall that if $G$ is a $k$-graph on a vertex set $V$, and $\mathcal{Q}$ partitions $V$ into $d$ parts, then $L_{\mathcal{Q}}^{\mu}(G)$ is generated by those vectors $\mathbf{i} \in \mathbb{Z}^{d}$ for which at least $\mu n^{k}$ edges of $G$ have $\mathbf{i}(e)=\mathbf{i}$. So the constant $\mu$ can be viewed as the 'detection threshold'; it specifies the number of edges of a given index which are required for this index to contribute to $L_{\mathcal{Q}}^{\mu}(G)$.

The nature of a divisibility barrier is that $L_{\mathcal{Q}}^{\mu}(G)$ is $(1,-1)$-free. For our methods we will need the partition $\mathcal{Q}$ to be maximal with this property; that is, for any refinement $\mathcal{Q}^{\prime}$ of $\mathcal{Q}$ we need $L_{\mathcal{Q}^{\prime}}^{\mu}(G)$ to be $(1,-1)$-free. More then this, we need the same to hold even with a much higher detection threshold. This leads to the following key definition of a robustly maximal partition.

Definition 4.5.1 Let $H$ be a $k$-graph on a vertex set $V$ of size $n$. We say that a partition $\mathcal{P}$ of $V$ is $\left(c, \mu, \mu^{\prime}\right)$-robustly maximal with respect to $H$ if
(i) $L_{\mathcal{P}}^{\mu}(H)$ is $(1,-1)$-free, and
(ii) for any partition $\mathcal{P}^{+}$of $V$ which strictly refines $\mathcal{P}$ into parts of size at least cn, the lattice $L_{\mathcal{P}^{+}}^{\mu^{\prime}}(H)$ is not $(1,-1)$-free.

The next lemma allows us to obtain a robustly maximal partition of the vertex set of any $k$-graph. In addition, we may do this so as to refine an existing partition.

Proposition 4.5.2 Let $k \geqslant 2$ be an integer and $c>0$ be a constant. Let $s=\lfloor 1 / c\rfloor$ and fix constants $0<\mu_{1}<\cdots<\mu_{s+1}$. Suppose that $H$ is a $k$-graph on a vertex set $V$ of size $n$, and $\mathcal{P}$ is a partition of $V$ with parts of size at least cn such that $L_{\mathcal{P}}^{\mu_{1}}(H)$ is $(1,-1)$-free. Then there exists $t \in[s]$ and a partition $\mathcal{P}^{\prime}$ of $V$ with parts of size at least cn which refines $\mathcal{P}$ and is $\left(c, \mu_{t}, \mu_{t+1}\right)$-robustly maximal with respect to $H$.

Proof. Let $\mathcal{P}^{(1)}=\mathcal{P}$; then we proceed iteratively. At step $t$, if there is a partition $\mathcal{P}^{+}$ which strictly refines $\mathcal{P}^{(t)}$ into parts of size at least $c n$ such that the lattice $L_{\mathcal{P}+}^{\mu_{t+1}}(H)$ is $(1,-1)$-free, then let $\mathcal{P}^{(t+1)}=\mathcal{P}^{+}$. Otherwise terminate with output $\mathcal{P}^{(t)}$. By definition each $\mathcal{P}^{(t)}$ refines $\mathcal{P}$ and has parts of size at least cn. Furthermore, if the algorithm terminates at time $t$, then $L_{\mathcal{P}(t)}^{\mu_{t}}$ is $(1,-1)$-free by choice of $\mathcal{P}^{(t)}$, but for any $\mathcal{P}^{+}$which refines $\mathcal{P}^{(t)}$ into parts of size at least $c n$ the lattice $L_{\mathcal{P}+}^{\mu_{t+1}}(H)$ is not $(1,-1)$-free. That is, $\mathcal{P}^{(t)}$ is $\left(c, \mu_{t}, \mu_{t+1}\right)$-robustly maximal with respect to $H$. So it remains only to show that this algorithm must terminate with $t \leqslant 1 / c$; for this we observe that the number of parts of each $\mathcal{P}^{(i)}$ is strictly greater than the number of parts of $\mathcal{P}^{(i-1)}$, but $\mathcal{P}^{(t)}$ can have at most $1 / c$ parts since each part has size at most $c n$.

It is intuitive that if $\mathcal{Q}$ is a robustly maximal partition of the vertex set of a $k$-graph $G$, and $H$ is a $k$-graph which is close to $G$, then $\mathcal{Q}$ should also be a robustly maximal partition of the vertex set of $H$ (allowing weaker parameters of robust maximality). This intuition is captured in the next lemma.

Proposition 4.5.3 Suppose that $1 / n_{0} \ll \mu, \mu^{\prime}, \alpha \ll c, 1 / k$. Let $H$ be a $k$-graph on $n \geqslant n_{0}$ vertices with $m$ edges, and let $H^{\prime}$ be a subgraph of $H$ with at least $(1-\alpha) n$ vertices and at least $m-\alpha n^{k}$ edges. Suppose that $\mathcal{P}$ is a $\left(c, \mu, \mu^{\prime}\right)$-robustly maximal partition of $V(H)$ with respect to $H$, with parts of size at least cn. Then $\mathcal{P}$ is a $\left(c+2 \alpha, \mu+2 \alpha, \mu^{\prime}-\alpha\right)$-robustly maximal partition of $V\left(H^{\prime}\right)$ with respect to $H^{\prime}$.

Proof. Let $H^{\prime \prime}$ be the $k$-graph with the vertex set of $H$ but the edge set of $H^{\prime}$. We first show that $I_{\mathcal{P}}^{\mu+2 \alpha}\left(H^{\prime}\right) \subseteq I_{\mathcal{P}}^{\mu+\alpha}\left(H^{\prime \prime}\right) \subseteq I_{\mathcal{P}}^{\mu}(H)$. Indeed, since $\left|H \triangle H^{\prime \prime}\right| \leqslant \alpha n^{k}$ we have $I_{\mathcal{P}}^{\mu+\alpha}\left(H^{\prime \prime}\right) \subseteq I_{\mathcal{P}}^{\mu}(H)$ by Proposition 4.4.1. Since $(\mu+2 \alpha)\left|V\left(H^{\prime}\right)\right|^{k} \geqslant(\mu+2 \alpha)((1-\alpha) n)^{k} \geqslant$ $(\mu+\alpha) n^{k}$, we also have $I_{\mathcal{P}}^{\mu+2 \alpha}\left(H^{\prime}\right) \subseteq I_{\mathcal{P}}^{\mu+\alpha}\left(H^{\prime \prime}\right)$. So $L_{\mathcal{P}}^{\mu+2 \alpha}\left(H^{\prime}\right) \subseteq L_{\mathcal{P}}^{\mu}(H)$, and so $L_{\mathcal{P}}^{\mu}(H)$ being $(1,-1)$-free implies that $L_{\mathcal{P}}^{\mu+2 \alpha}$ is $(1,-1)$-free.

Now suppose that there is some partition $\mathcal{P}^{+}$of $V\left(H^{\prime}\right)$ which strictly refines $\mathcal{P}$ into parts of size at least $(c+2 \alpha)\left|V\left(H^{\prime}\right)\right|$ such that the lattice $L_{\mathcal{P}+}^{\mu^{\prime}-\alpha}\left(H^{\prime}\right)$ is $(1,-1)$-free. Form a partition $\mathcal{P}^{++}$of $V(H)$ by assigning the vertices of $V(H) \backslash V\left(H^{\prime}\right)$ to the parts of $\mathcal{P}^{+}$ arbitrarily. Similarly to above we prove $I_{\mathcal{P}+}^{\mu^{\prime}-\alpha}\left(H^{\prime}\right) \supseteq I_{\mathcal{P}++}^{\mu^{\prime}-\alpha}\left(H^{\prime \prime}\right) \supseteq I_{\mathcal{P}^{++}}^{\mu^{\prime}}(H)$. Indeed, the second inequality holds by Proposition 4.4.1, and the first holds since $\left(\mu^{\prime}-\alpha\right)\left|V\left(H^{\prime}\right)\right|^{k} \leqslant$ $\left(\mu^{\prime}-\alpha\right) n^{k}$. So $L_{\mathcal{P}^{++}}^{\mu^{\prime}}(H) \subseteq L_{\mathcal{P}^{+}}^{\mu^{\prime}-\alpha}\left(H^{\prime}\right)$, and so $\mathcal{P}^{++}$is a partition of $V(H)$ which strictly refines $\mathcal{P}$ into parts of size at least $(c+2 \alpha)\left|V\left(H^{\prime}\right)\right| \geqslant c n$ such that the lattice $L_{\mathcal{P}++}^{\mu^{\prime}}(H)$ is $(1,-1)$-free, contradicting the robust maximality of $H$. We conclude that $\mathcal{P}$ is $(c+$ $\left.2 \alpha, \mu+2 \alpha, \mu^{\prime}-\alpha\right)$-robustly maximal with respect to $H^{\prime}$.

Recall that Proposition 4.4.3 showed that if $\mathcal{P}$ partitions a vertex set $V$ and $\mathcal{Q}$ refines $\mathcal{P}$, then for any $\mathbf{i} \in L_{\mathcal{P}}^{\mu}(H)$ there is some $\mu^{\prime} \ll \mu$ and $\mathbf{i}^{\prime} \in L_{\mathcal{Q}}^{\mu^{\prime}}(H)$ such that $\left(\mathbf{i}^{\prime} \mid \mathcal{P}\right)=\mathbf{i}$. The next proposition shows that if $\mathcal{P}$ is robustly maximal with respect to $H$ then we have a much stronger result, namely that $\mathbf{i}^{\prime} \in L_{\mathcal{Q}}^{\mu^{\prime}}(H)$ for any $\mathbf{i}^{\prime}$ such that $\left(\mathbf{i}^{\prime} \mid \mathcal{P}\right)=\mathbf{i}$.

Proposition 4.5.4 Suppose that $1 / n \ll \mu \ll \mu^{\prime} \ll c, 1 / k$. Let $H$ be a $k$-graph on a vertex set $V$ of size $n$, let $\mathcal{P}$ be a partition of $V$ with parts of size at least cn which is
$\left(c, \mu, \mu^{\prime}\right)$-robustly maximal with respect to $H$, and let $\mathcal{Q}$ be a partition of $V$ which refines $\mathcal{P}$ into parts of size at least cn. Suppose that $\mathbf{i} \in L_{\mathcal{P}}^{\mu^{\prime}}(H)$. Then $\mathbf{i}^{\prime} \in L_{\mathcal{Q}}^{\mu}(H)$ for any index vector $\mathbf{i}^{\prime}$ with respect to $\mathcal{Q}$ such that $\left(\mathbf{i}^{\prime} \mid \mathcal{P}\right)=\mathbf{i}$.

Proof. Let $p$ be the number of parts of $\mathcal{P}$. We prove the following statement by induction on $q$ : if $\mathcal{Q}$ is a refinement of $\mathcal{P}$ into $q$ parts of size at least $c n$ and $\mathbf{i}^{\prime}$ is an index vector with respect to $\mathcal{Q}$ such that $\left(\mathbf{i}^{\prime} \mid \mathcal{P}\right)=\mathbf{i}$ then $\mathbf{i}^{\prime} \in L_{\mathcal{Q}}^{\mu^{\prime} / 2^{q-p}}(H)$. The base case $q=p$ is trivial, since then we must have $\mathcal{Q}=\mathcal{P}$, so $\mathbf{i}^{\prime}=\mathbf{i} \in L_{\mathcal{Q}}^{\mu^{\prime}}(V)$ by assumption. Assume therefore that we have proved the proposition for any refinement $\mathcal{Q}^{\prime}$ of $\mathcal{P}$ into $q-1$ parts, and that $\mathcal{Q}$ refines $\mathcal{P}$ into $q$ parts. Since $\mathcal{P}$ is $\left(c, \mu, \mu^{\prime}\right)$-robustly maximal, there are parts $X, X^{\prime} \in \mathcal{Q}$ such that $\mathbf{u}_{X}-\mathbf{u}_{X^{\prime}} \in L_{\mathcal{Q}}^{\mu^{\prime}}(H)$. Let $\mathcal{Q}^{\prime}$ be formed by merging $X$ and $X^{\prime}$ into a single part; then $\mathcal{Q}^{\prime}$ is a refinement of $\mathcal{P}$ into $q-1$ parts. So ( $\mathbf{i}^{\prime} \mid \mathcal{Q}^{\prime} \in L_{\mathcal{Q}^{\prime}}^{\mu^{*} / 2^{q-1-p}}(V)$ by our inductive hypothesis. By Proposition 4.4.3 there exists $\mathbf{i}^{*} \in L_{\mathcal{Q}}^{\mu^{\prime} / 2^{q-p}}(V)$ with $\left(\mathbf{i}^{*} \mid \mathcal{Q}^{\prime}\right)=\left(\mathbf{i}^{\prime} \mid \mathcal{Q}^{\prime}\right)$. Now $\mathbf{i}^{*}$ differs from $\mathbf{i}^{\prime}$ only in the co-ordinates corresponding to $X$ and $X^{\prime}$; since $\mathbf{u}_{X}-\mathbf{u}_{X^{\prime}} \in L_{\mathcal{Q}}^{\mu^{\prime}}(H) \subseteq L_{\mathcal{Q}}^{\mu^{\prime} / 2^{q-p}}(V)$ we have $\mathbf{i}^{\prime} \in L_{\mathcal{Q}}^{\mu^{\prime} / 2^{q-p}}(V)$, completing the induction. Since $\mathcal{Q}$ as in the lemma can have at most $1 / c$ parts, we conclude that $\mathbf{i}_{\mathcal{Q}}(V) \in L_{\mathcal{Q}}^{\mu^{\prime} / 2^{1 / c}}(V) \subseteq L_{\mathcal{Q}}^{\mu}(V)$.

Our goal for the rest of this section is to prove Lemma 4.5.6 that robust maximality is preserved by random selection. That is, if $H$ is a $k$-graph on $V$ and some partition $\mathcal{P}$ is robustly maximal with respect to $H$, then with high probability $\mathcal{P}$ is also robustly maximal (with slightly weaker parameters) with respect to the subgraph $H^{\prime}$ induced by a randomly chosen subset $V^{\prime} \subset V$. It is easy to prove that the first part of the definition of robust maximality is preserved by such a random selection. Instead the difficulties arise with the second part, where we must consider all refinements of $\mathcal{P}$ : there are too many possible refinements to simply take a union bound. We therefore make use of weak hypergraph regularity to prove this lemma. This necessitates the following definitions.

Suppose that $\mathcal{P}$ partitions a set $V$ into $r$ parts $V_{1}, \ldots, V_{r}$ and $G$ is a $\mathcal{P}$-partite $k$-graph
on $V$. For $\varepsilon>0$ and $A \in\binom{[r]}{k}$, we say that the $k$-partite sub- $k$-graph $G_{A}$ is $(\varepsilon, d)$-vertexregular if for any sets $V_{i}^{\prime} \subseteq V_{i}$ with $\left|V_{i}^{\prime}\right| \geq \varepsilon\left|V_{i}\right|$ for $i \in A$, writing $V^{\prime}=\bigcup_{i \in A} V_{i}^{\prime}$, we have $d\left(G_{A}\left[V^{\prime}\right]\right)=d \pm \varepsilon$. We say that $G_{A}$ is $\varepsilon$-vertex-regular if it is $(\varepsilon, d)$-vertex-regular for some $d$, and a partition $\mathcal{P}$ of $V(G)$ is $\varepsilon$-regular if all but at most $\varepsilon n^{k}$ edges of $G$ belong to $\varepsilon$ -vertex-regular $k$-partite sub- $k$-graphs. The following lemma has essentially the same proof as that of the Szemerédi Regularity Lemma [110], namely iteratively refining a partition until an 'energy function' does not increase by much; in this case the energy function is the sum of the mean square densities of the $k$-graphs with respect to the partition.

Theorem 4.5.5 (Weak Regularity Lemma) Suppose that $1 / n \ll 1 / m_{0} \ll \varepsilon \ll 1 / r \leq 1 / k$. Suppose that $G$ is a $k$-graph on $n$ vertices and that $\mathcal{P}^{\prime}$ is a partition of $V=V(G)$. Then there is a refinement $\mathcal{P}$ of $\mathcal{P}^{\prime}$ into $m \leq m_{0}$ parts which is $\varepsilon$-regular in which each part has size $\lfloor n / m\rfloor$ or $\lceil n / m\rceil$.

Lemma 4.5.6 Suppose that $1 / n_{0} \ll \mu \ll \mu^{\prime} \ll c \ll \lambda \leqslant 1 / k$. Let $H$ be a $k$-graph on vertex set $V$ of size $n \geqslant n_{0}$, and let $\mathcal{P}$ be a partition of $V$ which is $\left(c, \mu, \mu^{\prime}\right)$-robustly maximal with respect to $H$. Let $\mathcal{Q}^{\cap}$ be a partition with at most $1 / \lambda$ parts which refines $\mathcal{P}$. Let $\mathbf{n}$ be an index vector with respect to $\mathcal{Q}^{\cap}$ such that $n_{Z} \geqslant \lambda|Z|-$ cn for $Z \in \mathcal{Q}^{\cap}$. Suppose that a set $S_{Z}$ of size $n_{Z}$ is chosen uniformly at random from each $Z$, with all choices being independent. Let $S=\bigcup_{Z \in \mathcal{Q}^{n}} S_{Z}$, and let $\widehat{\mathcal{P}}$ be the restriction of $\mathcal{P}$ to $S$. Then with probability $1-1 / k^{k}, \widehat{\mathcal{P}}$ is $\left(2 c, \mu / c,\left(\mu^{\prime}\right)^{3}\right)$-robustly maximal with respect to $H[S]$.

Proof. In this proof we omit floor and ceiling symbols where they do not affect the argument. Introduce a new constant $\varepsilon$ with $1 / n_{0} \ll \varepsilon \ll \mu$. We apply Theorem 4.5.5 to $H$ to obtain an integer $n_{R} \geqslant 3 k^{k+1} / c$, and an $\varepsilon$-regular partition $\mathcal{Q}$ of $V(H)$ which refines $\mathcal{P}$ into $n_{R}$ parts of almost equal size. Let $n_{0}=n / n_{R}$. Let $R$ be the $\mu^{\prime} / 3$-reduced graph on $\mathcal{Q}$ - that is, $R$ contains an edge between any parts $X_{1}, \ldots, X_{k}$ of $\mathcal{Q}$ which form an $(\varepsilon, d)$-regular tuple for some $d \geqslant \mu^{\prime} / 3$.

Let $H^{\prime}=H[S]$. We first show that $L_{\widehat{\mathcal{P}}}^{\mu / c}\left(H^{\prime}\right)$ is $(1,-1)$-free. It suffices to prove that $I_{\widehat{\mathcal{P}}}^{\mu / c}\left(H^{\prime}\right) \subseteq I_{\mathcal{P}}^{\mu}(H)$. Note that $n^{\prime}:=\sum_{Z \in \mathcal{Q}^{n}} n_{Z} \geqslant \lambda n-c n / \lambda \geqslant \lambda n / 2$. If $\mathbf{i} \in I_{\widehat{\mathcal{P}}}^{\mu / c}\left(H^{\prime}\right)$ then there are at least $(\mu / c)(\lambda n / 2)^{k} \geqslant\left(2^{k} \mu / \lambda^{k}\right)(\lambda n / 2)^{k}=\mu n^{k}$ edges $e \in H^{\prime}$ with $\mathbf{i}_{\hat{\mathcal{P}}}(e)=\mathbf{i}$, where the inequality holds since $c \ll \lambda$. But all of these edges are also edges of $H$ and hence $\mathbf{i} \in I_{\mathcal{P}}^{\mu}(H)$. Further, each part $\widehat{X}=X \cap S$ of $\widehat{\mathcal{P}}$ (where $X$ is the corresponding part of $\mathcal{P}$ ) has size $\sum_{Z} n_{Z} \geqslant \sum_{Z}(\lambda|Z|-c n) \geqslant \lambda|X|-c n / \lambda \geqslant 3 c n$, where the sum is taken over all $Z \in \mathcal{Q}^{\cap}$ with $Z \subseteq X$ and the last inequality holds since $c \ll \lambda$.

Let $\mathcal{P}_{R}$ be the partition of $V(R)=\mathcal{Q}$ induced by $\mathcal{P}$ (i.e., a part of $\mathcal{P}_{R}$ contains of all parts of $\mathcal{Q}$ which are subsets of a given part of $\mathcal{P})$. For any $Y \in \mathcal{Q}$, note that $|Y \cap S|$ is a sum of independent hypergeometric random variables and that

$$
\begin{aligned}
\mathbb{E}[|Y \cap S|] & =\sum_{Z \in \mathcal{Q}^{n}} \mathbb{E}[|Y \cap Z \cap S|]=\sum_{Z \in \mathcal{Q}^{n}} n_{Z}|Y \cap Z| /|Z| \\
& \geqslant \sum_{Z \in \mathcal{Q}^{n}} \lambda|Y \cap Z|-\sum_{Z \in \mathcal{Q}^{n}} c n|Y \cap Z| /|Z| \geqslant \lambda|Y|-c n / \lambda \quad \geqslant 2 c n_{0},
\end{aligned}
$$

where the last inequality follows from $c \ll \lambda$. Hence Corollary 1.8.2 implies that $\mathbb{P}[\mid Y \cap$ $\left.S \mid<c n_{0}\right]<2 \exp \left[-c n_{0} / 12\right] \leqslant 1 / n^{2}$, and a union bound implies that with high probability $|Y \cap S| \geqslant c n_{0}$ for every $Y \in \mathcal{Q}$.

Now suppose for a contradiction that there is a refinement $\widehat{\mathcal{P}}^{*}$ of $\widehat{\mathcal{P}}$ with parts of size at least $2 c n$, such that $L_{\left.\widehat{\mathcal{P}}^{*}\right)^{3}}^{\left(H^{\prime}\right)}$ is $(1,-1)$-free. Define a partition $\mathcal{S}=\left\{X_{\mathcal{S}} \mid X \in \widehat{\mathcal{P}}^{*}\right\}$ of $V(R)$, whose parts correspond to those of $\widehat{\mathcal{P}}^{*}$, by assigning clusters in $V(R)$ as follows: For each $Y \in V(R)$, assign $Y$ to a part $X_{\mathcal{S}}$ such that $|S \cap Y \cap X| \geqslant c|S \cap Y|$ with probability proportional to $|S \cap Y \cap X|$, all choices being made independently. (So if either $|S \cap Y \cap X| \geqslant c|S \cap Y|$ or $S \cap Y \cap X=\emptyset$ for every $X$ then the probability is $|S \cap Y \cap X| /|S \cap Y|$.

Note that

$$
\sum_{Y \in V(R)} \frac{|S \cap Y \cap X|}{|S \cap Y|} \geqslant \sum_{Y \in V(R)} \frac{|S \cap Y \cap X|}{n_{0}} \geqslant \frac{3 c n}{n_{0}}=3 c n_{R}
$$

and hence

$$
\begin{aligned}
\mathbb{E}\left[\left|X_{\mathcal{S}}\right|\right] & =\sum_{Y \in V(R)} \mathbb{P}\left[Y \in X_{R}\right] \geqslant \sum_{Y \in V(R),|S \cap Y \cap X| \geqslant c|S \cap Y|} \frac{|S \cap Y \cap X|}{|S \cap Y|} \\
& =\sum_{Y \in V(R)} \frac{|S \cap Y \cap X|}{|S \cap Y|}-\sum_{Y \in V(R),|S \cap Y \cap X|<c|S \cap Y|} \frac{|S \cap Y \cap X|}{|S \cap Y|} \\
& \geqslant 3 c n_{R}-c n_{R} \geqslant 2 c n_{R}
\end{aligned}
$$

for each $X_{\mathcal{S}} \in \mathcal{S}$. Now let $N_{Y}$ be the random variable which is 1 if $Y \in X_{\mathcal{S}}$ and 0 otherwise for each $Y \in V(R)$. We have $\left|X_{\mathcal{S}}\right|=\sum_{Y \in V(R)} N_{Y}$. By applying Lemma 1.8.1(i) to the variables $N_{Y}$ we obtain

$$
\mathbb{P}\left[\left|X_{\mathcal{S}}\right|<c n_{R}\right] \leqslant \exp \left[-\frac{2\left(c n_{R}\right)^{2}}{n_{R}}\right] \leqslant \exp \left[-2 c^{2} n_{R}\right] \leqslant 1 / n_{R} \leqslant c / 3 k^{k+1}
$$

and taking a union bound on the error probabilities, we obtain that with probability at least $1-1 / 3 k^{k}$ each part $X_{\mathcal{S}} \in \mathcal{S}$ has size at least $c n_{R}$. Note that whenever $Y \in X_{\mathcal{S}}$ we have $|S \cap X \cap Y| \geqslant c|S \cap Y| \geqslant c^{2} n_{0} \geqslant \varepsilon n_{0}$. For each $\mathbf{i} \in I_{\mathcal{S}}^{\mu^{\prime} / 3}(R)$ there are at least $\mu^{\prime} n_{R}^{k} / 3$ edges $e \in R$ with $\mathbf{i}_{\mathcal{S}}(e)=\mathbf{i}$. For each such $e$, order the clusters in $e$ as $\left(Y_{1}, \ldots, Y_{k}\right)$, let $\left(X_{j}\right)_{\mathcal{S}}$ be the part of $\mathcal{S}$ containing $Y_{j}$ for each $j \in[k]$ and let $F$ be the $k$-partite subgraph of $H$ with vertex classes $\left(S \cap X_{j} \cap Y_{j}\right)_{j \in[k]}$. Now every edge of $F$ has index vector $\mathbf{i}$ with respect to $\widehat{\mathcal{P}}^{*}$ and $|F| \geqslant\left(\mu^{\prime} / 3-\varepsilon\right)\left(c^{2} n_{0}\right)^{k} \geqslant 3\left(\mu^{\prime}\right)^{2}\left(n^{\prime} / n_{R}\right)^{k}$, where the second inequality follows from $\mu^{\prime} \ll c$. Hence there are at least $\left(\mu^{\prime}\right)^{3}\left(n^{\prime}\right)^{k}$ edges $e^{\prime} \in H^{\prime}$ with $\mathbf{i}_{\widehat{\mathcal{P}}^{*}}\left(e^{\prime}\right)=\mathbf{i}$. Thus $I_{\mathcal{S}}^{\mu^{\prime} / 3}(R) \subseteq I_{\hat{\mathcal{P}}^{*}}^{\left(\mu^{\prime}\right)^{3}}\left(H^{\prime}\right)$ and so $L_{\mathcal{S}}^{\mu^{\prime} / 3}(R)$ is $(1,-1)$-free.

Define a refinement $\mathcal{P}^{*}$ of $\mathcal{P}$ by $\mathcal{P}^{*}=\left\{\bigcup_{Y \in X} Y \mid X \in \mathcal{S}\right\}$. Note that each part of $\mathcal{P}^{*}$
has size at least $c n_{R} n_{0}=c n$. For any $\mathbf{i} \in I_{\mathcal{P}^{*}}^{\mu^{\prime} / 3}(H)$ there are at most $\varepsilon n^{k}+n_{R}^{k} \cdot\left(\mu^{\prime} / 3\right) n_{0}^{k} \leqslant$ $\mu^{\prime} n^{k} / 2$ edges $e \in H$ with $\mathbf{i}_{\mathcal{P}}(e)=\mathbf{i}$ which do not lie in $k$-graphs corresponding to edges of $R$. Hence there are at least $\mu^{\prime} n^{k} / 2$ edges which do lie in such $k$-graphs, and so there are at least $\mu^{\prime} n^{k} / 2 n_{0}^{k}=\mu^{\prime} n_{R}^{k} / 2$ edges $e \in R$ such that $\mathbf{i}_{\mathcal{P}_{R}}(e)=\mathbf{i}$. Hence $\mathbf{i} \in I_{\mathcal{P}_{R}}^{\mu^{\prime} / 3}$, and so $I_{\mathcal{P}^{*}}^{\mu^{\prime}}(H) \subseteq I_{\mathcal{S}}^{\mu^{\prime} / 3}(R)$ and $L_{\mathcal{P}^{*}}^{\mu^{\prime}}(H) \subseteq L_{\mathcal{P}_{R}}^{\mu^{\prime} / 3}(R)$. But now $L_{\mathcal{P}^{*}}^{\mu^{\prime}}(H)$ is $(1,-1)$-free, which contradicts our assumption that $\mathcal{P}$ is $\left(c, \mu, \mu^{\prime}\right)$-robustly maximal.

### 4.6 The key lemmas and their proofs

The goal of this section is to state and prove the two key lemmas in the proof of Theorem 1.5.2, Lemma 4.6.1, which applies to $k$-partite $k$-graphs, and Lemma 4.6.8, which applies to general $k$-graphs. The $k$-partite form is simpler to prove, while in fact we deduce the general form from the $k$-partite form by a randomisation argument. Therefore we first present the proof of Lemma 4.6.1.

Lemma 4.6.1 Let $k$ and $\ell$ be integers with $k \geqslant \ell \geqslant 2$, and suppose that constants $n, \varepsilon, \mu, \mu^{\prime}, c, d, \gamma$ satisfy $1 / n \ll \varepsilon, \mu \ll \mu^{\prime} \ll c, d \ll \gamma, 1 / k$. Let $\mathcal{P}^{\prime}$ partition a set $V$ into vertex classes $V_{1}, \ldots, V_{k}$ of size $n$, and let $H$ be a $\mathcal{P}^{\prime}$-partite $k$-graph on $V$ in which at most $\varepsilon n^{k-1} \mathcal{P}^{\prime}$-partite subsets $S \subseteq V$ of size $k-1$ have $d(S)<(1 / \ell+\gamma) n$.

Let $\mathcal{P}$ be a partition of $V$ which refines $\mathcal{P}^{\prime}$ into parts of size at least cn and is $\left(c, \mu, \mu^{\prime}\right)$ robustly maximal with respect to $H$. Suppose that
(i) for any vertex $x \in V$ there are at least $d n^{k-1}$ edges $e \in H$ with $x \in e$ and $\mathbf{i}_{\mathcal{P}}(e) \in$ $L_{\mathcal{P}}^{\mu}(H)$, and
(ii) $\mathbf{i}_{\mathcal{P}}(V) \in L_{\mathcal{P}}^{\mu}(H)$.

Then $H$ contains a perfect matching.

Proof. We fix $k$ and proceed by induction on $\ell$, using the following hierarchy of constants.

$$
1 / n \ll 1 / D \ll \varepsilon, \mu \ll \varepsilon^{\prime}, \mu_{0}^{\prime} \ll \mu_{1}^{\prime} \ll \ldots \mu_{k^{k} k}^{\prime} \ll \mu^{\prime} \ll c, d \ll \eta \ll \gamma, 1 / k
$$

Step 1: The case $\mathcal{P}=\mathcal{P}^{\prime}$. Suppose first that $\mathcal{P}=\mathcal{P}^{\prime}$. By applying Lemma 4.4.8 with $\mathcal{P}^{\prime}$ and $(1 / \ell+\gamma) n$ in place of $\mathcal{P}$ and $D$ respectively we obtain a $\mathcal{P}^{\prime}$-partite $k$-complex $J$ on $V$ with $J_{k} \subseteq H$ and

$$
\delta^{*}(J) \geqslant\left((1-\sqrt{\varepsilon}) n,\left(1-\varepsilon^{\prime}\right) n, \ldots,\left(1-\varepsilon^{\prime}\right) n,\left(1 / \ell+\gamma-\varepsilon^{\prime}\right) n\right) .
$$

We now greedily construct a matching $M^{*}$ in $H$ of size at most $k \sqrt{\varepsilon} n$ which includes all of the at most $k \sqrt{\varepsilon} n$ vertices $x \in V$ for which $\{x\}$ is not an edge of $J$. We can do this greedily since by assumption every vertex lies in at least $d n^{k-1} \geqslant k^{2} \sqrt{\varepsilon} n^{k-1}$ edges of $H$. Let $V^{\prime}=V \backslash V\left(M^{*}\right)$ and let $J^{\prime}:=J\left[V^{\prime}\right]$. Then

$$
\delta^{*}\left(J^{\prime}\right) \geqslant\left(n^{\prime},\left(1-2 \varepsilon^{\prime}\right) n^{\prime}, \ldots,\left(1-2 \varepsilon^{\prime}\right) n^{\prime},\left(1 / \ell+\gamma-2 \varepsilon^{\prime}\right) n^{\prime}\right),
$$

where $n^{\prime}:=n-\left|M^{*}\right|$ is the size of each part of $V^{\prime}$. So $J^{\prime}$ satisfies the degree sequence condition of Theorem 4.4.7 with $n^{\prime}, \mu / 2$ and $\gamma / 2$ in place of $n, \mu$ and $\gamma$ respectively. Furthermore $\mathcal{P}$ is $\left(c, 2 \mu, \mu^{\prime} / 2\right)$-robustly maximal with respect to $J_{k}^{\prime}$ by Lemma 4.5.3.

Now suppose that $\mathcal{P}^{\prime \prime}$ is a partition of $V^{\prime}$ into parts of size at least $\delta_{k-1}^{*}(J)-\mu n / 2 \geqslant$ $n / \ell \geqslant c n$ which refines $\mathcal{P}=\mathcal{P}^{\prime}$. Since $J_{k}^{\prime}$ is $\mathcal{P}$-partite every edge $e \in J_{k}^{\prime}$ has $\mathbf{i}_{\mathcal{P}}(e)=\mathbf{1}$; in particular we have $\mathbf{1} \in L_{\mathcal{P}}^{\mu^{\prime} / 2}\left(J_{k}^{\prime}\right)$. So by Proposition 4.5.4 we have $\mathbf{i} \in L_{\mathcal{P} \prime \prime}^{2 \mu}\left(J_{k}^{\prime}\right)$ for any index vector $\mathbf{i}$ with respect to $\mathcal{P}^{\prime \prime}$ such that $(\mathbf{i} \mid \mathcal{P})=\mathbf{1}$. That is, $L_{\mathcal{P} \prime \prime}^{2 \mu}\left(J_{k}^{\prime}\right)$ is complete with respect to $\mathcal{P}$. We conclude that there is no 'divisibility barrier' to a perfect matching in $J_{k}^{\prime}$, so there exists a perfect matching in $J_{k}^{\prime}$ by Theorem 4.4.7. Together with $M^{*}$ this
forms a perfect matching in $H$.
In particular, this gives the base case $\ell=2$ of the induction, since in this case the condition that each part of $\mathcal{P}$ must be of size at least $n / \ell+\gamma n>n / 2$ implies that we must have $\mathcal{P}=\mathcal{P}^{\prime}$.

Step 2: Defining subpartitions and removing bad vertices. For the rest of the proof we assume that $\mathcal{P} \neq \mathcal{P}^{\prime}$, that $3 \leqslant \ell \leqslant k$ and that the lemma holds with $\ell-1$ in place of $\ell$. We also write $I:=I_{\mathcal{P}}^{\mu}(H), L:=L_{\mathcal{P}}^{\mu}(H)$ and $\operatorname{Aux}=\operatorname{Aux}_{\mathcal{P}}^{\mu}(H)$. Recall that we then have $I(\operatorname{Aux})=I$ and $L(\operatorname{Aux})=L$, and that $\mathcal{P}_{\text {Aux }}^{\prime}$ is the natural partition of $V(\mathrm{Aux})$ inherited from $\mathcal{P}^{\prime}$

Our strategy will be to split $H$ up randomly into a number of vertex-disjoint $k$-partite subgraphs, each of which satisfies the conditions of the lemma (with weaker constants) when $\ell$ is replaced by $\ell-1$. The inductive hypothesis then implies the existence of a perfect matching in each subhypergraph, and taking the union of these matchings gives a perfect matching in $H$.

First, note that $H, \mathcal{P}^{\prime}$ and $\mathcal{P}$ meet the conditions of Proposition 4.4.5 with $1 / \ell+\gamma$ in place of $d$. So by Proposition 4.4.5(ii) we may fix $r$ such that each part $V_{j}$ of $\mathcal{P}^{\prime}$ is further partitioned into $r$ parts by $\mathcal{P}$, so the $k$ parts of $\mathcal{P}_{\text {Aux }}$ each consist of $r$ vertices. Next Proposition 4.4.5(i) tells us that $d(S)=1$ for any $\mathcal{P}_{\text {Aux }}^{\prime}$-partite set of $k-1$ vertices of Aux. Also, by Proposition 4.4.5(iii) each part of $\mathcal{P}$ is indexed by precisely $r^{k-2}$ vectors $\mathbf{i} \in I$, so in particular we have $|I|=r^{k-1}$. The final statement of Proposition 4.4.5 implies that every part of $\mathcal{P}$ has size at least $(1 / \ell+\gamma / 2) n$, a significantly stronger bound than that assumed in the statement of the lemma. Together with $\mathcal{P} \neq \mathcal{P}^{\prime}$ this implies that $2 \leqslant r<\ell$.

For each $\mathbf{i} \in I$, let the set $S_{\mathbf{i}}$ be the union of the parts $\mathcal{P}$ indexed by $\mathbf{i}$, and let $\mathcal{P}_{\mathbf{i}}$ be the restriction of $\mathcal{P}^{\prime}$ to $S_{\mathbf{i}}$. Define $H_{\mathbf{i}}$ to be the $\mathcal{P}_{\mathbf{i}}$-partite $k$-graph on vertex set $S_{\mathbf{i}}$ whose edge set consists of all edges of $H$ with index i. By repeated application of Proposition 4.5.2
there exist $i \in[s]$ and a partition $\mathcal{Q}_{\mathbf{i}}$ of $S_{\mathbf{i}}$ for each $\mathbf{i} \in I$ such that the partition $\mathcal{Q}_{\mathbf{i}}$ refines $\mathcal{P}_{\mathbf{i}}$, has parts of size at least $c n / 2$ and is $\left(c / 2, \mu_{i}^{\prime}, \mu_{i+1}^{\prime}\right)$-robustly maximal with respect to $H_{\mathbf{i}}$. For simplicity of notation we now relabel $\mu_{i}^{\prime}$ as $\mu_{0}$ and $\mu_{i+1}^{\prime}$ as $\mu_{9}$. Since $\mu, \varepsilon \ll \mu_{1}^{\prime} \leqslant \mu_{0}=\mu_{i}^{\prime} \ll \mu_{9}=\mu_{i+1}^{\prime} \ll \mu^{\prime}$ we may introduce new constants $\mu_{1}, \ldots, \mu_{8}$ such that

$$
\mu, \varepsilon \ll \mu_{0} \ll \mu_{1} \ll \cdots \ll \mu_{9} \ll \mu^{\prime}
$$

Also, it will sometimes be convenient to regard $H_{\mathbf{i}}$ as a $k$-graph on $V$ rather than on $S_{\mathbf{i}}$ (but with the same edge set). For this purpose define $\mathcal{Q}_{\mathbf{i}}^{0}$ to be the partition of $V$ whose parts are the parts of $\mathcal{Q}_{\mathbf{i}}$ and the parts of $\mathcal{P}$ not indexed by $\mathbf{i}$.

Fix some $\mathbf{i} \in I$, and let $I_{\mathbf{i}}:=I_{\mathcal{Q}_{\mathbf{i}}}^{\mu_{0}}\left(H_{\mathbf{i}}\right)$ and $L_{\mathbf{i}}:=L_{\mathcal{Q}_{\mathbf{i}}}^{\mu_{0}}\left(H_{\mathbf{i}}\right)$. The fact that $\mathcal{Q}_{\mathbf{i}}$ is $\left(c / 2, \mu_{0}, \mu_{9}\right)$-robustly maximal with respect to $H_{\mathbf{i}}$ implies that $L_{\mathbf{i}}$ is $(1,-1)$-free. Furthermore, by applying Proposition 4.4.5(v) with $\mu_{0}$ in place of $\psi$ we find that at most $\mu_{0} n^{k-1} \mathcal{P}^{\prime}$-partite $(k-1)$-sets $S \subseteq S_{\mathbf{i}}$ of $k-1$ vertices have $d_{H_{\mathbf{i}}}(S)<n / \ell+3 \gamma n / 4$. So we conclude that $H_{\mathrm{i}}$ also meets the conditions of Proposition 4.4.5 with $\mathcal{P}_{\mathbf{i}}$ in place of $\mathcal{P}^{\prime}, \mathcal{Q}_{\mathbf{i}}$ in place of $\mathcal{P}, 1 / \ell+3 \gamma / 4$ in place of $d$ and $\mu_{0}$ in place of both $\mu$ and $\varepsilon$. Every part of $\mathcal{Q}_{\mathbf{i}}$ therefore has size at least $n / \ell+2 \gamma n / 3$; in particular we may apply Proposition 4.4.5 with $1 / \ell$ in place of $c$ also. By Proposition 4.4.5(iv) we deduce that $I_{\mathcal{Q}_{\mathbf{i}}}^{1 / 2 \ell^{k}}\left(H_{\mathbf{i}}\right)=I_{\mathbf{i}}$. Also, Proposition 4.4.5(vi) with $\mu_{1} / r^{k-1}$ in place of $\psi$ implies that at most $\mu_{1} n / r^{k-1}$ vertices of $S_{\mathbf{i}}$ lie in fewer than $n^{k-1} / 2 \ell^{k-1} \geqslant 5 d n^{k-1}$ edges $e \in H_{\mathbf{i}}$ with $\mathbf{i}(e) \in I_{\mathbf{i}}$. We refer to such vertices as being bad for i. Since $\mathbf{i}$ was arbitrary the comments of this paragraph apply to any $\mathbf{i} \in I$; we say that a vertex of $V$ is bad if it is bad for some $\mathbf{i} \in I$. Since $|I|=r^{k-1}$, the number of bad vertices is at most $\mu_{1} n$.

We will ensure that an analogue of condition (i) holds for each $H_{\mathbf{i}}$ by deleting all bad vertices. Since by assumption every vertex of $V$ is contained in at least $d n^{k-1} \geqslant k \mu_{1} n^{k-1}$ edges $e \in H$ with $\mathbf{i}_{\mathcal{P}}(e) \in I$, we may greedily choose a matching $M$ of size at most $\mu_{1} n$ which covers all of the bad vertices and such that $\mathbf{i}_{\mathcal{P}}(e) \in I$ for each $e \in M$. Let
$V^{\prime}:=V \backslash V\left(M^{\prime}\right)$.
Next we wish to define a partition $\mathcal{Q}^{\cap}$ of $V^{\prime}$ to be the 'common refinement' of the partitions $\mathcal{Q}_{\mathbf{i}}$ for $\mathbf{i} \in I$, so that two vertices will be in the same part of $\mathcal{Q}^{\cup}$ if and only if they are in the same part of $\mathcal{Q}_{\mathbf{i}}$ for every $\mathbf{i} \in I$. We will also ensure that every part of $\mathcal{Q}^{n}$ is not too small by first deleting some further vertices. Let $\sim$ be the relation on $V^{\prime}$ in which $x \sim y$ if and only if $x$ and $y$ lie in the same part of $\mathcal{Q}_{\mathbf{i}}^{0}$ for every $\mathbf{i} \in I$, and observe that $\sim$ is an equivalence relation. Since $\mathcal{P}$ has at most $k^{2}$ parts, each of which is partitioned into at most $k$ parts by each $\mathcal{Q}_{\mathbf{i}}$, the relation $\sim$ has at most $K:=k^{2} \cdot k^{|I|}=k^{2+r^{k-1}}$ equivalence classes. This means that there is some $j \in[K+1]$ such that no part of $\mathcal{Q}^{\cap}$ has size between $(j-1)(k K)^{j-1} D / \eta$ and $j(k K)^{j} D / \eta$. Fix such a $j$, and let $B$ be the union of all equivalence classes of $\sim$ of size at most $j(k K)^{j} D / \eta$. Then $|B| \leqslant K \cdot(j-1)(k K)^{j-1} D / \eta$. Similarly as before we may greedily choose a matching $M^{\prime}$ in $H$ of size at most $|B|$ which covers every vertex of $|B|$ so that every edge $e \in M^{\prime}$ has $\mathbf{i}(e) \in I$.

We now delete all of the at most $2 k \mu_{1} n$ vertices covered by $M \cup M^{\prime}$. To avoid using more complicated notation, we continue to write $V$ for $V \backslash\left(M \cup M^{\prime}\right), S_{\mathbf{i}}$ for $S_{\mathbf{i}} \backslash\left(M \cup M^{\prime}\right)$, $V_{j}$ for $V_{j} \backslash\left(M \cup M^{\prime}\right)$ and $H$ and $H_{\mathbf{i}}$ for the restrictions of these $k$-graphs to the undeleted vertices. Following these deletions we define $\mathcal{Q}^{\cap}$ to be the partition of $V$ generated by the equivalence relation $\sim$ (now restricted to the undeleted vertices). We will also need to consider the 'common coarsening' $\mathcal{Q} \cup$ of the partitions $\mathcal{Q}_{\mathrm{i}}$. Indeed, let $\sim \cup$ be the relation on $V$ defined by $x \sim_{\cup} y$ if and only if there is some $\mathbf{i} \in I$ such that $x, y \in S_{\mathbf{i}}$ and $x$ and $y$ lie in the same part of $\mathcal{Q}_{\mathbf{i}}$. Then $\sim_{\cup}$ may not be an equivalence relation, but the transitive closure $\sim_{\cup}^{*}$ of $\sim_{\cup}$ is an equivalence relation. Let $\mathcal{Q}^{U}$ be the partition of $V$ generated by $\sim_{\cup}^{*}$. For clarity we now state together the properties of the structures we have obtained so far.
(A1) $\mathcal{P}^{\prime} \prec \mathcal{P} \prec \mathcal{Q}^{\cup} \prec \mathcal{Q}_{\mathbf{i}}^{0} \prec \mathcal{Q}^{\cap}$ for any $\mathbf{i} \in I$. Indeed, $\mathcal{P}^{\prime} \prec \mathcal{P}$ by assumption, and the other relations follow from the definitions of $\mathcal{Q}_{\mathbf{i}}^{0}, \mathcal{Q}^{\cup}$ and $\mathcal{Q}^{\cap}$.
(A2) $\mathcal{Q}^{\cap}$ has at most $K$ parts, each of which has size at least $2 D / \eta$. Indeed, the vertices of any equivalence class of $\sim$ with size less than $j(k K)^{j} D / \eta$ were included in $M^{\prime}$ before defining $\mathcal{Q}^{\cap}$; since $\left|M^{\prime}\right| \leqslant|B|$ any part of $\mathcal{Q}^{\cap}$ has size at least

$$
\begin{aligned}
\frac{j(k K)^{j} D}{\eta}-k|B| & \geqslant \frac{j(k K)^{j} D}{\eta}-\frac{(j-1)(k K)^{j} D}{\eta} \\
& =\frac{(k K)^{j} D}{\eta} \geqslant \frac{2 D}{\eta} .
\end{aligned}
$$

(A3) Every part of $\mathcal{P}, \mathcal{Q}^{\cup}$ and each $\mathcal{Q}_{\mathbf{i}}$ has size at least $(1 / \ell+\gamma / 2) n$. Indeed, each part of any $\mathcal{Q}_{\mathbf{i}}$ had size at least $(1 / \ell+2 \gamma / 3) n$ before the deletions, and at most $2 k \mu_{1} n \leqslant \gamma n / 6$ vertices were deleted. The bounds for $\mathcal{Q}^{n}$ and $\mathcal{P}$ follow by (A1).
(A4) For any $\mathbf{i} \in I, \mathcal{Q}_{\mathbf{i}}$ is $\left(c, \mu_{2}, \mu_{8}\right)$-robustly maximal with respect to $H_{\mathbf{i}}$, and every vertex in $S_{\mathbf{i}}$ lies in at least $4 d n^{k-1}$ edges of $H_{\mathbf{i}}$ with $\mathbf{i} \in I_{\mathbf{i}}$. Indeed, since $\mathcal{Q}_{\mathbf{i}}$ was chosen to be $\left(c / 2, \mu_{0}, \mu_{9}\right)$-robustly maximal with respect to $H_{\mathbf{i}}$ (before any vertices were deleted) the first statement holds by Proposition 4.5.3. The second part holds since $M$ covered all vertices which were contained in fewer than $5 d n^{k-1}$ edges of $H_{\mathbf{i}}$ with $\mathbf{i} \in I_{\mathbf{i}}$ and at most $2 k \mu_{1} n \leqslant d n$ vertices were deleted.
(A5) $\mathbf{i}_{\mathcal{P}}(V) \in L$. Indeed, this was true before any vertices were deleted by assumption, and $\mathbf{i}_{\mathcal{P}}\left(V\left(M \cup M^{\prime}\right)\right) \in L$ since this was true of each edge of $M$.
(A6) $I_{\mathcal{Q}_{\mathbf{i}}}^{\mu^{\prime}}\left(H_{\mathbf{i}}\right)=I_{\mathbf{i}}$. Indeed, we observed before any deletions that $I_{\mathcal{Q}_{\mathbf{i}}}^{1 / 2 \ell^{k}}\left(H_{\mathbf{i}}\right)=I_{\mathcal{Q}_{\mathbf{i}}}^{\mu_{0}}\left(H_{\mathbf{i}}\right)=$ $I_{\mathbf{i}}$. So if $\mathbf{i} \in I_{\mathbf{i}}$ then there were at least $(k n)^{k} / 2 \ell^{k}$ edges of $H_{\mathbf{i}}$ of index $\mathbf{i}$, at most $2 k \mu_{1} n^{k}$ of which were deleted. If $\mathbf{i} \notin I_{\mathbf{i}}$ then there were at most $\mu_{0}(k n)^{k}<\mu^{\prime}(k n-$ $\left.2 k \mu_{1} n\right)^{k}$ edges of $H_{\mathbf{i}}$ of index $\mathbf{i}$.
(A7) If $V^{\prime}$ is formed from $V$ by deleting another $A \leqslant \gamma n / 2$ vertices from each part of $\mathcal{P}$, then we have $\mathbf{i}_{\mathcal{P}}\left(V^{\prime}\right) \in P C(I)$. Indeed, let $V_{j}^{\prime}$ be the undeleted vertices from
vertex class $V_{j}$; then each $V_{j}^{\prime}$ has equal size $n^{\prime}:=n-\left|M \cup M^{\prime}\right|-A$, and from (A3) we find that at least $n^{\prime} / k$ vertices remain undeleted in each part of $\mathcal{P}$. Recall our earlier observations that $d_{\text {Aux }}(S)=1$ for any $\mathcal{P}_{\text {Aux }}$-partite set $S$ of $k-1$ vertices of Aux and $I($ Aux $)=I$; using these we may apply Proposition 4.4.10 to deduce that $\mathbf{i}_{\mathcal{P}}\left(V^{\prime}\right) \in P C(I)$.
(A8) For any $\mathbf{i} \in I$ and vector $\mathbf{n}$ with respect to $\mathcal{Q}_{\mathbf{i}}$ such that $\left(\mathbf{n} \mid \mathcal{P}_{\mathbf{i}}\right)$ is an integer multiple of $\mathbf{1}$, there exist parts $X, X^{\prime}$ of $\mathcal{Q}_{\mathbf{i}}$ so that $\mathbf{n}_{\mathbf{i}}-\mathbf{u}_{X}+\mathbf{u}_{X^{\prime}} \in L_{\mathbf{i}}$. Indeed, this follows by applying Proposition 4.4 .5 (vii) to $H_{\mathbf{i}}$ before the deletion of any vertices.
(A9) The number of $\mathcal{P}_{\mathbf{i}}$-partite sets $S \subseteq S_{\mathbf{i}}$ of size $k-1$ with $d_{H_{\mathbf{i}}}(S)<(1 / \ell+\gamma / 2) n$ is at most $\mu_{1} n^{k-1}$. Indeed, before any deletions this was true with $2 \gamma / 3$ in place of $\gamma / 2$ by Proposition 4.4.5(v), and at most $2 k \mu_{1} n \leqslant \gamma n / 6$ vertices were deleted in total.

Step 3: Determining the size of each random subgraph. In Step 4, the final step of the proof, we will randomly choose, for each $\mathbf{i} \in I$, a set $T_{\mathbf{i}}$ containing $\rho_{\mathbf{i}}$ vertices from each part of $\mathcal{P}_{\mathbf{i}}$ (the restriction of $\mathcal{P}^{\prime}$ to $S_{\mathbf{i}}$ ). Claim 4.6 .7 will then show that if $T_{\mathbf{i}}$ is chosen in this manner then the restriction $H\left[T_{\mathbf{i}}\right]$ meets all the conditions of the statement of the lemma, with weaker constants and $\ell-1$ in place of $\ell$, except for the requirement that $\mathbf{i}_{\mathcal{Q}_{\mathbf{i}}}\left(T_{\mathbf{i}}\right) \in L_{\mathcal{Q}_{\mathbf{i}}}^{\mu_{*}}\left(H\left[T_{\mathbf{i}}\right]\right)$ (for an appropriate value of $\mu_{*}$ ). In this step we determine how many vertices of $T_{\mathbf{i}}$ should be chosen from each part of $\mathcal{Q}^{n}$ so that firstly, this final requirement will also be satisfied for each $\mathbf{i} \in I$, and secondly, the sets $T_{\mathbf{i}}$ for $\mathbf{i} \in I$ partition $V$. This will allow us to apply the inductive hypothesis in Step 4 to obtain a perfect matching in each $H\left[T_{\mathbf{i}}\right]$, completing the proof.

To determine how many vertices of $T_{\mathbf{i}}$ should be chosen from each part of $\mathcal{Q}^{n}$, we proceed through three claims. The first determines the value $\rho_{\mathbf{i}}$, namely how many vertices are to be chosen from each part of $\mathcal{P}_{\mathbf{i}}$. The second determines how many vertices are to be chosen from each part of $\mathcal{Q}^{\cup}$, whilst the third determines how many vertices are to be
chosen from $\mathcal{Q}^{\cap}$, as required.

Claim 4.6.2 There exist integers $\rho_{\mathbf{i}}$ for each $\mathbf{i} \in I$ which satisfy
(B1) $\sum_{\mathbf{i} \in I} \rho_{\mathbf{i}} \mathbf{i}=\mathbf{i}_{\mathcal{P}}(V)$,
(B2) $\rho_{\mathbf{i}} \geqslant \eta n$ for each $\mathbf{i} \in I$.
Proof. Let $N:=\lceil 2 \eta n\rceil$, and for each $\mathbf{i} \in I$ delete $N$ vertices from the parts indexed by i. Recall that each part of $\mathcal{P}$ is indexed by precisely $r^{k-2}$ members of $I$, so exactly $r^{k-2} N \leqslant \gamma n / 2$ vertices are deleted from each part of $\mathcal{P}$. Let $V^{\prime}$ consist of all undeleted vertices of $V$; then by (A7) we have $\mathbf{i}_{\mathcal{P}}\left(V^{\prime}\right) \in P C(I)$. That is, we may fix reals $\lambda_{\mathbf{i}} \geqslant 0$ for each $\mathbf{i} \in I$ so that $\sum_{\mathbf{i} \in I} \lambda_{\mathbf{i}} \mathbf{i}=\mathbf{i}_{\mathcal{P}}\left(V^{\prime}\right)$. Let $a_{\mathbf{i}}=\left\lfloor\lambda_{\mathbf{i}}\right\rfloor$ for each $\mathbf{i} \in I$. Then $\mathbf{i}_{\mathcal{P}}\left(V^{\prime}\right)-\sum_{\mathbf{i} \in I} a_{\mathbf{i}} \mathbf{i} \in$ $B\left(\mathbf{0}, k r^{k-1}\right)$. Since $\mathbf{i}_{\mathcal{P}}\left(V^{\prime}\right)$ was obtained by subtracting a linear combination of vectors $\mathbf{i} \in I$ from $\mathbf{i}_{\mathcal{P}}(V)$, and $\mathbf{i}_{\mathcal{P}}(V) \in L$ by assumption, we also have have $\mathbf{i}_{\mathcal{P}}\left(V^{\prime}\right)-\sum_{\mathbf{i} \in I} a_{\mathbf{i}} \mathbf{i} \in L$. So by Proposition 4.4.11 we may choose integers $b_{\mathbf{i}}$ with $\left|b_{\mathbf{i}}\right| \leqslant \eta n$ for each $\mathbf{i} \in I$ so that $\sum_{\mathbf{i} \in I} b_{\mathbf{i}} \mathbf{i}=\mathbf{i}_{\mathcal{P}}\left(V^{\prime}\right)-\sum_{\mathbf{i} \in I} a_{\mathbf{i}} \mathbf{i}$. Let $\rho_{\mathbf{i}}=a_{\mathbf{i}}+b_{\mathbf{i}}+N$ for each $\mathbf{i}$. Then

$$
\sum_{\mathbf{i} \in I} \rho_{\mathbf{i}} \mathbf{i}=\sum_{\mathbf{i} \in I} a_{\mathbf{i}} \mathbf{i}+\sum_{\mathbf{i} \in I} b_{\mathbf{i}} \mathbf{i}+\sum_{\mathbf{i} \in I} N \mathbf{i}=\mathbf{i}_{\mathcal{P}}\left(V^{\prime}\right)+\sum_{\mathbf{i} \in I} N \mathbf{i}=\mathbf{i}_{\mathcal{P}}(V),
$$

so (i) holds, and (ii) holds since $a_{\mathbf{i}} \geqslant 0$ and $\left|b_{\mathbf{i}}\right| \leqslant \eta n$ for each $\mathbf{i} \in I$.

The vector $\mathbf{n}_{\mathbf{i}}^{\cup}$ with respect to $\mathcal{Q}^{\cup}$ obtained in the next claim tells us how many vertices should be taken from each part of $\mathcal{Q}^{\cup}$. Indeed, for each $\mathbf{i} \in I$ and each part $X \in \mathcal{Q}^{\cup}$, the set $T_{\mathbf{i}}$ will include $\left(n_{\mathbf{i}}^{\cup}\right)_{X}$ vertices from $X$. Note that condition (C1) says that if the sets $T_{\mathbf{i}}$ are disjoint then they will form a partition of $V$, whilst condition (C3) ensures that $T_{\mathbf{i}}$ takes roughly the same proportion of vertices from each part of $\mathcal{Q}^{\cup}$ which is a subset of a part of $\mathcal{P}$ indexed by $\mathbf{i}$, and no vertices from any other part of $\mathcal{Q}^{\cup}$.

Claim 4.6.3 There exist vectors $\mathbf{n}_{\mathbf{i}}^{\cup}$ with respect to $\mathcal{Q}^{\cup}$ for $\mathbf{i} \in I$ which satisfy
(C1) $\sum_{\mathbf{i} \in I} \mathbf{n}_{\mathbf{i}}^{\cup}=\mathbf{i}_{\mathcal{Q} \cup}(V)$,
(C2) $\mathbf{n}_{\mathbf{i}}^{\cup} \in L_{\mathcal{Q}^{\cup}}^{\mu_{9}}\left(H_{\mathbf{i}}\right)$ for every $\mathbf{i} \in I$, and
(C3) For any part $W$ of $\mathcal{P}$ and any part $X \subseteq W$ of $\mathcal{Q}^{\cup}$ we have

$$
\left(n_{\mathbf{i}}^{\cup}\right)_{X}= \begin{cases}\rho_{\mathbf{i}} \frac{|X|}{|W|} \pm D & \text { if } i_{W}=1 \\ 0 & \text { otherwise }\end{cases}
$$

Proof. Choose $\rho_{\mathbf{i}}$ for each $\mathbf{i} \in I$ as in Claim 4.6.2. Now fix some $\mathbf{i} \in I$, and choose a vector $\mathbf{n}_{\mathbf{i}}$ with respect to $\mathcal{Q}_{\mathbf{i}}$ by taking $\left(\mathbf{n}_{\mathbf{i}}\right)_{X}$ to be either $\left\lfloor\rho_{\mathbf{i}}|X| /|W|\right\rfloor$ or $\left\lceil\rho_{\mathbf{i}}|X| /|W|\right\rceil$ for each part $W$ of $\mathcal{P}_{\mathbf{i}}$ and each part $X$ of $\mathcal{Q}^{\cup}$ with $X \subseteq W$. Make these choices so that $\sum_{X \subseteq W}\left(\mathbf{n}_{\mathbf{i}}\right)_{X}=\rho_{\mathbf{i}}$ for each part $W$ of $\mathcal{P}$ indexed by $\mathbf{i}$; this is possible since

$$
\sum_{X \in \mathcal{Q}^{\cup}, X \subseteq W} \frac{\rho_{\mathbf{i}}|X|}{|W|}=\frac{\rho_{\mathbf{i}}|W|}{|W|}=\rho_{\mathbf{i}}
$$

Now, for any $\mathbf{i} \in I$, by (A8) we may choose parts $Y, Y^{\prime}$ of $\mathcal{Q}_{\mathbf{i}}$ so that $\mathbf{n}_{\mathbf{i}}^{1}:=\mathbf{n}_{\mathbf{i}}-\mathbf{u}_{Y}+\mathbf{u}_{Y^{\prime}} \in$ $L_{\mathbf{i}}=L_{\mathcal{Q}_{\mathbf{i}}}^{\mu^{\prime}}\left(H_{\mathbf{i}}\right)$. Let $\mathbf{n}_{\mathbf{i}}^{0}$ be the vector with respect to $\mathcal{Q}_{\mathbf{i}}^{0}$ corresponding to $\mathbf{n}_{\mathbf{i}}^{1}$, that is, with additional zero co-ordinates corresponding to the parts of $\mathcal{P}$ not indexed by i. So $\mathbf{n}_{\mathbf{i}}^{0} \in L_{\mathcal{Q}_{\mathbf{i}}^{0}}^{\mu_{9}}\left(H_{\mathbf{i}}\right)$. Finally, let $\mathbf{n}_{\mathbf{i}}^{\prime}:=\left(\mathbf{n}_{\mathbf{i}}^{0} \mid \mathcal{Q}^{\cup}\right)$, so $\mathbf{n}_{\mathbf{i}}^{\prime} \in L_{\mathcal{Q}^{\cup}}^{\mu_{9}}\left(H_{\mathbf{i}}\right)$ by Proposition 4.4.3. The key observation is that for any part $W$ of $\mathcal{P}$ and any part $X \subseteq W$ of $\mathcal{Q}^{\cup}$ we have

$$
\left(n_{\mathbf{i}}^{\prime}\right)_{X}= \begin{cases}\rho_{\mathbf{i}} \frac{|X|}{|W|} \pm 2 k & \text { if } i_{W}=1  \tag{4.6.4}\\ 0 & \text { otherwise }\end{cases}
$$

Choose $\mathbf{n}_{\mathbf{i}}^{\prime}$ as above for every $\mathbf{i} \in I$; then $\sum_{\mathbf{i} \in I} \mathbf{n}_{\mathbf{i}}^{\prime} \in L_{\mathcal{Q}^{\cup}}^{\mu_{9}}(H)$. Now, since $\mathcal{Q}^{\cup}$ is a refinement of $\mathcal{P}$ with parts of size at least $c k n$, and $\mathcal{P}$ is $\left(c, \mu, \mu^{\prime}\right)$-robustly maximal by assumption (and therefore $\left(c, \mu_{9}, \mu^{\prime}\right)$-robustly maximal), we have $\mathbf{i}_{\mathcal{Q}}(V) \in L_{\mathcal{Q} \cup}^{\mu_{9}}(H)$ by

Proposition 4.5.4. So

$$
\mathbf{i}_{\mathcal{Q} \cup}(V)-\sum_{\mathbf{i} \in I} \mathbf{n}_{\mathbf{i}}^{\prime} \in L_{\mathcal{Q}}^{\mu_{9}}(H) \cap B(\mathbf{0}, 2 k|I|) .
$$

This means we may apply Proposition 4.4.11 to obtain integers $a_{\mathbf{i}^{\prime}}$ with $\left|a_{\mathbf{i}^{\prime}}\right| \leqslant(D-2 k) / k^{k}$ for each $\mathbf{i}^{\prime} \in I_{\mathcal{Q}^{u}}^{\mu_{9}}(H)$ such that

$$
\mathbf{i}_{\mathcal{Q}^{\cup}}(V)-\sum_{\mathbf{i} \in I} \mathbf{n}_{\mathbf{i}}^{\prime}=\sum_{\mathbf{i}^{\prime} \in I_{\mathcal{Q} \cup}^{\mu}(H)} a_{\mathbf{i}^{\prime} \mathbf{i}^{\prime} .}
$$

For each $\mathbf{i} \in I$, define $\mathbf{n}_{\mathbf{i}}^{\cup}:=\mathbf{n}_{\mathbf{i}}^{\prime}+\sum a_{\mathbf{i}^{\prime}} \mathbf{i}^{\prime}$, where the sum is taken over all $\mathbf{i}^{\prime} \in I_{\mathcal{Q}^{\cup}}^{\mu_{9}}(H)$ with $\left(\mathbf{i}^{\prime} \mid \mathcal{P}\right)=\mathbf{i}$. Then $\mathbf{n}_{\mathbf{i}}^{\cup} \in L_{\mathcal{Q}^{u}}^{\mu_{9}}\left(H_{\mathbf{i}}\right)$, since both $\mathbf{n}_{\mathbf{i}}^{\prime}$ and $\sum a_{\mathbf{i}^{\prime} \mathbf{i}^{\prime}}$ are members of $L_{\mathcal{Q}^{\mathrm{u}}}^{\mu_{9}}\left(H_{\mathbf{i}}\right)$. So (C2) is satisfied. Furthermore,

$$
\mathbf{i}_{\mathcal{Q}^{\cup}}(V)-\sum_{\mathbf{i} \in I} \mathbf{n}_{\mathbf{i}}^{\cup}=\mathbf{i}_{\mathcal{Q}^{\cup}}(V)-\sum_{\mathbf{i} \in I} \mathbf{n}_{\mathbf{i}}^{\prime}-\sum_{\mathbf{i}^{\prime} \in I_{\mathcal{Q}}^{\mu} \mu^{\mu}(H)} a_{\mathbf{i}^{\prime}} \mathbf{i}^{\prime}=\mathbf{0}
$$

so (C1) is satisfied.
Finally, fix some $\mathbf{i} \in I$, a part $W$ of $\mathcal{P}$ indexed by $\mathbf{i}$ and a part $X \subseteq W$ of $\mathcal{Q}^{U}$. Then by definition of $\mathbf{n}^{\cup}$ we have $\left|\left(n_{\mathbf{i}}^{\cup}\right)_{X}-\left(n_{\mathbf{i}}^{\prime}\right)_{X}\right| \leqslant \sum a_{\mathbf{i}^{\prime}} \leqslant D-2 k$; together with (4.6.4) we have (C3) also.

Claim 4.6.5 There exist vectors $\mathbf{n}_{\mathbf{i}}$ with respect to $\mathcal{Q}^{\cap}$ for $\mathbf{i} \in I$ which satisfy
(D1) $\sum_{\mathbf{i} \in I} \mathbf{n}_{\mathbf{i}}=\mathbf{i}_{\mathcal{Q}^{\cap}}(V)$,
(D2) $\left(\mathbf{n}_{\mathbf{i}} \mid \mathcal{Q}_{\mathbf{i}}\right) \in L_{\mathbf{i}}$ for every $\mathbf{i} \in I$, and
(D3) For any part $W$ of $\mathcal{P}$ and any part $Z \subseteq W$ of $\mathcal{Q}^{\cap}$ we have

$$
\left(n_{\mathbf{i}}\right)_{Z}= \begin{cases}\rho_{\mathbf{i}} \frac{|Z|}{|W|} \pm 2 D & \text { if } i_{W}=1 \\ 0 & \text { otherwise }\end{cases}
$$

Proof. Fix vectors $\mathbf{n}_{\mathbf{i}}^{\cup}$ which satisfy (C1)-(C3). Now, for each $\mathbf{i} \in I$, each part $X$ of $\mathcal{Q}^{\cup}$ and each part $Z \subseteq X$ of $\mathcal{Q}^{\cap}$, take $\left(n_{\mathbf{i}}\right)_{Z}$ to be either $\left\lfloor\left(n_{\mathbf{i}}^{\cup}\right)_{X}|Z| /|X|\right\rfloor$ or $\left\lceil\left(n_{\mathbf{i}}^{\cup}\right)_{X}|Z| /|X|\right\rceil$, with choices made so that $\sum_{\mathbf{i} \in I}\left(n_{\mathbf{i}}\right)_{Z}=|Z|$ for every $\mathbf{i} \in I$ and $\sum_{Z \subseteq X}\left(n_{\mathbf{i}}\right)_{Z}=\left(n_{\mathbf{i}}\right)_{X}$ for each part $X$ of $\mathcal{Q}^{\cup}$. Then the vectors $\mathbf{n}_{\mathbf{i}}$ satisfy (D1). Note also that the latter condition may be reformulated as $\left(\mathbf{n}_{\mathbf{i}} \mid \mathcal{Q}^{\cup}\right)=\mathbf{n}_{\mathbf{i}}$. Furthermore, for any part $W$ of $\mathcal{P}$ and any part $Z \subseteq W$ of $\mathcal{Q}^{\cap}$ it follows from (C3) that $\left(n_{\mathbf{i}}\right)_{Z}$ is equal to $\rho_{\mathbf{i}}|Z| /|W| \pm(D+1)$ if $i_{W}=1$ and is zero otherwise.

The claim follows from repeated use of the following observation. Fix $\mathbf{i}_{1}, \mathbf{i}_{2} \in I$, and suppose that $Z$ and $Z^{\prime}$ are parts of $\mathcal{Q}^{\cap}$ which are subsets of distinct parts $Y_{1}$ and $Y_{1}^{\prime}$ respectively of $\mathcal{Q}_{\mathbf{i}_{1}}$, but that $Z$ and $Z^{\prime}$ are subsets of the same part $Y_{2}$ of $\mathcal{Q}_{\mathbf{i}_{2}}$. Now suppose that we increment both $\left(n_{\mathbf{i}_{1}}\right)_{Z}$ and $\left(n_{\mathbf{i}_{2}}\right)_{Z^{\prime}}$ by one, and decrement both $\left(n_{\mathbf{i}_{2}}\right)_{Z}$ and $\left(n_{\mathbf{i}_{1}}\right)_{Z^{\prime}}$ by one (all other co-ordinates of $\mathbf{n}_{\mathbf{i}_{1}}$ and $\mathbf{n}_{\mathbf{i}_{2}}$ remain unchanged, as do all other vectors $\mathbf{n}_{\mathbf{i}}$. Then clearly $\sum_{\mathbf{i} \in I} \mathbf{n}_{\mathbf{i}}$ is unchanged by this operation, as is $\left(\mathbf{n}_{\mathbf{i}} \mid \mathcal{Q}_{\mathbf{i}}\right)$ for any $\mathbf{i} \neq \mathbf{i}_{1}, \mathbf{i}_{2}$. Also, since $Z$ and $Z^{\prime}$ are contained in the same part of $\mathcal{Q}_{\mathbf{i}_{2}}$, the vector $\left(\mathbf{n}_{\mathbf{i}_{2}} \mid \mathcal{Q}_{\mathbf{i}_{2}}\right)$ is also unchanged. However, $\left(\mathbf{n}_{\mathbf{i}_{2}} \mid \mathcal{Q}_{\mathbf{i}_{2}}\right)$ has changed; specifically $\left(\mathbf{n}_{\mathbf{i}_{1}} \mid \mathcal{Q}_{\mathbf{i}_{1}}\right)_{Y_{1}}$ has increased by one and $\left(\mathbf{n}_{\mathbf{i}_{1}} \mid \mathcal{Q}_{\mathbf{i}_{1}}\right)_{Y_{1}^{\prime}}$ has decreased by one. We shall repeat this technique to satisfy (D2) for each $\mathbf{i} \in I$ in turn.

Now fix some $\mathbf{i} \in I$. By (A8) we may choose parts $Y, Y^{\prime}$ of $\mathcal{Q}_{\mathbf{i}}$ such that $\left(\mathbf{n}_{\mathbf{i}} \mid\right.$ $\left.\mathcal{Q}_{\mathbf{i}}\right)-\mathbf{u}_{Y}+\mathbf{u}_{Y^{\prime}} \in L_{\mathbf{i}}$. Since $\left(\mathbf{n}_{\mathbf{i}} \mid \mathcal{Q}^{\cup}\right)=\mathbf{n}_{\mathbf{i}}^{\cup} \in L_{\mathcal{Q}^{\cup}}^{\mu_{9}}\left(H_{\mathbf{i}}\right)$, and $L_{\mathcal{Q}^{\cup}}^{\mu_{0}}\left(H_{\mathbf{i}}\right)$ is $(1,-1)$-free, $Y$ and $Y^{\prime}$ must be subsets of the same part $X$ of $\mathcal{Q}^{\cup}$. Choose parts $Z$ and $Z^{\prime}$ of $\mathcal{Q}^{\cap}$ with $Z \subseteq Y$ and $Z^{\prime} \subseteq Y^{\prime}$. Then by the definition of $\mathcal{Q}^{\cup}$ there is a sequence $Z=Z_{0}, \ldots, Z_{s}=Z^{\prime}$ of parts of $\mathcal{Q}^{\cap}$ and a sequence $Y_{1}, \ldots, Y_{s}$ such that

1. for each $j$ there exists $\mathbf{i}_{j} \in I$ such that $Y_{j}$ is a part of $\mathcal{Q}_{\mathbf{i}_{j}}$,
2. for each $j$ we have $Z_{j-1}, Z_{j} \subseteq Y_{j}$, and
3. $s \leqslant\left|\mathcal{Q}^{\cap}\right| \leqslant k^{2+k^{k}}$.

For each $0 \leqslant j \leqslant s$ let $Y_{j}^{*}$ be the part of $\mathcal{Q}_{\mathbf{i}}$ which contains $Z_{j}$. So $Y_{0}^{*}=Y$ and $Y_{s}^{*}=Y^{\prime}$.
For each $j \in[s]$ in turn, we proceed as follows. If $Y_{j-1}^{*}=Y_{j}^{*}$, then we do nothing. Otherwise, we apply our observation above with $\mathbf{i}, \mathbf{i}_{j}, Z_{j-1}$ and $Z_{j}$ in place of $\mathbf{i}_{1}, \mathbf{i}_{2}, Z$ and $Z^{\prime}$ respectively. As noted above, the effect of this is that $\left(\mathbf{n}_{\mathbf{i}} \mid \mathcal{Q}_{\mathbf{i}}\right)_{Y_{j}^{*}}$ is increased by one, and $\left(\mathbf{n}_{\mathbf{i}} \mid \mathcal{Q}_{\mathbf{i}}\right)_{Y_{j-1}^{*}}$ is decreased by one, whilst every other co-ordinate of $\left(\mathbf{n}_{\mathbf{i}} \mid \mathcal{Q}_{\mathbf{i}}\right)$ and every $\mathbf{n}_{\mathbf{i}^{\prime}}$ for $\mathbf{i}^{\prime} \neq \mathbf{i}$ is unchanged. So after doing this for each $j \in[s]$ in turn, the net effect is that $\left(\mathbf{n}_{\mathbf{i}} \mid \mathcal{Q}_{\mathbf{i}}\right)_{Y_{0}^{*}}$ has increased by one, and $\left(\mathbf{n}_{\mathbf{i}} \mid \mathcal{Q}_{\mathbf{i}}\right)_{Y_{s}^{*}}$ has decreased by one. That is, we have added $\mathbf{u}_{Y}-\mathbf{u}_{Y^{\prime}}$ to $\left(\mathbf{n}_{\mathbf{i}} \mid \mathcal{Q}_{\mathbf{i}}\right)$. By choice of $Y$ and $Y^{\prime}$ we conclude that after these modifications we have $\left(\mathbf{n}_{\mathbf{i}} \mid \mathcal{Q}_{\mathbf{i}}\right) \in L_{\mathbf{i}}$, and crucially, that $\left(\mathbf{n}_{\mathbf{i}^{\prime}} \mid \mathcal{Q}_{\mathbf{i}^{\prime}}\right)$ is unchanged for any $\mathbf{i}^{\prime} \neq \mathbf{i}$ and $\sum_{\mathbf{i} \in I} \mathbf{n}_{\mathbf{i}}$ is unchanged.

Proceed in this manner for every $\mathbf{i} \in I$; then the vectors $\mathbf{n}_{\mathbf{i}}$ obtained at the end of this process must satisfy (D2). Since (D1) held before we made any modifications, and $\sum_{\mathbf{i} \in I} \mathbf{n}_{\mathbf{i}}$ is preserved by each modification, we conclude that (D1) still holds. So it remains to prove (D3). For this observe that we applied our observation at most $s \leqslant k^{2+k^{k}}$ times for each $|I|$, and so at most $k^{2+k^{k}} \cdot r^{k-2} \leqslant D-1$ times in total. On each occasion no co-ordinate of any $\mathbf{n}_{\mathbf{i}}$ is increased or decreased by more than one. So we conclude that for any $\mathbf{i} \in I$, any part $Z$ of $\mathcal{Q}^{\cap}$ and any part $W$ of $\mathcal{P}$ the co-ordinate $\left(n_{\mathbf{i}}\right)_{Z}$ is equal to $\rho_{\mathbf{i}}|Z| /|W| \pm 2 D$ if $i_{W}=1$ and is zero otherwise.

This completes the proof of Claim 4.6.5.

Step 4: The random selection. Fix vectors $\mathbf{n}_{\mathbf{i}}$ as in Claim 4.6.5. We now partition $V$ into disjoint sets $T_{\mathbf{i}}$ for $\mathbf{i} \in I$, where for each $Z \in \mathcal{Q}^{\cap}$ the number of vertices of $T_{\mathbf{i}}$ taken from $Z$ is $\left(n_{\mathbf{i}}\right)_{Z}$. To ensure that this is possible, we require that $\sum_{\mathbf{i} \in I} \mathbf{n}_{\mathbf{i}}=\mathbf{i}_{\mathcal{Q}^{\cap}}(V)$ and
that each co-ordinate of each $\mathbf{n}_{\mathbf{i}}$ is non-negative. The first of these conditions holds by (D1), and the second by (D3), since for any $\mathbf{i} \in I$, any part $W$ of $\mathcal{P}$ and any part $Z \subseteq W$ of $\mathcal{Q}^{\cap}$ we have $\rho_{\mathbf{i}} \geqslant \eta n$ by (B2), $|Z| \geqslant 2 D / \eta$ by (A2) and $|W| \leqslant n$. So $\rho_{\mathbf{i}}|Z| /|W|-2 D \geqslant 0$ as required.

Choose such a partition uniformly at random. That is, for each part $Z$ of $\mathcal{Q}^{n}$, choose uniformly at random a partition of $Z$ into sets $Z_{\mathbf{i}}$ for $\mathbf{i} \in I$ so that $\left|Z_{\mathbf{i}}\right|=\left(n_{\mathbf{i}}\right)_{Z}$ for each $\mathbf{i} \in I$. For each $\mathbf{i} \in I$ let $T_{\mathbf{i}}:=\bigcup_{Z \in \mathcal{Q}^{n}} Z_{\mathbf{i}}$, and let $H_{\mathbf{i}}^{*}=H\left[T_{\mathbf{i}}\right]$. Since $\left(\mathbf{n}_{\mathbf{i}}\right)_{W}=0$ for any part $W$ of $\mathcal{P}$ not indexed by $\mathbf{i}$, we have $T_{\mathbf{i}} \subseteq S_{\mathbf{i}}$, and so $H_{\mathbf{i}}^{*}$ is a $\mathcal{P}_{\mathbf{i}}$-partite $k$-graph on the vertex set $T_{\mathbf{i}}$. Also note that since $\left(\mathbf{n}_{\mathbf{i}} \mid \mathcal{Q}_{\mathbf{i}}\right) \in L_{\mathcal{Q}_{\mathbf{i}}}^{\mu_{9}}(H)$, and every $\mathbf{i}^{\prime} \in I_{\mathcal{Q}_{\mathbf{i}}}^{\mu_{9}}(H)$ has $\left(\mathbf{i}^{\prime} \mid \mathcal{P}\right)=\mathbf{i}$, we have $\left(\mathbf{n}_{\mathbf{i}} \mid \mathcal{P}\right)=t_{\mathbf{i}} \mathbf{i}$ for some integer $t_{\mathbf{i}}$. Note that for any part $W$ of $\mathcal{P}$ which is indexed by $\mathbf{i}$ we have

$$
\begin{equation*}
t_{\mathbf{i}}=\left(\mathbf{n}_{\mathbf{i}} \mid \mathcal{P}\right)_{W}=\sum_{Z}\left(n_{\mathbf{i}}\right)_{Z} \stackrel{(\mathrm{D} 3)}{=} \sum_{Z}\left(\frac{\rho_{\mathbf{i}}|Z|}{|W|} \pm 2 D\right) \stackrel{(\mathrm{A} 2)}{=} \rho_{\mathbf{i}} \pm 2 D K, \tag{4.6.6}
\end{equation*}
$$

where both sums are taken over all parts $Z$ of $\mathcal{Q}^{\cap}$ with $Z \subseteq W$. So in particular we have $\eta n / 2 \leqslant t_{\mathbf{i}} \leqslant n$ for any $\mathbf{i} \in I$ by (B2).

Let $\mu_{*}=\mu_{3}, \mu_{*}^{\prime}=\mu_{7}, \gamma_{*}=\gamma / 4$ and $\varepsilon_{*}=\mu_{2}$.

Claim 4.6.7 Fix $\mathbf{i} \in I$. Then the following properties each hold with probability at least $1-1 / k^{k}$.
(E1) At most $\varepsilon_{*} t_{\mathbf{i}}^{k-1} \mathcal{P}_{\mathbf{i}}$-partite subsets $S \subseteq T_{\mathbf{i}}$ of size $k-1$ have $d_{H_{\mathbf{i}}^{*}}(S)<\left(1 /(\ell-1)+\gamma_{*}\right) t_{\mathbf{i}}$.
(E2) $\mathcal{Q}_{\mathbf{i}}$ is $\left(c, \mu_{*}, \mu_{*}^{\prime}\right)$-robustly maximal with respect to $H_{\mathbf{i}}^{*}$.
(E3) For any vertex $x \in T_{\mathbf{i}}$ there are at least $d\left(t_{\mathbf{i}}\right)^{k-1}$ edges $e \in H_{\mathbf{i}}^{*}$ with $x \in e$ and $\mathbf{i}_{\mathcal{Q}_{\mathbf{i}}}(e) \in L_{\mathcal{Q}_{\mathbf{i}}}^{\mu_{*}}\left(H_{\mathbf{i}}^{*}\right)$.

Proof. First observe that (E2) holds with probability $1-1 / 2 k^{k}$ by Lemma 4.5.6. For (E1), recall from (A9) that the number of $\mathcal{P}_{\mathbf{i}}$-partite sets $S \subseteq S_{\mathbf{i}}$ of size $k-1$ with $d_{H_{\mathbf{i}}}(S)<$
$(1 / \ell+\gamma / 2) n$ is at most $\mu_{1} n^{k-1} \leqslant \varepsilon_{*} t_{\mathbf{i}}^{k-1}$. So it suffices to show that with probability at least $1-1 / n$ any $\mathcal{P}_{\mathbf{i}}$-partite subset $S \subseteq T_{\mathbf{i}}$ of size $k-1$ with $d_{H_{\mathbf{i}}}(S) \geqslant(1 / \ell+\gamma / 2) n$ satisfies $d_{H_{\mathrm{i}}^{*}}(S) \geqslant\left(1 /(\ell-1)+\gamma_{*}\right) t_{\mathrm{i}}$. Fix some such $S$, and let $W$ be the part of $\mathcal{P}$ such that $N_{T_{\mathbf{i}}}(S) \subseteq W$, so $|N(S) \cap W| \geqslant(1 / \ell+\gamma / 2) n$. Then

$$
\begin{aligned}
\mathbb{E}\left[d_{H_{\mathbf{i}}^{*}}(S)\right] & =\sum_{Z \subseteq W} \mathbb{E}\left[\left|N(S) \cap Z_{\mathbf{i}}\right|\right]=\sum_{Z \subseteq W} \frac{\left(n_{\mathbf{i}}\right)_{Z}|N(S) \cap Z|}{|Z|} \\
& \stackrel{(\mathrm{D} 3)}{\geqslant} \frac{\rho_{\mathbf{i}}|N(S) \cap W|}{|W|}-2 K D \\
& \geqslant \frac{t_{\mathbf{i}}(1 / \ell+\gamma / 2)}{1-1 / \ell-\gamma / 2}-4 K D \\
& \geqslant(1+\varepsilon)\left(\frac{1}{\ell-1}+\gamma_{*}\right) t_{\mathbf{i}},
\end{aligned}
$$

Since $d_{H_{\mathrm{i}}^{*}}(S)$ is a sum of independent hypergeometric random variables we may apply Corollary 1.8.2 to obtain

$$
\mathbb{P}\left(d_{H_{\mathbf{i}}^{*}}(S)<\left(\frac{1}{\ell-1}+\gamma_{*}\right) t_{\mathbf{i}}\right)<\frac{1}{k n^{k}}
$$

Taking a union bound over the at most $k n^{k-1}$ such sets $S$ we find that (E1) holds with probability at least $1-1 / n$.

To prove (E3), fix a vertex $x \in T_{\mathbf{i}}$, and let $E(x)$ denote the number of edges $e \in H_{\mathbf{i}}^{*}$ with $\mathbf{i}_{\mathcal{Q}_{\mathbf{i}}}(e) \in L_{\mathbf{i}}$ which contain $x$. To estimate $E(x)$, recall from (A4) that $x$ is contained in at least $4 d n^{k-1}$ edges $e \in H_{\mathbf{i}}$ with $\mathbf{i}_{\mathcal{Q}_{\mathfrak{i}}}(e) \in L_{\mathbf{i}}$. At most $d n^{k-1}$ of these edges contain a vertex from a part of $\mathcal{Q} \cap$ of size at most $d n / K$. Fix one of the remaining $3 d n^{k-1}$ edges $e=\left\{x_{1}, \ldots, x_{k-1}, x\right\} \in H$, and for each $j \in[k-1]$ let $Z_{j}$ and $W_{j}$ be the parts of $\mathcal{Q}^{\cap}$ and $\mathcal{P}$ containing $x_{j}$ respectively. So $\left|Z_{j}\right| \geqslant d n / K$ for each $j \in[k-1]$. Then the probability
that $e \in H_{\mathbf{i}}^{*}$ is equal to

$$
\prod_{j \in[k-1]} \frac{\left(n_{\mathbf{i}}\right)_{Z_{j}}}{\left|Z_{j}\right|} \stackrel{(\mathrm{D} 3)}{=} \prod_{j \in[k-1]} \frac{\rho_{\mathbf{i}}}{\left|W_{j}\right|} \pm \frac{2 D K}{d n} \stackrel{(4.6 .6)}{>} \frac{t_{\mathbf{i}}^{k-1}}{n^{k-1}}-\frac{2(\ell+1) D K}{d n} .
$$

So $\mathbb{E}(E(x)) \geqslant 2 d t_{\mathbf{i}}^{k-1}$. Now fix an order $v_{1}, \ldots, v_{|V|}$ of the vertices of $V$. We define a martingale $A_{j}:=\mathbb{E}\left(E(x) \mid v_{1}, \ldots, v_{j}\right)$ for $0 \leqslant j \leqslant|V|$, where the 'uncovered event' is which part of $Z_{\mathbf{i}}$ contains $v_{j}$. Then $A_{|V|}=E(x)$ and $A_{0}=\mathbb{E}(E(x))$, and for any $j \in[|V|]$ we have $\left|A_{j}-A_{j-1}\right| \leqslant 2(k n)^{k-2}$. Now applying Theorem 1.8.3 with $t=d t_{\mathrm{i}}^{k-1} / 2(k n)^{k-2}=\Omega(n)$, we obtain

$$
\mathbb{P}\left(E(x)<d t_{\mathbf{i}}^{k-1}\right) \leqslant 2 \exp \left(-\frac{t^{2}}{2 n}\right)=e^{-\Omega(n)} \leqslant 1 / k n^{2}
$$

Taking a union bound over the at most $k n$ vertices $x \in V$ gives (E3), completing the proof of the claim.

Since $|I|=r^{k-2}$ we may fix an outcome of the random partition of $V$ so that the properties (E1)-(E3) of Claim 4.6.7 hold for every $\mathbf{i} \in I$. Then for each $\mathbf{i} \in I$ we have the following: $T_{\mathbf{i}}$ is a vertex set partitioned into parts of size $t_{\mathbf{i}}$ by $\mathcal{P}_{\mathbf{i}}$, and $H_{\mathbf{i}}^{*}$ is a $\mathcal{P}_{\mathbf{i}}$-partite $k$-graph on $T_{\mathbf{i}}$ in which by (E1) at most $\varepsilon_{*} k_{\mathbf{i}}^{k-1} \mathcal{P}^{\prime}$-partite subsets $S \subseteq T_{\mathbf{i}}$ of size $k-1$ have $d(S)<\left(1 /(\ell-1)+\gamma_{*}\right) n . \mathcal{Q}_{\mathbf{i}}$ is a partition of $T_{\mathbf{i}}$ which refines $\mathcal{P}_{\mathbf{i}}$ into parts of size at least cn and by (E2) is $\left(c, \mu_{*}, \mu_{*}^{\prime}\right)$-robustly maximal with respect to $H_{\mathbf{i}}^{*}$. Also, for any vertex $x \in T_{\mathbf{i}}$ there are at least $d n^{k-1}$ edges $e \in H_{\mathbf{i}}^{*}$ with $x \in e$ and $\mathbf{i}_{\mathfrak{Q}_{\mathbf{i}}}(e) \in L_{\mathcal{Q}_{\mathfrak{i}}}^{\mu_{*}}\left(H_{\mathbf{i}}^{*}\right)$ by (E3), and $\mathbf{i}_{\mathcal{Q}_{\mathbf{i}}}\left(T_{\mathbf{i}}\right)=\left(\mathbf{n}_{\mathbf{i}} \mid \mathcal{Q}_{\mathbf{i}}\right) \in L_{\mathcal{Q}_{\mathbf{i}}}^{\mu_{*}}\left(H_{\mathbf{i}}^{*}\right)$ by (D2). Since

$$
1 / t_{\mathbf{i}} \ll \varepsilon_{*} \ll \mu_{*} \ll \mu_{*}^{\prime} \ll c, d, \ll \gamma_{*}, 1 / k,
$$

we conclude that $H_{\mathbf{i}}^{*}$ contains a perfect matching $M_{\mathbf{i}}$ by our inductive hypothesis. Fix a perfect matching $M_{\mathbf{i}}$ in $H_{\mathbf{i}}^{*}$ for each $\mathbf{i} \in I$; then $M \cup M^{\prime} \cup \bigcup_{\mathbf{i} \in I} M_{\mathbf{i}}$ is a perfect matching in (the original) $H$.

The next lemma is a non-partite form of Lemma 4.6.1. Essentially the proof of this lemma is to take a random $k$-partition of $H$, and apply Lemma 4.6.1 to obtain a perfect matching. However, showing that the conditions on $H$ transfer to the $k$-partite subgraph formed by the random partition is technical and non-trivial.

Lemma 4.6.8 Let $k \geqslant 2$, and suppose that constants $n_{0}, \varepsilon, \mu, \mu^{\prime}, c, d, \gamma$ satisfy $1 / n_{0} \ll$ $\varepsilon \ll \mu \ll \mu^{\prime} \ll c, d, \gamma \ll 1 / k$. Let $n \geqslant n_{0}$, let $V$ be a vertex set of size $k n$ and let $H$ be $a$ $k$-graph on $V$ such that $d_{k}(S) \geqslant(1+\gamma) n$ for all but at most $\varepsilon n^{k-1}$ subsets $S$ of $V$ of size $k-1$.

Let $\mathcal{P}$ be a partition of $V$ with parts of size at least $(1+\gamma) n$ which is $\left(c, \mu, \mu^{\prime}\right)$-robustly maximal with respect to $H$. Suppose that
(i) for any vertex $x \in V$ there are at least $d n^{k-1}$ edges $e \in H$ with $x \in e$ and $\mathbf{i}_{\mathcal{P}}(e) \in$ $L_{\mathcal{P}}^{\mu}(H)$, and
(ii) $\mathbf{i}_{\mathcal{P}}(V) \in L_{\mathcal{P}}^{\mu}(H)$.

Then $H$ contains a perfect matching.
Proof. In this proof we omit floor and ceiling symbols where they do not affect the argument. We choose a random partition $\mathcal{P}^{\prime}=\left(V_{1}, \ldots, V_{k}\right)$ of $V$ into $k$ parts each of size $n$, let $H^{\prime}$ be the $\mathcal{P}^{\prime}$-partite subgraph of $H$ and let $\widehat{\mathcal{P}}$ be the common refinement of $\mathcal{P}$ and $\mathcal{P}^{\prime}$.

Let $\mu_{*}^{\prime}=\left(\mu^{\prime}\right)^{3}, d_{*}=d / 2 k$ ! and $\gamma_{*}=\gamma / 2 k$ and note that $\mu \ll \mu_{*}^{\prime} \ll c, d_{*}, \gamma_{*} \ll 1 / k$. We will show that with positive probability the following conditions hold for $H^{\prime}$ :
(A1) Every part of $\widehat{\mathcal{P}}$ has size at least $\left(1 / k+\gamma_{*}\right) n$,
(A2) All but at most $\varepsilon n^{k-1} \mathcal{P}^{\prime}$-partite $(k-1)$-sets in $V$ have codegree at least $\left(1 / k+\gamma_{*}\right) n$,
(A3) $\widehat{\mathcal{P}}$ is $\left(c, \mu, \mu_{*}^{\prime}\right)$-robustly maximal with respect to $H^{\prime}$,
(A4) For any vertex $x \in V$ there are at least $d_{*} n^{k-1}$ edges $e \in H^{\prime}$ with $x \in e$ and $\mathbf{i}_{\widehat{\mathcal{P}}}(e) \in L_{\widehat{\mathcal{P}}}^{\mu}(H)$,
$(\mathrm{A} 5) \mathbf{i}_{\widehat{\mathcal{P}}}(V) \in L_{\widehat{\mathcal{P}}}^{\mu}\left(H^{\prime}\right)$.

We then choose partitions $\mathcal{P}^{\prime}$ and $\widehat{\mathcal{P}}$ which satisfy (A1)-(A5), choose an integer $D$ such that $1 / n_{0} \ll 1 / D \ll \varepsilon$ and apply Lemma 4.6.1 to $H^{\prime}$ with $\widehat{\mathcal{P}}$ in place of $\mathcal{P}$ and $\mu_{*}^{\prime}, d_{*}, \gamma_{*}$ in place of $\mu^{\prime}, d, \gamma$ to obtain a perfect matching in $H^{\prime}$, which is also a perfect matching in $H$.

To prove (A1), observe that $\mathbb{E}(|X|)=|W| / k \geqslant(1 / k+\gamma / k) n$ for each part $W \in \mathcal{P}$ and each part $X \subseteq W$ of $\widehat{\mathcal{P}}$. Since $|X|$ is distributed hypergeometrically, Corollary 1.8.2 implies that

$$
\mathbb{P}\left[|X|<\left(\frac{1}{k}+\frac{\gamma}{2 k}\right) n\right] \leqslant 2 \exp \left(-\frac{\gamma^{2} n}{12 k^{3}}\right) \leqslant \frac{1}{k^{2} n},
$$

and a union bound implies that with high probability $|X| \geqslant(1 / k+\gamma / 2 k) n$ for every $X \in \widehat{\mathcal{P}}$.

To prove (A2), first note that for all but at most $\varepsilon n^{k-1}$ subsets $S \subseteq V$ of size $k-1$ and any $1 \leqslant i \leqslant k$ we have $\mathbb{E}\left[d_{V_{i}}(S)\right]=d_{V}(S) / k \geqslant(1+\gamma) n / k$. Since $d_{V_{i}}(S)$ is distributed hypergeometrically, Corollary 1.8.2 implies that

$$
\mathbb{P}\left[d_{V_{i}}(S)<\left(1+\frac{\gamma}{2}\right) \frac{n}{k}\right] \leqslant 2 \exp \left[-\frac{\gamma^{2} n}{12 k}\right] \leqslant \frac{1}{n^{k}} .
$$

Now a union bound implies that with high probability, $d_{V_{i}}(S) \geqslant(1 / k+\gamma / 2 k) n$ for all but at most $\varepsilon n^{k-1}$ such subsets.

Next we prove (A5). By Proposition 4.4.3 (i), (i| $\mathcal{P}) \in L_{\mathcal{P}}^{\mu}(H)$ for every $\mathbf{i} \in L_{\widehat{\mathcal{P}}}^{\mu}\left(H^{\prime}\right) \subseteq$ $L_{\widehat{\mathcal{P}}}^{\mu}(H)$, and hence $L_{\widehat{\mathcal{P}}}^{\mu}\left(H^{\prime}\right)$ is $(1,-1)$-free. We now show that $\mathbf{i} \in L_{\widehat{\mathcal{P}}}^{\mu}\left(H^{\prime}\right)$ for every index vector $\mathbf{i}$ with respect to $\widehat{\mathcal{P}}$ such that $\left(\mathbf{i} \mid \mathcal{P}^{\prime}\right)$ is a multiple of $\mathbf{1}$ and $(\mathbf{i} \mid \mathcal{P}) \in L_{\mathcal{P}}^{\mu}(H)$. To see this, let $X$ be a part of $\widehat{\mathcal{P}}$ such that $X \subseteq V_{k}$. By Proposition 4.4.5 (vii) there exists
a part $X^{\prime}$ of $\widehat{\mathcal{P}}$ such that $\mathbf{i}-\mathbf{u}_{X}+\mathbf{u}_{X^{\prime}} \in L_{\widehat{\mathcal{P}}}^{\mu}\left(H^{\prime}\right)$. Since $H^{\prime}$ is $\mathcal{P}^{\prime}$-partite, $X^{\prime}$ must also be contained in $V_{k}$. Now $\left(\mathbf{u}_{X}-\mathbf{u}_{X^{\prime}} \mid \mathcal{P}\right) \in L_{\mathcal{P}}^{\mu}(H)$. But $L_{\mathcal{P}}^{\mu}(H)$ is $(1,-1)$-free and hence $X$ and $X^{\prime}$ must be contained in the same part of $\mathcal{P}$. So $X^{\prime}=X$ and $\mathbf{i} \in L_{\widehat{\mathcal{P}}}^{\mu}\left(H^{\prime}\right)$. (A5) follows immediately, since $\left(\mathbf{i}_{\widehat{\mathcal{P}}}(V) \mid \mathcal{P}^{\prime}\right)=n \cdot \mathbf{1}$ and $\left(\mathbf{i}_{\widehat{\mathcal{P}}}(V) \mid \mathcal{P}\right)=\mathbf{i}_{\mathcal{P}}(V) \in L_{\mathcal{P}}^{\mu}(H)$ by (ii).

We now use a similar method to that of Lemma 4.5.6 to prove (A3). Again we use Theorem 4.5.5 to obtain an integer $n^{\prime}$, an $\varepsilon$-regular refinement $\mathcal{Q}$ of $\mathcal{P}$ with parts of size $n^{\prime}$ and a reduced graph $R$ with $n_{R}$ vertices where edges correspond to ( $d, \varepsilon$ )-regular $k$-graphs for $d \geqslant \mu^{\prime} / 4$, where $n_{R} \geqslant k^{k} / c$. Suppose there exists a refinement $\widehat{\mathcal{P}}^{*}$ of $\widehat{\mathcal{P}}$ with parts of size at least $c k n$ such that $L_{\widehat{\mathcal{P}}_{*}^{*}}^{\mu^{\prime}}$ is $(1,-1)$-free. Let $\ell$ be the number of parts into which $\widehat{\mathcal{P}}^{*}$ splits each part of $\mathcal{P}^{\prime}$ (note that Proposition 4.4.5(ii) implies that $\ell$ must be the same for each part of $\left.\mathcal{P}^{\prime}\right)$. Choose $\mu^{\prime} \ll \psi \ll c$. Call an index vector $\mathbf{i}$ simple if $\left(\mathbf{i} \mid \mathcal{P}^{\prime}\right)=\mathbf{1}$.

Claim 4.6.9 There exists a function $\mathbf{i}^{*}: V(R) \rightarrow \mathbb{Z}^{\widehat{\mathcal{P}}^{*}}$ such that:
(B1) $\mathbf{i}^{*}(Y)$ is a simple index vector for each $Y \in \mathcal{Q}$,
(B2) Whenever $Z \in \widehat{\mathcal{P}}^{*}$ and $i^{*}(Y)_{Z}=1,|Y \cap Z| \geqslant \psi n^{\prime}$, and
(B3) For every $Z \in \widehat{\mathcal{P}}^{*}$ there are at least $n_{R} / k$ parts $Y$ such that $i^{*}(Y)_{Z}=1$.
Proof. Choose i $\mathbf{i}^{*}$ randomly as follows: For each $Y \in V(R)$ and each $V_{i} \in \mathcal{P}^{\prime}$, we randomly select $Z \in \widehat{\mathcal{P}}^{*}$ such that $Z \subseteq V_{i}$ and set $i^{*}(Y)_{Z}=1$. For all other $Z \in \widehat{\mathcal{P}}^{*}$ with $Z \subseteq V_{i}$ we set $i^{*}(Y)_{Z}=0$. The probability of selecting $Z \in \widehat{\mathcal{P}}^{*}$ is zero if $|Y \cap Z| \leqslant \psi n^{\prime}$ and otherwise is proprtional to $|Y \cap Z|$. All random choices are made independently.

Note that $\mathbb{P}\left[i^{*}(Y)_{Z}=1\right] \geqslant|Y \cap Z| /\left|Y \cap V_{i}\right|$ for every $Y$ and $Z$ such that $|Y \cap Z| \geqslant \psi n^{\prime}$. (B1) and (B2) are then satisfied automatically, so it remains to prove that (B3) holds with high probability, at which point we may choose $\mathbf{i}^{*}$ such that all three properties hold. To show this, we split $V(R)$ into the clusters $Y$ such that $|Y \cap Z|<\psi n^{\prime}$ and those such that $|Y \cap Z| \geqslant \psi n^{\prime}$. The small intersection classes can only eat up a small fraction of the vertices, leaving the rest to contribute to the expected number of $Y$ with $i^{*}(Y)_{Z}=1$.

More precisely, let $R_{Z}$ be the number of $Y \in V(R)$ with $i^{*}(Y)_{Z}=1$. Firstly note that $\mathbb{E}\left[\left|Y \cap V_{i}\right|\right]=n^{\prime} / k$ for each $Y \in \mathcal{Q}$ and each $V_{i} \in \mathcal{P}^{\prime}$. Since $\left|Y \cap V_{i}\right|$ is distributed hypergeometrically, Corollary 1.8.2 implies that with high probability $\left|Y \cap V_{i}\right|=(1 \pm \varepsilon) n^{\prime} / k$ for every $Y \in \mathcal{Q}$ and $V_{i} \in \mathcal{P}^{\prime}$. For any $V_{i} \in \mathcal{P}^{\prime}$ and any $Z \in \widehat{\mathcal{P}}^{*}$ with $Z \subseteq V_{i}$ we have

$$
\sum_{Y \in V(R)} \frac{|Y \cap Z|}{\left|Y \cap V_{i}\right|} \geqslant \frac{k}{(1+\varepsilon) n^{\prime}} \sum_{Y \in V(R)}|Y \cap Z|=\frac{k|Z|}{(1+\varepsilon) n^{\prime}}
$$

and hence

$$
\mathbb{E}\left[R_{Z}\right] \geqslant \sum_{Y \in V(R),|Y \cap Z| \geqslant \psi n^{\prime}} \frac{|Y \cap Z|}{\left|Y \cap V_{i}\right|} \geqslant \frac{k|Z|}{(1+\varepsilon) n^{\prime}}-2 k \psi n_{R} \geqslant(1+\gamma / 10) n_{R} / k .
$$

Now we apply Lemma 1.8.1(i) to the independent random variables $i^{*}(Y)_{Z}$ for a fixed $Z \in \widehat{\mathcal{P}}^{*}$ to obtain

$$
\mathbb{P}\left[R_{Z}<\frac{n_{R}}{k}\right] \leqslant \exp \left[-\frac{2\left(\gamma n_{R}\right)^{2}}{(10 k)^{2} n_{R}}\right] \leqslant \frac{1}{k^{2} n_{R}} \leqslant \frac{c}{k^{k}},
$$

and a union bound implies that with probability at least $1-1 / k^{k}, R_{Z} \geqslant n_{R} / k$ for every $Z \in \widehat{\mathcal{P}}^{*}$.

Call a cluster $Y \in V(R)$ bad if there exists $Z \in \widehat{\mathcal{P}}^{*}$ such that $\mathbf{i}^{*}(Y)_{Z}=0$, but $|Y \cap Z| \geqslant \mu^{1 / 4} n^{\prime}$, and good otherwise. Note that every good cluster in $V(R)$ contains fewer than $\mu^{1 / 4} n^{\prime} / c$ vertices in parts $Z \in \widehat{\mathcal{P}}^{*}$ with $\mathbf{i}^{*}(Y)_{Z}=0$. Hence in total there are at most $k \mu^{1 / 4} n / c$ vertices of $H$ which are contained in $Y \cap Z$ for some good cluster $Y$ and some $Z \in \widehat{\mathcal{P}}^{*}$ such that $\mathbf{i}^{*}(Y)_{Z}=0$. Call these vertices bad vertices.

Call an edge $e$ of $R$ bad if it contains either a bad cluster $Y_{1}$, or two clusters $Y_{1}, Y_{2}$ such that $\mathbf{i}^{*}\left(Y_{1}\right), \mathbf{i}^{*}\left(Y_{2}\right)$ are neither identical nor orthogonal to each other. We will show that for any bad edge $e$, the $k$-partite subgraph of $H$ corresponding to $e$ contains at least
$\left(\mu^{\prime} / 4-\varepsilon\right) \psi^{k-1} \mu^{1 / 4} n^{\prime k}$ edges $e^{\prime} \in H$ for which $\mathbf{i}_{\widehat{\mathcal{P}}^{*}}\left(e^{\prime}\right) \notin L_{\widehat{\mathcal{P}}^{*}}^{\mu}(H)$. Noting that there are at most $\mu n^{k} k^{2 k}$ edges of $H$ in total with $\mathbf{i}_{\hat{\mathcal{P}}^{*}}(e) \notin L_{\widehat{\mathcal{P}}^{*}}^{\mu}(H)$, it follows that $R$ contains at most $\mu(n k)^{k} /\left(\mu^{\prime} / 4-\varepsilon\right) \psi^{k-1} \mu^{1 / 4} n^{\prime k}=\left(\mu k^{k} /\left(\mu^{\prime} / 4-\varepsilon\right) \psi^{k-1} \mu^{1 / 4}\right) n_{R}^{k} \leqslant \sqrt{\mu} n_{R}^{k}$ bad edges, where the inequality follows from $\mu \ll \mu^{\prime}, \psi$.

Suppose that $e$ contains a bad cluster $Y_{1}$ and that $Z \in \widehat{\mathcal{P}}^{*}$ is such that $\mathbf{i}^{*}\left(Y_{1}\right)_{Z}=0$, but $\left|Y_{1} \cap Z\right| \geqslant \mu^{1 / 4} n^{\prime}$. Without loss of generality we may suppose that $Z \subseteq V_{1}$. Then let $Y_{2}, \ldots, Y_{k}$ be the remaining clusters of $e$ and select $Z_{j} \in \widehat{\mathcal{P}}^{*}$ such that $Z_{j} \subseteq Y_{j}$ and $\mathbf{i}^{*}\left(Y_{j}\right)_{Z_{j}}=1$ for each $Y_{j}$ with $j \in[k]$. We set $F_{1}$ to be the induced $k$-partite subgraph of $H$ on $\left(Y_{j} \cap Z_{j}\right)_{j \in[k]}$ and $F_{2}$ the induced $k$-partite subgraph on $Y_{1} \cap Z$ and $\left(Y_{j} \cap Z_{j}\right)_{2 \leqslant j \leqslant k}$. Let $F$ be the induced $k$-partite subgraph of $H$ on $\left(Y_{i}\right)_{i \in[k]}$. Since $e \in R, F$ is $(d, \varepsilon)$-regular for some $d \geqslant \mu^{\prime} / 4$. But $F_{1}$ and $F_{2}$ are subgraphs of $F$ which contain at least $\psi n^{\prime} \geqslant \varepsilon n^{\prime}$ vertices from $k-1$ vertex classes and at least $\mu^{1 / 4} n^{\prime} \geqslant \varepsilon n^{\prime}$ vertices from the remaining vertex class, and hence $F_{1}$ and $F_{2}$ have density at least $\mu^{\prime} / 4-\varepsilon$, i.e., $F_{1}$ and $F_{2}$ each have at least $\left(\mu^{\prime} / 4-\varepsilon\right) \psi^{k-1} \mu^{1 / 4} n^{\prime k}$ edges, all of which are contained in $F$.

Note that every edge of $F_{1}$ has the same index vector $\mathbf{i}_{1}$ with respect to $\widehat{\mathcal{P}}^{*}$, and that every edge of $F_{2}$ has the same index vector $\mathbf{i}_{2}$. Note further that $\mathbf{i}_{1}-\mathbf{i}_{2}=\mathbf{u}_{Z_{1}}-\mathbf{u}_{Z}$, and hence at least one of $\mathbf{i}_{1}$ and $\mathbf{i}_{2}$ does not lie in $L_{\widehat{\mathcal{P}}^{*}}^{\mu}(H)$, since $L_{\widehat{\mathcal{P}}^{*}}^{\mu}(H)$ is $(1,-1)$-free. So $\mathbf{i}_{\widehat{\mathcal{P}}^{*}}\left(e^{\prime}\right) \notin L_{\widehat{\mathcal{P}}^{*}}^{\mu}(H)$ for each of the at least $\left(\mu^{\prime} / 4-\varepsilon\right) \psi^{k-1} \mu^{1 / 4} n^{\prime k}$ edges $e^{\prime} \in F_{1}$ or $e^{\prime} \in F_{2}$, respectively.

Alternatively, suppose that $e$ contains two clusters $Y_{1}, Y_{2}$ such that $\mathbf{i}^{*}\left(Y_{1}\right), \mathbf{i}^{*}\left(Y_{2}\right)$ are neither identical nor orthogonal to each other. Then we may suppose without loss of generality that there exist $Z_{1}, Z_{1}^{\prime}, Z_{2} \in \widehat{\mathcal{P}}^{*}$ with $Z_{1}, Z_{1}^{\prime} \subseteq Y_{1}$ and $Z_{2} \subseteq Y_{2}$, such that $\mathbf{i}^{*}\left(Y_{1}\right)_{Z_{1}}=\mathbf{i}^{*}\left(Y_{2}\right)_{Z_{1}^{\prime}}=\mathbf{i}^{*}\left(Y_{1}\right)_{Z_{2}}=\mathbf{i}^{*}\left(Y_{2}\right)_{Z_{2}}=1$. Let $Y_{3}, \ldots, Y_{k}$ be the remaining clusters of $e$ and select $Z_{j} \in \widehat{\mathcal{P}}^{*}$ such that $Z_{j} \subseteq Y_{j}$ and $\mathbf{i}^{*}\left(Y_{j}\right)_{Z_{j}}=1$ for each $Y_{j}$ with $3 \leqslant j \leqslant k$.

Now we define $F_{1}$ to be the induced $k$-partite subgraph of $H$ whose vertex classes are $\left(Y_{j} \cap Z_{j}\right)_{j \in[k]}$, and $F_{2}$ to be the induced $k$-partite subgraph on vertex classes $Y_{2} \cap Z_{1}^{\prime}, Y_{1} \cap Z_{2}$
and $\left(Y_{i} \cap Z_{i}\right)_{3 \leqslant j \leqslant k}$. Similarly to the previous case, either $F_{1}$ or $F_{2}$ will contain at least $\left(\mu^{\prime} / 4-\varepsilon\right) \psi^{k} n^{\prime k}$ edges $e^{\prime} \in H$ for which $\mathbf{i}_{\widehat{\mathcal{P}}^{*}}\left(e^{\prime}\right) \notin L_{\widehat{\mathcal{P}}^{*}}^{\mu}(H)$.

For each simple index vector $\mathbf{i}$ with respect to $\widehat{\mathcal{P}}^{*}$ we define $R_{\mathbf{i}}=\{Y \in V(R) \mid$ $\left.\mathbf{i}^{*}(Y)=\mathbf{i}\right\}$. We will show that for any $\mathbf{i}_{1} \neq \mathbf{i}_{2}$ which are not orthogonal we have either $\left|R_{\mathbf{i}_{1}}\right| \leqslant \mu^{1 / 5} n_{R}$ or $\left|R_{\mathbf{i}_{2}}\right| \leqslant \mu^{1 / 5} n_{R}$. Indeed, if neither of these holds then we have at least $\left(n_{R}\right)^{k-3}\left|R_{\mathbf{i}_{1}}\right|\left|R_{\mathbf{i}_{2}}\right| / k!\geqslant \mu^{2 / 5}\left(n_{R}\right)^{k-1}(k-1)$-tuples of clusters in $V(R)$ with at least one cluster in $R_{\mathbf{i}_{1}}$ and at least one in $R_{\mathbf{i}_{2}}$. It follows by a simple argument from the almostcodegree condition that all but at most $2 \varepsilon n_{R}^{k-1} / \gamma$ of these $(k-1)$-tuples are contained in at least $n_{R} / k$ edges of $R$ each. Hence $R$ contains at least $\left(\mu^{2 / 5}-2 \varepsilon / \gamma\right) n_{R}^{k-1}\left(n_{R} / k\right)>\sqrt{\mu} n_{R}^{k}$ bad edges, which establishes a contradiction.

Let $T=\left\{\mathbf{i} \in \mathbb{Z}^{\widehat{\mathcal{P}}^{*}}| | R_{\mathbf{i}} \mid \geqslant \mu^{1 / 5} n_{R}\right\}$. Clearly $U=\bigcup_{\mathbf{i} \in T} R_{\mathbf{i}}$ contains all but at most $\mu^{1 / 6} n_{R}$ vertices of $R$; further, we have shown that $T$ consists of pairwise orthogonal index vectors. Hence $|T| \leqslant \ell$. Further, for each $Z \in \widehat{\mathcal{P}}^{*}$ there must exist $\mathbf{i} \in T$ such that $i_{Z}=1$. Indeed, if there exists $Z$ such that $i_{Z}=0$ for every $\mathbf{i} \in T$ then the number of $Y \in V(R)$ with $i^{*}(Y)_{Z}=1$ is at most $\mu^{1 / 6} n_{R}$, which contradicts (B3). From this we deduce that $|T|=\ell$ and that for each $Z \in \widehat{\mathcal{P}}^{*}$ there is precisely one $\mathbf{i} \in T$ with $i_{Z}=1$. Hence $\left|R_{\mathbf{i}}\right| \geqslant n_{R} / k-\mu^{1 / 6} n_{R}$ for each $\mathbf{i} \in T$.

We define a partition $\mathcal{P}^{*}=\left\{X_{\mathbf{i}}^{*}\right\}_{\mathbf{i} \in T}$ of $V$ by setting $X_{\mathbf{i}}^{*}=\bigcup_{Z \in \widehat{\mathcal{P}}^{*}, i_{Z}=1} Z$ for each $\mathbf{i} \in T$. Note that every part of $\mathcal{P}^{*}$ has size at least $c k^{2} n$. Condition (B2) implies that either $R_{\mathbf{i}}=\emptyset$ or $(\mathbf{i} \mid \mathcal{P})=k \mathbf{u}_{W}$ for some part $W \in \mathcal{P}$ for any index vector $\mathbf{i}$. Hence $\mathcal{P}^{*}$ refines $\mathcal{P}$. We will show that $\mathbf{i} \in I_{\widehat{\mathcal{P}}_{*}^{*}}^{\mu^{\prime}}(H)$ for any index vector $\mathbf{i}$ with respect to $\widehat{\mathcal{P}}^{*}$ such that $\left(\mathbf{i} \mid \mathcal{P}^{*}\right) \in I_{\mathcal{P}^{*}}^{\mu^{\prime}}(H)$. Let $Z_{j}$ be the part of $\widehat{\mathcal{P}}^{*}$ contained in $V_{j}$ on which $\mathbf{i}$ is positive and let $\mathbf{i}_{j} \in T$ be such that $\left(\mathbf{i}_{j}\right)_{Z_{j}}=1$, for each $j \in[k]$.

Let $U^{\prime}$ be the set of good clusters in $U$. Now there are at least $\mu^{\prime}(k n)^{k}$ edges $e^{\prime} \in H$ such that $\mathbf{i}_{\mathcal{P}^{*}}\left(e^{\prime}\right)=\left(\mathbf{i} \mid \mathcal{P}^{*}\right)$, and at least $\mu^{\prime}(k n)^{k}-\varepsilon n^{k}-\mu^{\prime}(k n)^{k} / 4-k^{k+2} \mu^{1 / 4} n^{k} \geqslant$ $2 \mu^{\prime}(k n)^{k} / 3$ of these edges are contained in $k$-partite $k$-graphs corresponding to edges of
$R$ and contain no bad vertices. Call these edges good edges. Now the number of edges $e \in R$ containing at least one good edge $e^{\prime} \in H$ is at least $2 \mu^{\prime} n_{R}^{k} / 3$. At most $\sqrt{\mu} n_{R}^{k}$ of these edges are bad and at most $\mu^{1 / 6} n_{R}^{k}$ contain a cluster in $V(R) \backslash U$, and hence at least $2 \mu^{\prime} n_{R}^{k} / 3-\sqrt{\mu} n_{R}^{k}-\mu^{1 / 6} n_{R}^{k} \geqslant \mu^{\prime} n_{R}^{k} / 2$ of the edges $e$ are contained in $R\left[U^{\prime}\right]$. Observe that every such $e$ must contain exactly $\left(\mathbf{i} \mid \mathcal{P}^{*}\right)_{X_{\mathbf{i}}^{*}}$ clusters in $R_{\mathbf{i}}$ for each $\mathbf{i} \in T$; otherwise, the $k$-partite $k$-graph corresponding to $e$ could not contain any good edges. Order the clusters of $e$ as $\left(Y_{1}, \ldots, Y_{k}\right)$ so that $\mathbf{i}^{*}\left(Y_{j}\right)=\mathbf{i}_{j}$, and hence $\mathbf{i}^{*}\left(Y_{j}\right)_{Z_{j}}=1$, for every $j \in[k]$. Now the sets $\left(Y_{j} \cap Z_{j}\right)_{j \in[k]}$ each have size at least $\psi n^{\prime} \geqslant \varepsilon n^{\prime}$ by (B2), and so by $\varepsilon$-regularity they form a $k$-partite subgraph of $H$ which contains at least $\left(\mu^{\prime} / 4-\varepsilon\right) \psi^{k} n^{\prime k}$ edges $e \in H$ with $\mathbf{i}_{\widehat{\mathcal{P}} *}(e)=\mathbf{i}$. Hence in total there are at least $\left(\mu^{\prime} / 4-\varepsilon\right)\left(\psi^{k} n^{\prime k}\right)\left(\mu^{\prime} n_{R}^{k} / 2\right) \geqslant \mu_{*}^{\prime}(k n)^{k}$ edges $e \in H$ with $\mathbf{i}_{\hat{\mathcal{P}}^{*}}(e)=\mathbf{i}$, where the inequality follows from $\mu^{\prime} \ll \psi$. So $\mathbf{i} \in I_{\widehat{\mathcal{P}}_{*}^{\prime}}^{\mu_{*}^{\prime}}(H)$, as desired.

It follows immediately that $\mathbf{i} \in L_{\widehat{\mathcal{P} *}}^{\mu_{*}^{\prime}}(H)$ for any index vector $\mathbf{i}$ with respect to $\widehat{\mathcal{P}}^{*}$ such that $\left(\mathbf{i} \mid \mathcal{P}^{*}\right) \in L_{\mathcal{P}^{*}}^{\mu^{\prime}}(H)$ and $\left(\mathbf{i} \mid \mathcal{P}^{\prime}\right)$ is a multiple of $\mathbf{1}$. Recall that each part of $\mathcal{P}^{*}$ had size at least $c k^{2} n$. So the robust maximality of $\mathcal{P}$ implies that $L_{\mathcal{P}^{*}}^{\mu^{\prime}}(H)$ contains a $(1,-1)$-vector $\mathbf{u}_{X_{1}^{*}}-\mathbf{u}_{X_{2}^{*}}$. Let $Z_{1}, Z_{2}$ be the intersections of $X_{1}^{*}$ and $X_{2}^{*}$ respectively with $V_{1}$; now $\mathbf{u}_{Z_{1}}-\mathbf{u}_{Z_{2}} \in L_{\widehat{\mathcal{P}}^{*}}^{\mu_{*}^{\prime}}(H)$, contradicting our assumption that $L_{\widehat{\mathcal{P}}^{*}}^{\mu_{*}^{\prime}}(H)$ was $(1,-1)$-free. Hence $\widehat{\mathcal{P}}$ is $\left(c, \mu, \mu_{*}^{\prime}\right)$-robustly maximal with respect to $H$, proving (A3).

Finally, (A4) can be proved by using Azuma's inequality, similarly to the proof of (E3) of Claim 4.6.7. Fix a vertex $x \in V(H)$ and recall that $x$ is contained in at least $d n^{k-1}$ edges $e \in H$ with $\mathbf{i}_{\mathcal{P}}(e) \in L_{\mathcal{P}}^{\mu}(H)$. Let $E(x)$ denote the number of edges $e \in H^{\prime}$ with $\mathbf{i}_{\widehat{\mathcal{P}}}^{\mu}(e) \in L_{\widehat{\mathcal{P}}}^{\mu}(H)$. To estimate $E(x)$, note that every edge of $H$ containing $x$ is $\mathcal{P}^{\prime}$-partite (and so belongs to $H^{\prime}$ ) with probability at least $1 / k!$. Hence $\mathbb{E}(E(x)) \geqslant d n^{k-1} / k!$.

Now fix an order $v_{1}, \ldots, v_{|V|}$ of the vertices of $V$. We define a martingale $A_{j}:=$ $\mathbb{E}\left(E(x) \mid v_{1}, \ldots, v_{j}\right)$ for $0 \leqslant j \leqslant|V|$, where the 'uncovered event' is which part of $\mathcal{P}^{\prime}$ contains $v_{j}$. Then $A_{|V|}=E(x)$ and $A_{0}=\mathbb{E}(E(x))$, and for any $j \in[|V|]$ we have
$\left|A_{j}-A_{j-1}\right| \leqslant(k n)^{k-2}$. So applying Theorem 1.8.3 with $t=d n^{k-1} / 2 k!(k n)^{k-2}=\Omega(n)$, we obtain

$$
\mathbb{P}\left(E(x)<d n^{k-1} / 2 k!\right) \leqslant 2 \exp \left(-\frac{t^{2}}{n}\right)=e^{-\Omega(n)} \leqslant 1 / k n^{2}
$$

and a union bound implies (A4).

### 4.7 Proof of Theorem 1.5.2

The main goal of this section is to complete the proof of Theorem 1.5.2, with our main tool being Lemma 4.6.8. We first need some simple lemmas which establish some algebraic properties of the lattices we have been using so far, beginning with a simple application of the pigeonhole principle.

Proposition 4.7.1 Let $G=(X,+)$ be an abelian group of order $m$, and suppose that elements $x_{i} \in X$ for $i \in[r]$ are such that $\sum_{i \in[r]} x_{i}=x^{\prime}$. Then $\sum_{i \in I} x_{i}=x^{\prime}$ for some $I \subseteq[r]$ with $|I| \leqslant m-1$.

Proof. It suffices to show that if $r>m-1$ then $\sum_{i \in[r]} x_{i}=\sum_{i \in I} x_{i}$ for some $I \subseteq[r]$ with $|I|<r$. To see this, note that there are $r+1>m$ partial sums $\sum_{i \in[j]} x_{i}$ for $j \in[r]$, so by the pigeonhole principle some two must be equal, that is, there exist $j_{1}<j_{2}$ so that $\sum_{i \in\left[j_{j}\right]} x_{i}=\sum_{i \in\left[j_{2}\right]} x_{i}$. Then

$$
\sum_{i \in[r]} x_{i}=\sum_{i \in[r] \backslash\left\{j_{1}+1, \ldots, j_{2}\right\}} x_{i}+\sum_{i \in\left[j_{2}\right]} x_{i}-\sum_{i \in\left[j_{1}\right]} x_{i}=\sum_{i \in\left[r \backslash \backslash\left\{j_{1}+1, \ldots, j_{2}\right\}\right.} x_{i},
$$

as required.

Lemma 4.7.2 Let $1 / n \ll \mu \ll \gamma$.
(i) Let $H$ be a $k$-graph on $n$ vertices with $\delta(H) \geqslant(1 / k+\gamma) n$. Let $\mathcal{P}$ be a partition of $V(H)$ into d parts of size at least $(1 / k+\gamma) n$ and such that $L_{\mathcal{P}}^{\mu}(H)$ is $(1,-1)$-free.

Let $L=L_{\mathcal{P}}^{\mu}(H)$, and let $L_{\max }$ be the lattice of vectors in $\mathbb{Z}^{d}$ whose coordinates sum to a multiple of $k$. Then $\left|L_{\max } / L\right| \leqslant d$.
(ii) Let $\mathcal{P}^{\prime}$ be a partition of $V$ into sets $V_{1}, \ldots, V_{k}$ of size $n$. Let $H$ be a $\mathcal{P}^{\prime}$-partite $k$ graph on $V$, and let $\mathcal{P}$ be a refinement of $\mathcal{P}^{\prime}$ which splits each part of $\mathcal{P}^{\prime}$ into d parts of size at least $n / k+\gamma n$ and such that $L_{\mathcal{P}}^{\mu}(H)$ is $(1,-1)$-free. Let $L=L_{\mathcal{P}}^{\mu}(H)$, and let $L_{\text {max }}$ be the lattice of vectors $\mathbf{i} \in \mathbb{Z}^{k d}$ such that $\left(\mathbf{i} \mid \mathcal{P}^{\prime}\right)$ is a multiple of $\mathbf{1}$. Then $\left|L_{\max } / L\right| \leqslant d$.

Proof. (i) Let $\mathbf{i}^{\prime}$ be a non-negative index vector with respect to $\mathcal{P}$ such that $\sum_{X \in \mathcal{P}} i_{X}=$ $k-1$. We will show that every coset of $L / L_{\max }$ contains an index vector $\mathbf{i}=\mathbf{i}^{\prime}+\mathbf{u}_{X^{\prime}}$ for some $X^{\prime} \in \mathcal{P}$. Indeed, by Proposition 4.4.6(i) there exists $X \in \mathcal{P}$ such that $\mathbf{i}^{\prime}+\mathbf{u}_{X} \in L$. Now let $N=L+\mathbf{v}$ be a coset of $L / L_{\text {max }}$. By Proposition 4.4.6(v) we obtain $X^{\prime} \in \mathcal{P}$ such that $-\mathbf{v}-\mathbf{u}_{X}+\mathbf{u}_{X^{\prime}} \in L$. But now $\mathbf{i}^{\prime}+\mathbf{u}_{X^{\prime}}=\left(\mathbf{i}^{\prime}+\mathbf{u}_{X}\right)+\left(-\mathbf{v}-\mathbf{u}_{X}+\mathbf{u}_{X^{\prime}}\right)+\mathbf{v} \in N$.

It follows immediately that there are at most $d$ cosets.
(ii) Choose a part $W \in \mathcal{P}^{\prime}$ and let $\mathbf{i}^{\prime}$ be a non-negative index vector with respect to $\mathcal{P}$ such that $\left(\mathbf{i}^{\prime} \mid \mathcal{P}^{\prime}\right)=\mathbf{1}-\mathbf{u}_{W}$. We will show that every coset of $L / L_{\text {max }}$ contains an index vector $\mathbf{i}=\mathbf{i}^{\prime}+\mathbf{u}_{X^{\prime}}$ for some $X^{\prime} \in \mathcal{P}$ with $X^{\prime} \subseteq W$. Indeed, by Proposition 4.4.5 (i) there exists $X \in \mathcal{P}$ such that $\mathbf{i}^{\prime}+\mathbf{u}_{X} \in L$. Now let $N=L+\mathbf{v}$ be a coset of $L / L_{\max }$. By Proposition 4.4 .5 (vii) we obtain $X^{\prime} \in \mathcal{P}$ such that $-\mathbf{v}-\mathbf{u}_{X}+\mathbf{u}_{X^{\prime}} \in L$. But now $\mathbf{i}^{\prime}+\mathbf{u}_{X^{\prime}}=\left(\mathbf{i}^{\prime}+\mathbf{u}_{X}\right)+\left(-\mathbf{v}-\mathbf{u}_{X}+\mathbf{u}_{X^{\prime}}\right)+\mathbf{v} \in N$.

It follows immediately that there are at most $d$ cosets, since there are only $d$ such sets $X^{\prime}$.

The aim of the following lemma is to allow us to remove inconvenient edges of a $k$ graph $H$, so that we may obtain a correspondence between small index vectors in $L_{\mathcal{P}}(H)$ and the index vectors which can actually be realised as the index vectors of matchings in
$H$. We do this by eliminating any edges $e$ for which $H$ contains few other (disjoint) edges of index vector $\mathbf{i}_{\mathcal{P}}(e)$ with respect to $\mathcal{P}$.

Lemma 4.7.3 Let $H$ be a $k$-graph on $n$ vertices and let $H_{1}, H_{2}, \ldots, H_{m}$ be edge-disjoint sub-k-graphs of $H$. Let $C \geqslant k+2$ and $D \geqslant k+1$ be integers. Then there exists $D \leqslant f \leqslant$ $C^{m} D$, a set $S \subseteq[m]$ and a matching $M^{*} \subseteq H$ such that the following conditions hold:
(i) $M^{*}$ contains exactly $C f$ edges in $H_{i}$ for every $i \in S$,
(ii) Any matching in $\bigcup_{i^{\prime} \notin S} H_{i^{\prime}}$ has size at most $m f$.

Proof. For each $S \subseteq[m]$, let $g(S)$ be the largest integer such that there exists a matching $M \subseteq H$ with $\left|H_{i} \cap M\right| \geqslant g(S)$ for every $i \in S$ (if $S=\emptyset$ then we set $g(S)=\infty$ ). We will choose $D \leqslant f \leqslant C^{m} D$ and $S \subseteq[m]$ such that $g(S) \geqslant C f$ and $g\left(S^{\prime}\right) \leqslant f$ for every strict superset $S^{\prime}$ of $S$. Let $S^{(1)}=\emptyset$; we then proceed iteratively by setting $S^{(j+1)}$ to be a superset of $S^{(j)}$ such that $g\left(S^{\prime}\right) \geqslant C^{m-j+2} D$ for each $1 \leqslant j \leqslant m+1$. If no such $S^{\prime}$ exists, then the procedure terminates and we set $f=C^{m-j+1} D$ and $S=S^{(j)}$, so that $g(S) \geqslant C f$. Note that $\left|S^{(j+1)}\right| \geqslant\left|S^{(j)}\right|+1$ for each $j$; since $\left|S^{(j)}\right| \leqslant m$ for each $j$, it follows that the procedure must terminate with $j \leqslant m+1$. Now since $g(S) \geqslant C f$ there exists a matching $M^{*}$ which contains exactly $C f$ edges in $H_{i}$ for every $i \in S$. Clearly $M^{*}$ satisfies (i), and so it suffices to show that it also satisfies (ii). Note that by our choice of $f$ and $S$,

$$
\begin{equation*}
g\left(S \cup\left\{i^{\prime}\right\}\right) \leqslant f \tag{4.7.4}
\end{equation*}
$$

for any $i^{\prime} \notin S$.
Suppose for a contradiction that $\bigcup_{i^{\prime} \notin S} H_{i^{\prime}}$ contains a matching $M^{\prime}$ of size greater than $m f$. Then by the pigeonhole principle there exists $i_{0} \notin S$ such that $\left|M^{\prime} \cap H_{i_{0}}\right| \geqslant f+1$. Let $M_{i_{0}}^{\prime}$ be a submatching of $M^{\prime} \cap H_{i_{0}}$ of size $f+1$ and note that $M_{S}-V\left(M_{i_{0}}^{\prime}\right)$ still contains at least $C f-k(f+1) \geqslant f+1$ edges in $H_{i}$ for every $i \in S$. Hence $\left(M_{S}-V\left(M_{i_{0}}^{\prime}\right)\right) \cup M_{i_{0}}^{\prime}$ is a matching in $H$ which contains $f+1$ edges in $H_{i}$ for every $i \in S \cup\left\{i_{0}\right\}$, which
contradicts (4.7.4). So $\bigcup_{i^{\prime} \notin S} H_{i^{\prime}}$ contains at most $m f$ disjoint edges, which proves (ii).

We also need to be able to ensure that every vertex in $V(H)$ is contained in many edges of $H$ whose index vectors lie in $L_{\mathcal{P}}^{\mu}(H)$. We use this technique, rather than finding a matching which covers the offending vertices, since the latter would be inconvenient in the proof.

Lemma 4.7.5 Let $1 / n \ll \mu \ll \mu^{\prime} \ll c \ll 1 / k$. Let $H$ be a $k$-graph such that $\delta_{k-1}(H) \geqslant$ $n / k$ and let $\mathcal{P}$ be a partition of $V(H)$ with parts of size at least $n / k$ which is $\left(c, \mu, \mu^{\prime}\right)$ robustly maximal with respect to $H$. Then there exists a partition $\mathcal{P}^{\prime}$ of $V(H)$ such that:
(i) $\mathcal{P}^{\prime}$ is $\left(2 c, \sqrt{\mu}, \mu^{\prime} / 2\right)$-robustly maximal with respect to $H$,
(ii) $L_{\mathcal{P}^{\prime}}^{\sqrt{\mu}}(H)=L_{\mathcal{P}}^{\mu}(H)$ and
(iii) Every vertex $v \in V(H)$ is contained in at least $n^{k-1} / 2 k^{k}$ edges $e \in H$ with $\mathbf{i}_{\mathcal{P}^{\prime}}(e) \in$ $L_{\mathcal{P}^{\prime}}^{\sqrt{\mu}}(H)$.

Proof. Note that the minimum vertex degree of $H$ is at least $(n / k)^{k-1}$. Set $\psi=k^{2 k} \mu$. We first show that all but at most $\psi n$ vertices of $H$ are contained in at least $n^{k-1} / k^{k}$ edges $e \in H$ with $\mathbf{i}_{\mathcal{P}}(e) \in L_{\mathcal{P}}^{\mu}(H)$. To see this, suppose for a contradiction that there exists a set $B \subseteq V(H)$ of $\psi n$ vertices which are each contained in fewer than $n^{k-1} / k^{k}$ such edges. By the Inclusion-Exclusion principle there are at least $\psi\left(1 / k^{k-1}-1 / k^{k}\right) n^{k}-\binom{\psi n}{2}\binom{n-\psi n}{k-2} \geqslant$ $\psi n^{k} / k^{k}=k^{k} \mu n^{k}$ edges containing a vertex of $B$ such that $\mathbf{i}_{\mathcal{P}}(e) \notin L_{\mathcal{P}}^{\mu}(H)$. But this is a contradiction since there are fewer than $k^{k} \mu n^{k}$ such edges in total.

For each vertex $v$ which is contained in fewer than $n^{k-1} / k^{k}$ edges $e \in H$ with $\mathbf{i}_{\mathcal{P}}(e) \in$ $L_{\mathcal{P}}^{\mu}(H)$, let $X$ be the part of $\mathcal{P}$ containing $v$ and define a function $g_{X}: H \rightarrow \mathcal{P}$ as follows: For each edge $e \in H$, let $X^{\prime}$ be any part of $\mathcal{P}$ such that $\mathbf{i}_{\mathcal{P}}(e)-\mathbf{u}_{X}+\mathbf{u}_{X^{\prime}} \in L_{\mathcal{P}}^{\mu}(H)$. Note that $g_{X}$ is well-defined by Proposition 4.4.6(v). Now by the pigeonhole principle
there exists $X^{\prime} \in \mathcal{P}$ such that $g_{X}(e)=X^{\prime}$ for at least $n^{k-1} / k^{k}$ edges $e \in H$ containing $v$. We move $v$ into $X^{\prime}$ and note that now $\mathbf{i}_{\mathcal{P}}(e) \in L_{\mathcal{P}}^{\mu}(H)$ for all of these edges. By Proposition 4.4.6 (ii), $L_{\mathcal{P}^{\prime}}^{\sqrt{\mu}}(H)=L_{\mathcal{P}}^{\mu}(H)$. By Lemma 4.5.3, $\mathcal{P}^{\prime}$ is still $\left(2 c, \sqrt{\mu}, \mu^{\prime} / 2\right)$ robustly maximal after this modification; further, after the modification is complete every vertex is contained in at least $n^{k-1} / k^{k}-\psi n^{k-1} \geqslant n^{k-1} / 2 k^{k}$ edges $e \in H$ with $\mathbf{i}_{\mathcal{P}^{\prime}}(e) \in$ $L_{\mathcal{P}^{\prime}}^{\sqrt{\mu}}(H)$.

Finally, the following lemma essentially covers the forward implication in Theorem 1.5.2. Once we have established this, we can proceed to prove the theorem in full.

Lemma 4.7.6 Let $1 / n_{0} \ll \mu \ll \gamma$. Let $H$ be a $k$-graph on $n \geqslant n_{0}$ vertices with $\delta(H) \geqslant$ $(1 / k+\gamma) n$ and which contains a perfect matching $M$. Let $\mathcal{P}$ be a partition of $V(H)$ into parts of size at least $(1 / k+\gamma) n$ and such that $L_{\mathcal{P}}^{\mu}(H)$ is $(1,-1)$-free. Then there exists a submatching $M^{\prime} \subseteq M$ of size at most $k-2$ such that $\mathbf{i}\left(V(H) \backslash V\left(M^{\prime}\right)\right) \in L_{\mathcal{P}}^{\mu}(H)$

Proof. Let $d \leqslant k-1$ be the number of parts into which $\mathcal{P}$ partitions $V(H)$. Let $L=L_{\mathcal{P}}^{\mu}(H)$. Since $V(M)=V(H)$ we have $\mathbf{i}(V(H) \backslash V(M))=\mathbf{0} \in L$. Define $L_{\text {max }}$ as in Lemma 4.7.2, let $G=L_{\max } / L$ and note that by Lemma 4.7.2 (i) $|G| \leqslant d \leqslant k-1$. Now let $M=\left\{e_{1}, e_{2}, \ldots, e_{n / k}\right\}$ and let $x_{j}=\mathbf{i}_{\mathcal{P}}\left(e_{j}\right)+L$ for each $j \in[n / k]$. Now $\sum_{j=1}^{n / k} x_{j}=0$, and hence by Proposition 4.7.1 there exists a set $S \subseteq[n / k]$ with $|S| \leqslant k-2$ such that $\sum_{j \in S} x_{j}=0$. Now taking $M^{\prime}=\left\{e_{j} \mid j \in S\right\}$ we have $\mathbf{i}\left(V(H) \backslash V\left(M^{\prime}\right)\right) \in L_{\mathcal{P}}^{\mu}(H)$.

Proof of Theorem 1.5.2. Choose $n_{0}$ so that $1 / n_{0} \ll 1 / k, \gamma, 1 / C_{0}$ (and hence $1 / n \ll$ $1 / k, \gamma, 1 / C_{0}$ ). It suffices to show that (i) implies (ii) when $C=C_{0}$ and that (ii) implies (i) when $C=k^{k^{k}}$. To prove the first implication, suppose that $H$ contains a perfect matching $M$. Let $\mathcal{P}$ be a partition of $V(H)$ into parts of size at least $n / k$ and let $L$ be a ( $1,-1$ )-free lattice such that $H$ contains fewer than $C$ disjoint edges $e$ with $\mathbf{i}_{\mathcal{P}}(e) \notin L$. Choose $1 / n \ll \mu \ll \gamma$. It follows immediately that $L_{\mathcal{P}}^{\mu}(H) \subseteq L$ and hence that $L_{\mathcal{P}}^{\mu}(H)$ is
$(1,-1)$-free. Now by Lemma 4.7.6 there exists a submatching $M^{\prime} \subseteq M$ of size at most $k-2$ such that $\mathbf{i}_{\mathcal{P}}\left(V \backslash V\left(M^{\prime}\right)\right) \in L_{\mathcal{P}}^{\mu}(H)$ and hence $\mathbf{i}_{\mathcal{P}}\left(V \backslash V\left(M^{\prime}\right)\right) \in L$.

We now prove the second implication. Choose new constants $\mu_{1}, \mu_{2}, \ldots, \mu_{k}, c, d$ such that $1 / n \ll \mu_{1} \ll \mu_{2} \ll \ldots \ll \mu_{k} \ll c, d, \gamma$ and apply Proposition 4.5.2 to obtain $j \in[k-1]$ and a partition $\mathcal{P}$ of $V(H)$ into parts of size at least $c n$ which is $\left(c / 4, \mu_{j}, \mu_{j+1}\right)$-robustly maximal with respect to $H$. Proposition 4.4.6 implies that every part of $\mathcal{P}$ has size at least $n / k$. Let $\mu=2 \sqrt{\mu_{j}}$ and $\mu^{\prime}=\mu_{j+1} / 4$, so that $\mathcal{P}$ is $\left(c / 4, \mu^{2} / 4,4 \mu^{\prime}\right)$-robustly maximal with respect to $H$. Let $L=L_{\mathcal{P}}^{\mu^{2} / 4}(H)$ and note that $L$ is $(1,-1)$-free. We now apply Lemma 4.7 .5 to obtain a partition $\mathcal{P}^{\prime}$ of $V(H)$ which is $\left(c / 2, \mu / 2,2 \mu^{\prime}\right)$-robustly maximal with respect to $H$, and such that $L_{\mathcal{P}^{\prime}}^{\mu / 2}(H)=L$ and every vertex of $H$ is contained in at least $2 d n^{k-1}$ edges $e \in H$ with $\mathbf{i}_{\mathcal{P}^{\prime}}(e) \in L$.

We will now define a new partition $\mathcal{P}^{\prime \prime}$ and a lattice $L^{\prime}$ such that $\mathcal{P}^{\prime}$ refines $\mathcal{P}^{\prime \prime}, L^{\prime}$ is $(1,-1)$-free and $H$ contains fewer than $k^{k^{k}}$ disjoint edges $e$ with $\mathbf{i}_{\mathcal{P} \prime \prime}(e) \notin L^{\prime}$; this will allow us to apply property (iii). For each non-negative index vector $\mathbf{i}$ with respect to $\mathcal{P}^{\prime}$, let $H_{\mathbf{i}}=\left\{e \in H \mid \mathbf{i}_{\mathcal{P}^{\prime}}(e)=\mathbf{i}\right\}$. Note that the number of such $\mathbf{i}$ is at most $(k-1)^{k}$. We apply Lemma 4.7 .3 to the collection $\left(H_{\mathbf{i}}\right)_{\mathbf{i} \notin L}$ with $C=k+2$ and $D=k+1$ to obtain an integer $k+1 \leqslant f \leqslant(k+2)^{(k-1)^{k}}(k+1)$, a set $S$ of index vectors with respect to $\mathcal{P}^{\prime}$ and a matching $M^{*}$ which contains exactly $(k+2) f$ edges $e$, such that $\mathbf{i}_{\mathcal{P}^{\prime}}(e)=\mathbf{i}$ for every $\mathbf{i} \in S$, and such that there are at most $k^{k} f \leqslant k^{k^{k}}$ edges $e \in H$ with $\mathbf{i}_{\mathcal{P}^{\prime}}(e) \notin L \cup S$ (the inequality follows from $k^{k}-k \geqslant 2(k-1)^{k}+2$ and $k^{2} \geqslant k+2$ ).

Now let $L^{*}$ be the lattice generated by $L \cup S$. Define an equivalence relation $\sim$ on $\mathcal{P}^{\prime}$ by setting $X_{1} \sim X_{2}$ whenever $L^{*}$ contains $\mathbf{u}_{X_{1}}-\mathbf{u}_{X_{2}}$, and let $\mathcal{P}^{\prime \prime}$ be the partition formed by taking unions of equivalence classes under $\sim$. Let $L^{\prime} \subseteq \mathbb{Z}^{\left|\mathcal{P}^{\prime \prime}\right|}$ be the natural restriction $L^{\prime}=\left\{\left(\mathbf{i} \mid \mathcal{P}^{\prime \prime}\right) \mid \mathbf{i} \in L^{*}\right\}$ of $L^{*}$ under $\sim$, and note that $L^{\prime}$ is $(1,-1)$-free.

For any edge $e \in H$ such that $\mathbf{i}_{\mathcal{P}^{\prime}}(e) \in L^{*}$, we have $\mathbf{i}_{\mathcal{P}^{\prime \prime}}(e)=\left(\mathbf{i}_{\mathcal{P}^{\prime}}(e) \mid \mathcal{P}^{\prime \prime}\right) \in L^{\prime}$. Suppose for a contradiction that are at least $k^{k^{k}}$ disjoint edges $e \in H$ such that $\mathbf{i}_{\mathcal{P}^{\prime \prime}}(e) \notin L^{\prime}$. Then
for each such $e$ we have $\mathbf{i}_{\mathcal{P}^{\prime}}(e) \notin L^{*}$ and hence $\mathbf{i}_{\mathcal{P}^{\prime}}(e) \notin L \cup S$, contradicting our choice of $S$.

By (ii), there exists a matching $M^{\prime}$ in $H$ of size at most $k-2$ such that $\mathbf{i}_{\mathcal{P} \prime \prime}\left(V \backslash V\left(M^{\prime}\right)\right) \in$ $L^{\prime}$. Now let $X$ be any part of $\mathcal{P}^{\prime}$. By Proposition 4.4.6 (v) there exists $X^{\prime} \in \mathcal{P}^{\prime}$ such that $\mathbf{i}_{\mathcal{P}^{\prime}}\left(V \backslash V\left(M^{\prime}\right)\right)-\mathbf{u}_{X}+\mathbf{u}_{X^{\prime}} \in L \subseteq L^{*}$. Note that $\left(\mathbf{i}_{\mathcal{P}^{\prime}}\left(V \backslash V\left(M^{\prime}\right)\right)-\mathbf{u}_{X}+\mathbf{u}_{X^{\prime}} \mid \mathcal{P}^{\prime \prime}\right) \in L^{\prime}$ and hence $\left(\mathbf{u}_{X}-\mathbf{u}_{X^{\prime}} \mid \mathcal{P}^{\prime \prime}\right) \in L^{\prime}$. Since $L^{\prime}$ is $(1,-1)$-free, this implies that $\left(\mathbf{u}_{X}-\mathbf{u}_{X^{\prime}} \mid \mathcal{P}^{\prime \prime}\right)=\mathbf{0}$, i.e., that $X$ and $X^{\prime}$ are contained in the same part of $\mathcal{P}^{\prime \prime}$. Hence $\mathbf{u}_{X}-\mathbf{u}_{X^{\prime}} \in L^{*}$ and thus $\mathbf{i}_{\mathcal{P}}\left(V \backslash V\left(M^{\prime}\right)\right) \in L^{*}$. We will show that further there exists a disjoint matching $M^{\prime \prime}$ in $H$ such that $\mathbf{i}_{\mathcal{P}^{\prime}}\left(V \backslash V\left(M^{\prime} \cup M^{\prime \prime}\right)\right) \in L$. Let $M^{* *}=M^{*}-V\left(M^{\prime}\right)$ and note that $M^{* *}$ contains at least $(k+2) f-k(k-2) \geqslant k-2$ edges in $H_{\mathbf{i}}$ for every $\mathbf{i} \in S$.

Let $G=L^{*} / L$. It follows immediately from Lemma 4.7.2 (i) that $|G| \leqslant k-1$. Now write $\mathbf{i}_{\mathcal{P}^{\prime}}\left(V \backslash V\left(M^{\prime}\right)\right)$ as a sum $\sum_{j=1}^{m} \mathbf{i}_{j}$, where $\mathbf{i}_{j} \in S$ for each $j \in[m]$. For each $j \in[m]$, let $\mathbf{i}_{j}+L$ be the coset of $L$ containing $\mathbf{i}_{j}$. Note that $\sum_{j=1}^{m}\left(\mathbf{i}_{j}+L\right)=\mathbf{i}_{\mathcal{P}^{\prime}}\left(V \backslash V\left(M^{\prime}\right)\right)+L$. Now by Lemma 4.7.1 we can write $\mathbf{i}_{\mathcal{P}}\left(V \backslash V\left(M^{\prime}\right)\right)+L=\sum_{j \in T} \mathbf{i}_{j}+L$ for some $T \subseteq[m]$ with $|T| \leqslant k-2$. Choose edges $\left(e_{j}\right)_{j \in T}$ of $M^{* *}$ such that $\mathbf{i}_{\mathcal{P}}\left(e_{j}\right)=\mathbf{i}_{j}$ for each $j \in T$, and let $M^{\prime \prime}$ be the submatching consisting of these edges. Let $V^{\prime}=V \backslash V\left(M^{\prime} \cup M^{\prime \prime}\right)$; now $\mathbf{i}_{\mathcal{P}^{\prime}}\left(V^{\prime}\right) \in L$.

Now consider the $k$-graph $H^{\prime}=H\left[V^{\prime}\right]$. By Lemma 4.5.3 $\mathcal{P}^{\prime}$ is still $\left(c, \mu, \mu^{\prime}\right)$-robustly maximal with respect to $H^{\prime}$, and by Lemma 4.4.1 $L_{\mathcal{P}^{\prime}}^{\mu}\left(H^{\prime}\right)=L$ and hence $\mathbf{i}_{\mathcal{P}^{\prime}}\left(V^{\prime}\right) \in$ $L_{\mathcal{P}^{\prime}}^{\mu}\left(H^{\prime}\right)$. Further, every vertex is clearly contained in at least $d n^{k-1}$ edges $e \in H^{\prime}$ with $\mathbf{i}_{\mathcal{P}^{\prime}}(e) \in L$. We choose additional constants $D$ and $\varepsilon$ such that $1 / n \ll 1 / D \ll \varepsilon \ll \mu$ and apply Lemma 4.6 .8 to obtain a perfect matching in $H^{\prime}$. Now the union of this matching with $M^{\prime}$ and $M^{\prime \prime}$ is a perfect matching in $H$.

## Chapter 5

## A note on Maker-Breaker games

In this chapter we construct a 4 -graph $G_{4}$ of maximum degree 3 , on which Maker wins the Maker-Breaker game. Since $G_{4}$ is rather large and intricate, we first give a 3 -graph $\Gamma$ which contains the main essential structure which allows Maker to win. We then derive a further hypergraph $\Gamma^{\prime}$ from $\Gamma$ and finally derive $G_{4}$ from $\Gamma^{\prime}$. Each of these transformations is relatively straightforward; in effect, we successively replace 3 -edges of $\Gamma$ by collections of 4 -edges (which in general involves adding extra vertices to $\Gamma$ ), while preserving the low maximum degree and the property that Maker wins the Maker-Breaker game on each graph.

### 5.1 Construction of $\Gamma$

The 3-graph $\Gamma$ is constructed as follows: Let $W=\left\{w_{i} \mid i \in[5]\right\}, X=\left\{x_{i j} \mid\right.$ $i \in[5], j \in[3]\}$ and $T=\left\{t_{i j} \mid i \in[5], j \in[3]\right\}$. Then

$$
V(\Gamma)=W \cup X \cup T
$$

Let $e_{i}=x_{i 1} x_{(i+2) 2} x_{(i+3) 3}$ for each $i \in[5]$, where $x_{i j}$ denotes $x_{i(j-5)}$ for $j \geqslant 6$. Then the edges of $\Gamma$ are

$$
\left\{w_{i} x_{i j} t_{i j} \mid i \in[5], j \in[3]\right\} \cup\left\{e_{1}, \ldots, e_{5}\right\} .
$$



Figure 5.1: The graph $\Gamma$
(See Figure 5.1; vertices in $T$ are not labelled.) In total $\Gamma$ has 35 vertices and 20 edges. Note that the vertices $w_{i}$ have degree 3 for each $i$, the vertices $t_{i j}$ have degree 1 and the remaining vertices have degree 2 .

Lemma 5.1.1 Maker has a winning strategy for the Maker-Breaker game on $\Gamma$, where Breaker goes first.

Proof. Roughly speaking, Maker's strategy is to gain an advantage by playing on the vertices $\left\{w_{i} \mid i \in[5]\right\}$ (the 'inner' vertices) and then to use this advantage to claim one of the edges $e_{1}, \ldots, e_{5}$. By claiming a vertex $w_{i}$ when $x_{i j}$ and $t_{i j}$ are unclaimed for each $j \in[3]$, Maker effectively gets two 'outer' vertices in a single turn: Breaker can claim one of the $x_{i j}$, but Maker will then claim the other two and force a response at the
corresponding $t_{i j}$ each time. The effect is even greater if Maker has already claimed one of the $x_{i j}$; in this case, Breaker is forced to respond immediately at $t_{i j}$ and Maker gets yet more vertices effectively for free. By contrast, if Breaker claims an inner vertex $w_{i}$ he accomplishes comparatively little. Maker was not planning to win on the edges incident to $w_{i}$ anyway, and he can simply use the above tactic with a different inner vertex.

We now give a rigorous description of Maker's winning strategy for the Maker-Breaker game on $\Gamma$, where Breaker goes first. Whenever Breaker plays at a vertex $t_{i j}$ and Maker has not claimed both $w_{i}$ and $x_{i j}$, Maker plays as if Breaker had played at $w_{i}$ or $x_{i j}$, whichever is free (or arbitrarily if neither is free). In other respects the winning strategy is as follows:

Case 1: Breaker plays at $w_{i}$ for some $i$. Without loss of generality Breaker plays at $w_{1}$. Maker then plays at $w_{2}$. The strategy then branches depending on Breaker's next move:

Case 1.1: Breaker plays at a vertex of $e_{4}$ or at $w_{4}$. Then Maker plays at $x_{21}$ (forcing $t_{21}$ ), then at $x_{22}$ (forcing $t_{22}$ ) and then at $x_{51}$. Breaker is forced to play at $x_{33}$ or Maker wins immediately by playing there and claiming $e_{5}$. Then Maker plays at $w_{5}$ (forcing $t_{51}$ ), $x_{53}$ (forcing $t_{53}$ ), and then at $x_{42}$, claiming the edge $e_{2}$ and winning.

Case 1.2: Breaker plays at a vertex of $e_{2}$. Then Maker plays at $x_{22}$ (forcing $t_{22}$ ), $x_{23}$ (forcing $t_{23}$ ) and then at $x_{41}$. Breaker is forced to play at $x_{12}$ or Maker wins immediately by playing there and claiming $e_{4}$. Then Maker plays at $w_{4}$ (forcing $t_{41}$ ), $x_{43}$ (forcing $t_{43}$ ) and then at $x_{32}$. Breaker is forced to play at $x_{11}$ or Maker wins immediately by playing there and claiming $e_{1}$. Then Maker plays at $w_{3}$ (forcing $t_{32}$ ), $x_{33}$ (forcing $t_{33}$ ), and then at $x_{51}$, claiming the edge $e_{5}$ and winning.

Case 1.3: Breaker plays at any other unclaimed vertex of $\Gamma$. Then Maker plays at $x_{21}$ (forcing Breaker to play at $t_{21}$ ), then at $x_{23}$ (forcing $t_{23}$ ) and then at $x_{41}$. Breaker is forced to play at $x_{12}$ or Maker wins immediately by playing there and claiming $e_{4}$. Then

Maker plays at $w_{4}\left(\right.$ forcing $\left.t_{41}\right), x_{42}$ (forcing $t_{42}$ ), and then at $x_{53}$, claiming the edge $e_{2}$ and winning.

Case 2: Breaker plays at $x_{i 1}$ for some $i$. Without loss of generality Breaker plays at $x_{11}$. Maker then plays at $w_{2}$. The strategy then branches depending on Breaker's next move:

Case 2.1: Breaker plays at a vertex of $e_{4}$ or at $w_{4}$. Then Maker wins as in Case 1.1, which is possible since Breaker's first move at $x_{11}$ does not prevent this.

Case 2.2: Breaker plays at a vertex of $e_{2}$. Then Maker plays at $x_{22}$ (forcing $t_{22}$ ), $x_{23}$ (forcing $t_{23}$ ) and then at $x_{12}$. Breaker is forced to play at $x_{41}$ or Maker wins immediately by playing there and claiming $e_{4}$. Then Maker plays at $w_{1}$ (forcing $t_{12}$ ), $x_{13}$ (forcing $t_{13}$ ) and then at $x_{52}$. Breaker is forced to play at $x_{31}$ or Maker wins immediately by playing there and claiming $e_{3}$. Then Maker plays at $w_{5}$ (forcing $t_{52}$ ), $x_{51}$ (forcing $t_{51}$ ) and then at $x_{33}$, claiming the edge $e_{5}$ and winning.

Case 2.3: Breaker plays at any other unclaimed vertex. Then Maker wins as in Case 1.3.

Case 3: Breaker plays at $x_{i 2}$ or $x_{i 3}$ for some $i$. Without loss of generality Breaker plays at $x_{32}$. Maker then plays at $w_{2}$. The strategy then branches depending on Breaker's next move:

Case 3.1: Breaker plays at a vertex of $e_{4}$ or at $w_{4}$. Then Maker wins as in Case 1.1.

Case 3.2: Breaker plays at a vertex of $e_{2}$. Then Maker wins as in Case 2.2.

Case 3.3: Breaker plays at any other unclaimed vertex. Then Maker wins as in Case 1.3.

### 5.2 Construction of $G_{4}$ from $\Gamma$

We derive the (non-uniform) hypergraph $\Gamma^{\prime}$ from $\Gamma$ as follows: Add new vertices $\left(y_{i j k}\right)_{k \in[6]}$ and $\left(z_{i j k}\right)_{k \in[4]}$ to $\Gamma$ for every $i \in[5]$ and $j \in[3]$. Then for every $i \in[5]$ and $j \in[3]$, writing $w=w_{i}, x=x_{i j}, t=t_{i j}, y_{k}=y_{i j k}$ for $k \in[6]$ and $z_{k}=z_{i j k}$ for $k \in[4]$, we replace the edge $w x t$ by the edges

$$
w t y_{1} y_{2}, x t y_{3} y_{4}, w t y_{5} y_{6}
$$

and

$$
y_{1} y_{3} y_{5} z_{1}, y_{1} y_{3} y_{5} z_{2}, y_{2} y_{4} y_{6} z_{3}, y_{2} y_{4} y_{6} z_{4}
$$

(See Figure 5.2.)
In total $\Gamma^{\prime}$ has 155 vertices and 110 edges. Note that all of the edges of $\Gamma^{\prime}$, apart from the edges $e_{1}, \ldots, e_{5}$, have size 4 , since all of the other original edges of $\Gamma$ have been replaced and every edge we added had size 4 . Further, $\Gamma^{\prime}$ has maximum degree 3. Indeed, at each of the vertices of $W$ we replaced each 3-edge by a single 4 -edge, at the vertices of $X$ we left one 3 -edge as it is and replaced the other by two 4 -edges, and Figure 5.2 illustrates that the vertices $z_{i j k}$ have degree 1 and the remaining vertices degree 3 .

Lemma 5.2.1 Maker has a winning strategy for the Maker-Breaker game on $\Gamma^{\prime}$, where Breaker goes first.

Proof. Initially Maker plays only on the vertices $\left\{w_{i} \mid i \in[5]\right\}$ and $\left\{x_{i j} \mid i \in[5], j \in[3]\right\}$ and plays according to the winning strategy for $\Gamma$ from Lemma 5.1.1. If Breaker plays at $y_{i j k}$ or $z_{i j k}$ for some $i, j, k$ then Maker plays as if Breaker had played at $t_{i j}$. (If Breaker had previously played at $t_{i j}$ then we choose a free $x_{i j}$ arbitrarily and play as if Breaker had played there instead.)

Since Maker is following the winning strategy for $\Gamma$, at some point he will claim an edge of $\Gamma$. If this edge is also an edge of $\Gamma^{\prime}$ then he wins immediately, so we may assume


Figure 5.2: Forming $\Gamma^{\prime}$ from $\Gamma$
that Maker claims $w_{i} x_{i j} t_{i j}$ for some $i \in[5]$ and $j \in[3]$. Since Maker claimed $t_{i j}$, Breaker cannot have played at $y_{i j k}$ or $z_{i j k}$ for any $k$. Since moves by Breaker apart from $y_{i j k}$ or $z_{i j k}$ for some $k$ will not affect what follows, we may assume that Breaker's next move is at one of these vertices. Suppose that Breaker's next move is either $y_{i j 1}, z_{i j 1}$ or $z_{i j 2}$ (other possible moves are covered in a similar way). Now Maker plays at $y_{i j 4}$. Breaker is forced to play at $y_{i j 3}$, or Maker plays there and wins. Maker then plays at $y_{i j 6}$, forcing Breaker to play at $y_{i j 5}$. Finally Maker plays at $y_{i j 2}$, and now takes one of $z_{i j 3}$ and $z_{i j 4}$ and wins.

Now we construct a 4 -graph $G_{4}$ as follows: Form the disjoint union of three copies $\Gamma_{1}^{\prime}, \Gamma_{2}^{\prime}, \Gamma_{3}^{\prime}$ of $\Gamma^{\prime}$, and let $e_{i 1}, \ldots, e_{i 5}$ be the 3 -edges of $\Gamma_{i}^{\prime}$ for each $i \in[3]$. Add extra vertices $v_{1}, v_{2}, v_{3}, v_{4}, s_{1}, s_{2}, s_{3}$. Now replace the edges $e_{i 1}$ and $e_{i 2}$ by $e_{i 1} \cup v_{i}$ and $e_{i 2} \cup v_{i}$, and replace the edges $e_{i 3}, e_{i 4}, e_{i 5}$ by $e_{i 3} \cup s_{i}, e_{i 4} \cup s_{i}, e_{i 5} \cup s_{i}$ for each $i \in$ [3]. Finally add the edge $v_{1} v_{2} v_{3} v_{4}$. (See Figure 5.3.)

Note that $G_{4}$ is indeed a 4-graph, since we replaced each 3-edge $e_{i j}$ by either the 4-edge $e_{i j} \cup v_{i}$ or the 4-edge $e_{i j} \cup s_{i}$. Further, it is easily seen that $G_{4}$ has maximum degree 3. In total $G$ has 472 vertices and 331 edges.

Proposition 5.2.2 Maker has a winning strategy for the Maker-Breaker game on $G_{4}$,


Figure 5.3: Construction of $G_{4}$, using three copies of $\Gamma^{\prime}$
where Maker goes first.
Proof. Firstly, suppose that at some point during the game Maker plays at $v_{i}$ for some $i \in[3]$, such that Breaker has not yet played at $s_{i}$ or at any vertex of $\Gamma_{i}^{\prime}$. Suppose further that Breaker does not immediately respond at any of these vertices. Then Maker plays at $s_{i}$ and can now use the Breaker-first winning strategy on $\Gamma_{i}^{\prime}$ from Lemma 5.2.1. Thus Maker claims an edge of $\Gamma_{i}^{\prime}$. But any 4-edge of $\Gamma_{i}^{\prime}$ is also an edge of $G_{4}$ and if Maker claims a 3-edge $e_{i j}$ then he also claims either the 4-edge $e_{i j} \cup v_{i}$ or the 4-edge $e_{i j} \cup s_{i}$ (whichever is an edge of $G_{4}$ ). Hence Maker wins in either case.

So we may assume that every time Maker plays at $v_{i}$ for some $i \in[3]$, Breaker immediately responds at $s_{i}$ or at some vertex of $\Gamma_{i}^{\prime}$, assuming he has not done so already. But in this case, Maker simply claims each $v_{i}$ in turn, ending with $v_{4}$, and wins.
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