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Abstract

It is well known that the human brain is highly modular, having a structural and func-

tional organization that allows the different regions of the brain to be reused for different

cognitive processes. So far, this has not been fully addressed by artificial systems, and a

better understanding of when and how modules emerge is required, with a broad frame-

work indicating how modules could be reused within neural networks. This thesis provides

a deep investigation of module formation, module communication (interaction) and module

reuse during evolution for a variety of classification and prediction tasks. The evolutionary

algorithm EPNet is used to deliver the evolution of artificial neural networks. In the first

stage of this study, the EPNet algorithm is carefully studied to understand its basis and to

ensure confidence in its behaviour. Thereafter, its input feature selection (required for mod-

ule evolution) is optimized, showing the robustness of the improved algorithm compared

with the fixed input case and previous publications. Then module emergence, communica-

tion and reuse are investigated with the modular EPNet (M-EPNet) algorithm, which uses

the information provided by a modularity measure to implement new mutation operators

that favour the evolution of modules, allowing a new perspective for analyzing modularity,

module formation and module reuse during evolution. The results obtained extend those of

previous work, indicating that pure-modular architectures may emerge at low connectivity

values, where similar tasks may share (reuse) common neural elements creating compact

representations, and that the more different two tasks are, the bigger the modularity ob-

tained during evolution. Other results indicate that some neural structures may be reused

when similar tasks are evolved, leading to module interaction during evolution.
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Chapter 1

Introduction

Artificial Neural Networks (ANNs) and Evolutionary Algorithms (EAs) have been widely

inspired by biological organisms, usually giving them superior performance when both are

applied together to solve a problem than when they are applied in separate stages. Moreover,

Modular Neural Networks (MNNs) can extend the performance of conventional networks,

borrowing ideas from the modularity present in the human brain. In this context, modularity

is known to have benefits for neural systems and their evolution, like faster learning or the

reuse of neural elements in both structural and functional ways. Even though those benefits,

it is clear that the human brain is more than the sum of its parts, but that is not currently

true of ANNs nor of MNNs.

This thesis is aimed, therefore, at exploring in more depth the evolution and reuse of

modular neural networks in different cases and scenarios, in order to gain a better under-

standing of when and how modules interact between themselves. This will certainly be help-

ful to drive further implementation of Evolutionary Artificial Neural Networks (EANNs) in

more intelligent systems.

This chapter begins with a further explanation of how ANNs and EAs have been moti-

vated by nature, followed by different advantages provided by modularity. Thereafter, the

research approach of this study is explained, preceded by the core research questions that
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motivate it. Hence, the contributions and publication derived from this thesis are shown

before it is outlined the structure of the dissertation.

1.1 Nature inspired process

The human brain is known to be one of the most complex systems in nature and the

most remarkable in the human body, performing thousands of operations per second over

different kind of tasks in a parallel approach. It has evolved over millions of years in an

environment restricted by natural resources like space and energy among others, and its

actual organization is clearly a function of those resources, including the kind of tasks it

faces.

Space and energy may have an interesting relationship in the living organism, as bigger

individuals (more space) may require more energy to survive. In the case of the human

brain one might be forgiven to thinking that a long connection between two neurons will

require more energy to transmit the information than if the connection is shorter (i.e. with

a smaller physical distance between them), without considering the attenuation caused by

a larger distance [1, 2].

For several years, neuroscientists have investigated the human brain, and it is now widely

appreciated that it is highly modular [3–5]. Thus, a module could be seen as a set of closely

interconnected neurons sparsely connected with neurons from other modules, that is, it is

expected that nodes of the same module will have several connections between them while

there are just a few connections between nodes of different modules. Clearly this structural

definition of modules fits with the optimization of finite resources in nature (remarked in

the previous paragraph), which makes us think that we are going in the right direction.

Besides the structural approach, there are diverse studies and theories indicating that

the brain reuses neural circuits for different cognitive purposes (functional organization of

the brain) [3, 4, 6, 7], i.e. the same module (structural) may be reused several times on
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different tasks (functional). Thus, modules may by made up of cortical regions in the brain

which are not only anatomically neighboring but also by functionally related [3].

More important is the fact remarked by Anderson [4], where there is no current doubt

whether there is significant, widespread, and functionally relevant module reuse in the

human brain, but how that reuse is carried out is a current open question. Even though

there is no discussion on whether neural reuse is beneficial in the brain [4] as a feature of

brain organization, for computer scientists, more specifically those working in the Artificial

Intelligence (AI) field, the same has not been demonstrated for artificial systems.

Several studies have been carried out to apply the features already known from the

human brain to artificial systems to make them more autonomous, among other advantages.

Much of this work, to simulate a small structural and functional part of the human brain

was influenced by the pioneering development over ANNs by the neuro-physiologist Warren

McCulloch and the mathematician Walter Pitts in 1943. Later, development of similar ideas

from Werbos, Parker and Rumelhart led to the re-discovery of the Back Propagation (BP)

algorithm by Rumelhart et al. in 1986 [8] allowing us to train the networks to acquire some

kind of “knowledge”. Currently, ANNs are widely understood and powerful tools in control,

classification and prediction tasks.

Nevertheless, looking for the optimal network architecture that solves a problem is a

challenging task that may depend on the designer’s knowledge (expertise) or an optimization

technique like EAs [9, 10]. Here EA uses a population-base metaheuristic to look for optimal

solutions based on mechanisms inspired by biological evolution, i.e. they are based on

Darwin’s theory of evolution, trying to copy the processes carried out in nature, evolving

living organisms and applying them to problems that currently are impossible to solve in

polynomial time (NP-complete problems). Therefore, the use of an EA, like the popular

Genetic Algorithm (GA), could be beneficial in the search for (optimization of) a suitable

set of parameters of neural networks (number of nodes, connections, etc.) that allows an

accurate solution. Interestingly, any network parameter can be subjected to the evolutionary
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process, but the search space grows as more parameters are involved, making it more

difficult to find an acceptable solution. Note that both approaches (ANNs and EAs) have

been inspired by nature and they could deliver more robust systems than if ANNs or EAs

are applied separately to the problem [10].

Even though ANNs can be adapted automatically with EAs to solve diverse problems,

there remain a huge amount of work to simulate a small region of the human brain. More-

over, ANNs are just focused on solving a simple task. Thus, MNNs can be considered the

next step from artificial networks where the aim is to solve more than one task at the

same time, focusing on module emergence [11, 12] or on automatic problem decomposition

[13, 14]. Regarding module reuse, [15] has introduced a modular algorithm that reuses neu-

ral substructures automatically over a board game domain. Nevertheless, until now it has

not been clear how we may develop modules that may be reused in subsequent tasks, and

most of the work carried out in modular architectures has been in the investigation of two

compound tasks [12, 13, 16, 17]. Clearly, the brain is used to performing several tasks at

the same time; thus, probably we are missing some insights from that process when limiting

the study to only two tasks.

1.2 Advantages of neural modularity

As remarked above, neural reuse is a fact of the human brain, but until now there has not

been an artificial approach that takes advantage of all the benefits of modularity as pre-

sented in the brain. More recent work done by Bullinaria [12, 18] has indicated that modules

may emerge (during evolution), if certain conditions are present: if there is interference in

the learning process caused by the differences between two tasks evolved simultaneously;

and if the number of connections is constrained during the evolution, similar to the limited

connectivity found in the brain, which is known to be less than half of the maximum possi-

bly allowed [2]. Elsewhere, modular networks have been employed with the aim of automatic
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problem decomposition [13, 14], although the main potential of modularity may not be seen

by problem decomposition, because it can be assumed that it is a basic requirement to have

modular systems. Other potential advantages are:

a) Learning complex classification problems in a reduced amount of time as presented

in [12].

b) Reusing neural substructures by problem decomposition as shown in [15, 19] for the

board game domain.

c) Good Generalization [20] in complex multicomponent language processing tasks or

handwritten digits data set [21].

d) Coping with changing environment [19, 22–25].

e) More generally, robustness and evolvability [26].

Overall, those insights can contribute to a better understanding of the human brain [11,

12, 15, 19, 21]; meanwhile they help to improve our computational techniques.

Even where there is information indicating that modularity is beneficial, there is also

evidence that sometimes non-modular architectures are better for solving problems [12].

For that reason more evidence is needed as well as computational techniques assisting with

module formation and module reuse. For example, it is necessary to obtain information

that allows more autonomous systems, in the sense that they evolve modules as required

without wasting resources (reusing); or else to discover the complex relationship between

structural and functional reuse to develop modules that could be used as building blocks for

bigger representations. Note that building blocks have been clearly developed for Genetic

Programming (GP) [27–31] and during software engineering, where a piece of code is reused

several times for different tasks. For example, a function designed to read a file (software

engineering) can be used in a bigger algorithm to read a TS and forecast it, to read a

configuration file and set up parameters or to load information for a data-base. If we talk
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about object oriented programming, multiple copies of the method is made at run-time to

be reused in different cases. Interestingly, we do not yet know if that may be possible with

ANNs (developing modules as building blocks) but the more information we can obtain the

better models we would develop.

We may also consider whether or not to reformulate our definition of modules for artifi-

cial systems, as commonly it refers to independent partition of nodes, which means to have

pure-modular architectures [12, 17]. Thus, we might well obtain a better understanding of

this problem if a relaxation of this definition were adopted (e.g. module communication

[32]), as it is well known that modules exist in the brain but certainly they may commu-

nicate between them. For example, consider [3] indicating that modules may exist inside

modules. If they exist at different levels, we may wish to keep in mind the idea that they

are interconnected at similar levels or in bigger containers (also modules).

The major difficulty in this case, is that currently we do not know how modules are

developed in the brain and for which function they emerge, nor how they are interconnected

(wired) to interact between them. Thus, the knowledge that we already now about the

large module reuse that take place into the brain, clearly is justified by the fact that

it is constrained by resources and by the tasks it processes, making the module reuse a

fundamental process of the brain.

1.3 Research questions

Considering the previous studies and the advantages that modularity could bring, there

remain many and various questions to answer. The following are the core questions of this

study.

Taking into account that previous studies have evolved only two tasks at the same

time, focusing mainly on the emergence of pure modular architecture, there is the question

whether evolving several related tasks could lead to the evolution of modular architectures,

6



avoiding interferences caused by small differences between them and reusing several neural

components, which clearly will allow smaller representations (but considering that the per-

formance is no worse than if they were solved individually). From there it is also interesting

to consider in which cases modular and non-modular architectures emerge and why. It is

expected that the more different two tasks are, the bigger the modularity obtained during

evolution, but how different do they have to be to always produce independent partition of

nodes?

Considering that previous results have pointed out that sometimes non-modular net-

works produce better results than modular ones, the question is why that could happen.

Because of the computational power provided by having more connections? Is it because

the interference during learning could be absorbed by the huge number of connections? Or

is it simply because they were quite similar, so that a homogeneous architecture could solve

them.

To explore module emergence and module reuse, clearly we need an EA that helps

in the evolutionary part. However, would it be possible to find a more intelligent way

to perform the evolution, than by relying on the stochastic operators usually adopted?

Clearly the brain is constrained by different factors and therefore biased in some way to

form modules, which makes us think that stochastic processes do not play a key role in the

module formation. Another requirement for this study is the use of an algorithm that avoids

the permutation problem presented during evolution (explained in Section 1.4). Thus, it

could be possible to have an algorithm that evolved suitable modular architectures with

just mutation operators? If not, might it be possible to adapt this kind of algorithm for

the module evolution?

Assuming we could have a suitable algorithm to evolve modular architectures, if one

experiment evolves n tasks independently and the second experiment uses them in com-

bination to evolve MNNs, could the single networks evolved for each task have a similar

structure (number of nodes and connections) and performance to those evolved with the
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modular algorithm? Whether or not this assumption is valid, could it be true for all tasks

tested during this study, or might a subset of them have a better performance than others

if they are evolved separately? Clearly those questions may help to answer in which cases

modularity is beneficial for the tasks used here.

Further questions can be raised by the fact that there are different ways to carry out

forecasting, e.g. Single-step Prediction (SSP) and Multi-step Prediction (MSP). It has been

found that MSP is more difficult to perform than SSP (Section 3.2). Moreover, classification

tasks are performed in the same way as SSP, and previous publications have evolved MNNs

for classification tasks; thus, is it possible to evolve modules for tasks that use the SSP

method as was done for classification tasks, even if they are a different kind of problems?

Clearly it will be a bigger challenge to do the same for MSP tasks, but might reliable

predictions be possible if modular networks are evolved for tasks using the MSP method?

Note that as far as this research has been carried out, no work has been found that uses

MNNs to predict Time Series (TS) as done in this study.

The last and perhaps the most important question is regarding the module reuse, could

it be possible to reuse a module previously evolved to solve the same task or another similar?

So far no study has demonstrated nor explained if that is possible with ANNs. Moreover,

previous attempts to reuse modules have been missing a deeper explanation of which kind

of modules are reused and for which tasks.

1.4 Research approach

The first step to start this study is at evolving ANNs and obtain a baseline results that later

could be compared against the modular approach. One intention here is to use an algorithm

that avoids the permutation problem [33], mainly caused by crossover operators (explained

in Section 2.1.1) and affecting the evolution of ANNs. Moreover, the connectivity patterns in

MNNs are more specific that in ANNs, i.e. in normal networks any connection can appear
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between two nodes, but in modular architectures clearly it will be desired to have less

number of connections between two modules. Therefore, if the permutation problem may

affect ANNs where any connectivity pattern is allowed, it can be expected that this issue

affects too modular architectures. Note that this aspect is out of the scope of this study

but clearly was considered to chose an algorithm. Nevertheless, recombination operators

could be a good tool in combination with mutation operators to evolve any other numerical

parameter (e.g. learning rate) in neural networks [12, 34]. Hence, the crossover could help

in some cases but could introduce noise during evolution in others.

Taking into account this, it has found that the Evolutionary Programming of Artificial

Neural Networks (EPNet) algorithm, introduced by Yao and Liu [35], does not use crossover

operators because of the permutation problem. Therefore, addressing the evolution and

reuse of MNNs with this kind of algorithm, will allow us to investigate whether it can make

use of the advantages provided by modularity and to explore whether it is possible and

functionally adapt it.

At an early stage (Chapter 4), the EPNet algorithm is studied and optimized over differ-

ent parameters to enable us to have confidence in its behaviour. Thereafter, it was noticed

that it had not been used to tackle feature input selection during evolution, an essential

characteristic needed for module evolution. Hence, this aspect of the EPNet algorithm has

been improved to make it a more suitable algorithm with more general applicability, where

the features were evolved using the existing mutation operators in the algorithm to avoid

unnecessary and more complex implementation in terms of mutation operators. This was

performed taking into account that a new mutation operators would be introduced for the

module evolution, as explained in the following paragraphs.

Neural networks exist with varying degrees of modularity, ranging from pure modular

networks, characterized by disjointed partitions of hidden nodes with no communication

between modules, to pure homogeneous networks with significant connections throughout.

In between are apparently homogeneous networks that can be seen to have some degree
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of modularity if the hidden nodes are analyzed appropriately, i.e. modules are formed

(having some interaction in between), and to a certain extent, module reuse of some neural

structures. To address modular representation within the improved EPNet algorithm, a

modularity measure is presented and extended in Chapter 5 that can be applied to any

neuron at any level in the network to provide a fine-tuned analysis of node partitioning.

It also allows the rearrangement of nodes to create modules in homogeneous networks.

Moreover, the information provided by the modularity measure has been used to identify

which element contributes to each module and this information has been translated into

new mutation operators that favour the evolution of modular architectures.

In this sense, the modularity measure allows us to quantify (during evolution) the con-

tribution of each node to each module taking into account the connectivity patterns. This

information can automatically be translated to the identification of shared nodes and shared

connections, which are neural components that contribute to more than one module; or,

from another point of view, elements that help in communication between modules. Hence,

the information was used to create mutation operators that delete such neural components.

The new mutation operators with the modularity measure provide a different way to ana-

lyze module formation and module communication during evolution, and they deliver the

Modular EPNet (M-EPNet) used to investigate the core idea of this study.

The key aspect to the evolution of modules in this study is based on the connectivity level

and the interference produced by two tasks during learning (weight update) as discussed

by [12, 16, 18, 36] in artificial systems or as previously concerning over the human brain

[4, 6, 7]. Therefore, the principal idea of module evolution is mainly performed when two or

more tasks are solved (evolved) simultaneously (Chapter 5). On the other hand, as there is

no fundamental constraint that requires solving two or more task at the same time, module

emergence during evolution was also investigated in single tasks in Section 5.4 applying an

extension of the modularity measure (Section 5.1.4).

In the last stage (Chapter 6), the M-EPNet algorithm was used with different and
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related tasks at the same time (for module formation) and at different stages (for module

reuse) to investigate whether modules communicate in a bigger representation. This allows

measurement of the level of neural reuse in incremental neural systems at different levels

and stages, i.e. the system learns different tasks at different stages (times), incrementing

the overall architecture as new tasks arrive to be solved. Not surprisingly, this is another

feature borrowed from nature and included in this study, where the human brain is though to

develop new connectivity patterns (including modules) as it is influenced by new experiences

(tasks).

To test all this ideas and algorithms, several prediction and classification tasks have

been used to evolve ANNs and modular architectures. Moreover and as explained above,

there are two general ways to forecast a TS: the MSP and SSP methods. Hence, both

methods have been used on prediction tasks during this study.

1.5 Thesis contributions

The main objective of this thesis is to empirically investigate neural network module for-

mation through evolution and the advantages that modularity brings in terms of module

reuse. Hence, the following contributions are presented in the order they appear in this

study, i.e. first concerning the EPNet, later the M-EPNet, and finally the module reuse.

The EPNet algorithm is studied and extended to tackle feature selection during

evolution using the existing mutation operators. From there, two variations of the algorithm

are developed, Feature Selection EPNet (FS-EPNet) and Feature Selection with asymmetric

delays EPNet (FSAD-EPNet), to solve prediction and classification, showing robustness (i.e.,

better performance) of these algorithms when compared with previous studies. Also, a new

method is introduced to create an extra data set for evaluating the validation set in the

same terms as the generalization performance is measured for tasks requiring the MSP

method.
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M-EPNet algorithm: an appropriate modularity measure is developed that enables

the discovery of node dependency on a given output partition (or module) in a manner that

allows improvements over previous studies. Here, it is used to discover cross-connections

between nodes from different modules, or from another angle, neural components that

contribute to more than one module or output partition. This allows the rearrangement

of nodes into modules for a clearer graphical representation of the final modules evolved,

which enables a different way to analyze the evolved networks. The fact that the modularity

measure was previously developed for networks with more than one output unit, leads to

another contribution, where the modularity measure is extended to networks with a single

output unit. Finally, the M-EPNet algorithm is obtained when the information from the

modularity measure is translated into three new mutation operators to evolve modular

neural networks, where the new operators produce low connectivity levels between modules

during evolution, while they encourage the increase of intra-modular connectivity.

This approach differs from previous studies in the sense that it does not constrain the

number of nodes or connections directly, i.e. they are constrained by the sequence of applied

the mutation operators, thus no extra metrics are required for that purpose. Nevertheless,

some constraints are imposed to study similarities with the human brain. Also, the module

communication during evolution is allowed, which means that networks are not constrained

to pure-modular architectures. That allows a more natural way to evolve the modules with

the M-EPNet algorithm.

Module reuse: because the M-EPNet algorithm was found to evolve more indepen-

dent partitions of nodes than the EPNet algorithm, it was used in the final stage of this

study to demonstrate that modules previously evolved can be reused efficiently when a

new task needs to be performed. Also, a simple metric is presented that proves to be a

useful measure of the level of module reuse in terms of nodes reused from other tasks. This

is an important result as previous studies assume the neural resources are reused, but no

evidence is provided, nor explanation of what kind of modules emerged and how they were
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reused for particular sub-tasks. This study also contributes to the knowledge about how and

when modules emerge in different compound tasks and when modules are reused in simple

experimental set-ups. Thus, the M-EPNet algorithm provides a powerful basis for future

studies of modularity, both for real world applications, and for understanding biological

systems.

1.6 Publications resulting from the thesis

There have been several refereed publications resulting from this study in addition to the

contributions previously stated:

Chapter 4:

V. Landassuri-Moreno and J. A. Bullinaria. Feature selection in evolved artificial neural

networks using the evolutionary algorithm EPNet. In Proceedings of the 2009 UK Workshop

on Computational Intelligence (UKCI), 2009.

V. Landassuri-Moreno and J. A. Bullinaria. Neural network ensembles for time series

forecasting. In Franz Rothlauf (editor), Genetic and Evolutionary Computation Conference

2009 (GECCO), pages 1235–1242. ACM, 2009.

Chapter 5

V. Landassuri-Moreno and J. A. Bullinaria. A new approach for incremental modular

neural networks in time series forecasting. In Proceedings of the 2008 UK Workshop on

Computational Intelligence (UKCI), 2008.

V. Landassuri-Moreno and J. A. Bullinaria. Biasing the evolution of modular neural

networks. In Alice E. Smith (editor), 2011 IEEE Congress on Evolutionary Computation

(CEC), pages 1952–1959. IEEE Computational Intelligence Society. IEEE Press, 2011.
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1.7 Overview of the dissertation

This thesis is divided into three main parts: background (Chapters 2 and 3), a description

of algorithms and their evaluation (Chapters 4, 5 and 6) and finally, conclusions and further

improvements in Chapter 7.

Chapter 2 reviews prior work concerning the modularity in biological systems and

different modularity measures used in neural networks. Also, it introduces different previ-

ous studies involving ANNs, MNNs and EAs. A comprehensive description of the EPNet

algorithm is given with similarities to others algorithm like the NEAT and modular NEAT.

Chapter 3 starts describing the prediction and classification problems, with the dif-

ferent tasks used throughout this study to test the evolution of single and combined tasks

to evolve ANNs and MNNs respectively. Also shown are different prediction methods (SSP

and MSP), the similarities between SSP and classification tasks, and different performance

measures used in prediction and classification tasks.

Chapter 4 presents a detailed study of the key parameters of the EPNet algorithm

and the improvement it offers over input feature selection during evolution, something that

was essential for its later improvement for MNNs. The training, validation and testing sets

are presented with an explanation of the extra test set used to measure the fitness during

evolution for tasks that require the MSP method. At the end of the chapter can be found

a comparison with previous work in the literature to show the robustness of the algorithm

at finding correct network parameters.

Chapter 5 explains the modularity measure used in this study to test how close a

network is to being pure-modular or pure-homogeneous. The modularity measure allows

the measurement of a dependency value that was used in this work to extend the EPNet

algorithm into its modular version, the M-EPNet algorithm, with the introduction of new

mutation operators aimed to delete shared neural components that contribute to more

than one module (output partition) and to increase the intra-module connectivity. As the

modularity measure was originally designed for networks with more than one output unit,
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its extension is also presented in Chapter 5 to be applied with networks with a single output

unit. That allows us to apply it to any node at any level in the network (fine-tune measure),

and to study the modularity of networks during evolution for single tasks, like the Lorenz

TS prediction.

Different combined tasks results are presented for cases in which the tasks solved are

similar and when they are more different to study where module emerge. The combined

tasks are also evolved with two or three tasks at the same time to investigate if the more

tasks solved simultaneously the more interference generated during learning. As previous

studies have pointed out, in the human brain the connectivity is known to be limited [2],

causing MNNs make the most of the available connections [12], thus, here was investigated

the effect of evolving MNNs with and without connectivity constrained during evolution.

The results of the M-EPNet algorithm are compared with the same simulation carried out

with the standard EPNet algorithm to illustrate the benefits of using an algorithm designed

to preferentially evolve modules.

Chapter 6 explains how the different tasks already learned were reused to solve new

tasks, i.e. simulating that a new task arrives to the system and reusing previous neural

structures evolved. It is also introduced a measure that could be implemented (using the

modularity measure) to quantify the number of nodes reused to solve the current task.

Chapter 7 contains the final conclusions and suggest further improvements of the

EPNet and M-EPNet algorithms for evolving neural networks: modular and non-modular.

Appendixes A provides extra information about tables and figures from Chapter 4.
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Chapter 2

Background

As noted in Chapter 1, this study is aimed to study more deeply the module formation with

neural networks. More important is to have a method that allows us to discover modules

for their further reuse in more complex implementation. Hence, the EPNet algorithm was

used as the base algorithm to deliver the evolution of networks in this thesis, because it

avoids the permutation problem and because it allows a natural extension with potential

to evolve MNNs.

Considering this and the current research questions that motivated this study, this

chapter will provide the background material and literature review related to ANNs, MNNs,

modularity in biological and artificial systems, and the evolution of them through EAs.

Moreover, it will explain the basis of the EPNet algorithm for its further improvement

in later chapters, and related algorithms like the modular Neuroevolution of Augmenting

Topologies (NEAT) algorithm that has been used to evolve and reuse modules previously.

Despite the attempts of module formation and module reuse with the modular NEAT, it

has not found any previous study that clearly demonstrate that module reuse is possible

and beneficial with neural networks.
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2.1 Evolutionary Algorithms

Evolutionary Algorithms (EAs) were inspired by biological evolution, as remarked previ-

ously, and considered metaheuristics because they are iterative methods which attempt to

optimize a problem through the improvement of candidate solutions. While they do not

guarantee that an optimal solution is ever found, they are the only methods that can tackle

NP problems by creating a search space for potential solutions, where each solution can

be tested in polynomial time. Thus, they belong to a class of population-based stochastic

search algorithms, being particularly useful for problems with many local optima.

EAs include: Evolutionary Programming (EP) [37–39], Evolutionary Strategies (ES)

[40, 41] and GAs [42]. As an example, Fig. 2.1 shows a general evolutionary algorithm; its

main steps can be summarize as follows: a population of individuals is randomly initialized

as the first step, later, it is measured the fitness of each individual to determine their degree

of adaptation, thereafter, a certain number of individuals are selected to be recombined

(crossover) and mutated. Fitness evaluation, selection, crossover and mutation create the

main loop of the algorithm, where it is repeated until some stopping criteria is achieved,

e.g. after a fixed number of generations of evolution, where each generation is an iteration

of the algorithm. Finally, after the evolutionary process has finished, the best individual is

obtained being the best solution found after all the evolutionary process.

Other related concepts concerning EAs will be briefly introduced in the remain of this

chapter, though without a detailed explanation of all the different kinds of EAs and their

operators. They will be explained in the context of the evolution of neural networks, since

that will be their role in this thesis. For example, the crossover operator will not be explained

in this study as this operator is not used here to evolve networks, however, the following

section will explain the permutation problem, an issue that could appear with crossover

operator at evolving ANNs.
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Figure 2.1: General evolutionary algorithm

2.1.1 Direct or indirect encoding scheme in ANNs

If we are going to use an EA, we need a way to encode the given problem (phenotype)

into the EA (genotype), and to do this we have two general methods: direct and indirect

encoding. The direct encoding is quite straightforward to implement as each connection of

the network can be represented in a binary matrix C. In this way, each connection (ci,j) has

a direct one-to-one mapping to the network architecture, thus, the operators (crossover and

mutation) can be applied directly over the phenotype, i.e. there is not need to construct a

genotype because it is the same as the phenotype. On the other hand, indirect encoding used

more elaborated representations where different characteristics of the network’s architecture

can be encoded into the genotype. Two examples of algorithms using direct and indirect

encoding are the EPNet [35] and NEAT [43] algorithms receptively.

As stated in [10], direct encoding is useful to find small networks’ architectures but

there may arise difficulties with the permutation problem [33], mainly caused by crossover

operators and also known as the “competing convention problem” [44]. In this case, this
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issue can produce functionally similar networks when any permutation of nodes takes place,

moreover, it could produce invalid representations destroying the behavior learned by the

parents, making crossover operators not the best option for offspring creation [10, 45]. On

the other hand, indirect encoding lets us have a small representation of the genotype, but

it is not so good for giving us small networks architectures nor good generalization [10].

Nevertheless, the NEAT algorithm (Section 2.2.2) can produce smaller networks architec-

tures by complexification, i.e. starting from minimal architectures and adding components

as required. Considering both schemes, this study will employ a direct encoding without a

crossover operator to avoid the permutation problem.

2.1.2 Lamarckian and Baldwinian methods

If one considers the evolution of weights, or from another angle the learning acquired by

the network, one could use two main approaches to inheritance: the Lamarckian and the

Baldwinian methods. In the first one, the parent can pass on characteristics acquired during

its lifetime to its offspring, meanwhile in the Baldwinian evolution this inheritance is not

possible, however, it is assumed that offspring will have an increased capacity of learning

new skills. Therefore, in the Lamarckian inheritance the network is trained (it could be

partially trained too) and the new weights are introduced in the chromosome, allowing

them to pass to the next generations as done in [35, 46, 47]. In the Baldwinian method [48],

the network is trained to obtain the required fitness, but the new weights are not put back

into the chromosome as was done in the Lamarckian inheritance. That means that in the

Baldwinian method, we need to fully train the networks every generation, nevertheless, it

is more closely related to natural evolution.

A potential benefit of Lamarckian inheritance could be seen as faster evolution of net-

works when they are partially trained through evolution. Even this method may be trapped

in local optima (given the low convergence rate), the usage of other techniques like BP,

Simulated Annealing (SA) and appropriate genetic operators may avoid this issue (as done
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in the EPNet algorithm, see Section 2.2.1). Contrary, Baldwin effect consume more com-

putational resources every generation, allowing a faster convergence of the networks.

Thus, Larmarckian inheritance allows information learned during a lifetime to be en-

coded in the DNA (chromosome) and passed on to offspring. That is now known to not

be possible in biological systems [49], though some inheritance is possible via the Baldwin

Effect [48, 50], but still the amount of information that can be encoded in the DNA in that

way is limited. Artificial systems do not have such biological constraints, and can benefit

from Lamarckian evolution, so that will be employed in the study of this thesis.

2.2 Evolution of Artificial Neural Networks

Artificial Neural networks are mathematical models inspired by the structural and func-

tional organization of biological neural networks. They are characterized by having input,

hidden and output units with interconnection between them, where each connection has an

associated weight which is updated during the training phase to allow the network to learn

a given task.

The Multi-layer Perceptron (MLP) representation has been the standard to organize

nodes in a layered approach, where only connection between adjacent layers are allowed.

Hoverer, exist another representation (see Section 2.2.1) that allows a different organiza-

tion of nodes. Independently of the representation, the networks can be constructed in a

feedforward approach, where no loops are allowed in the nodes, therefore, the information

follows just one path, or in a feedback approach where loops are allowed.

The training of a network could be a supervised training where labeled samples (pat-

terns) are presented to it, i.e. inputs and outputs are indicated, whereas in the unsupervised

learning the output patterns are not required. We can also have an stochastic learning if

the patterns of the training set are randomly reorganized every epoch, producing to have

more probabilities of escaping from local minima with a gradient descent algorithm like
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the BP algorithm, which is an advantage over others methods like Conjugate Gradient

or quasi-Newton Algorithms [51, p. 255]. Also, during training there are different ways to

set-up the number of training epochs, i.e. the number of times the entire training set is

presented to the network (during training phase). One option to set-up automatically the

correct number of epochs and avoid over-fitting (when the network is not able to generalize

the information learned) is applying a method called Early Stopping [52].

Since their origin, they have been used to solve control [39, 43, 53–55], classification [12,

35, 47, 56] and prediction [57–60] tasks, showing a performance and adaptability superior

to those of conventional mathematical models, as it is actually known that one hidden layer

with sufficient nodes can approximate any classification decision boundary [51, p. 130].

Even though neural networks have proved to be a robust method for solving different

kinds of problem, they involve several different parameters that need to be chosen appro-

priately to obtain a functional network. Some of these parameters are the number of input,

hidden and output nodes, the connectivity patterns between them, the weights associated

with each connection, learning rate and so forth.

Early studies used to select many of those parameters by trial and error [51, p. 269],

e.g. in [61] it is indicated that one should usually allow a slower learning rate in the final

layers and a large learning rate in the first ones, as the gradient tends to be steeper in the

final layers. Another difficulty is that some of these parameters may change over time, and

thus more elaborate methods are needed to adjust them.

Evolutionary Artificial Neural Networks (EANNs), sometimes called neuroevolution,

have been remarkably useful [10, 12, 47, 62, 63]. For example, the learning rate may be

evolved to optimal values during evolution [12, 34, 35, 64], where [64] adopts a learning

rate per node while [9, 12] uses different learning rates for different sections of the network.

Another example can be evolving the weights, where they can be encoded into the chro-

mosome to find initial weights (a promising area); thereafter the BP algorithm can be used

to gave a fine-tuned value of the weights as is shown in [47, 63], providing faster training.
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Furthermore, EAs can improve the robustness of networks because they are less likely to

be trapped on local minima than traditional gradient-based search algorithms [10].

2.2.1 EPNet algorithm

The EPNet algorithm, introduced by Yao and Liu [35, 65], is a steady-state algorithm that

uses Lamarckian inheritance to evolve populations of neural networks for particular tasks.

The EPNet algorithm is based on Fogel’s Evolutionary Programming (EP) approach [37–

39] using a population-based stochastic search approach, where only mutation operators

carry out the evolution of ANNs, i.e. crossover operators are not used during evolution

because the permutation problem might arise (Section 2.1.1).

EP is a general mutation-based evolutionary method that can be used to search the

space of neural networks. For example, as a general optimization algorithm for weight

update, in EP the individuals are represented by two n-dimensional vectors, where n is

the number of weights in the network. One vector contains the weights and the other the

standard deviation of the first one. Thus, a parent network could be assembled using the

weight vector and the offspring could be generated by applying Gaussian noise to each

element of the weight vector with standard deviation derived from the second vector. Note

that this explains only how to evolve the weights, and it is different to evolve complete

network architectures.

Continue with the EPNet algorithm, it uses Generalized Multi-layer Perceptron (GMLP)

[66, pp. 272-273] to represent the network, where any connection between nodes is allowed

in a feedforward approach. This is different from the MLP representation, where the nodes

are organized by layers and only connections between consecutive layers are allowed. Con-

sequently, GMLPs may allow more general, and potentially more powerful, architectures

than MLPs. The EPNet algorithm has been tested on prediction [65, 67] and classification

tasks [35, 68, 69] to evolve single neural networks [35, 65] and neural network ensembles

[67, 70]. The EPNet algorithm emphasizes the evolution of ANNs behaviours by EP, like
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node-splitting, which maintains the behavioural (i.e. functional) link between the parent

and its offspring. For example, algorithms that insert a hidden node into a layer which is

already fully connected, using random weight initialization for such a node, tend to de-

stroy the behaviour already learned by the parent [35]. To avoid this, the EPNet algorithm

splits a selected node, dividing the original weights into the new nodes. In this way partial

training is enough to alleviate any disruption caused by the introduction of a new node.

The flow chart which represents the main procedure of the EPNet algorithm with its

mutations is presented in Fig. 2.2. The general algorithm (Fig. 2.2a) may be related to any

evolutionary algorithm of ANNs. First, a population of individuals (networks) is initialized

and then partially trained with the Modified Back Propagation (MBP) algorithm. Second,

the evolutionary cycle is performed selecting an individual with the rank base selection pro-

cedure and mutating it. This cycle is repeated until some stopping criterion is reached, e.g.

a fixed number of generations or reaching a certain level of error, among other conditions.

Finally, further training is applied to all individuals before the generalization performance

is tested. To simplify the flow charts presented, we use hidden node deletion instead of

hidden node deletion mutation. The same convention applies for the other mutations: ad-

dition/deletion of nodes, connections and hybrid training.

The EPNet algorithm does not have a crossover operator, nor a genotype to represent

the individuals. Instead it carries out the evolutionary process by performing only five

different mutation operations (Fig. 2.2b) directly on the phenotype: (1) hybrid training;

(2) node deletion; (3) connection deletion; (4) connection addition; and (5) node addition.

The algorithm may perform only one such mutation or all of them on the selected individual

in each generation before the new generation starts, i.e. there is a minimal generation gap

as the new generation starts after one mutated individual replaces another individual in the

population. As the EPNet algorithm was developed to have fixed inputs during evolution,

the previous mutations in the architecture take place only over the hidden nodes and over

all connections in the network.
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(a) (b)

Figure 2.2: EPNet algorithm. General procedure (Fig. 2.2a) and EPNet mutations (Fig.
2.2b)

As can be seen in Fig. 2.2b, the mutations are applied in a sequential way giving greater

preference to the first mutations; e.g. when performing a node deletion mutation on a parent

to create a child, if the child is better than the last individual in the population, the rest of

the deletion and addition mutations will not be performed on the parent network. The last

step in the algorithm performs the additions, where the selected parent creates an individual

(child) from each mutation. After partial training is applied to the new offspring, all of them

compete in a tournament to survive and replace the worst individual in the population. As

the additions are performed after the deletion mutation, they have the smallest possible

probability of being applied in the population, which regulates the growth (nodes and

connections) of each individual.

It is a characteristic of the EPNet algorithm always to give preference to smaller and

compact architectures. For example, in [43] it is pointed out that the size of the network

may be incorporated into the fitness, to create a penalized fitness function aimed at looking

for compact representations. However, it could be difficult to know how large the penalty

should be, and considering that different tasks may require significantly different network
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sizes, the penalized fitness function to select smaller network may harm the evolution. In

this area, the EPNet algorithm ensures that all unnecessary neural components are deleted

first before they begin to be added. This is similar to the NEAT algorithm commented

upon in Section 2.2.2 with the difference that the NEAT algorithm starts the evolution

with minimal configurations.

As it could be seen, the EPNet algorithm was used during this work given all the

previous advantages it provides to evolve networks.

2.2.1.1 Steps in the Algorithm

The main algorithm of EPNet can be summarized as follows:

1. Generate an initial population of m networks at random.

2. Partially train each network in the population using a MBP algorithm, and mark it

as a successful if the error is decreased by a significant amount (Section 4.3).

3. Rank the networks in the population according to their fitness, i.e. performance on

the given task.

4. If the best network found is acceptable, or the maximum number of generations has

been reached, stop the evolutionary process and go to Step 11.

5. Use rank-based selection to choose one parent network, and if it is marked as successful

go to Step 6, otherwise go to Step 7.

6. Partially train the network with MBP to obtain an offspring and mark it in the

same way as in Step 2. Replace the parent network with the offspring in the current

population and go to Step 3.

7. Train the parent network with SA algorithm to obtain an offspring. If the error is

reduced by a significant amount, mark the offspring as successful, replace the parent

and go to Step 3. Otherwise, discard this offspring and go to Step 8.
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8. Delete a random number of hidden nodes from the parent and train the offspring

with MBP. If the offspring is better than the worst network in the current population,

replace the worst by the offspring and go to Step 3. Otherwise, discard this offspring

and go to Step 9.

9. Calculate the approximate importance of each connection in the parent network using

the non-convergent method [71]. Then delete a random number of the least important

connections and train the network with MBP. If the offspring is better than the worst

network in the current population, replace the worst by the offspring and go to Step

3. Otherwise, discard this offspring and go to Step 10.

10. Obtain offspring 1 and offspring 2 from the parent network by adding a random num-

ber of connections and a random number of nodes respectively. Train both networks

with MBP and compare them. Replace the worst network in the current population

by the winner and go to Step 3.

11. After the evolutionary process, train the best network further with MBP until it

converges.

Note that in the last step the SA algorithm is not used. Basically, the SA algorithm has

been used for two reasons concerning the MBP: a) to avoid local minima and b) to further

reduce the error in cases where the MBP cannot improve the learning.

2.2.1.2 Hybrid training

The training in the EPNet algorithm is only partial, i.e. the networks are not trained

until they converge. This is motivated by computational efficiency, which lets the evolution

advance faster, with the individuals improving their fitness through generations; also, it

is used to bridge the behavioural gap between a parent and its offspring [10]. This is

mainly supported by the fact that Lamarckian evolution is adopted, so parents can pass

the knowledge learned to their offspring. Note that if Baldwinian evolution were used, full
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training might be needed every time a network was mutated. The hybrid training is the

only operation in the algorithm that modifies the networks’ weights and it is composed of

training with the MBP algorithm and SA separately. It is called Modified Back Propagation

because the learning rate is evolved during training under the assumption that each network

must have a different learning rate, and in order to accelerate convergence and avoid local

minima, known problems of the Back Propagation algorithm. Also the SA algorithm helps

to avoid local optima at the time when it looks for better solutions. During training, the

error percentage (equation 3.5, in Section 3.4.1) is monitored every k epochs; and if the

error is reduced then the learning rate is increased by a pre-defined amount. Otherwise, the

learning rate is reduced by the same amount.

2.2.1.3 Architectural mutations

When the hybrid training is not able to reduce the error further, it will be time to modify

the architecture of the network to look for better solutions. In this field, hidden node dele-

tion/addition mutations are in charge of the major mutation attempted as they can increase

or decrease the number of nodes and connections in the network. On the other hand, connec-

tion mutations are concerned only with the connectivity of the network, adding/removing

connections between nodes.

Hidden node deletion and addition. Hidden node deletion mutation takes at ran-

dom certain hidden nodes and deletes them, whereas hidden node addition splits a selected

node by a process called cell division introduced by Odri et al. [72], i.e. selection is made

at random to chose node i and a copy of it is performed with all inbound and outbound

connections; then the original and new weights are split in the following way:

w1
i,j = w2

i,j = wi,j, i ≥ j

w1
k,i = (1 + α)wk,i, i < k

w2
k,i = −αwk,i, i < k
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where w is the weight vector of the selected node i (parent weight), j and k represent

the inbound and outbound connections respectively of node i, w1 and w2 are the weight

vectors of the new nodes (child connections) and α is a mutation parameter fixed or taken

at random. In this study α was set with a random value, in range (0,1), every time a node is

divided into two. For example, splitting a node i means that the new inbound connections

of the new nodes are the same as the inbound connections of node i. Thereafter, each

outbound connection of node i is divided by the random value α, as previously shown, to

create the new outbound connections for the new nodes: w1 and w2.

Connection deletion and addition. Connection deletion mutation selects proba-

bilistically certain connections to be deleted, using their importance as stated by the non-

convergent method presented in [71]. The advantage of this method is that it is possible to

test a connection without a full training of the network. In contrast, connection addition

mutation selects those connections with zero weights at random, then the new connections

added are initialized with a small random weight.

2.2.1.4 Feature selection

The fundamental role of input feature selection is the reduction of the dimensionality of the

input space through the selection of the most relevant information, discarding unnecessary

data values (those which are redundant or irrelevant) that may cause interference in the

solution of the task. Thus, if the information is redundant, it will add nothing to solving

the task, and if it is irrelevant, it will not improve the results [56]. Moreover, if input

feature selection is not used, it is possible that unnecessary inputs will result in bigger

ANNs requiring more time in the training process, or introduce unnecessary noise into the

network which will typically result in poorer ANN output performance.

Existing feature selection techniques fall into two general categories [56]: Generational

procedures and Evaluation function procedures. In both methods, several different varia-

tions are used to determine the most appropriate inputs to the model.

29



In this area, the EPNet algorithm was developed simply to have a fixed number of

inputs, i.e. the input feature selection problem was known a priori and only the network’s

architecture was optimized during evolution. That was a disadvantage as it did not exploit

all the facilities provided by evolution. Moreover, if we wish to use the EPNet algorithm to

evolve MNNs and reuse modules, we may have a flexible algorithm that allows for feature

selection, as the inputs for one module may not necessarily be the inputs for another module.

Even though, feature selection during evolution is the preferred method for this study, it

should be pointed out that the evolution of inputs may be noisy [10] as their modification

can drastically change the behaviour of the network.

The general procedures for evolving the input features with crossover operators are now

well established [10, 73–75], and the only work found in the literature that evolves the

input feature and network architecture with single mutation operators is [76], using five

structural mutations for a visual task system (Mosaic World task). However, it may not

be a straightforward procedure to adapt the EPNet to this new task because the input

features for TS forecasting (Section 3.1) rely on the correct selection of inputs and delays

between them, different from classification tasks where input feature selection may be seen

as the activation or deactivation of a selected set of inputs. Thus, at least two different

approaches are needed to tackle each one of them.

2.2.2 NEAT algorithm

The GA [42], as previously commented in Section 2.1, is an EA that uses recombination and

mutation operators, and it could be used for the evolution of ANNs [47, 77], even though,

the GA is not specialized to evolve networks. A more specialized algorithm has just been

discussed, the EPNet algorithm, where only mutation operators are required in finding

optimal network parameters. On the other hand, Stanley and Miikkulainen introduced the

NEAT algorithm [43], a constructive algorithm that uses crossover and mutation operators.

With that, complexification of the networks can be achieved at the same time the network
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structure is optimized, similar to the SAGA algorithm [78, 79] with variable length geno-

types. To avoid the permutation problem, NEAT algorithm line up corresponding genes

(using indirect encoding) when two genomes cross over to create a child. Nevertheless, the

original implementation of the NEAT algorithm does not consider input feature selection,

hence it extension (FS-NEAT) has been developed, showing favorable results [74]. More-

over, it has been extended to study the evolution of MNNs (modular NEAT) as it will be

shown in Section 2.5.1. Note that all the different versions of the NEAT algorithm have

mainly been focused on solving control problems. For example, another extension called

Hypercube-based Neuro-Evolution of Augmenting Topologies (HyperNEAT) [80] was de-

veloped particularly to solve the geometrical correspondence between sensors and effectors

for robots.

2.2.3 Other evolutionary algorithms

There are numerous algorithms in the literature to develop ANNs. Some of them improve

previous algorithms and other just focus in specific aspects of the evolution. One exam-

ple is the Cooperative Synapse Neuroevolution (CoSyNE) algorithm [55] aimed to evolve

individual synaptic weights. There is used a cooperative co-evolutionary algorithm which

means that each individual represent only a partial solution of the problem, while a com-

plete solution is grouping several of them together. Therefore, the goal of a individual is

optimize one piece of the solution and cooperate with other partial solutions that optimize

other pieces.

Another example is the Symbiotic Adaptive NeuroEvolution (SANE) algorithm [53]

which also uses a cooperative co-evolutionary algorithm having two different populations:

one for neurons and the second for network blueprints which indicate how neurons are

organized to form a complete ANN.

Even the different advantages that seems to have previous algorithms, it was decided

to use the EPNet algorithm to focus in a single algorithm, and because it uses a simple
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representation (direct encoding not requiring to construct a phenotype from a genotype)

to evolved networks with a single population of networks.

2.3 Modularity

Modularity has been much studied in recent years, and a range of definitions for modules

[6, 7, 12, 17, 32] and modularity [7, 17, 19, 81] have emerged. For example, modularity can

be defined as a property of neural networks where the connectivity patterns are organized

in such a way that modules consist of disjointed subsets of hidden units [12, 17]. Some

definitions consider modules to be non-interacting subsystems [12, 17], i.e. independent

partition of nodes, while others allow them to interact [32, 82]. In general, all works agree

that nodes withing a module are highly interconnected among themselves and that there

are just a few connections communicating between modules, something similar to the small-

world theory [3, 83].

In the next section will be presented some related concepts regarding modularity in

the human brain to have a point in comparison against artificial systems, and to extend

the information provided in Section 1.1 about biological systems. After that, more related

concepts about modularity in artificial systems are introduced.

2.3.1 Modularity in the human brain

The human brain has been a source of inspiration to develop more sophisticated compu-

tational techniques that lead to better performance. It is now known that the number of

connections between neurons is limited [2, 84] but also that a bigger brain does not neces-

sarily allow greater intelligence because brains do not scale up very well [1] and also because

the bigger the brain, the more difficult it is to maintain connections and the more energy

is required to allow communication between neurons, without counting attenuation of any

signal transmitted [1, 2].
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Figure 2.3: Biological neuron. LifeART Collection Images©1989-2001 by Lippingcott Williams & Wilkins,
Baltimore, MD

Two neurons can be connected by different elements: synapses are the structures that

pass a signal between two neurons, axons are the transmission lines and dendrites the

receptive zones. The synapses can be found at the end of the axon communicating the

information from one neuron with a dendrite of another neuron. Fig. 2.3 shows a general

representation of these elements.

In this case [84] has found that neurons that contribute to different areas (modules) are

sparsely connected, receiving less than 3% of connections from their neighbours in a square

millimetre of cortex. The sparsity of shared neural components has also been pointed out by

the study of [2] explaining that if the level of dendrites is exceeded within a certain space,

this will result in insufficient space for axons and synapses. In an evolutionary approach, it

can be said that the neural circuits of the human brain have been optimized to minimize

conduction delays in axons (through shorter connections); to reduce the attenuation in

dendrites caused by the large connections, and to maximize the density of synapses [2, 83].

Hence, minimizing wire length in brain organization is crucial for module formation [2], and

thus, leading to its structural and functional organization which allows it to reuse neural
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circuits for different cognitive purposes [3, 4, 6, 7]. This reuse is mainly achieved through

the highly modular structure of the brain [1, 3, 16, 83, 84].

For example, [5] is focused on the understanding of mind brain mechanisms and stating

that there are hierarchical structures in the brain that lead to modular organization. Clearly

the hierarchical structure of the brain can be seen as a hierarchical modularity where smaller

modules could be embedded into bigger ones [3] giving different levels at which to carry

out analyses. Those levels may well be the result of the different evolutionary stages that

the brain has passed through over the years, e.g. the triune brain theory developed by Paul

MacLean [85] indicating that three distinct brains have evolved successively: the reptilian,

limbic and neocortex brain. Where the reptilian brain controls the body’s vital functions like

heart rate, the limbic brain allows emotions and other tasks such as memories of behaviours,

and the neocortex brain is the final layer in the brain allowing the development of language,

abstract though, imagination and consciousness.

2.3.1.1 Theories of module formation and module reuse

There are different neural reuse theories suggesting that low-level neural circuits are used

and reused in different tasks over different cognitive and domain processes as pointed out

by Anderson [4]. In terms of resources, two main theories have emerged: anatomical mod-

ularity and the optimal wiring hypothesis; whereas concerning module reuse there are four

different theories: the neural exploitation hypothesis, the shared circuits model, the neu-

ronal recycling hypothesis and the massive redeployment hypothesis.

Anatomical modularity refers to the functional modularity indicating that our cog-

nitive system can be deconstructed into separable (or almost separable) modules [86]; but

[4] suggests that those theories may not be correct because the brain does not have dedi-

cated regions for a single high-level task and because there are some insights pointing out

that different cognitive functions could use the same neural circuits together in different

rearrangements [87].
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Optimal wiring hypothesis refers to the optimization of connections in the brain

to maintain low levels of energy consumption, resulting in a considerable number of short

connections rather than longer ones.

Neural exploitation hypothesis says that the level of cognition we have is by “the

adaptation of sensory-motor brain mechanisms to serve new roles in reason and language,

while retaining their original function as well” [88, p.456]. There is some indications that

reuse happens in three steps: 1) understanding requires imagination, e.g. if one wants

to grasp a cup, one needs to imagine its parameters to grasp it; 2) imagination can be

considered as a simulation of the real action, thus, 3) simulation is therefore neural reuse

because one may reuse the same clusters of nodes involved when the real action is performed.

The shared circuits model. The shared circuits model [89, 90] is formed by five

control layers of similar structure, where each layer has an adaptive feedback loop. The

first layer is in charge of the perception-action; the second layer takes inputs from layer

1 and also from the external world; in the third layer the circuit-sharing starts, in which

the same circuits in layers 1 and 2 activate basic control circuits and inhibit some output

units; layer 4 monitors the output inhibition and layer 5 allows the system to decouple from

inputs and outputs.

Note that the shared circuits model has been only proposed, and no computational

algorithm has been found that explores its hypotesis.

The neuronal recycling hypothesis. The neuronal recycling hypothesis [91, 92] is

focused on how the brain is shaped and reorganized when we learn different tasks. In line

with previous theories, there is an indication here that the circuits already developed will be

put to work in fairly similar tasks when they are reused. However, the greater the difference

between two tasks the more difficult it will be to acquire the new functionality, because of

neural plasticity required to adapt to a new task and overcome the existing cortical biases.

The massive redeployment hypothesis generally indicates that evolution has favoured

the emergence of the functional organization of the brain, but maintains a close relationship
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with the recycling for neural circuits on different cognitive purposes where there has not

been enough time for some neural circuits to become specialized.

As remarked by Anderson [4], each of these theories seems to be limited in aspects where

others are focused, and probably a combination of all of them may lead in the future to a

better theory that explains the whole scenario.

2.3.2 Modularity in artificial neural networks

We have seen different theories and information of modularity in the human brain. Hence-

forth, we will focus in modularity on artificial systems as well in different studies over

modular neural networks. For example, Genetic Programming (GP) [27–31], commented

in Section 1.2, is the technique of evolving computer programs using operations such as

crossover and mutation. Modularity is naturally presented in GP because modules may be

seen as branches of the program code (subtrees). Therefore, GP has the characteristic to

automatically create, modify and delete modules which can be used in a hierarchical fashion

[27], moreover, modules can be reused in different locations. Considering neural networks,

[30] used a genetic programming for automatic design of modular neural networks. However,

external rules were required to represent an ANN through a tree structure.

2.3.2.1 Cross-talk interference

Cross-talk interference is a problem when learning two task simultaneously, where the

learning of one task interferes with the learning of the second one, producing weight conflicts

inside the learning algorithm. The cross-talk between two modules or partition of nodes

can be classified in two parts:

Temporal cross-talk: may happen when the network is trained by several epochs

with patterns of one region of the input space, and later it is trained by several epochs

with patterns from another region [36]. That can also be seen as training the network for

different tasks at different times, similar to changing environments [19, 22–25].
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Spatial cross-talk: appears when the output errors of a network present conflict errors

to a hidden node during the training [36]. To avoid that, hidden nodes from a given module

may not communicate with output nodes from different modules. This is something that

has been investigated by several different researchers as shown in the following sections.

The human brain can deal with such interference up to some reasonable levels, e.g. as

explained in [21], one can drive a car and listening a radio at the same time with little

interference. Moreover, one can perform easily multiple-tasks in parallel with not too much

interference, but similar tasks, like two auditory or two visual tasks, are prone of more

interference.

2.3.2.2 Stability-plasticity dilemma

Derived from the Temporal cross-talk, the stability-plasticity dilemma [93, 94] is presented

when the local minima of the objective function of one training set could be different to the

local minima of the objective function of another training set. As a consequence, a network

tends to forget the previous training patterns when it is presented a new training set.

2.3.2.3 Modularity measures

Previous studies have developed different ways to measure how close a network is to being

a pure-modular architecture, i.e. having independent partition of nodes.

For example, a clustering coefficient measure has been introduced by [95] that allows

the measurement of clusters where the bigger the value, the more modular the network

will be. On the other hand, Bullinaria [12] measures the amount of connectivity between

modules during evolution; if the amount of connection decays to minimum levels (or zero

connections) modular architectures appear, as there are independent partitions of nodes.

Another example is the presented in [15] were the modularity of networks is measured

in terms of cross-connections between partitions. In addition to these studies, Newman

and Girvan [96, 97] have developed a more structured modularity measure that allows the
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analysis of community networks, i.e. the relationship of different nodes at different levels,

or more precisely the modularity level at different levels of the network. However, the

modularity measure presented in [96, 97] requires the optimization of the best partition of

nodes into the network to allow calculation of the modularity measure, i.e. maximize the

node partition. The best partition can be found with the SA algorithm but also any other

search/optimization algorithm could be used, like a standard GA algorithm.

The next modularity measure is the one introduced by Hüsken et al. [17] using the

connectivity patterns to determinate an architectural modularity (M (arch.)) or taking into

account the network’s weights to obtain a weighted modularity (M (weight)). It has been

found [17] to be less computationally expensive than [97] because in M (arch.) or M (weight)

it is assumed that output partition is known a priori, so no extra optimization process is

required.

Also, [97] may not be useful for this thesis as every time it is run the metric, it produces

different results given the heuristic to maximize the node partition, for what is suggested to

compared several runs. On the other hand, the modularity of [17] has a bigger applicability

in different problems with different sub-tasks and more precise than [12, 15] previously

described. Another advantage provided by [17] is that it measures the contribution of each

node into each module, which allows the further extension of the EPNet algorithm.

For these reasons, and for the purpose of this study, the modularity measure introduced

by Hüsken et al. [17] will be enough to test the different research questions previously

presented in Section 1.4. This modularity measure is detailed, presented and extended in

Chapter 5 with the introduction of the modular algorithm designed to develop modular

architectures. Independently of the modularity measure used, it is clear that the general

increase in modularity during evolution supports the intuition that modular networks are

indeed advantageous for the task at hand. If it is a modular problem, higher levels of

modularity can be expected. Some modular tasks used throughout this thesis are presented

in Section 3.3.
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After a modularity measure has been used and applied to identify modules inside a

network, regardless of whether it is pure-modular or pure-homogeneous, we can assign

different roles to the nodes of the network or measure different parameters to create a more

detailed classification of the roles per node, as shown in the following sections.

2.3.2.4 Within-module degree and participation coefficient

In [98] is presented two measures to classify the nodes: a) within-module degree to de-

terminate how well connected the node is against other nodes in the same partition, and

b) participation coefficient to determinate the degree of participation in different modules.

Nodes with similar roles are expected to be in the same module, i.e. they may have similar

relative within-module connectivity:

zi =
ki − k̄s
σks

(2.1)

where ki is the number of inbound and outbound connections from node i to/from nodes

in the same module s, k̄s is the average of k over all nodes in s, and σks is the standard

deviation of k in s. In this way, the z-score allows us to compare the degree of intra-modular

connectivity of a node against all other nodes in the module. The participation coefficient

Pi of node i is defined by:

Pi = 1−
NM
∑

s=1

(

kis
Ki

)2

(2.2)

where kis is the number of links of node i to the nodes in module s, and Ki is the total

degree of node i. Pi is close to 1 if all its connections are uniformly distributed over all

modules and 0 if only is connected to nodes of the same module.

2.3.2.5 The role of nodes

In [17] nodes are differentiated by the connections within nodes of the same module, being

called pure nodes, and their connection are called pure connections. Nodes that contribute
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to different partitions are called mixed nodes as they contribute in some degree to different

modules. But no definition is used to indicate connections that communicate between nodes

from different modules.

Using the within-module degree and participation coefficient measure previously de-

scribed, [98] creates the next classification of nodes: the provincial (or peripheral) node in

cases where the node has only a few (or zero) inter-modular connections; connector node

in cases where it contributes to several modules; hub node when the z-score of a node is

higher than the other nodes in the module, and non-hub in the other case. Other node

classifications can be found in [98] depending on the cut-off values measured, but in general

they are the combination of all previous ones, e.g. connector-non-hub node is a hub node

that is connected to other modules.

All these definitions give different names to different parts of the networks, but none

of them cover all those found up to the present. For the purpose of this study, the term

shared will be used to identify neural components that contribute to different modules:

shared nodes and shared connections (or cross-connections). For the case of components

within the same module, there would be no problem in using the terms pure nodes and

pure or intra-modular connections. Hence, only these neural components will be required in

this study with the modularity measured presented in [17]. The within-module degree and

participation coefficient measures will not be used, even they provided more information.

It is hoped that in a further study, these measure could be used to extend this work.

2.4 Modular neural networks and their evolution

Modular systems are usually seen as a collection of independent components that work

together for specific purposes, e.g. with each component specialized to perform a partic-

ular sub-task that may be used multiple times. This occurs naturally in neural networks

where it is possible to have disjoint partitions of the neurons (i.e. modules). If there is
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no communication between modules (i.e. independent partitions), one has a pure MNNs,

whilst if the nodes are highly interconnected (i.e. with no independent partitions), one has

a homogeneous or non-modular network. The degree of modularity can be measure with

different methods as remarked in Section 2.3.2.3.

An early review on MNNs may be found in [99] presenting that modular architectures

require three steps: 1) decompose a task into subtasks; 2) organization of the modular

architectures and 3) perform the module communication. Those steps can be carried out in

two different ways: a) through the partition of the data set into subsets where each subset

represent a sub-task having a predefined architecture (module organization and communi-

cation) as shown in Section 2.4.2 or, b) leaving all these steps to be done automatically by

an EA as presented in section 2.4.1. In the first case, one forces to have independent parti-

tion of nodes, while in the second one, evolution is in charge to find the optimal structure,

which may or may not be modular.

Concerning the evolution of MNNs, in Section 2.2 was shown the evolution of ANNs

with the EPNet algorithm; and an overview of other methods like the NEAT algorithm was

provided. The evolution of modular architectures may not be as different as the evolution of

normal networks, if modules are identified with another technique (like Section 2.4.2), each

module could be evolved with a standard EANN algorithm. On the contrary, if one is using

a compound task like the what-where data set (following section), then an standard EANN

algorithm also should be capable of finding independent partitions of nodes if modular

architectures are beneficial for the task.

2.4.1 Automatic modular representation through evolution

In the transition to understanding and applying the information we know about the brain

(Section 2.3.1) to artificial ones, we may find the early study of Rueckl et al. [16] which

investigates modularity in the human brain with simplified retinal images called “what” and

“where” (what-where data set). It was pointed out that better internal representation and
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easier learning were achieved if modular architectures were used than a fully homogeneous

network.

The work carried out by Rueckl et al. has been widely examined by later studies [17,

21, 36] and extended in other cases [11, 12], where [36] uses non-evolutionary algorithms

and [11, 12, 17, 21] use some kind of EAs. For example, in [12] was showed [16] to be wrong

because it used a poor learning algorithm. It depends on the task whether modularity

emerges, unless the degree of connectivity is constrained. Also, it was shown that some

networks (fully connected) are less likely to have cross-task interference, and therefore do

not require modules, but on the other hand this problem is more severe in some ANNs.

The missing aspects by [12], indicated in the same study, leave some questions open, like:

where modules are not an advantage and how the modules should interact. Moreover, this

makes us wonder whether the brain could work better if it were fully connected, because

we have seen that its modularity is mainly affected by the cost of having longer connections

rather than shorter, and because there is not enough space to hold full connectivity, besides

the interference resulting from different tasks.

In this thesis it has been adopted the emergence of modules during evolution because

is more general representation than previous studies presented here, and because it is a

more general approach than when we force to have modules as in the next section. For

example, the module evolution in [12] is carried out using a module for each tasks and an

extra module for shared neurons. The nodes are only evolved because it is assumed full

connectivity between layers. Thus, if the shared neurons are zero during or at the end of

the evolution, the network generated is a pure-modular network, on the contrary it can

be said that it is an homogeneous network. Another example is the presented in [100]

with two population of individuals, the first one containing modules while the second one

synthesizes complete systems by drawing elements from the pool of modules (see Section

2.4.3). If one evolves nodes and connections for modular architectures as done in this thesis

(like any other network), one will have a more general representation to investigate the
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module formation in any kind of task, rather than using just two modules, or a population

of independent modules, as previous works.

Until now, this section has presented related studies that learn two tasks simultaneously,

where input patterns are connected to a single homogeneous networks (as initial state),

expecting to find independent partition of nodes during evolution that minimize this in-

terference [12, 18, 101]. However, the cross-task interference will not appear if a modular

representation like the presented in Section 2.4.2 is used, e.g. ensemble of networks.

2.4.2 Modular representations by data partitioning

In the literature it is common to call MNN any architecture that is not monolithic (or

homogeneous) as long as it can be localized different modules that solve specific tasks such

as Ensembles and Mixture of experts. These methods rely on problem decomposition, or

better said, on the data set decomposition into sub-tasks as explained in the following

sections.

2.4.2.1 Ensemble of networks

Ensemble of networks refers to training different non-modular networks to solve a single

problem under the assumption that there is more valuable information in a whole evolu-

tionary population than in a single best individual [68, 102]. For example, each individual in

the population could form the ensemble [69] or the best individual of each independent run

[67]. The final decision could be made by the majority vote method, where each network

nominates a class, or taking the average of all outputs for each network in the ensemble

and so forth. Usually each network is trained on a different partition of the data set as

done in [68]. The EPNet algorithm has been used to evolve ensembles [67, 68, 103] where

[103] treat them as modules, finding and integrating them in the same evolutionary stage,

different to first develop them and later consider their integration into the ensemble as

[104]. The issues raised with the method followed by [104] is that it will be more difficult to
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determinate what module has a bigger contribution because one does not have a feedback

to determine that. Bagging and Boosting are ensemble learning algorithms that achieve

improved performance by training different learners on different distributions of the data

when combining their outputs [105–109].

2.4.2.2 Mixture of Experts

In mixture of experts [36] there are different networks (experts) receiving the same input

pattern, and each one of them are considered as a solutions to specific subproblems. The

experts compete with each other to learn training patterns thorough a gating network,

which also receives the same input patterns. The weights of experts and gating network are

adjusted differently during learning in such a way the gating network decide which expert

is the winner to solve a specific pattern. In this sense, the input space is divided and solved

by each expert [36, 110–112], similar to the division of the input space used in bagging and

boosting algorithms.

A further version of this algorithm may be found in the Boosting mixture of experts

[110]. There does not use evolution to find the experts nor the data partition, instead each

expert is trained with a portion (overlapped or not) of the data training at the beginning.

Thereafter, is taken all the patterns in which the expert was less confident, then a new

expert is added with such patterns. In this way, experts focus on a part of the input space

and the boosting is in charge to split the training data and assign difficult patterns to new

experts.

2.4.2.3 Others

There have been further algorithms implementing MNNs through the partition of the input

space into different subsets that are not relevant to the study of this thesis. A review

of different methods that are not explained here (like Decouple modules and ART-BP

models) is presented in [111, 113–115]. For example, in [113] is introduced a new modular
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representation called Cooperative Modular Neural Network (CMNN) and explaining that

this kind of modular representation is sensitive of the task decomposition method and multi-

module decision-making techniques. Another example is the Learning Classifier System

(LCS) introduced by Holland in 1976 [116]. LCS is a machine learning technique which

uses reinforcement learning and GAs to maintain different rules (stimulus-response) to form

chains of reasoning, in this case, the GA is in charge of evolving those rules. From the point

of view of modularity with ANNs, [117] has built an anticipation system based in LCSs

using ANNs, where each rule is represented by a single network. Thus, the problem could

be solved by all networks found (rules), where each network is a particular solution for each

sub-problem, and that fits in the definition of MNNs.

2.4.3 CoMMoN

In the remaining part of this section will be presented other modular algorithms previously

developed. The CoMMoN algorithm [13, 100, 118] was developed for automatic problem

decomposition using a co-evolutionary algorithm to evolve modules and complete systems

with two different populations. The population for the systems is in charge of gathering all

outputs modules into a final module that produces the correct output. A combined problem

is created between the Lorenz and Mackey-Glass TS using three inputs of each one. Addi-

tionally, the number of modules is fixed introducing prior knowledge of the problem. The

modularity is defined only in terms of inputs, i.e. if the inputs are correctly partitioned dur-

ing evolution into the module (task) they belong, the whole architecture is considered pure

modular, otherwise it is classified in 3 more categories: fully-connected, impure-modular

or imbalanced modular, depending of the connectivity patterns. Clearly, [13] exploits the

advantages of co-evolutionary algorithms, however, modules are always considered to be

independent among them, thus no module communication is allowed and no modularity

measure is used during evolution because the structure of the system remain pure-modular

(without considering inputs) during the whole process.
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2.4.4 Incremental growing in modular networks

MNNs have also been used to evolve modules, evaluating incremental architectures as done

in [119] where is tested incremental growing of ANNs as explained next. The movement

of limbs and the vision system of a legged robot is the task chosen to be solved. Using a

base network, modules are added when the initial configuration cannot solve the problem

satisfactory. In this case, only the module is trained and added to the current structure

with an EA. Every time a module is added, the current structure remains fixed.

Modules are added at the top of the previous set-up until the problem is solved. A

first implementation gave poor results because the modules added had a lack of neurons,

remembering that only the module addition and training was evolved. Thereafter, was

added a procedure to add neural components inside the module until its performance was

improved. Unfortunately, this procedure was not explained, but clearly an EA was not used

for such purpose. In the first stage of the visual system, the robot moves forward if there

is light and retreats when there is shadow; later more features were added. Considering 4

legs, with 2 degrees of freedom in the movement and the visual system, the final network

evolved was formed by 200 neurons distributed into 5 modules.

In addition to all the restrictions (e.g. no evolved modules) imposed by [119], it was not

explained how the information flows inside the network, before and after to add a module to

the current set-up. Also, it is not said how modules interact and how they get activated, nor

if the robot was able to walk without problems or the level of vision achieved by it. Where

the module activation refers whether all modules work at the same time, e.g. is the robot

always moving its legs?, or it can activate or deactivate some of them in a given moment,

or just null inputs are introduced into the module to produce no output in a given limb.

Other disadvantages of the method may be found in detail in this study [119], provided by

the same authors.

Other modular algorithms have been developed, e.g. [120] implemented a MNN for

grasping tasks or [121] created a cooperative constructive neural network for classifica-
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tion tasks. Though full discussion of these less relevant works evolving MNNs cannot be

presented for lack of space, they are listed here [58, 120, 122–124].

2.5 Module reuse

It is interesting to note that module formation has been addressed from different angles as

seen above, however, module reuse has been quite challenging to tackle. As pointed out in

[125], it is expected that similar neurons with their own connections cannot deal better for

two problems than the use of separate partitions, but clearly that can be achieved in the

brain. Moreover, it may be assumed that this is dependent on the task at hand.

Concerning the genes in the chromosome, they can be duplicated to provide bigger

representation as [45, 126, 127], for example, [45] use a cellular encoding which duplicate

the genes with the cell division method, as done in the EPNet algorithm. Contrary, the

genes can be reused like [15, 128], where [128] uses a EA called Symbiogenic Evolutionary

Adaptation Model (SEAM) that reuse genes in the solution, which is more related to a

crossover operator reusing genetic material from two parents to create a new one. The work

carried out by [15] is the most relevant in this section, and explained next.

2.5.1 Modular NEAT algorithm

As its name indicates, the modular NEAT algorithm [15] is an extension of the normal

NEAT algorithm presented in Section 2.2.2. It was developed to decompose automati-

cally a problem (board game) in small sub-problems during evolution to solve the problem

more efficiently. It also allows neural reuse, from a simple connection to complete net-

works/modules.

There are two populations in the modular NEAT, one for modules and one for blueprint

or network, similar to [13]. Both populations are evolved together symbiotically as in the

SANE algorithm introduced in Section 2.2.3, with the difference that in the SANE algorithm
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the nodes are only used in one network, whereas in the modular NEAT each module can

be bound to different input/output neurons having a constructive effect.

The modules found are reused in different spatial locations of the network, i.e. the

algorithm only solves each sub-tasks one time. The modules are encoded in the same way

as in the NEAT algorithm, and their evolution is similar to a conventional network. Thus,

the original operators for NEAT are used to evolve modules and new crossover and mutation

operators are introduced to evolve the blueprint population.

Even with the promising implementation characteristics shown by the modular NEAT,

it was only tested on a board game. Where the game is expected to have many reusable

modules to evolve specific genes and to reuse them, encouraging generalization instead of

specialization.

The algorithm is compared against the standard NEAT algorithm and it was found to

have superior performance in generalization and speedup to solve the task. However, the

authors did not present a detailed analysis of how the modules interact, or which neural

substructures are reused more times, nor if it can be applied to other kinds of problems,

like control problems on which the NEAT algorithm has been tested.

2.6 Issues to address

It is clear that there are a number of limitations to the previous work in this area, and this

thesis aims to address the following issues.

In the literature it is possible to find several approaches and combinations of them

related to input features, e.g. leaving the ANNs’ architectures fixed and finding appropriate

inputs [129, 130], or leaving the inputs fixed and then evolving the architectures [10, 65, 77]

to adapt the networks to the inputs. In this study a more general approach is adopted,

considering that the EPNet algorithm has not been tested in this field, in which both

aspects are evolved (inputs and architectures). That also applies to the EPNet extension
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aimed at evolving more modular architectures. Moreover, in Section 4.4 two different ways

are tested of evolving features during evolution with just mutation operators in the EPNet

algorithm.

Concerning MNNs, in the CoMMoN algorithm (Section 2.4.3) interaction of modules are

not allowed during evolution. Moreover, the number of inputs is fixed in the representation

and it has not been tested whether it could be extended to the decomposition of tasks if

more inputs are involved. As module interaction at neuron level is not allowed, it may lose

any possibility to reuse internal neural components of a module in another one. On the

other hand, [12] presents a more natural way to evolve modules, i.e. it allows the emergence

of pure-modular architectures or pure-homogeneous ones. However, [12] uses a simulated

evolution where the modules and nodes are fixed over MLP representation, and only the

nodes are allowed to change module (full connectivity between modules and output nodes

is adopted during all the evolutionary process).

Regarding module reuse, the modular NEAT algorithm has made the first attempts

to reuse neural substructures in different spatial locations to solve each problem just once,

encouraging generalization instead of specialization. Nevertheless, an analysis of which mod-

ules emerge for which tasks has not been provided, nor a structural and functional analysis

of the algorithm and the modules evolved has been carried out. Moreover, it was not said

how the resulting modules communicate with each other, nor which kinds of module were

reused. Concerning generalization and specialization, there is no solid indication that the

module reuse produces good generalization, mainly because there was no quantification of

the module reuse.

If one considers combined tasks similar to what-where for evolving modules, one could

notice that several studies have tested their algorithms with just two combined task, dis-

carding the fact that in the brain several tasks are performed in parallel. Moreover, classi-

fication tasks are used to test module formation, and no clear evidence has been provided

if MSP and SSP methods are candidates of module emergence and reuse. Clearly, many of
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the limitations found in past studies concerning modularity are due the lack of knowledge

of how modules are deployed in the brain and how they communicate between each other

to allow the reuse of neural structures.

Considering all these missing aspects, it can be seen that a more general and natural

way to evolve modules is required, without the need to have independent modules or impose

constrains like fixed number of modules, nodes, connectivity between layers or the usage of

MLPs instead of GMLPs, which clearly may benefit with a better understanding of module

emergence. Therefore, as seen in Section 2.2.1 the EPNet algorithm could overcome some

of these limitations of evolving ANNs. Thereafter, it can be extended into the M-EPNet

algorithm to tackle module formation, borrowing the basis of EPNet. Moreover, different

ideas of module formation in the brain can also be used here to enhance the algorithm for

evolving modular architectures.

Concerning module reuse, a straightforward experiment needs to be set-up to test

whether it is possible and advantageous, which was a missing aspect from modular NEAT.

For example, in a first stage, evolve 2 modules for 2 sub-tasks simultaneously (x-y data

set); in a second stage repeat one of the evolved task (x-y-x ) and continue the evolution of

the previous modules. With this configuration it may be expected that similar tasks will

use the same evolved module. Furthermore, the later introduced task may take advantage

of the modules previously evolved, reusing all or part of the module to solve its own task,

instead of evolving new nodes and connections. To quantify the number of nodes reused, a

metric needs to be implemented to measure the number of nodes reused from other modules

(Section 6.1) which may help to understand the behaviour of the later tasks introduced.
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Chapter 3

Data sets and performance measures

This chapter provides a description of the data sets and performances measures used during

this study as well how and where they have previously been used in the literature. The data

sets are divided into two categories: a) data sets formed of different patterns from a TS for

prediction and b) data sets contained patterns for classification tasks.

In the early stages, a single prediction or classification task will be used to test the

performance of the EPNet algorithm, checking if its improved version provides acceptable

results against previous algorithms in the literature. In the second stage, two or three tasks

will be combined to perform the evolution of modules with the M-EPNet and in the final

stage, a combination of previous stages will be used to test module evolution and module

reuse: i.e. first a base modular architecture will be evolved, and then a simulation will be

carried out where a new task arrives in the system, incorporating the new modules into the

base modular architecture.

For that reason, in Section 3.1 a TS definition is introduced with three different methods

to perform the prediction and three different chaotic TS (Logistic, Lorenz and Mackey-

Glass). Lorenz and Mackey-Glass are generated and tested with different configuration

parameters to make possible comparisons with previous algorithms in the literature, and

also to generate similar TS that could be solved with a modular algorithm, i.e. testing
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the evolution of MNNs with similar tasks. Note that, even though only three TS have

been used during the thesis, the improved EPNet algorithm (Chapter 4) has been found to

give reliable results on natural TS like Sunspot series or the Laser TS from the Santa Fe

competition problem, in two derived publications of this thesis [67, 131].

In the classification field, Section 3.2, three standard and well known data sets are

presented: Breast cancer, Optical digits and Thyroid data sets. To finalize the test problems

used, Section 3.3 will introduce different artificial classification tasks generated that will be

used for the combined data sets, to test the module evolution and reuse. The same concept is

used to explain how different prediction and classification data sets are combined to evolve

modular architectures. With the limitation of computational resources to test different

independent runs for each TS or data set, it is not possible to increase the number of TS

for prediction and data sets for classification. Nevertheless, they may be considered as a

representative sample of standard prediction and classification tasks and their applicability

to other test problems should be clear.

As different studies use different performance measures, Section 3.4 shows several equa-

tions used in the error calculation.

3.1 Time series prediction problems

As stated in [132, p. 11], the general theory of linear predictors can be tracked back to

Kolmogorov in 1941 and Wiener in 1949. Where linear predictors assume that the system

is linear and stationary. On the other hand, the beginning of the modern TS prediction

was in 1927 when Yule introduced autoregressive approach to predict the annual number of

sunspots [133, p. 4]. Given that, if we want to forecast a TS we need to have at least three

things: 1) historical information of the phenomena; 2) that information can be quantifiable,

and 3) we need to assume that the patterns of the past will continue in the future. As a

reason of the last point, [134] comments that extrapolation is unreliable because we need
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to trust in this assumption and consequently it is natural to think that not always we

are going to have the same behavior in a TS. For that reason, one could think that the

information of the past can not describe the future in an accurate way, because we can

assume that everything is in continuous change, but we know that the history repeats

itself in any or another sense [135]. Then, under this assumption, we can expect to obtain

accurate predictions using historical information.

To understand how a model behaves we may focus in two parts: A) Moving Average

(MA) models and B) Autoregressive (AR) models. The first one focuses in the inputs of

the system, i.e. given a TS et, it is modified to produce another series xt using the present

and N past values of et. Thus, one input vector can produce one prediction value after an

equation or algorithm is applied. For the AR model, it is created a feedback in order to use

the actual prediction as an input value, which means that the prediction may be extended

without having values of the original data. The combination of both models give the well

known ARMA model used to model and to predict TS, or better called Box-Jenkins ARMA

models introduced by statisticians George Box and Gwilym Jenkins. This model works only

satisfactorily with stationary TS, therefore, if the series does not have this characteristic it

needs to be transformed into a stationary TS.

Later appeared the generalization of the ARMA model specialized for TS and called

ARIMA which was designed for non-stationary data. In both models it is used a small

subset of the recent TS information to perform the prediction creating a loop with the

output of the model (predictions) to predict recursively any number of values in the future

as done with ANNs (see Section 3.1.2).

Examples of MA methods to predict are: Simple Moving Average, Geometric Moving

Average, Exponential Moving Average, Polynomial, Logarithmic, among many others. For

example, in the simple moving average, the data used as input is smoothed by arithmetically

averaging over a specified period to produce the prediction at given step in the future;

Geometric Moving Average does the same smoothing by a geometrically averaging. These
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both methods were the first used in the prediction field and usually produce poor forecasting

results. On the other hand, polynomial approximation uses a polynomial equation (of a

given order) using previous values to predict a target one, however it could be the risk that

a long polynomial expression may over fit the data producing bad results.

3.1.1 Time series behaviour

A TS may be defined as a vector X = [x1, x2, . . . , xt] with its values sampled at regular

intervals. It could be natural, like daily temperature in a given area of the earth, or artificial,

like the Lorenz TS usually tested in prediction tasks and generated with a set of differential

equations.

The TS behaviour may be classified in terms of trend and seasonality. The trend is the

consistent behaviour of the series to move in a specified direction, i.e. it can be increased

upwards or downwards through time (where time corresponds to the x coordinate).

Different trends may be: stationary when the series changes during time but always in

a specific range, it is characterized because the series have constant mean, variance and

autocorrelation structure; linear, quadratic or logarithmic as approximated with a linear,

quadratic or logarithmic function respectively with a mathematical method, e.g. the least

squares method. In these cases the mean is the value about which the series osculate and

the variance is the amplitude.

If a TS presents some kind of seasonality, it means that consistent behaviours are pre-

sented over time, e.g. similar patterns may appear in the same months every year.

3.1.2 Prediction methods

For the TS prediction problem with ANNs, it is common to try to use a small subset of

recent TS information to perform the prediction. This method is called lagged variables,

or shift registers, or tapped delay line. If we use the prediction (output of the system) as

input, we say that we have an Autoregressive Model, whereas the input space is called an
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Embedding Space. In this case, the TS is transformed into a reconstructed state space using a

delay space embedding [136, 137], normally called Takens embedding theorem. This means

that we are aiming to obtain accurate predictions using only a finite segment of previous

values up to the point to be predicted. Thus we have:

xt+1 = F [xt, xt−k, xt−2k, . . . , xt−(d−1)k ] (3.1)

where d is the number of inputs, k is the time delay and F is the method or algorithm that

performs the prediction (the network for this work). There is one condition that needs to

be satisfied: given an attractor of dimension D, we must have d ≥ 2D + 1 [136, 138]. But

because we do not generally know D nor the delay, we need to calculate them, for example

by using Average Mutual Information for the time delay, and False Nearest Neighbour for

the embedded dimension. For specific TS, d and k are given in previous publications, while

in other cases one needs to calculate them before the evolution takes place or it may be

possible to evolve them at the same time as the network’s architecture is evolving (feature

evolution, see Chapter 4). Note that the constrain is d ≥ 2D+1, which suggest that maybe

more inputs may be required to correctly predict the TS. There are three general ways to

perform the prediction of a TS in terms of the desired number of values to be forecast.

Thus, assume the TS X is [x1, x2, . . . , xt], the number of points ahead to predict is n, the

test set is [xt+1, xt+2, . . . , xt+n], and the forecast in the same interval is [yt+1, yt+2, . . . , yt+n].

In the following examples, we are assuming that the number of inputs (past information)

is 3, delays are set at 1 and the prediction step is ∆t = 1.

3.1.2.1 Single-step prediction

The simplest method is just to predict a value in the future, and we may call this method

One-step or Open-loop or Single-step Prediction (SSP). It is called Open-loop forecasting

because a pattern is used to predict a value and no feedback is used to continue the predic-
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Table 3.1: Single-step prediction

Forecasting Inputs

yt+1 xt, xt−1, xt−2

yt+2 xt+1, xt, xt−1

yt+3 xt+2, xt+1, xt

yt+4 xt+3, xt+2, xt+1

tions as in a autoregressive method. Table 3.1 shows the single-step prediction method. A

sample of previous works that have used SSP are [13, 139–142], where [13, 139, 140] predict

the Lorenz TS and [141, 142] the Mackey-Glass TS. One example of using SSP can be

found in Section 3.1.3.

3.1.2.2 Direct prediction

A variation of the SSP may involve varying ∆t and fixing the input vectors. Let us call this

method direct prediction, Table 3.2.

Applying direct prediction with neural networks means that we need to train the network

as many times as there are desired predictions, i.e. we need to train the network to predict

the point yt+1, then we need to train it again to predict the point yt+2 (rearrange the data

set with the new dynamic, i.e. different target values), and so on. Previous experiments

from the research have indicated that the same network may with a similar accuracy solve

different values of ∆t for the same TS with a corresponding degradation of the prediction

as ∆t is incremented. However, even though this method is commented upon here, it is not

used in this thesis as it means training the same network n times to predict n values.

Table 3.2: Direct prediction

Forecasting Inputs

yt+1 xt, xt−1, xt−2

yt+2 xt, xt−1, xt−2

yt+3 xt, xt−1, xt−2

yt+4 xt, xt−1, xt−2
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Table 3.3: Multiple-step prediction

Forecast Inputs

yt+1 xt, xt−1, xt−2

yt+2 yt+1, xt, xt−1

yt+3 yt+2, yt+1, xt

yt+4 yt+3, yt+2, yt+1

3.1.2.3 Multi-step prediction

Another interesting prediction method is the Multi-step Prediction (MSP) which uses

closed-loop forecasting through an autoregressive method as shown in Table 3.3.

Note that in Table 3.3 the predictions are used as input values in subsequent predictions,

i.e. it is repeated one-step prediction several times, using the actual prediction to predict the

next value. The input vector from the SSP (Table 3.1) and MSP (Table 3.3) methods may

be seen as a window of d values with k delays that is moved one position ahead every time

a value is predicted, to be ready to predict the next value. The real difference between both

methods is that the SSP moves the window input vector over the original data available,

meanwhile the MSP starts with the original data, overlap original and predicted data, and

finish with predicted values in the window input vector.

As can be seen, direct prediction is the same as SSP with the difference that in the

second ∆t is usually set to 1, while in direct prediction the input vector is fixed all the time

and ∆t varies in each iteration (to increase the prediction horizon). Finally, feedforward

networks that use the MSP method could be seen, in some way, as Recurrent Neural

Networks (RNN), because in both variations there is a feed back formed by the predicted

values.

Previous publications that used the MSP method are [35, 65, 77, 141–144], where [143,

144] are focused on the Lorenz TS and [35, 65, 77, 141, 142] predicting the Mackey-Glass

TS.
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Figure 3.1: Average NRMSE per generation for the Lorenz TS prediction at 1, 5 and 10
steps ahead with a single neural network (Fig. 3.1a) and using three independent networks
(Fig. 3.1b)

3.1.3 Prediction horizon

It is understandable that the bigger the prediction step ∆t the more difficult the prediction

will be. To illustrate this concept, consider Fig. 3.1 which shows the prediction of Lorenz

TS (LoA TS in Section 3.1.4.2) where the aim as to predict 3 points ahead at the same time

with the same network (Fig. 3.1a) and with three independent networks (Fig. 3.1b), i.e. it

will be predict Yt+1, Yt+5 and Yt+10. In Figs. 3.1a and 3.1b it can be seen that the bigger

the prediction step the bigger the error, regardless if a single network is used to predict

the three values simultaneously, or if three independent networks are used for the same

purpose.

3.1.4 Time series for prediction

In the TS forecasting problem, it was found that previous works use different values to

generate the TS and different parameters to test the algorithms, e.g. the size of the training

and test sets use to be different between previous studies. For example, the Lorenz TS may

be generated with the fourth order Runge-Kutta method where, it is possible to settle the

time step to 0.05 [139] or to 0.01 [140]. Other example may be the fitness performance,

in [145] the mean squared error (MSE) is used; [139] applies the root mean squared error

(RMSE) and [129] prefers to use the relative error measure to evaluate the experiments.
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The combination of all these parameters makes it difficult to compare one algorithm

against previous implementation in the literature. Thus, in order to establish a set-up to

validate algorithms of the kind presented in the thesis, we use some common parameters,

as in previous publications to generate specific TS. Even though the sample of parameters

may be considered small, it is a representative set of chaotic TS to test the prediction

problem.

Note that chaotic time series have been successfully predicted with the EPNet algorithm

through the evolution of artificial neural networks in two publication derived from this work

[67, 131]. In the following sections will be presented different algorithms that predict the

TS used during this study.

3.1.4.1 Logistic time series prediction problem

The logistic map TS is generated with the following iterated quadratic equation:

x(t + 1) = 4x(t)(1− x(t)) (3.2)

The initial condition for this TS was set up at x0 = 0.2 generating 100 values to train

and 100 to test for networks with one input and one output units [65, 146].

In [65, 146] the SSP method is used but the first uses Normalized Mean Squared Error

(NMSE) while the second uses Normalized Root Mean Squared Error (NRMSE). Note that

applying the square root to NMSE gives NRMSE, so that it may be possible to compare

both set of works.

Recurrent neural networks are evolved in [146] whereas GMLP architectures are evolved

with the classical EPNet algorithm in [65]. Mikolajczak et al. [145] use the MSE; unfor-

tunately this error cannot be converted to RMSE or NRMSE (standard errors used here),

so it is not compared [145] in this study. Section 3.4 presents the different error measures

found in the literature.
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3.1.4.2 Lorenz time series prediction problem

The Lorenz TS [147] is a chaotic system generated by a differential equations system. In its

creation process with the Runge-Kutta method, the x, y and z components are generated

and just the x series is used in the prediction. Its differential equations are:

ẋ(t) = −σ(x(t)− y(t))

ẏ(t) = −x(t) · z(t) + r · x(t)− y(t)

ż(t) = −x(t) · y(t)− β · z(t) (3.3)

where the initial condition of the system is set as x0 = y0 = z0 = 1. In a general overview,

some studies used Hand designed artificial neural networks (HDANNs) [129, 140, 143, 148,

149] while others use neuroevolution [13] or a diffident heuristic involved in architecture

adaptation or parameter optimization [139, 144]. Other general classification will be in

terms of publications that use MSP [143, 144] or SSP [13, 139, 140] for the Lorenz TS.

In [139] the following values are used to generate the TS with the Runge-Kutta method

(order not specified): σ = 10, r = 28, β = 8/3 and time step = 0.05. The data sets

in [139] consist of 500 patterns to train and 500 to test using the RMSE to predict the

x-coordinate of the system with a pseudo gaussian radial basis function (PG-RBF) which

has the facility to add nodes to the architecture or delete unused nodes automatically. In

[149] an Autoregressive Moving Average (ARMA) neural network is used to predict the

same TS with 1127 values for training and 361 for testing, and using Root Mean Squared

Error (RMSE). Given such differences in the data sets, only [139] will be considered for

comparison purposes, i.e. a TS with those characteristics will be generated.

Dudul [143] generated the series with the fourth-order Runge-Kutta method. He used

the same parameters as [139] to predict the x-coordinate of the Lorenz attractor with

a regularized neural network-base ARMA (ANN-ARMA) and different linear predictors

60



(AR, ARMA and State-space) using the MSP method. The training and data sets were of

different sizes from those of other publications: 1000 samples for training and 100 for testing

at different prediction steps (∆t). The error was measured by performance in percentage

(equation 3.11 on Section 3.4.7).

As previously remarked, the differences in the parameters make it difficult to set-up

the experiments, as seen until now. Other examples are found in [139] which uses ∆t = 1

whereas [143] uses more prediction steps to test the same TS with different data sets

and different error measures. In [129], the importance of choosing an adequate number of

inputs and delays for TS forecasting is pointed out. However, they use different parameters

to generate the TS: time step = 0.01, σ = 16, r = 45.92 and β = 4 over HDANNs. In

[13, 118, 147, 148] is used the following parameters: time step = 0.02, σ = 16, r = 45.92

and β = 4; 1500 data points are generated where 500 are for training, 500 for validation

and 500 for testing.

There may be cases in which some parameters are not clear (or not stated) as will be

now demonstrated. In [144] σ = 10, r = 28 and β = 8/3 are used using different values

of ∆t with the MSP method, but the time step is not mentioned, whereas [140] uses the

configuration presented in [139] with time step = 0.01. Here, 1500 values are used to train

and 1000 data points to test but it is not indicated whether MSP or SSP is used.

In the last scenario, the combination of all these parameters may create some confusion,

inconsistencies and errors in previous publications. In [150] recurrent neural networks are

used to predict the Lorenz TS using the following parameters: σ = 10, r = 28 and β = 8/3;

the time step is not given but it is referred to [140] which uses 0.01 as time step, and thus, it

is assumed that such value was used during the generation of the series. Despite the missing

values in the generation of the Lorenz TS, [150] compares its algorithm against [139, 149],

but these studies used a time step of 0.05 in their experiments. Moreover, [150] uses 1500

data values to train and 1000 to test which is different from [139, 149]. Similar issues were

found in [150] for the Mackey-Glass TS against previous publications [151]. Given those
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Table 3.4: Lorenz time series generated

TS
name

Method Reference ∆t σ r β
time
step

Data set

train test

Lo
(ssp)
A SSP [140] 1 10 28 8/3 0.01 1500 1000

Lo
(ssp)
B1 SSP [139] 1 10 28 8/3 0.05 500 500

Lo
(msp)
B2 MSP [143] 1 10 28 8/3 0.05 1000 100

Lo
(msp)
B3 MSP [143] 50 10 28 8/3 0.05 1000 100

inconsistencies in [150], it is not possible to compare our algorithms against it and thus, it

will not be used for comparison purposes.

Table 3.4 presents four different implementations of the Lorenz TS, where the first two

use SSP and the other two the MSP method. Table 3.4 shows two different TS in term

of parameter generation (LoA and LoB) using a different time step. But LoB has been

subdivided in three categories (B1, B2 and B3) as different studies use diverse values in

some parameters as shown in Table 3.4. As MSP may be more difficult than SSP it is

understandable that the last two TS in Table 3.4 have a shorter prediction horizon than in

the case of SSP.

3.1.4.3 Mackey-Glass time series prediction problem

Another common TS commonly used to test prediction algorithms is the Mackey-Glass TS,

its differential equation is:

ẋ(t) = βx(t) +
αx(t− τ)

1 + x(t− τ)10
(3.4)

where all publications found at this stage, used a value of α = 0.2 and β = −0.1 while the

fourth-order Runge-Kutta method is the preferred method for its generation. The normal

interval to predict the Mackey-Glass TS uses ∆t = 6 with 4 inputs and 6 delays: x(t),

x(t− 6), x(t− 12) and x(t− 18). It is common to find in the literature two different values

for the τ parameter. If τ = 17 the TS is referred as MG17 or where τ = 30, as MG30.
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Table 3.5: Mackey-Glass time series generated

TS
name

Method Reference ∆t x(0)
Data set

train test

MG17 MSP [35, 65, 139, 149, 153] 6, 90 1.2 500 500

MG17A MSP [151] 6 0.9 500 100

MG30 MSP [60, 151] 6 0.9 500 100

Prediction has been made with several different methods like EA [13, 35, 65, 77, 138],

incremental construction of ANNs [60] with a method called SNC and with HDANNs in

[151]. Classifying previous work by the type of prediction used, we may find several that

use MSP [35, 65, 77, 141, 142] or SSP method [141, 142]. The last general classification

is for predictions for MG17 [35, 65, 77, 139–142, 149, 151] and (less popular) the MG30

[146, 151].

In the previous section, it was shown that the Lorenz TS is generated and predicted

with different parameters. The Mackey-Glass TS was no exception: for example [151] uses

a initial value of x(0) = 0.9 with 500 to train and 500 to test, but [77] uses x(0) = 1.2

and 1000 patterns to train and 500 to test. Another example is [35, 65] where the MG17

is predicted with x(0) = 1.2 and using the fourth-order Runge-Kutta method meanwhile

[77] uses the second order Runge-Kutta method and the same initial condition. Another

publication that uses MSP and SSP is [151] predictingMG17 andMG30 TS with 500 values

for training and 100 for testing with boosted recurrent neural networks. In [152] it used an

adaptive time delay procedure to update the delays and weight of them to predict this TS,

but here it is used completely different values to train and test as previous publications.

Other publication that used different values to predict this TS are [107, 142].

Table 3.5 presents the TS generated for theMackey-Glass. As mentioned before, previous

publications share some common values, α = 0.2 and β = −0.1. But only two works

indicate the time step used to generate the TS: [35] uses a value of 1 and [140] a value of

0.1. Therefore, α, β and the time step are not presented in Table 3.5.
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3.2 Classification problems

This work will not be complete if we focus only on prediction tasks, assuming that they

are usually more challenging to learn and to solve accurately than classification tasks (see

below). In order to better appreciate module evolution and reuse, prediction and classifi-

cation tasks will be used in the course of this thesis. Three different classification tasks,

available in the UCI machine learning repository, are presented in the following sections.

All of them have an output per class which allows us to measure the classification error

with the “winner-takes-all“ method.

We have seen that the prediction of TS requires us to construct a new space (state space)

in which each point corresponds to a vector x composed of d time series values with k delay

lags (equation 3.1). Thus, we have an input vector formed by previous values of the series

and a target value x∆t being the desired prediction, i.e. a pattern or sometimes what is

called a labelled sample. Several patterns (input and target vectors) may be called data

sets, and thereafter, the data sets may be subdivided into training, validation and test sets

each containing a different number of patterns (see Section 4.2).

In classification tasks, the history of pattern creation is different. Whether the classi-

fication problem is artificial or natural, the patterns in data sets are already organized as

input vectors describing the object, and the target vector indicating the class to which it

belongs. Note that prediction tasks (SSP or MSP) usually require one target value, which

is the point to be predicted; thus, the networks may have just one output. Meanwhile,

classification tasks normally have one output per class.

Classification tasks can be considered similar to those using the SSP method as one

input pattern produces one output value (or vector value in case of several outputs); note

that in MSP the actual prediction already calculated is used as input to predict the next

value. As seen before, SSP is easier to predict than MSP, so that, it can be expected that

some classification tasks may be easier than some prediction tasks. Moreover, the outputs

of classification tasks are usually encoded as binary numbers and the performance error
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does not need to reach a value of zero to correctly classify all patterns in the validation and

test sets.

It is of course true that some classification tasks are more difficult than others, like the

Optical digits (Section 3.2.2) compared against the Breast cancer data set, and that could

be in terms of the classification boundaries, the number of nodes and connections required

to solve the problem, or any other factor involved in it, e.g. the level of noise involved. Even

though all this is characteristic of classification tasks, it is quite clear that the human brain

solves prediction and classification tasks, and it is expected that certain regions of it contain

modules for specific tasks [4]. Nevertheless, in this study will be limited to test separately

prediction and classification tasks, i.e. combined tasks (Section 3.3) will be formed only

with predictions tasks or with classification tasks, but not mixed between them.

3.2.1 Breast cancer data set

The Breast cancer Wisconsin data set was used to perform comparisons against other

algorithms. This data set comes from Dr. William H. Wolberg, the University of Wisconsin

Hospitals, Madison. The Breast cancer data set contains 699 examples formed with 9 inputs

and 2 outputs. The aim is to classify benign or malignant tumors based on cell descriptions

gathered by microscopic examination where 458 are benign examples and 241 are malignant

examples.

In [35] the first 349 examples are used for training, the following 175 examples for val-

idation and the final 175 examples for testing the performance of the EPNet algorithm.

Other work that uses an EA is [154] using an algorithm called OC1-GA. The OC1-GA

algorithm uses an ad-hoc combination of hill-climbing and randomization with a GA to

correctly classify this data set. Even [155] does not uses a formal EA, a constructive algo-

rithm called FNNCA is proposed to create the networks, while HDANNs are used in [156].

Another variation is the found in [157] where an optimization method is applied to train

feed-forward ANNs with three layers to classify this data set.
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In the experiments developed in this work it was found that 16 attribute values had

been omitted. That gives 444 benign and 239 malignant examples. For the experiments 341

samples were used for training, the following 167 for validation and the next 175 for testing.

For the final training after evolution was complete, the training and validation sets were

used.

3.2.2 Optical Recognition of Handwritten Digits data set

The optical digit data set was created from handwritten digits with 64 inputs to classify 10

digits (0-9). There are 3823 samples available for training and 1797 for testing.

In [158] only 60 inputs are used to perform the learning with an algorithm that is an

improvement on the linear discriminant analysis in combination with evolutionary strategies

called EWLDR. Another publication that classifies it is [154], introduced with the Breast

cancer data set in the previous section.

3.2.3 Thyroid disease data set

The Thyroid data set was created form the ’ANN’ version of the ’thyroid disease’ data set.

There are available 7200 examples in two data sets, 3772 for training and 3428 as a test

set. The data set is composed of 21 attributes to classify in three different categories (3

outputs), i.e. to determine whether a patient referred to the clinic is hypothyroid: normal

(not hypothyroid), hyperfunctional and subnormally functioning.

In [35] the first 2514 examples from the training data are used to train, the rest from

the same data set are used to validate, and all the test set is used to evaluate the networks.

Others works that classify it are [156, 158, 159], where a brief introduction has been given

in the previous section for the last two, and [159] uses HDANNs, training MLPs with a

different number of hidden nodes.
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3.3 Data sets for module evolution and module reuse

Previously, we have seen different TS and data sets designated for a particular task at the

time, i.e. one TS is predicted at a given interval or one data set is classified into different

classes. In this section will be presented the combination of two or more tasks (prediction

or classification) to be solved by the evolution of neural networks, in which in principle

modules for each task may emerge if modular architectures are beneficial for the problem.

3.3.1 Artificial classification tasks

One kind of data set used to test the algorithms of chapters 5 and 6 has been generated

with random points over a two dimensional input space. Those points (x and y axis values)

correspond to two input values which in turn will be considered the networks’ inputs. They

were generated in the range [0,1] for two distinct classification tasks as shown in Fig. 3.2,

i.e. the networks have to learn the classification boundaries in the two dimensional input

space for each output task. For example, consider that two random inputs generated into

the two-dimensional space are the point in coordinates (0.5, 0.9) in Fig. 3.2; thus, the class

of the first task is 2 and the class of the second task is 3, as coordinate (0.5,0.9) falls into

these classes for both tasks.

Figure 3.2: A1-B1 data set. Artificial data sets formed by random points in a two dimen-
sional input space and two outputs corresponding to distinct classification tasks

This data set has been studied previously and shown to result in modular MLP archi-

tectures evolved, if the fitness is measured in terms of the time required to learn optimal

generalization [12]. Here, 1000 such patterns were used for training, 200 patterns were used
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for validation during evolution (to provide a measure of fitness), and 200 patterns were

used to test the networks after the evolution was finished.

The same procedure to create the data set of Fig. 3.2 could be repeated with different

classification boundaries. Fig. 3.3 shows 12 classification tasks with simple decision bound-

aries where the first 9 (data sets A1 to C3) are formed by two classes and data sets D1

to D3 containing 3 classes per task. In this way, the classification tasks from Fig. 3.2 are

formed by Fig. 3.3a in the first task and Fig. 3.3d in the second task, where it can be called

data set A1-B1 as it is formed by those data sets in that order.

A second data set found in [12] was the one formed by data sets C1 and D1 (C1-D1 ),

finding modular architectures when the connectivity is constrained during evolution.

The same criteria to generate classes A1, A2 and A3 could be repeated to form a class

called A4, changing the position of class 1 from data set A1. The same procedure may be

followed in the case of any other class in Fig. 3.3 to generate more classification boundaries.

However, the classification tasks presented so far may be enough for this work investigating

the module evolution and module reuse.

3.3.2 Data sets with multiple tasks

The idea of putting together two data sets to evolve modular neural networks [12], has

been adopted in this work to investigate more deeply the modular evolution and reuse of

neural networks. With this representation it is possible to put more than two data sets

together to be solved with a evolved modular network, e.g. data set A1-B1-C1. This idea

can be applied too to other data sets, for example, combining the Thyroid data set with

the Optical digit recognition problem, thus making a Thyroid-Optdigt data set.

At this point, the kind of task combined will not have a matter of concern, e.g. Thyroid-

Optdigt data set could not be a tasks that we normally solve in a real world scenario, but for

research purposes, that kind of combination will be allowed in this work to study the module

interaction during and after evolution. Clearly, the more different two task are, the bigger

68



(a) A1 (b) A2 (c) A3

(d) B1 (e) B2 (f) B3

(g) C1 (h) C2 (i) C3

(j) D1 (k) D2 (l) D3

Figure 3.3: Artificial data sets generated for classification tasks. Nine data sets composed
of 2 classification tasks (Figs. 3.3a to Fig. 3.3g) and 3 classification data sets composed of
3 classes each (Figs. 3.3j to Fig. 3.3l)
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the modularity value expected during evolution, i.e. if two task share many similarities

(patterns, trends, etc.) one may assume that they could present less interference during

learning, consequently, lower modularity values will be obtained after evolution, which

means that no pure-modular architectures may solve both tasks. However, that is still an

assumption and needs to be investigated empirically (chapters 5 and 6).

The same idea could be applied in the TS prediction field, e.g. Lo
(ssp)
A -Lo

(ssp)
B or Lo

(msp)
B2 -

MG17, or using the same TS and creating several data sets that predict at different inter-

vals, i.e. different values of ∆t like Fig. 3.1a where is predicted the Lorenz TS with 1, 5 and

10 steps ahead with the same network, thus, considering 3 potential modules that could be

created during evolution. The only restriction with prediction tasks is the method to use

(MSP or SSP) and the lapse of time to predict (∆t), where both TS must have the same

conditions, because both TS are going to be predicted at the same time.

Note that [13] have previously used the combination of Lorenz and Mackey-Glass with

SSP for automatic problem decompositions using a co-evolutionary algorithm. The major

difference between [13] and this study, is that in this thesis we are going to be interested in

investigating when and where modular networks emerge with SSP and MSP methods for

classification and prediction problems, as well the module communication during and at

the end of the evolutionary process with a steady state algorithm, whereas [13] is focused

on the automatic problem decomposition and not in the interaction between modules.

3.4 Performance measures

This section summarizes different performance measures found in the literature for pre-

diction and classification tasks. They are presented here as different studies used different

measures, and because some errors could be converted and stated in terms of other types

of error. For example, [143] uses the Fit error (equation 3.11) which may be converted into

NRMSE (equation 3.8).
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3.4.1 Error percentage

The first error measure is the standard error percentage presented in [156] and previously

used in the original EPNet algorithm [35], and defined by equation 3.5:

Ep =
100

Tn(Zmax − Zmin)2

T
∑

t=1

n
∑

i=1

(Yi(t)− Zi(t))
2 (3.5)

where T is the number of patterns, n the number of output nodes, and Yi(t) and Zi(t) are

the actual and desired outputs of node i for pattern t. This error has been used during this

work to measure the fitness of classification tasks and to evaluate the error in the validation

set. Note that the evaluation of the fitness for prediction tasks was obtained from a test

set inside the EA using NRMSE, as previous studies have used this measure to test the

networks’ performance for TS forecasting.

3.4.2 Mean squared error

Mean-square Error (MSE) can be considered one of the first error measures to test the

generalization, but also it has been used to quantify the training error inside the learning

algorithm. This measure was found in [145, 150] and it is expressed by equation 3.6.

MSE =
1

N

N
∑

i=1

(Yi(t)− Zi(t))
2 (3.6)

where N is the number of patterns in the target vector. This error will not be adopted in

the thesis as it may not be as reliable as others to measure the performance; for example

NRMSE is a more robust error measure.

3.4.3 NMSE

Normalized Mean Squared Error (NMSE), also called arv, has been previously used in

[60, 140, 146, 150, 151] and defined by:
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NMSE =

∑N
i=1 (Yi(t)− Zi(t))

2

∑N
i=1

(

Zi(t)− Z(t)
)2 (3.7)

where Z(t) is the mean of Z(t). As can be appreciated, taking the squared root of the

NMSE gives the NRMSE.

3.4.4 NRMSE

Normalized Root Mean Squared Error (NRMSE) may be considered a robust measure error

as the mean of the series is subtracted from each point so that we are working with true

variance [160]. Its equation is defined by:

NRMSE =

√

√

√

√

√

∑N
i=1 (Yi(t)− Zi(t))

2

∑N
i=1

(

Zi(t)− Z(t)
)2 (3.8)

Previous works that use it are: [13, 35, 67, 131, 161]. This error is adopted as the main

performance measure for prediction tasks in this work.

3.4.5 RMSE

The Root Mean Squared Error (RMSE) is a common metric to measure error in prediction

[139, 139, 149, 150] and is defined by equation 3.9.

RMSE =

√

√

√

√

1

N

N
∑

i=1

(Yi(t)− Zi(t))
2 (3.9)

This error cannot be converted to NRMSE, so it too has been used to measure error and to

be able to compare the improved EPNet algorithm against previous results in the literature.

3.4.6 Relative error

Relative error [129, 162] was an unusual error measure found in the literature to express

prediction error:
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Rerror =

√

√

√

√

∑

t (Yi(t)− Zi(t))
2

∑

t (Zi(t)− Zi+1(t))
2 (3.10)

As it requires an extra value to perform the measurement (Zi+1(t)) this measure of error

will not be considered in this work to compare with previous works that used it.

3.4.7 Performance in percentage

This metric was found in [143] and defined as:

Fit =





1−







∑N
i=1 (Yi(t)− Zi(t))

2

∑N
i=1

(

Zi(t)− Z(t)
)2











× 100 (3.11)

Note that this equation also may be converted to NRMSE.

3.4.8 Classification error

The winner-takes-all method was used to determine classification error. In this method,

the output with the highest activation designates the class, and thus, it is assumed that

there is an output node per class in the network. After calculating the correct number

of classification, it is possible to measure the percentage of correct classifications with an

standard percentage formula [156].

3.4.9 Correlation as error

It may be important to remark that [149] uses RMSE as a performance measure but also

uses the correlation between the prediction and the original data from the TS. Nevertheless,

the correlation may not be as precise as in the case of other error measures, such as NRMSE.

For example, consider Fig. 3.4 which presents the prediction of the MG30 TS over 100 steps

ahead using the MSP for the best network found after 30 independent runs and using the

feature input space fixed during 3000 generations of evolution (details of this experiment
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may be found in Section 4.3 with a successful training parameter set to 70%). In Fig. 3.4 it

can be seen that the correlation value between the prediction and the original data is close

to one (Fig. 3.4a), but NRMSE provides another scale to measure the error, which makes it

more suitable than the correlation, e.g. if another algorithm improves such prediction, it may

be difficult to see by what amount it is improved if the correlation is adopted as a standard

error measure. Nevertheless, the NRMSE and correlation values will be only displayed (not

in tables) in figures of this study to allow another angle to compare the predictions. As

the prediction and original data are quite similar and rather difficult to appreciate in Fig.

3.4a, Fig. 3.4b is presented, which represents the error in terms of Yi(t) − Zi(t). There it

is made clear how the error started to grow in the last point predicted. Note that in Fig.
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Figure 3.4: Best prediction for the MG30 TS with fixed inputs after 3000 generations of
evolution. Fig. 3.4a shows the prediction on the final test set and Fig. 3.4b presents the
error in terms of Yi(t)− Zi(t)

3.4a the original data are not plotted, previous to the first value to be predicted. That has

been done in the interest of clarity and will be maintained during the rest of the work.

3.5 Summary

This chapter presented the second part of the literature review, showing the TS and clas-

sification problems as well as different series for prediction and data sets for classification.
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Note that it has been chosen one easy tasks for classification and prediction (Breast cancer

and Logistic TS), as they produce accurately results in early generations, and also it has

been selected more difficult tasks to forecast and classify.

The combination of two or more tasks, to generate suitable data sets for the modular

evolution, have also been presented. That combination is the key aspect in the evolution

of modular neural networks, as the weights from one task may interfere with the other

during learning; thus, modular architectures may provide a better fitness during evolution

as they present independent partition of nodes. Considering all data sets presented, it was

illustrated how similar and different kind of tasks could be combined to test the module

evolution and module reuse, i.e. combining two or more classification tasks or combining

two or more prediction tasks.

The next chapter will present the first experimental stage of this study which is in charge

of showing the EPNet algorithm with different modifications; there were three reasons

for doing that: 1) show the basis of the algorithm for its understanding as subsequent

algorithms, M-EPNet and module reuse with the M-EPNet, that are based in the EPNet

algorithm; 2) study, analyze and optimize or improve some basic parameters and methods

of the EPNet to make it a more suitable and general algorithm and 3) to make a comparison

of the EPNet algorithm against previous studies in the literature, providing a robustness

of the improved algorithm and obtaining a baseline results that will be used in comparison

against the modular implementations.
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Chapter 4

The EPNet algorithm

This chapter will introduce the experimental analysis of the EPNet algorithm [35, 65] to

understand how neural networks are evolved with a steady-state algorithm and using only

mutations to carry out the evolution, in addition of the explanation provided in Section

2.2.1 for this method. The EPNet algorithm has not been extended for several years, and

never tested in simple scenarios like the evolution of features needed for prediction and clas-

sification tasks. Thus, in this chapter the experimental analysis starts with optimizing the

configuration of the EPNet algorithm (parameters and feature evolution) to allow further

extensions in subsequent chapters for the module evolution in Chapter 5 and module reuse

in Chapter 6.

The study of the EPNet algorithm is a fundamental requirement to understand its

basis at evolving ANNs for single tasks, and also, to clarify how it has been improved

for the module evolution. Clearly, this study will not be complete if we just focus in the

module evolution and module reuse with the EPNet algorithm, but analyzing its behaviour

when single tasks are solved (as done in this chapter) will give the baseline results (for

further comparisons) and confidence to explain its behaviour when applied in more complex

tasks like the evolution of modular neural networks. Considering that the EPNet algorithm

has bee explained in Section 2.2.1, Section 4.1 introduces the general behaviour of the
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standard EPNet algorithm evolving the Thyroid data set, followed by the information

organization (training, validation and test sets) in Section 4.2. In terms of new contributions

over the EPNet algorithm, Section 4.2 also presents why TS predicted with the MSP method

require to use an extra validation set during evolution; after that, Section 4.3 shows a

detail study of a parameter called “successful training” that may damage the evolution if

it is not configure correctly. Thereafter, the last contribution of this chapter is presented

in Section 4.4 with three improved versions of the EPNet algorithm to evolve the input

feature selection, where the feature evolution is evolved differently in each version. Thus,

the standard EPNet algorithm and its improved versions are compared in Section 4.5 and

a final comparison against previous algorithms in the literature is presented in Section 4.6,

to show the robustness of the improved algorithms.

4.1 The standard EPNet algorithm

It has been said that the the EPNet algorithm gives preference to smaller architecture.

To corroborate that empirically, consider Fig. 4.1 where the evolution of the Thyroid data

set is carried out over 3000 generations. When the algorithm starts with bigger values,

e.g. hidden nodes, the algorithm first decrements them (Figs. 4.1c and 4.1d in the first 300

generations) as needed, as in a pruning algorithm, because mutation deletions have a bigger

probability than additions as explained in Section 2.2.1. When it reaches a bottom line in

the number of parameters, as more deletions do not help to reduce the error any further,

it starts to increase the number of parameters (like constructive algorithms) looking for

bigger networks that could possibly solve the problem better.

The same behaviour has been reported in the original implementation of the EPNet

algorithm [35]. Nevertheless, there has not been any previous comment on the increment in

the parameter deviation as the generations advance, as seen at the end of the evolution for

the hidden nodes and connections in Figs. 4.1c and 4.1d. This is a characteristic behaviour
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Figure 4.1: Behaviour of the EPNet algorithm during 3000 generations of evolution for the
Thyroid data set over 30 independent runs. Fig. 4.1a shows the average error percentage
and Fig. 4.1b the average classification error. The average number of hidden nodes and
connections are shown in Figs. 4.1c and 4.1d respectively

noted in all experiments carried out for prediction and classification tasks during this study.

It is also notable that the performance of the Thyroid data set (Figs. 4.1a and 4.1b) is

not affected when the networks’ architectures are decremented (the first 300 generations)

or incremented, nor by the bigger deviation in the parameters which indicates that the

diversity of individuals is getting bigger, a desirable effect in EANNs.

4.1.1 Evolution of learning rate per node

It has certainly been found elsewhere that evolving the learning rate for specific parts of

the network can improve the performance of MNNs [12] over simulated evolution with a

generational algorithm. Thus, it is reasonably expected that evolving a single parameter for

each node may improve the performance of the EPNet algorithm over MNNs. However, first

attempts to evolve such configuration with just single mutation operators over the EPNet

algorithm led to worst results in prediction tasks cause by a destabilized learning during
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training. For classification tasks the noise introduced was not as severe as for prediction

tasks. That indicates that this topic may be addressed with more care in further implemen-

tations. Hence, this chapter uses the normal evolution of the learning rate (one parameter

per network as introduced in Section 2.2.1.2) while a learning rate per task (module) is

evolved for the the rest of this study with MNNs.

4.1.2 User-specified parameters

There are several parameters in an EA that need to be settled before the evolution starts.

In this case, some of them were chosen from several preliminary experiments intended to

chose the most appropriate values, others like the number of individual in the population

were set at convenient traditional values and are not intended to be optimal.

Learning rate (η): initial learning rate 0.15, minimum learning rate 0.01, epochs for

learning rate adaptation 5, and learning rate update set at 0.02.

Connection scheme: the population of networks was initialized before the evolution

starts with a simplified connection scheme set using the same probability φ for each connec-

tion in a connectivity matrix C, in this chapter all networks used a value of φ = 0.5 allowing

the networks to add or delete connections from early generations. More information about

this parameter can be found in Section 5.2.1.

Bias: the bias was another parameter included in the evolution, where any node can

have associated a bias to it or not. The weight value of each bias was evolved as any other

weight in the network.

Mutations: maximum number of mutated hidden nodes 3, e.g. 1 to 3 hidden nodes can

be mutated when the node deletion mutation is applied; maximum number of mutated con-

nections 3. In the case where the input feature selection is evolved (Section 4.4): maximum

number of mutated inputs and delays are set at 2. Even those values were used here, it is

important to say that depending upon the problem at hand those values may be adjusted,

e.g. for small networks architectures (requiring fewer than 50 nodes) the maximum number
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of hidden nodes that could be added or deleted may be 1-3, but if we are dealing with

problems that require hundreds of nodes it may be a good idea to set those parameters

within a bigger range. Clearly those ranges too may be evolved in future implementations,

but they are outside the scope of this work.

Epochs of training: for classification tasks like A1, B1, ..., A1-B1, and so forth,

it was enough 25 epochs of partial training. Data sets like Breast, optical digit or Thyroid

have 100 epochs of partial training. Prediction tasks were harder to be learned, thus, all of

them uses 1500 epochs in this parameter.

SA: 5 temperatures were used in the SA algorithm with 100 iterations per temperature.

EA: population size of 30 individuals with a maximum of 5000 generations of evolution

allowed, being the number of generations one stopping criterion. For prediction tasks, if

the error of the best individual is not reduced every 300 generations the algorithm stops

whereas classification tasks stop the evolution if no further improvement is found every 100

generations. The differences in those parameters are by the fact that prediction tasks were

more difficult as previously remarked. Another stopping criterion in classification tasks is

given by the classification error, if one individual classifies all patterns in the validation set,

the evolution finish automatically.

Note that several tasks continue decrementing their fitness through generations, which

makes difficult to correctly settle a generation gap to stop the algorithm if no further

improvement is seen. For that reason, some experiments were run during 3000 generations

being the generations the only stopping criterion, to obtain figures that shown the evolution

of parameters with the same number of generations in all independent runs.

Thereafter, the same experiments were run allowing to stop the algorithm at any mo-

ment to investigate how many generation of evolution on average are suitable to produce

satisfactory results, avoiding to waste unnecessary generations if the error can not be signif-

icantly reduced in subsequent generations. To clarify one particular case where the error is

continuously reduced during evolution, consider Fig. 4.2 which presents the worst, average
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Figure 4.2: Worst, average and best fitness values per generation for the Thyroid data set
during 3000 generations of evolution for one independent run. A zoom during the first 1400
generations is presented to distinguish the different trends

and best fitness per generations for one independent run for the Thyroid data set during

3000 generations of evolution, this figure is related to the experiment shown in Fig. 4.1.

In Fig. 4.2 can be seen that in early generations, the best error found so far is reduced

several times, but less frequently as generations advance. The best individual showed the

last reduction in its error around generation 2900, which is not statistically significant if

compared against the last 2000 generation, but clearly it may continue its reduction if more

generations are allowed. Another fact to note here is that the fitness of the entire population

(average fitness) converge to similar values during evolution, clearly an expected behaviour

for an EA.

As standard in this study, each evolutionary experiment was repeated 30 times to allow

a reliable statistical analysis of the results. After each evolutionary run had finished, the

best individual evolved was identified by measuring the NRMSE (in prediction tasks) or

Error percentage (in classification tasks) on an independent test set, and the error, inputs,

hidden nodes and connections among other parameters were recorded for performing the

comparisons. T-test analysis (two-tailed with unequal variances) was carried out at 3 dif-

ferent scales as commonly used in several publications, where p values of less than 0.05 are

considered almost significant, p < 0.01 significant and p < 0.001 highly significant.
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4.2 Training, validation and test sets

The size of the TS and data sets was used as stated in Chapter 3 and split into four sub-sets

for prediction tasks and 3 sub-sets for classification tasks.

Before explaining how the data set are divided, remember that prediction tasks with

SSP are similar to classification tasks as one input vector produce one output vector and

there is no feedback in the output as in MSP. Having said that, a standard procedure in

the literature is to evaluate a validation set with the SSP method for classification and

prediction tasks. Moreover, any publication has been found so far that uses MSP over the

validation set, that kind of evaluation is never said and it may be assumed to be SSP as it

is the standard.

Prediction case. The first set is the “training set” that is used to perform the learning

task with MBP or SA; then there is a “validation set” that is used to ensure that there is

no over-fitting of the learning and used to evolve the learning rate, then a “test set inside

EPNet” to simulate a real prediction (MSP or SSP) and obtain the fitness of the networks,

and finally there is the “final test set”, that is only applied after the whole evolutionary

process has been completed, to evaluate the final individuals on the generalization perfor-

mance. During this work it is going to be called pre-validation set to the previous validation

set and validation set to the “test set inside EPNet” to avoid confusions.

Classification case. In classification tasks there are just training, validation and test

sets as normally done for this kind of task. Here an extra test set is not required like in

the prediction case because the validation set uses the same method to evaluate the fitness

during evolution as in the generalization test, i.e. like the SSP method.

For prediction tasks, it was decided to use an extra test set during evolution as tasks

solved with MSP require to validate the generalization performance with the same method

(MSP) when the evolution finish. Thus, the networks may not be correctly evaluated (mis-

leading fitness) if the single SSP is used during evolution and then the MSP at the end of

it. For example, in Section 3.2 it was remarked that SSP method is easier than MSP by
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the feedback in the later, therefore, if a prediction task requiring MSP is evaluated with

SSP during evolution (validation set), it will probably produce a different fitness than if

the MSP is used in the same validation set, which could produce a bias in the selection

process with networks not so fit. For that reason it was needed to use an extra test set in

prediction tasks, so the pre-validation set is used mainly to evolve the learning rate and

the validation set to measure the fitness as it were a real prediction.

To illustrate this, consider Fig. 4.3 for the best predictions found for the Lo
(msp)
B2 with

MSP (Figs. 4.3a and 4.3b) and SSP (Figs. 4.3c and 4.3d) on the validation set during

evolution and using MSP on the test set. Interestingly to note (and as previously remarked),

the average fitness of the networks evaluated with SSP on the validation set have a lower

error during all the evolutionary process than the fitness obtained from the MSP as can

be seen in Fig. 4.4. The best prediction error on the validation set at the end of the 3000

generations of evolution were smaller with the SSP than with the MSP as expected too

(no shown here). It was also obtained a smaller error with the SSP on the average fitness

over all independent trials as shown at the end of generations in Fig. 4.4. At the end of the

evolution, even the network that uses MSP have a bigger fitness error in the validation set,

it obtained the smallest generalization error (Fig. 4.3a) because the selection mechanism

during evolution was in the same terms as the generalization measurement.

As a general rule, tasks that use SSP will use SSP for the fitness during evolution

and to evaluate the generalization performance. Contrary, tasks that use MSP will use the

same MSP method in both parts of the process. When the whole evolution has finished,

the networks will be further trained with the combined training and validation as done

in the first implementation of the EPNet algorithm [35]. Thus, the validation(s) and test

set inside the EPNet are unseen data sets by the network during the partial training and

throughout the evolution. At the end of all generations, the only unseen data set is the final

test set used for generalization purposes. During training, the patterns of the training set

are reorganized randomly every epoch (stochastic learning) using the sequential learning to
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Figure 4.3: Best predictions found for the Lo
(msp)
B2 with MSP (Figs. 4.3a and 4.3b) and SSP

(Figs. 4.3c and 4.3d) on the validation set during evolution and using MSP on the test set
after 3000 generations. Figs. 4.3b and 4.3d present the error in terms of Yi(t)− Zi(t)

0 500 1000 1500 2000 2500 3000

0

0.2

0.4

0.6

0.8

1

A
ve

ra
ge

 N
R

M
S

E

Generations

 

 
MSP on validation SSP on validation

0 500 1000 1500 2000 2500 3000

0

0.05

0.1

 

 

Figure 4.4: Average fitness value of Lo
(msp)
B2 with MSP and SSP over the validation set

avoid local minima with a gradient descent algorithm like the BP algorithm, which is an

advantage over others methods like Conjugate Gradient or quasi-Newton Algorithms [51,

p. 255].
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4.3 Successful training parameter (STP)

As mentioned in Section 2.2.1.1, there is a crucial parameter in the EPNet algorithm that

determines what is called successful training. We have “success” if the training error is

decreased “considerably”, or “failure” if it is not. In the literature, this parameter is never

discussed in detail (i.e. to determine how much is “considerably”), and it can easily be set

with incorrect/inappropriate values. The EPNet algorithm proves to be much more robust

with regard to its other parameters.

Consequently, our study began by running several experiments with different values for

the Successful Training Parameter (STP): 30%, 50% and 70% for prediction and classifi-

cation tasks. For example, for the 70% value the training is marked as “successful” if the

error is reduced by 70% or more (a strict value), and for the value 50% it is marked as

“successful” if the error is reduced by half or more (a more relaxed value). It was found

that this parameter has a major impact on the performance of the algorithm for prediction

tasks, because if we use a value which is too relaxed (e.g. 30%, with the error needing to be

decreased by only 30%) the networks enter the training stage and easily achieve a sufficient

reduction of the training error (leading the training to be marked as “successful”), and thus

pass directly to the next generation, without allowing the architectural mutations to take

part in the evolutionary process.

That may produce networks with a poor performance at the end of the evolution (i.e.

bigger errors are obtained) because hybrid training was used more times than other muta-

tions during evolution.

Fig. 4.5 presents the average mutation rates over the entire evolution of 300 generations

for the Mackey-Glass TS with three values in the successful training parameter (set to 30%,

50% and 70%). In Figs. 4.5a and 4.5b it can be seen that the hybrid training dominates the

evolutionary process, with the other mutations used only a few times. Conversely, in Fig.

4.5c it can be seen how the other mutations are used more frequently if a strict parameter

value is set (i.e. 70%), which shows that there are more modifications in the architectures
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Figure 4.5: Average number of mutations for Mackey-Glass TS. Successful Training pa-
rameter set to 30% (Fig. 4.5a), 50% (Fig. 4.5b) and 70% (Fig. 4.5c). Similar trends were
found between MG17, MG17A and MG30

than with a relaxed value. That is clearly a desirable behaviour if we want to look for more

solutions in the search space. Analysing this issue for the other TS revealed that the TS

behavior has a major effect on the evolutionary process. For example, for the Logistic TS

the average mutation rates arising for the three different parameter values (30, 50 and 70%)

were similar (using all the mutations in the evolutionary process) to the patterns seen in

Fig. 4.5c, i.e. there is no negative effect if a relaxed value is used for this TS. In other words,

for this TS, this parameter was not so crucial. However, that result is clearly influenced by

the fact the the Logistic TS has an easy dynamic, making it easy to predict. Consequently,

low error rates are reached with fewer epochs of training than in other TS (Mackey-Glass

and Lorenz ), allowing the use of other mutation operators during evolution. Similar trends

as presented in Fig. 4.5c were found in all the prediction task for the Mackey-Glass and

Lorenz TS if a strict value is adopted.

As commented in Section 3.2, some classification tasks are more easily solved than some

prediction tasks. Looking at the classification tasks (Breast, Thyroid, Optical digits, A1, B1,

C1, D1 and A1-B1 ) the same scenario was found as Logistic TS. Analysing the complete set

of experiments for classification and prediction tasks and repeating all of them with greater

or lesser number of training epochs, it was found that classification tasks combined with

any number of epochs (from 25-300) are not affected by any value chosen in the successful

87



training parameter. This is because they can reduce the error significantly with a small

number of epochs or in early generation of evolution. Nevertheless, prediction tasks are

affected by this parameter as it takes more time (epochs) to reach smaller errors, meaning

that the hybrid training is used more times if a small number of epochs is used during

evolution.

4.3.1 Effect of varying epochs and generations

To understand the effect of the number of epochs and generations over the STP, two more

experiments for prediction tasks were run with the following parameters: 1) 300 epochs of

partial training during 3000 generations and 2) 1500 epochs during 1000 generations. Note

that 1500 epochs too are considered here to be partial training, as more epochs are usually

needed for full training. Up to 3000 epochs have been used and no overfitting has been

found in prediction tasks. Both experiments used the same algorithm with equal values in

the rest of the parameters; thus, only the numbers of epochs and generations were modified.

As a representative example, it was chosen the Lo
(ssp)
A TS. The average error obtained after

30 independent trials showed a NRMSE = 0.029 ±0.021 for the first experiment with 300

epochs and a NRMSE = 5.00E-04 ±2.46E-04 for the second experiment. That clearly shows

that a bigger number of epochs can obtain smaller results (statistically significant) with

fewer generations than using more generations and fewer epochs.

4.3.2 Effect of varying the learning algorithms

Another scenario was tested where just the MBP was used as a learning algorithm and

compared with the standard implementation (using the hybrid training) during 3000 gen-

erations of evolution. The reason is because previously a close relationship between the

learning of the networks and the successful training parameter have been shown; thus, us-

ing just the MBP or the combined training may have a different effect on the number of

mutations used as well the error obtained.
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Figure 4.6: Average number of mutations for Lo
(msp)
B2 TS with the STP and SA. Successful

Training parameter set to 30% without SA (Fig. 4.6a), 70% without SA (Fig. 4.6b), 30%
with SA (Fig. 4.6c) and 70% with SA (Fig. 4.6d)

Fig. 4.6 shows the average number of mutation over 30 independent runs for the Lo
(msp)
B2

using the MBP with a STP = 30% in Fig. 4.6a and a STP = 70% in Fig. 4.6b. The same

scenario is repeated using hybrid training with STP = 30% in Fig. 4.6c and with STP =

70% in Fig. 4.6d.

As can be appreciated, if a strict value for the STP is again used, the learning algorithms

(MBP or MBP with SA) are used fewer times (Fig. 4.6b and 4.6d) than if a relaxed value

is used (Figs. 4.6a and Fig. 4.6c). On the contrary, and as expected, the use of the hybrid

algorithm allows a bigger reduction in the training error producing to be used more times
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the hybrid training than in the case of the single MBP with a relaxed value in the STP

(Figs. 4.6a and 4.6c) where the hybrid training is used more than twice as often as the

MBP, presenting a difference that is highly statistically significant.

4.3.3 Successful training parameter discussion

Summarizing the importance of the successful training parameter, it can be said that any

value chosen does not affect the evolution of the network if a small number of training

epochs are used, because it is quite probable that the error is not reduced significantly

during training. But if many epochs of training are required, a strict value in the STP

may produce better networks as the search space will be explored in more depth. This is

because architectural mutations have more probability of being used during evolution and

consequently the EA will look for an optimal solution across a bigger search space.

It may be important to remark that the generalization error is not severely affected

if a relaxation of the STP is adopted when several generations of evolution are allowed.

However, as seen before on Fig. 4.5a, a relaxed value may consume almost all generations

of evolution just training the networks, which clearly will provide a degraded performance

in comparison to another implementation that uses more times the architectural mutations

than the hybrid training. Another fact to remark is that the hybrid training provides two

stages to reduce the error (one for MBP and other for SA), thus combined with a strict

value in the STP it may be possible to have fittest networks than if just the MBP is used

with a relaxed value in the STP as shown in Fig. 4.7 for the MG17A on the validation set

after 3000 generation of evolution. There is appreciated that, as the STP value is increased,

the error is reduced and a slightly improvement in the error may be noted between two

consecutive values in the STP when the SA is used; but comparing a STP = 30% and 70%

the reduction on the average error is more evident. Note that the generalization error (on

the test set) is not presented as there is not involved the SA algorithm (step 9 on the EPNet

algorithm, Section 2.2.1.1).
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Figure 4.7: Average error on the validation set for the MG17A varying the learning algo-
rithm and the Successful training parameter at generation 3000

For the rest of the work a value of 70% will be used in the STP to perform the evolution

of ANNs and MNNs. Other results supporting these experiments over different TS can be

found in [67].

4.4 Evolution of features and architectures

For some TS there is enough previous domain knowledge to know many of the different

optimal parameters needed to predict, e.g. for theMackey-Glass and Logistic TS [35, 65, 77,

145] or for the Lorenz TS [129]. But even then, there are other studies that differ from the

standard parameters, such as [142] for the Mackey-Glass TS. In this field, we are interested

in the optimal number of inputs and delays to evolve the network’s architectures. However,

it is not always possible to obtain this information from the literature, e.g. to predict a

new TS that has never been studied before and for which there is no previous information

(as is likely to be the case for many real-world scenarios). For the classification field, it is

understandable that not all inputs may be useful to classify the input pattern. We should

remember that many of them have been selected from previous domain knowledge of human

experts (like the Breast cancer data set), but given the ANNs capabilities to solve this kind

of problem and the optimization advantages provided by EA, it may be clearly expected

that the input feature selection will help in the correct identification of the optimal number
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of inputs to solve the task. In this case, it was decided to not use an Evaluation functions

(Section 2.2.1.4) method to determine appropriate inputs, because this procedure adds an

extra stage in the solution of the task, i.e. first an appropriate number of inputs has to be

determined, and only then is the main procedure applied to solve the problem [130, 163–

165]. This approach has previously been applied to forecasting [163, 164] and to classification

[130, 165].

Consequently, the approach adopted here belongs to the Generational procedures, be-

cause it evolves the ANNs’ inputs with an EA [63, 76, 146] to allow the automatic adaptation

of the inputs at the same time as the rest of the architecture evolves.

For the remaining of this chapter, Evaluation functions are used to fix the inputs during

evolution as in the classical EPNet algorithm, while a Generational procedure (evolution)

will be adopted to look for better performances with a small input space. Two different

algorithms are implemented to test the evolution of features selection in the predictions

problem – FS-EPNet (Section 4.4.2.1) and FSAD-EPNet (Section 4.4.2.2) algorithms. The

latter can be used in the feature selection for classification tasks.

As we are concerned with the evolution of features for prediction tasks (inputs and

delays), the algorithms presented next will have mutation operators to add/delete in-

puts/delays, with the exception of the algorithm presented in Section 4.4.2.2 where the

delay mutation operators (addition and deletion) are not presented. Thus, for this case a

series of experiments was performed to determine the sensitivity of the evolution of inputs

in the EPNet algorithm, i.e. it was explored whether it is better to evolve the inputs. Since

evolving the inputs means that there are more parameters to evolve, this could potentially

compromise the performance of the algorithm, and it was important to test whether that

does happen and if so, when.

Next are presented three algorithms that will be used to demonstrate if the feature

selection can be implemented with just mutation operators in the EPNet algorithm: 1)

the fixed input case which uses the standard EPNet algorithm; 2) the FS-EPNet algorithm
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that evolves the features from scratch using symmetric delays between inputs and 3) the

FSAD-EPNet that only uses a mutation operator to evolve inputs, thus the evolved inputs

may have asymmetric delays between them. The FS-EPNet algorithm was mainly designed

for prediction tasks, whereas the FSAD-EPNet algorithm can be applied to both, prediction

and classification tasks. Thus, the algorithm explanation of each one of them will be shown

next and the results from these algorithms will be presented in Section 4.5.

4.4.1 Fixed Inputs

For the fixed input case, a Evaluation function procedure is needed to determine an appro-

priate fixed number of inputs and associated delays before the evolutionary process begins

for prediction tasks. As remarked in Section 3.2, the data set for classification tasks is al-

ready organized into input and target vectors and thus, the evolution of the input features

will be carried out by activating and deactivating a set of inputs. Here the Takens embed-

ding theorem was employed, which has been used before for the TS prediction task [137]

and stated in Section 3.1.2. With this, the number of inputs is chosen with the False Nearest

Neighbour method, and the delays between them are fixed using the Average Mutual In-

formation. Both techniques were obtained and applied from the Visual Recurrent Analysis

package [136]. Other studies have used these methods, such as [129, 143], but these did not

evolve the ANNs and instead used fixed architectures to predict the Lorenz TS.

There was an issue calculating the inputs and delays with the Visual Recurrent Analysis

package. The problem arises when different number of samples are used to obtain the

number of inputs and delays. For example, the Lo
(ssp)
A TS with 10000 values produced 2

inputs and 16 delays after applying the algorithms from the package, but if 2500 values

are considered in the calculation of them, 10 inputs and 15 delays are obtained. That may

be a factor of concern when decided how much information is used to train, validate and

test the predictions with ANNs. The number of inputs and delays for each TS used in this

chapter is presented in Section 4.5.1.
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4.4.2 Input feature selection in the EPNet

As explained in Section 4.4, the Evaluation function approach was not chosen as a preferred

method for this study, because the selection of inputs is then a separate process from the

evolution of the ANNs, and because the number of inputs and delays may change if different

amount of information is required. Rather, it is natural that everything should be evolved

at the same time, allowing the inputs to adapt as required. Even more, it may be possible

to obtain better (or the same) performance values with fewer number of inputs, but that

needs to be tested empirically.

To avoid introducing complex and unnecessary new operators for evolving the inputs,

they were evolved inside the EPNet using the same operators already developed for the

original algorithm, i.e. the inputs were simply treated in the same way as any other node in

the ANN. There is a series of potential input nodes corresponding to the TS at points in the

past, i.e. {xt, xt−1, xt−2, ...}, and the add/delete node mutation process selects which subsets

are actually used in the network. Similarly, the connections from inputs to hidden nodes

were treated as another connection between hidden nodes, so the mutation add-or-delete

connection could be applied to them.

That provides a way to evolve the inputs in this kind of algorithms (EP) but as the

delay is another factor, the number of possible combinations to evolve inputs and delays are

increased. Thus, we are focusing here on just two algorithms in order to evolve them: the FS-

EPNet algorithm presented in the next section which evolves inputs and delays (symmetric

delays between inputs), and the FSAD-EPNet algorithm in Section 4.4.2.2 where only input

nodes are evolved with a mutation operator. Unlike in the fixed inputs case (Section 4.4.1)

and the FS-EPNet algorithm, the n chosen inputs in the FSAD-EPNet algorithm will not

necessarily be separated by some fixed time delay d, i.e. the delays are implicit in the

representation and asymmetric delays between two inputs may appear.

The adaptation of the delays through evolution could be seen as the adaptive time delay

carried out by [152] with a mathematical method to adjust them in a non-evolutionary
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approach. There [114] calls the model presented in [152] as a MNN to predict chaotic TS

(Mackey-Glass TS) but [152] uses a mathematical method to adapt the delays and it does

not use the same module definition as used in this thesis. As far as this research has been

carried out, no work has been found that uses MNNs to predict TS.

4.4.2.1 Feature Selection EPNet (FS-EPNet) algorithm

The first modified version to evolve the features is called FS-EPNet algorithm (Fig. 4.8)

which introduces the addition/deletion of inputs and delays. If such operators are not

considered, then the original mutations of the EPNet algorithm are obtained (Fig. 2.2b).

Note that the general algorithm for the FS-EPNet is the same as 2.2a.

Whether it is an input or a delay that is added, the data sets (input and target values to

train and test the networks) change and it needs to be readjusted to the new parameters.

The input mutations, add or delete a certain number of input features (1-2 inputs, see

Section 4.1.2) from the input vector, whereas the delay mutations change the delays between

two consecutive inputs to the new value, e.g. if all the inputs have a delay of 2 between

each of them and the delays are incremented, the new data set will have the same number

of inputs with a delay of 3 between each of them. That will result into symmetric delays

between inputs with the FS-EPNet algorithm. As can be seen in Fig. 4.8, the input and

delay deletion are introduced at the end of all the previous deletions, which means that

they have less probability of being applied, e.g. if a hidden node is deleted, the rest of

the deletion and addition mutations will not be performed over the selected network. These

new mutations were introduced in this position (i.e. of having a smaller probability of being

used) because the search space of hidden nodes (and connections) is usually bigger than the

search space of features, even if the number of inputs can be increased during evolution,

i.e. the number of required hidden nodes is usually several orders of magnitude bigger than

the input space; nevertheless, this depends on the problem at hand. Thus, the node and

connection deletion will have a greater probability of reducing the network size before the
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Figure 4.8: Mutations for the FS-EPNet algorithm

focus is directed to the reduction of the dimensionality of the input space. Similar to the

EPNet mutation additions, the FS-EPNet algorithm has a tournament stage between all

the children in the last mutation attempted, but here there are two new mutation operators:

the addition of inputs and delays.

4.4.2.2 Feature Selection with asymmetric delays EPNet (FSAD-EPNet) algo-

rithm

The FS-EPNet algorithm evolved symmetric delays between inputs, incrementing or decre-

menting the number of delays. Nevertheless, if we restrict the research to the symmetric

case we may be losing potential new algorithms. For that reason it will be investigated

the special case in the evolution of features when the delays between inputs may not be

symmetric. For example, in a symmetric case (FS-EPNet algorithm), if it is assumed that

there exists a delay of 2 in an input vector of 3 values, there will be an input vector formed

as xt, xt−2, xt−4 to make a prediction xt+1 assuming ∆t = 1. In the FSAD-EPNet algorithm

(Fig. 4.9), it is assumed that there exists a delay of 1 between 2 consecutive inputs at the
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Figure 4.9: Mutations for the FSAD-EPNet algorithm

beginning of the evolution. The asymmetric delays appear when input nodes are deleted

(incrementing the delays between the adjacent inputs around the node deleted). Thus, if

we consider the next input vector: xt, xt−1, xt−2, xt−3, if input xt−2 is deleted, inputs xt and

xt−1 have a delay of 1, meanwhile inputs xt−1 and xt−3 have a delay of 2. In Fig. 4.9, the

input and hidden node deletion are at the same level, which means that one of them is

randomly selected.

Several different kinds of combination could be used to rearrange the mutation operators

to evolve the input feature in the FS-EPNet and FSAD-EPNet algorithms, but for the

purpose of this study, those algorithms may be enough to investigate this aspect in the

networks. Further improvements may present a more sophisticated combination of them.

4.5 Feature evolution comparison

This section presents some experimental results that are focused on determining whether it

is better to evolve the inputs as another parameter inside the EPNet algorithm. To do this,

four experiments were set up for the prediction and two for the classification problems.

Prediction problems: 1) the inputs and delays were fixed (Evaluation function meth-

ods) as mentioned in Section 4.4.1 and the EPNet algorithm only evolve the hidden nodes
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and connections; 2) the features were fixed as experiment one, thereafter evolved with the

FS-EPNet algorithm; 3) the inputs and delays where evolved from random initial values

with the FS-EPNet algorithm and 4) just the inputs were evolved with the FSAD-EPNet

algorithm. The second experiment (with fixed and evolved features) was set-up in that way

to make the evolution of inputs easier by starting at the computed values so that evolution

can improve on them where possible, but hopefully not end up with inferior values. Also

experiment one and two will serve to question whether the False nearest neighbours and

Average mutual information from the Visual Recurrent Analysis package [136] are good

enough to provide the best predictions.

Classification problems: 1) the standard EPNet algorithm is used to evolve just the

architectures, where the initial number of inputs are determined by the problem at hand

and 2) the FSAD-EPNet algorithm is used to evolve the inputs, thus, this will be the only

method tested for feature evolution for classification tasks.

Those results will be taken as baseline performance for the evolution of MNNs in Chapter

5. To clarify the results of this section, prediction and classification results will be presented

in separate stages.

4.5.1 Prediction tasks

Tables 4.1 - 4.4 summarize the results of the different algorithms showing the NRMSE

and network sizes for the prediction tasks. Table 4.1 presents the EPNet algorithm with

fixed inputs and delays, Table 4.2 shows the EPNet with Fixed and evolved features, the

FS-EPNet implementation is presented in Table 4.3 and finally the asymmetric evolution

of inputs is shown in Table 4.4. On all these tables, columns 2-5 give the mean, standard

deviation, minimum and maximum values of the NRMSE (evaluated on the previously

unseen test set, i.e. the test set used after the evolution has finished) for the best individuals

from the 30 runs. Columns 6-9 give the number of inputs, delays (with the exception of

Table 4.4), hidden nodes and connections of the best individuals overall from the 30 runs,
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Table 4.1: Individual TS results for the EPNet with fixed features. Evolved NRMSE and
architecture parameters for the best individual values over 30 runs with 3000 generations

T ime

Series

NRMSE Best individual

Mean Std Dev Min Max Inputs Delays Hidden Connections

Logistic 0.005393 0.002775 0.001210 0.011550 1 12 6 18

Lo
(ssp)
A

0.027544 0.015870 0.012344 0.080799 10 15 23 106

Lo
(ssp)
B1

0.035553 0.005317 0.027962 0.044020 2 3 31 153

Lo
(msp)
B2

1.034266 0.052348 0.951246 1.126090 2 3 12 47

Lo
(msp)
B3 1.005136 0.019211 0.971249 1.066980 2 3 13 60

MG17 1.050964 0.215891 0.555976 1.712120 3 10 5 22

MG17A 0.290963 0.346790 0.126737 2.070020 3 10 10 68

MG30 0.100739 0.066835 0.039385 0.285613 6 14 23 196

corresponding to the networks with the NRMSE in column Min. Table 4.4 does not present

the delays found with the evolutionary algorithm because many complex variations are

possible (explained in Section 4.4.2.2).

Columns 6 and 7 in Table 4.1 were obtained from the Visual Recurrent Analysis package

as previously stated, where the embedded dimension (D) was used as input vector to the

networks. That was done because using 2D + 1 inputs did not improve the results on all

TS used, only for the Lo
(msp)
B2 there was shown an smaller error than the presented in Table

4.1, but it was not better than the obtained in Table 4.4 with the FSAD-EPNet algorithm.

Hence, it was used the embedded dimension to set-up the number of inputs in all TS in

Tables 4.1 and 4.2.

Detailed average values for the rest of the parameters (inputs, delays, hidden nodes,

connections, validation error and test set error) may be found in Appendix A. Moreover,

the statistical analysis, presented ahead, was made considering the average values from

Appendix A for the NRMSE, inputs, hidden nodes and connections (or the average values

from Tables 4.1 - 4.4 for the NRMSE).

As a general overview, the EPNet algorithm obtained the smallest error values for the

Lo
(msp)
B3 TS, the FS-EPNet algorithm was better on Lo

(ssp)
A , Lo

(ssp)
B1 , MG17, MG17A and
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Table 4.2: Individual TS results for the FS-EPNet with fixed and evolved features. Evolved
NRMSE and architecture parameters for the best individual values over 30 runs with 3000
generations

T ime

Series

NRMSE Best individual

Mean Std Dev Min Max Inputs Delays Hidden Connections

Logistic 0.005081 0.002339 0.001528 0.008653 1 12 7 20

Lo
(ssp)
A

0.001190 0.000998 0.000049 0.003161 6 1 42 384

Lo
(ssp)
B1 0.004593 0.001917 0.001856 0.006593 4 1 20 147

Lo
(msp)
B2 0.664276 0.309823 0.072599 1.109790 3 3 20 132

Lo
(msp)
B3

1.005700 0.018933 0.965653 1.079210 2 5 10 48

MG17 0.274505 0.149549 0.142961 0.667333 5 12 22 237

MG17A 0.051479 0.029031 0.017289 0.134359 4 12 17 178

MG30 0.131988 0.086060 0.036435 0.322622 6 14 17 141

Table 4.3: Individual TS results for the FS-EPNet evolving features from scratch. Evolved
NRMSE and architecture parameters for the best individual values over 30 runs with 3000
generations

T ime

Series

NRMSE Best individual

Mean Std Dev Min Max Inputs Delays Hidden Connections

Logistic 0.002723 0.002599 0.000173 0.007720 1 4 12 56

Lo
(ssp)
A

0.000990 0.000922 0.000248 0.003206 5 2 27 247

Lo
(ssp)
B1

0.003686 0.003132 0.001025 0.015032 8 1 36 420

Lo
(msp)
B2 0.523017 0.261622 0.098344 0.926392 6 3 12 91

Lo
(msp)
B3 1.032600 0.030747 0.980117 1.099000 8 4 12 69

MG17 0.168096 0.046265 0.073971 0.309649 6 3 23 158

MG17A 0.027261 0.026994 0.007204 0.117616 10 3 26 359

MG30 0.090790 0.041860 0.018697 0.158511 11 3 19 167

MG30, meanwhile the FSAD-EPNet algorithm obtained lower error on the remaining TS

(Logistic and Lo
(msp)
B2 ).

To facilitate the comparison and analysis of statistical significance with the T-test

method, Table 4.5 shows the p-values found of comparing all the algorithms for all TS

over the NRMSE, inputs, hidden nodes and connections. In this way, it was taken the

smallest value per TS (e.g. error) and that experiment was used to calculate the p-values
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Table 4.4: Individual TS results for the FSAD-EPNet evolving inputs features. Evolved
NRMSE and architecture parameters for the best individual values over 30 runs with 3000
generations

T ime

Series

NRMSE Best individual

Mean Std Dev Min Max Inputs Hidden Connections

Logistic 0.000364 0.000455 0.000022 0.002024 1 25 102

Lo
(ssp)
A

0.001235 0.000914 0.000239 0.003303 5 34 420

Lo
(ssp)
B1 0.004279 0.002777 0.001288 0.013683 7 25 263

Lo
(msp)
B2 0.472015 0.328557 0.049027 1.048780 8 8 47

Lo
(msp)
B3

1.020563 0.025913 0.976759 1.108650 4 5 41

MG17 0.249989 0.367239 0.032700 1.681180 7 31 297

MG17A 0.041665 0.076593 0.006173 0.315323 7 11 96

MG30 0.105963 0.071941 0.022402 0.318639 4 19 152

against all other experiments, therefore a value of “ * ” is presented in Table in 4.5 for the

best error found (NRMSE) for each TS (rows) with a specific algorithm (columns), and the

same is repeated for the inputs, hidden nodes and connections.

Thus looking at statistical significance on Table 4.5 for the NRMSE, it can be seen that

the error of Lo
(msp)
B3 TS with the EPNet was highly significant better than the FS-EPNet

algorithm, it was almost significant against the FSAD-EPNet algorithm, but no significance

was found if compared with the FSAD-EPNet fix and evolved features.

For the cases in which the FS-EPNet obtain smaller results, there was no statistical

significance at all if compared against the FSAD-EPNet algorithm in all cases, nor for

MG30 for the other two algorithms. However it was statistical significant better on MG17

and MG17A against the EPNet and the FS-EPNet fixed and evolve.

Interestingly, if the EPNet and the FS-EPNet fixed and evolve algorithms are only

compared, the latter improved with high statistical significance for all TS against the EPNet

with the exception of Logistic and Lo
(msp)
B3 where there was not significance at all, providing

insights that evolving the calculated values may be beneficial than if the fixed values are

used during all evolution. The results presented from Table 4.1 to 4.4 show that, overall,

evolving the inputs with the EPNet algorithms (FS-EPNet and FSAD-EPNet) leads to
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Table 4.5: p-values between the four algorithms tested for prediction tasks over the NRMSE,
inputs, hidden nodes and connections. A mark like “*” indicate the best error found for a
given TS (rows) with a selected algorithm (column)

T ime Series EPNet FS-EPNet Fix&Evo. FS-EPNet FSAD-EPNet

N
R
M
S
E

Logistic 6.11E-11 4.17E-12 2.93E-05 *

Lo
(ssp)
A

4.48E-10 0.423386 * 0.304104

Lo
(ssp)
B1

3.80E-31 0.183278 * 0.441105

Lo
(msp)
B2

2.31E-10 0.023295 0.509149 *

Lo
(msp)
B3 * 0.909156 1.34E-04 0.011415

MG17 1.09E-20 7.00E-04 * 0.235176

MG17A 2.59E-04 1.45E-03 * 0.338165

MG30 0.493096 0.023134 * 0.323549

In
p
u
ts

Logistic * 1.08E-30 9.97E-04 3.26E-01

Lo
(ssp)
A

2.41E-19 7.08E-01 1.41E-01 *

Lo
(ssp)
B1

* 1.82E-11 1.03E-15 7.72E-14

Lo
(msp)
B2

* 1.29E-13 5.44E-14 1.25E-12

Lo
(msp)
B3 * 2.01E-04 5.11E-19 7.49E-09

MG17 * 1.26E-06 6.24E-13 1.25E-15

MG17A * 1.61E-05 7.17E-16 1.70E-12

MG17A 1.61E-01 * 1.76E-22 6.04E-02

H
id
d
en

N
o
d
es

Logistic 4.14E-01 * 2.02E-04 6.54E-14

Lo
(ssp)
A

* 2.56E-01 1.26E-01 3.53E-01

Lo
(ssp)
B1 5.71E-01 * 1.54E-06 2.41E-05

Lo
(msp)
B2

4.94E-02 6.42E-01 5.63E-01 *

Lo
(msp)
B3 2.70E-01 * 7.84E-01 1.91E-01

MG17 * 4.03E-05 1.27E-06 3.56E-08

MG17A * 2.47E-05 6.94E-07 8.43E-09

MG17A 6.91E-05 7.45E-04 1.81E-01 *

C
on

n
ec
ti
on

s

Logistic 1.61E-01 * 1.24E-03 2.21E-10

Lo
(ssp)
A

9.58E-01 * 2.19E-01 4.17E-01

Lo
(ssp)
B1 * 2.19E-01 3.28E-11 2.48E-09

Lo
(msp)
B2

* 6.13E-01 4.53E-02 2.00E-01

Lo
(msp)
B3 * 6.86E-01 5.04E-05 4.72E-03

MG17 * 1.67E-07 3.71E-08 4.12E-08

MG17A * 3.66E-06 3.87E-10 4.46E-10

MG17A 6.38E-05 5.28E-04 7.47E-02 *

better TS prediction (i.e. lower NRMSE). In general the best algorithm that solves a TS

did not find the smallest architecture, considering the number of trainable connection as the

networks’ size (p-values from Table 4.5). On the other hand, the average and best inputs
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and delays obtained are mixed in some cases, while in others the parameters converge to the

same between algorithms, thus, one needs to look more carefully at what emerges for the

individual TS. For example, the EPNet algorithm found the smallest architectures from all

experiments (Table 4.5 for inputs, hidden nodes and connections), being highly statistically

better than the other algorithms, but only the Lo
(msp)
B3 TS found the smallest average error

with the EPNet, therefore, the smallest network found were not the best in all cases.

Even though there are more parameters to evolve if the inputs are not fixed, the algo-

rithm can still obtain faster results in some cases. For example, consider Fig. 4.10 presenting

the evolution of NRMSE, inputs, delays, hidden nodes and connections with the four algo-

rithms tested in this chapter for the Lo
(ssp)
B1 TS. It can be seen that the evolution of inputs

allows the algorithm to obtain smaller errors faster (particularly at the beginning of the

evolution) as presented in Fig. 4.10a. Conversely, there were other cases where the error

was reduced equally fast in any scenario, for example the Logistic TS (not presented here).

Considering the evolution of delays on Fig. 4.10c, all algorithms converge to similar

values in the first 500 generations of evolution, making clear that the calculated delays

were not the best, nor to maintain them during evolution (EPNet algorithm on Fig. 4.10c).

For the inputs, the three algorithms that evolve them obtain bigger values during evolution

than the calculated values for the EPNet algorithm. If we consider the inputs (Fig. 4.10b),

hidden nodes (Fig. 4.10d) and connections (Fig. 4.10e) we may seen that the error bars

present a big deviation (as previously remarked on Section 4.1). That is a clear behaviour

of the algorithm, as the mutations that add neural components increase the size of the

parent network, regarding whether those mutations improve the fitness of the last individual

replaced. In this way, it assures that the diversity is maintained, but on the other hand

the last individual in the population will be bigger every generation if it is not replaced,

e.g. if bigger architectures produce better fitness (which may not be true for all cases) they

will advance in the ranked population to better position, and if bigger networks continue

arriving while the best individuals are of smaller sizes, that will produce to have bigger
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Figure 4.10: Average values per generation of different parameters evolved for the Lo
(ssp)
B1 TS

with the EPNet, FS-EPNet Fix&Evolve, FS-EPNet and FSAD-EPNet algorithms. NRMSE
(Fig. 4.10a), inputs (Fig. 4.10b), delays (Fig. 4.10c), hidden nodes (Fig. 4.10d) and connec-
tions (Fig. 4.10e) evolved during 3000 generations

deviations in the hidden nodes and connections. Note that for the input case, the standard

deviation is not increased as in the hidden nodes and connections, which indicate that

the algorithm does not need more inputs every generation to improve the performance,

corroborating that the input space is smaller (as commented in Section 4.4.2.1) than the

search space formed by hidden nodes and/or connections. The best prediction found for

Lo
(ssp)
B1 over all independent runs and over all four algorithms tested is presented in Fig.
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Figure 4.11: Best prediction found for Lo
(ssp)
B1 TS with the FS-EPNet algorithm after 3000

generations of evolution. Fig. 4.11a shows the prediction on the final test set and Fig. 4.11b
presents the error in terms of Yi(t)− Zi(t)
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Figure 4.12: Best prediction found for MG17 TS with the FS-EPNet algorithm after 3000
generations of evolution. Fig. 4.12a shows the prediction on the final test set and Fig. 4.12b
presents the error in terms of Yi(t)− Zi(t)

4.11 obtained with the FS-EPNet algorithm. Fig. 4.11a shows the prediction on the final

test set and Fig. 4.11b presents the error in terms of Yi(t)−Zi(t). It has also presented the

correlation value to have an appreciation of the prediction error from another angle. As Fig.

4.11, the best prediction found for the MG17 with the FS-EPNet algorithm is displayed in

Fig. 4.12.

As remarked previously, it may be important to analyze the average number of genera-

tions required until the error is no further reduced considerably. Therefore, it was repeated

for all previous experiments with the condition to stop the algorithms if the best individ-
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Table 4.6: Average number of generations per TS with stopping criteria: stop if the error
of the best individual is not improved after 300 generations

T ime Series EPNet FS-EPNet Fix&Evo. FS-EPNet FSAD-EPNet

Logistic 1561±553.73 1431±502.51 2424.16±1418.20 3713.96±1254.32

Lo
(ssp)
A

2640.93±1058.99 2650.93±1000.78 2051±595.23 2657.56±1057.96

Lo
(ssp)
B1 2251±931.35 2774.26±1062.36 2771±828.85 3480.80±996.02

Lo
(msp)
B2

1531±596.62 1461±653.16 1411±631.00 1391±469.29

Lo
(msp)
B3

1451±557.55 1591±739.68 2021±884.11 1541±436.75

MG17 1331±538.29 2141±821.52 2341±920.11 2371±978.79

MG17A 1411±480.19 2261±750.44 2231±750.24 2337.63±959.60

MG30 2157.63±939.33 2061±883.41 2267.63±1151.32 2141±720.91

ual cannot further reduce its error. The error presented in this new experiment were not

statistically significant against previous results because if more generations were allowed,

the predictions continue reducing the error, but not by a big amount. Table 4.6 presents

the average number of generations for all TS over all algorithms used in this section with

their respective standard deviation. It can be seen that in the majority of the cases, it was

required on average less than 3000 generations (as done in previous experiments), while for

Logistic and Lo
(ssp)
B1 with the FSAD-EPNet algorithm it was required more than that.

4.5.2 Classification tasks

Tables 4.7 and 4.8 present the classification error for the EPNet and FSAD-EPNet respec-

tively for the Breast cancer, Optical digit and Thyroid data sets when the algorithms are

allowed to stop as said in Section 4.1.2. For the Breast cancer both algorithms found sim-

ilar average errors, but for the Optical digit set the EPNet algorithm with the fixed inputs

found the smallest average error on the classification error and in the error percentage (the

latter not presented in this section but can be found in Appendix A). For the Thyroid data

set the evolution of features with the asymmetric delay implementation provided the best

performance measures against the normal EPNet algorithm. Moreover, Thyroid data set

used on average a small number of inputs (14.831±3.20) while the best individual found
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Table 4.7: Classification error for the EPNet algorithm with fixed input features and stop-
ping criteria. Evolved error rates and architecture parameters for the best individual values
over 30 runs

T ime

Series

T est error rate (%) Best individual

Mean Std Dev Min Max Inputs Hidden Connections

Breast C. 0.438096 0.466973 0 1.714290 9 3 34

Optical digit 5.325300 0.715687 4.229270 7.790760 64 25 1499

Thyroid 1.575262 0.159964 1.312720 1.925320 21 18 329

Table 4.8: Classification error for the FSAD-EPNet algorithm with evolved input features
and stopping criteria. Evolved error rates and architecture parameters for the best individ-
ual values over 30 runs

T ime

Series

T est error rate (%) Best individual

Mean Std Dev Min Max Inputs Hidden Connections

Breast C. 0.438096 0.288004 0 1.142860 9 4 44

Optical digit 6.124242 0.674056 4.785750 7.234280 61 20 1309

Thyroid 1.448853 0.167548 0.933489 1.721120 9 20 409

only required 9 inputs (Table 4.8) in comparison with the 21 features the problem has

(Table 4.7) as input vector.

The FSAD-EPNet algorithm started with random initialization of inputs, which clearly

did not produce the best results for the Optical digits data set, but for the Breast cancer

set it was found that all inputs were used in the classification of the best individual found.

It was repeated the same experiments activating all inputs before the evolution starts with

the FSAD-EPNet algorithm and then same results were obtained, indicating that for the

Optical digits data set, the evolution of inputs were not beneficial.

Comparing statistical significance from the average classification error (Tables 4.7 and

4.8) with the T-test, for the Breast cancer data set there was no statistically significant

differences between both algorithms (p-value = 0.9998). For the Optical digit data set, it was

discovered too no statistically significance with a p-value = 0.6213, meanwhile the Thyroid

data set was statistically significantly better with the FSAD-EPNet algorithm than with
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Table 4.9: Average number of generations per data set with stopping criteria: stop if the
error of the best individual is not improved after 100 generations or if the classification
error on the validation set is zero by the best individual

Data Set EPNet FSAD-EPNet

Breast C. 49.33±39.28 47.56±37.36

Optical digit 1290.86±1003.78 644.13±688.14

Thyroid 1097.66±470.86 1484.33±436.35

the standard EPNet, obtaining a p-value = 0.0041. Table 4.9 shows the average number of

generations required for each data set with both algorithms. Where the Breast cancer data

set was the fastest to be solved.

As previously said, it was repeated the same experiments fixing the number of gener-

ations to have another perspective in the convergence of parameters over the entire pop-

ulation. There it was found that the Breast cancer data set generated a network able to

classify all patterns in the test set with fewer number of inputs on average, and smaller

number of inputs for the best individual: 4.2±1.57 and 5 inputs respectively. The inputs

that were not used in that case are: 3, 4, 5 and 9 which means that just inputs 1, 2, 6, 7

and 8 where enough to correctly classify all patterns in the unseen data set.

However, the small amount of inputs in this data set required to use on average more

nodes and connections on the best individual found with the FSAD-EPNet algorithm. For

the Thyroid data set the inputs used to perform the classification for the best network

found were: 3, 6, 8, 13, 17, 19 and 21 with 3000 generations. When stopping criteria was

used in the FSAD-EPNet algorithm, the inputs used for the best individual were: 3, 7, 8,

11, 13, 15, 17, 19, 20. It is worth to said that allowing more generations, lower amount of

features could be obtained without compromise the performance of the networks.

As a representative example of the evolution of parameters for classification tasks (not

that each one was different), Fig. 4.13 shows the Average classification error, inputs, hidden

nodes and connections for the Optical digit data set. The error (fitness) during evolution

over the validation set was similar between both algorithm (Fig. 4.13a). For the number
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Figure 4.13: Average values per generation of different parameters evolved for the Optical
digit data set with the EPNet and FSAD-EPNet algorithms. Classification error rate (Fig.
4.13a), inputs (Fig. 4.13b, only the FSAD-EPNet algorithm applied), hidden nodes (Fig.
4.13c) and connections (Fig. 4.13d) evolved during 3000 generations

of inputs (Fig. 4.13b) it is only shown the results with the FSAD-EPNet algorithms as in

the other case the inputs were fixed. There can be seen how the inputs oscillated without

reaching an optimal parameter that allows better results in comparison with the fixed

input case. Nevertheless, both obtain similar errors as said before. The hidden nodes and

connections were increased during all evolution presenting bigger deviations as remarked

in Fig. 4.10 being a characteristic behaviour of the EPNet algorithm.

4.5.3 Feature evolution discussion

This section studied the issue of feature selection for evolved ANNs. It presented a series

of experiments to determine whether it is better to evolve the inputs when the EPNet

algorithm is used for TS prediction and classification tasks. This was done by comparing

evolving the inputs (3 algorithms) against keeping them at fixed computed values through-
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out the evolutionary process (standard EPNet algorithm). The fixed inputs were computed

using the approaches employed in previous studies, namely False Nearest Neighbour for the

number of inputs and Average Mutual Information for their delays for prediction tasks. For

classification was used the number of inputs of the problem at hand.

From those experiments it was also observed that if the inputs are fixed, the evolution

of hidden nodes or connections advances faster in some TS, consistent with the fact that

there are fewer parameters to evolve. On the other hand, if the inputs are evolved, it was

found that in some cases the algorithm found accurate networks faster, even though they

required more computational processing to evolve the increased number of parameters.

Prediction tasks: it was shown that evolving the inputs gave statistically significant

better prediction results for 7 of the 8 TS studied, but in 1 case was it better to keep the

inputs fixed. This led to the conclusion that it is certainly not the case that using the values

given by the False Nearest Neighbour and Average Mutual Information is the best way to

perform input feature selection, i.e. to fix the inputs during the evolutionary process for

prediction tasks.

Classification tasks: here it was different the case as in prediction, i.e. prediction re-

quired to find the optimal number of inputs and delays. In classification tasks the maximum

number of input is given by the problem at hand, thus feature evolution means to look for a

smaller set of inputs that can correctly classify the task given the best generalization error

over the networks. Here, just 1 data set of 3 presented statistically significant results if the

inputs are evolved having the lowest generalization error. However, Breast cancer could

classify correctly all patterns in the test set with a small number of inputs for the best

individual if more generations were allowed, but it was also noted that this network uses

more hidden nodes than the best obtained with the fixed input case. On the other hand,

both algorithms perform in a similar way for the Breast cancer when stopping criteria is

used, presenting no statistically significant differences in terms of error or generations used.

As a general behaviour, it was noted that for any task evolved with the EPNet algorithm,
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the deviation on hidden nodes and connection is bigger as the generations advance. Clearly

that may be a disadvantage as probably will not be possible to run the algorithm for

hundreds of thousands of generations without control the growth of the last individuals

in the population. One possible further modification may be the constraint of nodes and

connections (the latter used in generational algorithms in [12]) as simulated for biological

neurons over the human brain, however there may be the risk that it will not explore as

many possible combinations as leaving those parameter free to evolve.

Since architectural modifications generally produce large changes in the evolved net-

works’ behavior, it was expected that the addition or deletion of inputs and delays could

have the same effect on the network’s performance. Sometimes the addition or deletion of

inputs results in significant variation in the performance of the networks; however, those

variations do not usually have a major impact on the evolution, probably because after

addition or deletion the network passes on to the partial training phase which could correct

any undesirable deviation in the networks’ learning. Again, the dynamic of the TS or data

set influences the behavior of the algorithm. The most important conclusion found was that

it is better to evolve the inputs and delays for prediction tasks with any of the improved

versions of the EPNet algorithm. Moreover, if there is no previous domain knowledge of a

given TS, the evolution of features may be the best option as the calculation of inputs with

the the False Nearest Neighbour and delays with the Average Mutual Information may

change if the size of the TS changes. That could be a really difficult problem for many real

world scenarios, as in those cases, the number of samples is expected to grow with time.

For classification tasks it was concluded that not in all cases the best number of inputs

is evolved, and probably it may be a better idea to use the standard EPNet algorithm if

we are not interested in feature selection.

Thus, one can also conclude that the standard EPNet algorithm is not capable of finding

the best input features in all cases either, but in the majority it can lead to the best

results. Two publications derived from this section corroborate the findings over different
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TS to those presented here, showing that the evolution of inputs gave significantly better

prediction results in the majority of the TS studied, but in a small number of cases it was

better to keep the inputs fixed [67, 131].

4.6 Comparison with previous studies

Previously it was shown the feature evolution compared between four algorithms (3 derived

from the same) showing that indeed evolving the inputs of the network may produce better

results in the majority of the cases. In this section will be presented the comparisons of the

previous experiments against other algorithms found in the literature to determine whether

results of the EPNet algorithm and its variations may compete with the results found in

the literature. A general description of the methods used in the literature can be found in

Section 3.1.4 for TS and in Section 3.2 for classification tasks.

4.6.1 Logistic time series prediction problem

Table 4.10 presents the comparison of different prediction methods for the Logistic TS.

This shows that the FSAD-EPNet algorithm has a smaller average error than the other

implementation of the algorithms and previous results in the literature for this TS. It may

be important to remark that the classical EPNet algorithm used only 200 generation of

evolution for this TS, and here it has been used 3000 generations. Showing that the error

could be further reduced if more generations are allowed.

Another fact to notice is that the four algorithm used here (EPNet, FS-EPNet fixed

and evolve, FS-EPNet and FSAD-EPNet algorithms) found smaller average errors than the

three algorithms reported in previous works as presented in Table 4.10. At the end of the

evolution, the four algorithms converge to one input unit for the best individual in the

population, the same number of inputs used in previous publications [65, 146].
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Table 4.10: Comparison of different prediction methods for the Logistic TS with NRMSE.
A boldface number indicates the smallest error found

Method Av. Connections Av. NRMSE

Classical EPNet [65] 33.03 0.0257

1-15-1 BP network [146] - 0.0387

ERP [146] - 0.0566

EPNet Fix 13.73 0.005393

FS-EPNet Fix&Evo. 12.33 0.005080

FS-EPNet 36.56 0.002722

FSAD-EPNet 112.8 0.00036

Table 4.11: Comparison of different prediction methods of the Lo
(ssp)
A TS for the best

NRMSE. A boldface number indicates the smallest error found

Method Hidden nodes Connections NRMSE

LLNF LoLiMoT [140] 20 - 3.13E-05

RBF OLS [140] 24 - 3.75E-05

MLP BP [140] BP 38 - 2.27E-04

EPNet Fix 23 106 1.23E-02

FS-EPNet Fix&Evo. 42 384 4.90E-05

FS-EPNet 27 247 2.48E-04

FSAD-EPNet 34 420 2.39E-04

4.6.2 Lorenz time series prediction problem

Table 4.11 presents the results from the Lo
(ssp)
A TS obtained with the four different EPNet

implementation and compared against different algorithm found in [140]. For this case none

of the algorithms of this study could improve the best algorithm presented in [140], however

the FS-EPNet algorithm with fixed and evolved inputs improved the RBF OLS and MLP

BP from [140] and it stands with a close value against the best result in [140]. Moreover,

it may be important to note that a more valid comparison may be in terms of average

values from different runs, but as not in all works is presented such information, here we

can only compare our results against the available information shown in the literature.

Table 4.12 shows the results and comparison for the Lo
(ssp)
B1 TS with the RMSE. Notice
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Table 4.12: Comparison of different prediction methods of the Lo
(ssp)
B1 TS for the best RMSE.

A boldface number indicates the smallest error found

Method Inputs Delays Nodes Cons. RMSE

PG-RBF [139] 3 3 - - 0.094

EPNet Fix 2 3 31 153 0.008031

FS-EPNet Fix&Evo. 4 1 20 147 0.000533

FS-EPNet 8 1 36 420 0.00029

FSAD-EPNet 7 1 25 263 0.000369

Table 4.13: Comparison of different prediction methods for the Lo
(msp)
B2 (∆t = 1) and Lo

(msp)
B3

(∆t = 50) TS for the best NRMSE. A boldface number indicates the smallest error found

.

Method ∆t = 1 ∆t = 50

State-space 8th order [143] 0.1822 1.0299

Regularized ANN-ARMA [143] 0.7325 0.7652

EPNet Fix 0.951245 0.971248

FS-EPNet Fix&Evo. 0.072598 0.965653

FS-EPNet 0.098343 0.980117

FSAD-EPNet 0.049026 0.976758

that the FS-EPNet algorithm found the smaller error, but using more inputs, hidden nodes

and connections than other algorithms. Similar to the Logistic TS, the four algorithms

implemented found a smaller error against [139], but using in general more inputs and

fewer delays than [139].

Table 4.13 shows the comparisons using the NRMSE for the Lo
(msp)
B2 TS in column one

and for the Lo
(msp)
B3 TS in column two. In Table 4.13 the FS-EPNet (both) and FSAD-

EPNet algorithms found smaller errors against previous results for Lo
(msp)
B2 with a ∆t = 1.

When the prediction step was increased, it was not possible to improve the results of [143],

whereas the prediction with the state-space shown in [143] was improved with all the EPNet

algorithms implemented.
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Table 4.14: Comparison of different prediction methods for the MG17A and MG30 TS
with NRMSE. A boldface number indicates the smallest error found

Method
MG17A MG30

Average Best Average Best

Boosting [151] 0.0126 (0.004) 0.0114 0.021 (0.0053) 0.0202

EBPTT [151] 0.0249 (0.0086) 0.0114 0.0429 (0.029) 0.0071

SNC-Elman [60] - - - 0.0639

EPNet Fix 0.290962 (0.3467) 0.126736 0.100739 (0.0668) 0.039384

FS-EPNetFix&Evo. 0.051479 (0.0290) 0.017288 0.131987 (0.0860) 0.036434

FS-EPNet 0.027260 (0.0269) 0.007203 0.090789 (0.0418) 0.018697

FSAD-EPNet 0.041664 (0.0765) 0.006172 0.105963 (0.0719) 0.022401

4.6.3 Mackey-Glass TS prediction problem

Table 4.14 presents the comparisons for the MG17A (columns 2 and 3) and for the MG30

(columns 4 and 5) TS. The FS-EPNet and FSAD-EPNet algorithms obtained the smallest

error for the best results in Table 4.14 for the MG17A TS. However, they could not improve

the average values obtained by the boosting algorithm [151]. The EPNet algorithm is char-

acterized by an ability to maintain the diversity of the population, which means that it is

not necessary for all individuals to have an accurate error. The effect of this is that several

of them can drive the mean error to bigger values. As the best results were found with the

FS-EPNet and FSAD-EPNet algorithms for MG17A, it is clear that if fewer individuals in

the population are considered for the calculation of the mean value, this would probably

result in a smaller error than [151]. Even if the average error over all the population cannot

produce the best results, it can be seen that the performance of the EPNet is acceptable

for this TS too.

In the case of the MG30 TS, it was not possible to obtain better results too, but again,

the FS-EPNet algorithm obtain closer results in terms of average and best vales. Moreover,

the EPNet does not uses more complicated representations like the boosting approach to

perform the prediction, and even then, it can have very similar results for MG17A and

MG30.
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Table 4.15: Comparison of different prediction methods for the MG17 TS with RMSE. A
boldface number indicates the smallest error found

Method Average Best

AR model [139] - 0.19

Pseudo Gaussian RBF [139] - 0.00287

ARMA NN [149] - 0.0025

EPNet Fix 0.302249 0.159894

FS-EPNet Fix&Evo. 0.078945 0.041114

FS-EPNet 0.048343 0.021273

FSAD-EPNet 0.071895 0.009404

Table 4.15 presents the comparison of different algorithms for theMG17 TS with RMSE.

In this case it was possible to obtain improved performance with the FS-EPNet algorithm

over the average values but not for the best results found.

4.6.4 Breast cancer data set

As for several prediction tasks, it can be seen in Table 4.16 that the EPNet algorithms with

its variations provided the smallest average error for the Breast cancer data set.

Table 4.16: Comparison between algorithms in terms of the best classification error on the
Wisconsin Breast cancer data set. A boldface number indicates the smallest error found

Method
Test error rate (%)

Average Std. Dev. Best

OC1-GA [154] 3.8 1.0 -

GANet [47] - - 1.06

FNNCA [155] - - 1.45

HDANNs [156] - - 1.14

Classical EPNet [35] 1.37 0.938 0

GSOANN [157] - - 0.65

EPNet 0.4380 0.466 0

FSAD-EPNet 0.4380 0.288 0
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Table 4.17: Comparison between algorithms in terms of the best classification error on the
Optical digits data set. A boldface number indicates the smallest error found

Method
Test error rate (%)

Average Std. Dev. Best

EWLDR [158] - - 5.9

OC1-GA [154] 9.8 1.1 -

EPNet 5.3252 0.715 4.229

FSAD-EPNet 6.1242 0.674 4.785

Table 4.18: Comparison between algorithms in terms of the best classification error on the
Thyroid data set. A boldface number indicates the smallest error found

Method
Test error rate (%)

Average Std. Dev. Best

EWLDR [158] - - 5.78

MLP 20 hidden units [159] 3.61 0.78 -

MLP 10 hidden units [159] 4.26 0.34 -

Classical EPNet [35] 2.11 0.22 1.6

HDANNs [156] - - 1.27

EPNet 1.5752 0.159 1.312

FSAD-EPNet 1.4488 0.167 0.933

4.6.5 Optical digit data set

The optical digit data set is one of the most difficult tasks solve in this study given the

number of inputs it requires. Even that, the EPNet algorithm implemented here with the

FSAD-EPNet improvement gave smaller average error than previous studies as shown in

Table 4.17 corroborating the robustness of the algorithms.

4.6.6 Thyroid data set

In the last case, it is presented the comparison for the Thyroid data set in Table 4.18 showing

that both algorithms found the smallest error on average and over the best individuals than

in previous studies.
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4.7 Discussion

Through this chapter has been presented the EPNet algorithm with an analysis of the

various parameters used in it to evolve ANNs for prediction and classification tasks. The

algorithm was found to be less sensitive to variations of some parameters, like the population

size or initial learning rate, than others, in particular the successful training parameter. It

was shown how important it is to set this with an appropriate value, and the relationship it

has with the number of epochs in the partial training and with the hybrid training algorithm

(MBP and SA). It was also presented the training, validation and test sets for prediction

and classification tasks and remarked why it was used an extra test set inside the evolution

to obtain the fitness of the individuals for the TS forecasting with the MSP method.

Thereafter, the EPNet algorithm was extended to be able to evolve the features: inputs

for classification and prediction tasks, and delays only for the later. It was found that the

evolution of inputs lead in the majority of cases to smaller errors than if the fixed input case

is used. Nevertheless, it was not possible to improve all the results by evolving the inputs.

Clearly the mutation of inputs during evolution is a noisy process that could affect the

evolution of networks. At the end it was also compared the result of the feature evolution

and fixed case against previous results in the literature showing a robust performance in

the EPNet and the three variations of it for feature input selection through evolution. An

important aspect to remark is that existing operator to evolve the architectures have been

used to evolve the inputs, avoiding complex implementations, being only added the delay

mutation operator.

As the EPNet algorithm has been introduced and extended for feature evolution, its

further extension for the module evolution can be considered. Note that the analysis carried

out in this chapter will be required for the next chapter, i.e. to understand the basis of the

algorithm and to clarify further mutation operator designed for MNNs. Moreover, this study

may not be complete if we just evolve MNNs with the single EPNet algorithm, but now we

have the confident of its behaviour and the basis to explain its behaviour in a new field.
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Chapter 5

Evolution of Modular Neural

Networks

So far, we have presented the EPNet algorithms and their enhanced versions which improve

feature selection in classification and prediction tasks. Also, we saw in Chapters 1 and 2

that modularity is known to have benefits for neural systems and their evolution, and

this chapter aims to improve the EPNet to take advantage of those benefits. Its improved

version, M-EPNet, will be in terms of new mutation operators that favour the formation of

modules (independent partition of nodes), where pure-modular architectures are expected

to appear if they are beneficial for the task in hand, without restricting the emergence of

homogeneous architectures.

The new modular operators aim to simulate low connectivity levels between modules

during evolution (2 new operators), while they encourage the increase of intra-modular

connections (1 new operator). This will help to reduce cross-talk interference during evolu-

tion, if it should occur. Therefore in this chapter, low levels of connectivity plus cross-talk

interference will be the key points for the evolution of pure-modular architectures. This

behaviour is a similar to that present in the human brain (Sections 1.1 and 2.3.1) which

favours the development of modules.
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The modularity measure presented by [17] has proved to be suitable to analyze modules

during evolution for the much studied what–where task [16], so that will be used here as

explained in Section 5.1. Moreover, the information provided by the modularity measure

allows us to discover the node dependency on a given output partition (or module), and in

terms of new contributions, this information has been analyzed differently from how this

was done in previous studies. Here, it will be used to discover cross-connections between

nodes from different modules, which can be translated to discover shared nodes and shared

connections, i.e. neural components that contribute to more than one module or output

partition. Also, the discovery of shared neural components allows the rearrangement of

nodes (Section 5.1.1) into modules for a more clear graphical representation of the final

modules evolved, which means a different way to analyze the evolved networks. The fact

that the modularity measure was previously developed for networks with more than one

output unit, leads to the second contribution of this chapter, in Section 5.1.4, where the

modularity measure is extended to networks with a single output unit. Moreover, it can

be applied to any neuron at any level in the network to provide a fine analysis of node

partitioning.

As was stated previously, the EPNet algorithm uses a direct encoding to represent the

phenotypes (networks), thus, in Section 5.2 is presented an analysis of the connectivity

matrix representing different patterns from ANNs and pure-modular architectures to dis-

tinguish the harder work required to evolve modular architectures. Using the information

from the modularity measure, the final contribution of this chapter is presented in Section

5.3 with the improved version of the EPNet algorithm to evolve modular neural networks

through its expansion with three new mutation operators: shared node deletion, shared

connection deletion and intra-module connection addition.

In Section 3.3 the idea was introduced of how two or more data sets could be combined

to test the algorithms in the module formation. With this in mind, the experimental results

of this chapter are divided into separate sections, each one focusing on a particular case
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of module formation: 1) the evolution of single tasks (e.g. Lorenz TS) will be presented

in Section 5.4 applying the extended modularity measure for networks with one output

unit, as well as investigating module formation in tasks like A1, which are distinguished by

having 2 output units or more; 2) the evolution of two compound tasks is shown in Section

5.5, where the tasks to be solved are similar, i.e. the A1-B1 data set, or Lo
(ssp)
A -Lo

(ssp)
B1 TS;

3) later, in Section 5.6 the evolution of two compound tasks is shown, where they are less

similar, e.g. Logistic-Lo
(ssp)
A and 4) finally the case where three tasks are evolved at the

same time in Section 5.7. The end of the chapter contains the discussion and conclusion,

in Section 5.8.

5.1 Modularity measure

In Section 2.3.2.3 different reasons were given for choosing the modularity measure of [17]

to determine the degree of modularity of the networks during evolution. Nevertheless, the

choice of measure is not crucial. Any modularity measure could be used for the same

purpose (identifying shared neural components in different modules) after the required

modifications. Also, it should be noted that in this study, communication between modules

is allowed and the shared neural components among partitions are analyzed.

The chosen modularity measure is based on the assumption that the neural networks

have to deal with completely separable problems (non-interacting subsystems) to determine

the dependency of nodes against each module. Here, it is assumed that it is known a

priori how to partition the given data set into modular tasks, i.e. how many modules are

appropriate and which input or output units belong to each module. The algorithm was

implemented in this way (as it was developed) to keep the approach as simple as possible.

For the purpose of this work, this definition of modularity is sufficient to explore the

interaction between modules during evolution. Further improvements may automatically

determine data partition during evolution. Nevertheless, the usage of other modularity
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measures may result in a different behaviour as the presented in the following sections.

The algorithm is based on the idea of data partition driven by the network’s input and

output nodes. The data sets used in this study involve two or more tasks, so there are

m modules defined by the output partition. Since there are m possible partition types

(either from inputs or outputs), there are at least two ways to calculate the modularity,

i.e. in a ’top-down’ fashion (from output to input units) if the output partition is known,

or in a ’bottom-up’ fashion (from input to output nodes) in the other case. The following

explanation is focused on the ’top-down’ version, but its counterpart differs little (refer to

[17] for the ‘bottom-up’ version).

Since a separable problem is assumed, the set of output nodes (y1, ..., yn) can be parti-

tioned into m disjoint subsets (S1, ..., Sm). Nodes that are connected directly or indirectly

to one subset of outputs Sj are called pure nodes as they contribute only to one module

(output partition). The modularity measure M is defined as the average degree of pureness

of the hidden and input nodes given a m-tuple (di(1), ..., di(m)) for each node i. This tuple

indicates the degree of dependency of each node i on the m different partition or module

(Sj). The m-tuple for outputs is the first to be assigned:

di(j) =















1 yi ∈ Sj

0 yi /∈ Sj

(5.1)

After the di(j) are calculated for the output nodes, the m-tuple is calculated for the hidden

and input nodes recursively:

d′i(j) =
∑

k

|wik|dk(j) (5.2)

di(j) =
d′i(j)

∑m
j′=1 d

′

i(j
′)

(5.3)

where wik is the connection weight from node k to node i, and d′i(j) is a partial processing

value concerning wik with the tuple of node k at every position j. The pureness of each
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node i is calculated by the variance expression:

σ2
i =

1

m

m
∑

j=1

(

di(j)−
1

m

)2

(5.4)

where higher σ2
i indicates higher pureness of node i. The maximum value of pureness pos-

sible is m−1
m2 which corresponds to pure nodes. Finally, the modularity measure is given by

the average variance of all N hidden and input nodes:

M (weight) =
m2

m− 1

1

N

∑

i

σ2
i (5.5)

where M (weight) falls in the interval [0,1], with 1 indicating a completely separable network,

and 0 a completely homogeneous network. If the weights were not included in equation 5.2,

it would lead instead to a measure M (arch.) of the modularity only in terms of the structure

of the network. Therefore, it can be seen that calculating M (weight) produces a finer measure

of the dependency of each node against all output partitions, since the weights are involved

in the calculation. At the beginning of the evolution, lower modularity values are expected

because of strong interaction among modules, as well as by the type of connection scheme

used. Then, as the generations advance, the interactions are expected to decrease, producing

an increase in the modularity if the given task finds modular architectures beneficial, e.g.

tasks with a high cross-talk interference. For example, consider Fig. 5.1 where the evolution

of the LoA −MG17
(ssp)
A (compound task) is presented during 2000 generation of evolution

with the M-EPNet (explained in Section 5.3). Considering the differences between both

tasks (higher cross-talk interference expected) and the usage of a modular algorithm, it is

understandable the increase of both modularities (as the generations advance) from Fig.

5.1a. Also, it should be noticed that the error presented in Fig. 5.1b decrement as the

modularity increment. There is possible to see a rise in both modularity values, mainly

due by the modular algorithm and the cross-talk interference, which is expected to be high

considering the difference between both tasks.
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Figure 5.1: Example of modularity increase with the LoA −MG17
(ssp)
A TS. Fig. 5.1a shows

the evolution of both modularity measures (average over the entire population) during 2000
generations of evolution and Fig. 5.1b shows the average error considering both tasks.

Thus far, it has been assumed that the output partition is known, which implies the

existence of two or more outputs. Thus the above M (weight) and M (arch.) can only be applied

to networks with more than one output unit. Modifications are required for applications

with a single output (see Section 5.1.4).

5.1.1 Node rearrangement

In following sections we will talk about node rearrangement, i.e. how nodes are sorted

into modules. What this really means is that the actual position held by the nodes in the
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algorithm is never touched, i.e. a node with index n is always node number n. But in the

graphical representation, it may be difficult to see which nodes contribute more to a certain

module if we plot them as is conventionally done in the literature, i.e. as shown in Fig. 5.2a.

However, if we plot nodes of the same module together as is done in Fig. 5.2b, it will be

easy to understand the relationship of the neural components with each module or output

partition, from a graphical representation. This will clearly help to understand more about

modules.

5.1.2 Shared nodes

As previously remarked, shared nodes and shared connections are neural components that

contribute to more than one module or output partition.

Figure 5.2 shows a neural network with two output nodes in its normal representation

(Fig. 5.2a) and with the nodes rearranged into modules (Fig. 5.2b). Input nodes are rep-

resented at the bottom, hidden nodes in the middle, and output nodes at the top. Using

equations 5.3 and 5.4 one can determine the extent to which a given node is connected only

with a single output partition. In this case, each node will be bound (associated) with the

module for which it presents the biggest dependency, i.e. the hidden nodes are sorted or

rearranged into modules (Section 5.1.1).

Thus, from equation 5.3 and 5.4, nodes 1, 5, 6, 7 and 9 in Fig. 5.2a are pure nodes in the

top-down fashion as they are connected directly or indirectly to only one output partition

(module). The rest of the input and hidden nodes are shared to a certain degree. Note that

in this case, only M (arch.) has been used to determine the purity of nodes, but M (weight)

might give a finer-grained measure.

5.1.3 Shared connections

If certain weights are assigned to the connections in the network presented in Fig. 5.2a,

equation 5.3 can be used to sort the nodes into modules as presented in Fig. 5.2b, where
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Figure 5.2: Typical neural network with two output nodes, shown as normal (Fig. 5.2a)
and modular (Fig. 5.2b) representations

the shared connections are represented by dashed lines connecting nodes from different

modules. The input and output nodes are not included in the graphical representation of

the modules here (i.e. nodes grouped by dashed lines), but they may be included if desired.

After the nodes have been organized into modules and shared nodes detected, it is

straightforward to discover the cross-connections between modules, as illustrated in Fig.

5.2b where connections c8,10 and c10,11 shown as dashed lines are shared by two modules.

Note that if the weights take different values, such shared nodes may be assigned to different

modules, e.g. node 8 could be moved into the module formed with node 12.

Note that equation 5.3, leading to M (weight), allows a unique rearrangement of nodes

into modules, and shared nodes and connections can be found in the same modularity

calculation. However, that is not possible using equation 5.3 without the weights, leading

to M (arch.), because it measures only the architecture modularity. For example, there is no

way to know if node 10 contributes more to the output partition formed by node 11 or the

partition composed by node 12 without considering both weights w10,11 and w10,12 in Fig.

5.2a.

Summarizing, the shared components can be found in different ways. One option could

be the use of M (weight) to sort out the nodes into modules and then identify the cross-

connections between modules. Having found the shared connections, shared nodes can be
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discovered as they are the neurons that contain the cross-connections, or just the equations

5.4 or 5.3 can be used to find the nodes. But if the shared nodes are looked for first, i.e. a

separate module is created for this kind of node, it is not possible to discover the shared

connections with this information as there may be outbound connections from the shared

node to more than one module (assuming that there may be at least two modules without

counting the shared module).

5.1.4 Improved modularity measure

It is not straightforward to apply the above modularity measure to networks with only a

single output unit. In that case, the network presented in Fig. 5.3a would have M (arch.) =

M (weight) = 0 in the top-down approach, as there is only one output node and thus only

one partition. However, it is possible to treat networks with one output as being comprised

of a number of sub-networks (or an ensemble of sub-networks [9, 67, 68, 70]) and base

the partitioning on the combined set of outputs of the constituent networks. To adapt the

above modularity measure to networks with a single output unit, one needs to look for the

internal connectivity patterns inside the network to discover structures similar as those in

modular architectures without taking the output node into account. Thus the improved

modularity measure will not consider the single output unit in the calculation of M (arch.)

or M (weight), but this node and its inbound connections will still be used elsewhere.

Figure 5.3 illustrates the use of the improved modularity measure for networks with

a single output node. Note that this network is the same network as in Fig. 5.2, except

for the new output node 13 which relegates the former output nodes 11 and 12 to the

position of hidden nodes. This simple relation will prove helpful in illustrating the improved

modularity measure. Since the output node 13 will not now be considered in the modularity

evaluation, it and its connections c11,13 and c12,13 will be referred to as virtual nodes and

virtual connections for the purpose of this section, because they exist in the real network,

and are used to identify modules, but do not take part in the modularity evaluation.
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Figure 5.3: Neural network with one output unit, normal (Fig. 5.3a) and modular (Fig.
5.3b) representation

In such networks, all the inbound connections into the final output neuron come from

the outputs of each module, i.e. one output per module is connected to the final output

unit (virtual node 13 in Fig. 5.3a). After the final output neuron has been omitted, one can

identify all the inbound connections to it and take the corresponding nodes to be potential

new outputs that will lead to the structure of a multiple-output modular neural network.

However, not all of these potential new outputs should be considered as actual new

outputs of the network (i.e. module outputs of the full network). For example, suppose the

nodes are ordered in an incremental way over a connectivity matrix C, and nodes i and j

are connected to the output unit k (i.e. there exist connections ci,k and cj,k). If there exists

another connection ci,j where i < j < k, the connection ci,k should not be considered to

be the output of a possible module because one of the outputs of node i is connected to

another hidden node (node j, because ci,j exists). In a hierarchical representation, node i

is then an internal unit of a possible module formed by node j because node j needs to

process the output of node i to produce its output, regardless of whether node i is directly

connected to node k. For that reason, the following two restrictions need to be imposed to

determine which hidden nodes will be considered as the new outputs of the network, i.e.
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nodes that have a virtual connection. If H and O are the sets of hidden and output nodes

respectively, then:

1. Node i is considered an internal unit inside the module formed by node j if ∃ci,j, ∀i, j ∈

H where i < j.

2. The output of node j (cj,k, k ∈ O) is considered the output of module k until

∃cj,l, ∀j, l ∈ H where j < l.

This means that a node i will be considered as the output of a new module k if and only if

node i has a virtual connection and there is no other outbound connection to a subsequent

node. In Fig. 5.3a, nodes 11 and 12 are the only nodes that have a virtual connection to

node 13. If other hidden nodes had a connection to node 13, they could not be considered

as the output of a new module because they have connections to subsequent nodes that in

turn are connected to the original output node. Finally, applying equations 5.1 to 5.5 to the

new partitioning leads to the improved modularity measure. Clearly, there will always be at

least one hidden node in the original network that satisfies the requirements for becoming

a new output node, i.e. the last hidden node in the network which was originally connected

to the virtual node. If there is only one such new output node, that would again lead to

M (weight) = M (arch.) = 0, as there would be no modular structures identified inside the

network. However, one can then repeat the above process to identify modules that feed

into that output node. This definition of modularity for top-down networks with a single

output unit fits with the conventional definition of ensembles and MNNs. Each module has

one output node, and all the module outputs are fed into the final node of the complete

network, even if there exist other nodes that have a direct connection to the final output

node.

An important aspect of this process for identifying modules is that it is not restricted

to looking for modules that feed into the final output of a network, but can equally well

be applied to any node (for any sub-network) in the network to produce a fine-grained
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measure of modularity at a local level. For example, if a detailed analysis of a single node

j is required, it is possible to apply the improved modularity measure to the sub-network

feeding into it. That will allow the discovery of smaller partitions of nodes in the sub-

structure of the network. This is a similar process to that of Newman [166] where the nodes

are divided into communities to create a ’dendrogram’ (a tree pattern representing the

connectivity clusters among nodes). However, that approach needs to search for the best

partition of nodes that increases a modularity measure Q as remarked in Section 2.3.2.3.

In the process defined above, there is no need for an extra optimization stage to determine

the modularity, and that makes it much more efficient for using repeatedly in an extended

evolutionary process.

If the nodes of the network in Fig. 5.3a are rearranged according to the above process

(using the same connection weights as for Fig. 5.2b up to node 12), the modular repre-

sentation shown in Fig. 5.3b is obtained. Comparing Figs. 5.2b and 5.3b shows that the

process has, as required, formed the same modules with the same nodes. In the examples

presented here, a graphical representation of the shared modules has not been shown, i.e.

modules formed by shared nodes. If that had been done, the networks presented in Figs.

5.2b and 5.3b would have an extra module containing the nodes 8 and 10 as shown in Fig.

5.4. This is similar to [12] where the modularity was measured in terms of the number of

nodes in the shared module.

The process presented here allows the analysis of neural networks to create modules

using a modularity measure, identifies modules using a shared module (discovering shared

nodes), and enables the analysis of cross-connections between modules over networks with

one or multiple output units. Although such an automated process for identifying modules

and measuring modularity can clearly be used as a very general tool for analyzing neural

network structures, in this study it will simply be used within an evolutionary neural net-

work algorithm to facilitate the evolution of neural architectures with increased modularity.
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Figure 5.4: Module representation from Fig. 5.3a with a module for shared nodes

5.2 Connectivity matrix

To represent the GMLP connectivity, the EPNet algorithm uses a network connectivity

matrix C as shown in Fig. 5.5. As feed-forward networks are used here, the connectivity

matrix for this approach consists of five sub-matrices (IH, IO, HH, HO and OO) in the

upper-right part of it, where the rows represent source nodes and columns represent desti-

nation nodes. Thus, the GMLP allows connections from inputs to hidden nodes (IH), inputs

to outputs (IO) and so on until connections from output to output nodes (OO sub-matrix)

are reached. This can be used to highlight the differences between MLPs and GMLPs for

general neural networks and MNNs.

Figure 5.5: Sub-matrices in the network connectivity matrix
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(a) (b)

Figure 5.6: Sub-matrices for MLPs and GMLPs in the connectivity matrix. Fig. 5.6a rep-
resents a fully connected MLP whereas Fig. 5.6b shows a fully connected pure-modular
architecture using GMLPs without considering OO sub-matrix

Fig. 5.6 presents the case of a fully connected MLP (Fig. 5.6a) and a fully connected

pure-modular architecture with GMLP representation without considering connections be-

tween nodes in OO sub-matrix. If GMLPs are compared with MLPs, it can be seen that

MLPs use IH, HH and HO when there is more than one hidden layer. For the simplest

case of one hidden layer, MLPs require only the sub-matrices IH and HO (not presented

here). In general, IH and HH are more restricted in MLPs as not all possible connections

are allowed in those sub-matrices.

If a MLP or a pure MNN is analyzed using the connectivity matrix, a clear pattern of

non-overlapping sections will be evident in each sub-matrix (as shown in Fig. 5.6). Since the

GMLP is used here as the basis for evolving MNNs with the EPNet algorithm, it will require

considerable effort during evolution to reach such non-overlapping patterns. However, that is

the inevitable cost of allowing the evolution of more general, and potentially more powerful,

architectures (rather than MLPs). This is why a biasing modification of the standard EPNet

algorithm is required.
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5.2.1 Connection scheme

Similar to the EPNet algorithm, the population of networks for the M-EPNet was initialized

with a simplified connection scheme set using the same probability φ for each connection

in the connectivity matrix C. For a recurrent network with n nodes, the expected number

of connections would be n2φ − n, assuming there are no loops from any node to itself. In

the feedforward network case studied here it is Nφ, where N is the maximum total number

of connections allowed (the upper-right part of the connectivity matrix as shown in Fig.

5.5). Different values of φ were tested to determine how it affected the performance of the

algorithms in this chapter.

5.3 Modular EPNet algorithm (M-EPNet)

The aim of implementing a modular version of the EPNet algorithm arises because the

normal algorithm is found to be too slow to delete the appropriate neural components

that increase the average modularity in the population. That is mainly because the nodes

and connections are taken at random to be mutated. Therefore, it is likely that more

generations of evolution will need to be used to reach the connectivity pattern required than

would be needed using specific operators that delete certain neural elements to increase the

modularity faster. Moreover, some tasks may be solved equally well with homogeneous or

modular architectures, thus, extra pressure is needed to allow the module formation.

Thus, the required modifications of the EPNet algorithm are the addition of three new

mutation operators: 1) shared nodes deletion; 2) shared connections deletion and 3) intra-

module connection addition. These may allow the increase of modularity during evolution.

Clearly those new mutation operators can be considered a subset of the general operators

of the EPNet algorithm. Also, it may be expected that any EA will find independent

partition of nodes if that is beneficial for the task in hand. The idea of shared node deletion

has previously been implemented in a more direct manner [12]. In that case, there is a
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simple set of parameters which specify how many hidden nodes in a single hidden layer

MLP connect to each subset of the outputs. If there are only two output units, deleting the

shared nodes then simply corresponds to reducing a single parameter value. In this way, the

evolution of modules is controlled, and the degree of modularity can be monitored, directly

with that single parameter, and no additional measure of modularity is required. Clearly,

the more complex connectivity patterns of the GMLP networks of interest here require a

more sophisticated approach. Moreover, simply counting the number of connections does

not take into account how many of the associated connection weights have been reduced to

zero (or near zero) by the learning algorithm. This is where the above modularity measures

are required.

In [17] it is noted that a learning algorithm may reduce the weights of the cross-

connections to a value close to zero if required by the task at hand, i.e. if a modular

architecture is suitable for the task, rather than a homogeneous network. For that reason

it is usually found that M (weight) achieves bigger modularity value than M (arch.), as shown

in Fig. 5.1. Given this information, the specific deletion of a shared connection with an

operator designed for that purpose should not have any negative effect on the fitness of the

network. Instead, if the shared connection selected was causing some interference in the

learning process, its deletion may produce a reduction of error as well as the increase in

both modularities (M (arch.) and M (weight)).

The mutations of the M-EPNet algorithm are presented in Fig. 5.7, with the same overall

procedure as shown in Fig. 2.2a. The modification, of direct relevance to modularity, lies

in the introduction of three new mutation operators (shared node and shared connection

deletions, and intra-module connection addition) as the first architectural mutations. If

these are not successful (i.e. they do not produce a better individual than the least fit one

in the existing population), then the general node and connection deletion mutations are

followed as in the original algorithm. At the end come the standard addition mutations.

If the task in hand does not require a modular network, then the operators designed to
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Figure 5.7: The Modular EPNet mutations

increase the modularity may not be used. However, if the task can be performed better or

equally well by a modular network, then it may be expected that those mutations will be

used more than the other mutations in the algorithm.

If a shared node is deleted, it is likely to decrease the number of shared connections in

the network. Similarly, a deletion in a shared connection can cause a shared node to become

a pure node. Also, every time the weights are updated, there is the possibility that a node

will switch to another module, i.e. while the learning procedure does not affect M (arch.), it

can change M (weight).
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5.3.1 Feature selection

If feature selection is required (as previously seen in Chapter 4), the modification of this

algorithm may be straightforward, with the introduction of the new operators after the

modular ones, i.e. after the intra-module connection addition. For prediction tasks the

configuration of the FS-EPNet algorithm was used, while for classification tasks the FSAD-

EPNet algorithm was used to evolve the features in this chapter, i.e. all the experiments

designed for two or more compound tasks presented below use the evolution of input fea-

tures.

Even though there are different rearrangements of mutation operators in both algo-

rithms, we will hereafter just make reference to the M-EPNet algorithm. However, it may

be advantageous to bear in mind that it may use feature selection mutations from the FS-

EPNet algorithm for prediction tasks, or the input addition/deletion mutation from the

FSAD-EPNet algorithm for classification tasks.

5.3.2 Operators and their similarity to biological processes

Considering how little information we have about the human brain, and taking into account

that we do not know exactly how modules appeared within it, we simply have to assume that

there exist different processes in the brain to deliver module formation. However, since the

brain is constrained by neuro-biological factors, there may be some operations (in terms

of connectivity) that may have a higher probability of being applied than others. That

insight is used here to constrain connectivity during evolution, giving greater probability

of module being formed during evolution through the new mutation operators introduced

in the M-EPNet. Nevertheless, as was seen, the M-EPNet continues to have the previous

operators of the standard algorithm, so that it too can evolve normal network architectures

for a single task.

136



5.4 Evolution of single tasks looking for module for-

mation

Now that the M-EPNet algorithm has been presented, as well as the modularity measure

with its extension, the next thing is to test the EPNet and M-EPNet, looking at the modu-

larity value to discover whether the mutation operators of the M-EPNet really does help to

increase the modularity of networks. To corroborate that, the first series of experiments will

be presented in this section, where single tasks are used to evolve modules inside networks.

Thus, the aim is to investigate if single tasks could form some kind of module that lets

us know more about each task. At the same time, the improved modularity measure will be

evaluated for networks with single output units, e.g. Lorenz TS. Therefore, in this section

the EPNet and M-EPNet algorithms will be tested, with the TS and data sets used in

Chapter 4 plus a representative sample of all artificial data sets from Fig. 3.3 in Chapter

3. In the case of the EPNet algorithm, we can still use the modularity measure during

evolution even if no operator exists to encourage the module formation as in the M-EPNet,

so we can still have a way to measure whether the normal EPNet algorithm found networks

(and modules inside them) similar to those found by the M-EPNet algorithm.

The first experiment tested data sets A1, B1, C1 and D1, where 1000 values were used

for training, 200 for validation and 200 for the test set. Fig. 5.8 presents the best network

found after 30 independent trials for the A1 and B1 data sets with the EPNet and M-

EPNet algorithms. As the standard format for the networks (figures displaying networks’

architectures) presented in this thesis, the input nodes will be plotted at the bottom of

the figure, hidden nodes in the middle and output nodes at the top. Input and output

nodes will also be distinguished by different shapes (circles, squares, etc.) without infilling.

Hidden nodes will have infilled shapes and all nodes of the same module will have the same

shape and colour. Where each module has at least one hidden node, a dashed line will

enclose all the nodes (as Fig. 5.8c), to better show the nodes that form the module. As
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Figure 5.8: Best individual evolved for the A1 and B1 data sets with the EPNet and M-
EPNet. Data set A1 with the EPNet (Fig. 5.8a) and with the M-EPNet (Fig. 5.8c). Data
set B1 with the EPNet (Fig. 5.8b) and with the M-EPNet (Fig. 5.8d)

previously, dashed lines will represent shared connections, connecting nodes from different

modules. The data sets presented in Fig. 5.8 contain a combined input, where the same two

inputs can represent two different classification tasks, each one with two classes to classify.

Thus, it is understandable that these inputs can be connected to any node of the network

because they are not exclusive of one data partition. However, it may be the case that the
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inputs of different tasks are not mixed into a single set of inputs as shown in Section 5.5.1.1.

Therefore, there is the option whether to consider the inputs in the modularity calculation.

If they are not considered, all inputs will have a standard shape (circles without infilling)

and solid lines representing connections to hidden and output nodes. If they are considered,

inputs will have the same shape as the module to which they belong, and because shared

connections may yet be discovered, they will also be present from input to hidden nodes (if

that is the case).

As can be seen, in Fig. 5.8a the majority of the nodes contribute to class 1 (first output

node from left to right) in data set A1, which corresponds to the circle class in Fig. 3.3a from

Chapter 3. In Fig. 5.8c almost all nodes focus on class 2 (module M2) of data set A1, which

is the class outside the circle from Fig. 3.3a. This is an interesting result because in one

experiment (or independent run) all nodes collaborate to solve the class represented by the

first output, while in a different experiment, all nodes contribute to solve the complement

of the problem, having a bigger contribution in the second output node. Also we observe

in Fig. 5.8 the differences in use between the EPNet and M-EPNet algorithms in tasks A1

and B1 when solved separately, where the M-EPNet obtained a lower quantity of shared

connections than was obtained with the EPNet algorithm. In all cases, the networks were

able to classify correctly all patterns of the test set. Note that here we have represented

the classification task from Figs. 3.3a and 3.3d with two output nodes, which could also be

done with just a single output.

Table 5.1 shows the modularity values for all tasks from the previous chapter plus the

new artificial data sets (A1, B1, C1 and D1 ) with the EPNet and M-EPNet algorithms.

There it can be seen how the M-EPNet allows, on average bigger modularity values, indicat-

ing that it was beneficial to deliver more modular architectures. It may be noted that there

were no statistically significant differences in the error obtained between both algorithms

for all cases, which also indicated that the modularity can be increased without damaging

the performance of the networks. That is mainly because the M-EPNet algorithm does
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Table 5.1: Architectural modularity value results from the EPNet and M-EPNet algorithms
over different prediction and classification tasks evolved independently

TS/Data set
EPNet M -EPNet

Mean Std Dev Min Max Mean Std Dev Min Max

Logistic 0.253 0.328 0.000 1.000 0.480 0.440 0.000 1.000

Lo
(ssp)

A
0.266 0.352 0.000 1.000 0.461 0.363 0.000 1.000

Lo
(ssp)

B1
0.193 0.264 0.000 0.976 0.361 0.310 0.000 0.960

Lo
(msp)

B2
0.104 0.208 0.000 0.767 0.164 0.233 0.000 0.775

Lo
(msp)

B3
0.177 0.263 0.000 0.813 0.358 0.378 0.000 1.000

MG17 0.160 0.272 0.000 1.000 0.314 0.344 0.000 1.000

MG17A 0.134 0.214 0.000 0.913 0.240 0.294 0.000 0.909

MG17A 0.196 0.290 0.000 1.000 0.399 0.401 0.000 1.000

Breast cancer 0.265 0.285 0.000 1.000 0.501 0.374 0.000 1.000

Optical digit 0.066 0.017 0.042 0.098 0.092 0.033 0.041 0.147

Thyroid 0.157 0.134 0.028 0.551 0.483 0.243 0.119 0.963

A1 0.383 0.259 0.034 0.889 0.595 0.273 0.066 1.000

B1 0.360 0.190 0.085 0.829 0.409 0.132 0.180 0.811

C1 0.307 0.129 0.059 0.624 0.385 0.142 0.145 0.714

D1 0.320 0.121 0.079 0.483 0.481 0.211 0.156 0.758

not perform a mutation if that action produces worst results than the last fit individual

(without counting the last addition mutations), similar to the EPNet algorithm.

In Table 5.1 the algorithms’ stopping criteria were set as in previous chapters, and it

will clearly deliver different results if the number of generations is instead fixed at some

larger value. To test that, the classification tasks (Breast, Optical digits and Thyroid)

data sets were evolved again without stopping the algorithms. As expected, the level of

modularity increased with more generations. That indicates that even where a network

is able to classify correctly all patterns of the data set, if its evolution is not stopped it

is probable that different architectures may appear with bigger modularity values with

the M-EPNet algorithm. The average error in prediction and classification tasks showed

no statistical significance between both algorithms. Thus, the networks continue having

similar performance, which means that they were not over-trained, mainly because they
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are mutated before partially trained, i.e. the hybrid training is not used if the successful

training parameter is not set as success (which means that the error could be further

reduced), on the other hand, the network is mutated before being partially trained.

It may be worth to say that bigger modularity values are desired because it will allow to

identify modules that could be reused in later implementations. Moreover, the aim is the

automatic emergence of modules during evolution (as in nature), instead of forcing them

to be modular [15, 100, 118], i.e. finding the rules that help the module formation will be

more beneficial for further studies than studying algorithms that always produce modular

architectures.

From this series of experiments in this section, it can be concluded that even if we do not

know how to subdivide a single task into sub-tasks, we can still use the insights presented

here to discover what kind of modules emerge, which clearly will be quite useful to discover

sub-tasks in this kind of problem. Also, it was shown that the modularity extension for

networks with a single output unit can be used to deliver a measure of modularity during

evolution. Here only an overview of the potential of using the M-EPNet algorithm for

single tasks was presented, and more extensive research should be considered in the future.

However, the rest of this thesis will be focused solely on the combination of two or more

tasks, since this is where the benefits of modularity are likely to prove most useful.

5.5 Evolution of similar compound tasks

The objective of this section is to investigate whether two compound tasks, where they are

similar, can produce independent partition of modules during evolution. A second objective

is to investigate to what degree cross-talk interference could produce independent partitions

of nodes, or if just having several connections in the network can absorb such interference,

leading to pure-homogeneous networks during evolution. Here prediction and classification

tasks are evaluated, and the results from this are presented in separate sub-sections as was
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previously done in Chapter 4. The compound tasks studied here are A1-B1 and C1-D1

(with 2 inputs and 4 outputs and with 4 inputs and 4 outputs), LoA-Lo
(ssp)
B1 TS where SSP

is used to forecast both TS simultaneously and Lo
(ssp)
A TS predicting ∆ = 1 and ∆ = 5

simultaneously. Thus, it can be seen that all of them have two sub-tasks to be solved by

the algorithms.

The same stopping criteria presented in Section 4.1.2 were used here, where the num-

ber of generations is not fixed. Four different experiments were tested, with different con-

nectivity values in the following way: the EPNet algorithm with constrained connections

during the whole evolutionary process, including during the random initialization (EPNet

constrained); the EPNet algorithm with constrained connections only in the random initial-

ization of the individuals, i.e. the connections are not constrained during evolution (’EPNet

Not constrained’ during evolution); and the other two experiments were the same as the

previous two but with the M-EPNet algorithm.

5.5.1 Two compound classification tasks

Figs. 5.9 and 5.10 show some average values obtained after the data set A1-B1 was evolved

with 2 inputs and 4 outputs. The generalization performance (final test set) with the average

classification error is presented in Fig. 5.9a, which includes the legend for all sub-figures in

Fig. 5.9.

If we look at the performance case (Figs. 5.9a and 5.9b), it can be seen that as the level

of connectivity is increased, the error is reduced for this data set, indicating that a greater

number of connections allows a better solution of the problem. But it can also be observed

that the greater the number of connections (Fig. 5.9d) the smaller the number of generations

required (Fig. 5.9e) and the lower the modularity obtained (Figs. 5.10a and 5.10b). If we

focus only on experiments that use a connectivity value of 0.25, it can be seen that the

M-EPNet algorithm, without constrained connections during evolution, obtained a smaller

error with bigger modularity values than the standard EPNet algorithm, corroborating
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Figure 5.9: Evolved parameter values for A1-B1 data set with 2 inputs and 4 outputs at
different connectivity values with the EPNet and M-EPNet and constrained connections, or
not, during evolution. Generalization performance with the classification error (Fig. 5.9a)
and with the error percentage (Fig. 5.9b); hidden nodes and connections are shown in Figs.
5.9c and 5.9d respectively, while the average number of generations is presented in Fig. 5.9e
and the number of evaluations is shown in Fig. 5.9f

the findings that, at lower connectivity values, the bigger the modularity, the better the

performance. Also, it may be noticed that it obtained a smaller number of nodes and

connections than the EPNet algorithm with and without constrained connections. However,

as there are more operators in the modular algorithm, the number of evaluations was larger
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Figure 5.10: Architectural and weighted modularity values for A1-B1 data set with 2
inputs and 4 outputs at different connectivity values with the EPNet and M-EPNet and
constrained connections, or not, during evolution. The architecture is shown in Fig. 5.10a
while the weighted modularity is presented in Fig. 5.10b

in general with the M-EPNet than with the standard algorithm. When the connections

are constrained in the random initialization and during evolution (EPNet and M-EPNet

constrained), the classification error and error percentage were larger than when connections

are not constrained during evolution at low connectivity values. Clearly, constraining the

connections during evolution did not provide any benefit in this case.

In different sections (e.g. Sections 2.4.1 or 5.3) the work of Bullinaria [12] was discussed,

where a fixed number of nodes was used to solve this problem, and it was pointed out that

this kind of task can easily make the EA increase the number of nodes and connections, as

the more resources, the faster the solution of the problem. Here it has been corroborated

that bigger connectivity values solve the problem with a smaller number of generations.

The important finding in this part, is that the EPNet and M-EPNet algorithms could be

initialized at any connectivity value and they will ensure that the average number of nodes

and connections will not increase without limit.

In [12] a simulated evolution of three modules was also used, one for each task and a

third one representing the shared nodes. The optimum number of nodes per module was

evolved, where each node or module had full connectivity with the output layer. Then, a

modification in the number of nodes can drastically change the modularity of the network.

In a work derived from this thesis [161], the M-EPNet algorithm was used without the
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intra-module connection addition operator and it was noticed that lower modularity values

(with statistical significant difference) were obtained in comparison with Fig. 5.10a.

This shows that mutating the networks in the right direction (increasing modularity)

as may happen in [12] can favour the formation of networks with bigger modularity values,

which allows a smaller error as shown in all the sub-figures from Fig. 5.9 with a connectivity

of 0.25. Thus, the effectiveness of using the three new mutations for the modular case was

more beneficial than just using the share nodes and shared connection deletion operators

at low connectivity values. Considering this kind of task (A1, B1, ...), the data set C1-D1

was also evaluated giving similar results to the A1-B1 data set where at lower connectivity

values the M-EPNet algorithm gave a better generalization performance.

5.5.1.1 Separate inputs

The data set presented in the previous section was tested with a combined input to classify

different tasks. This presents an analogy with the brain, where the visual system can be

seen as a compound input (through the eyes) that feeds a flow of information to the brain,

and where it may be expected that different modules process different regions/objects of

the input. This is similar to the what–where data set [16], where the input vector cannot be

partitioned into the different sub-tasks because all of them use the information at the same

time. On the other hand, there may be other flows of information into the brain that are

not combined inputs, e.g. a visual task and a hearing task, which provide different channels

of information to the brain; or from another angle, different inputs into the same system,

in which the inputs could be partitioned and distinguished from each sub-task.

In this case, the A1-B1 data set was investigated with separate inputs per task, i.e. 4

inputs instead of 2, where the first two inputs belong to data set A1 and the other two

to B1. The aim here is to investigate whether it was easier for the networks to find the

modules and to see if a given set of inputs could be correctly associated within the module

to which they belong.
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Fig. 5.11 shows the average classification errors on the final test set and the modularity

obtained in the population at the end of the evolution with different connectivity values.

As there were more inputs involved to solve the tasks, bigger errors were found with the

constrained experiments during evolution at lower connectivity values than if the combined

inputs were used as in Fig. 5.9a. On the other hand, it was easier for the M-EPNet to find

networks with bigger modularity values when the inputs were separated, which seems to

demonstrate that it was easier for the M-EPNet to separate both tasks during evolution.

This behaviour was also observed when the data set C1-D1 was tested in these conditions.

Also, the best individual over all independent runs could classify correctly all patterns

in the test set, showing that generalization performance is not lost with more modular

architectures in this case.
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Figure 5.11: Average classification error and architectural modularity values for A1-B1
data set with 4 inputs and 4 outputs at different connectivity values with the EPNet and
M-EPNet and with constrained connections, or not, during evolution. The classification
error is presented in Fig. 5.11a and the architectural modularity in Fig. 5.11b

5.5.1.2 Network sizes

It may be important to evaluate how different the evolved networks are when the data sets

are evolved independently and when they are put together to evolve modules.

Data set A1 obtained on average 13.9±2.74 hidden nodes with 54.03±17.03 connections,

and data set B1 15.36±2.69 hidden nodes with 57.4±13.91 connections when they were
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evolved in Section 5.4. When they are combined (A1-B1 with 4 inputs) figures of 14.86±3.29

hidden nodes and 72.80±19.85 connections were obtained, using the M-EPNet at 0.25 of

connectivity in the initialization and no constraint during evolution. Those values are of

moderate size considering that both tasks are solved at the same time. When 2 inputs are

used in this combined data set, the average number of nodes and connections increased

slightly, showing that it was more difficult to separate both tasks with this configuration.

The same experiments was repeated for data set C1-D1 and similar results were obtained.

Besides the comparison of average values, it is interesting to compare the best networks

evolved when the data sets are combined (Fig. 5.12) and when they are evolved separately

(Fig. 5.8). Fig. 5.12 shows the evolution of data set A1-B1 with 2 and 4 inputs with the

EPNet and M-EPNet, only in Fig. 5.12a it is indicated which input and output nodes belong

to each module. There, clearly the M-EPNet algorithm reduces considerably the amount of

shared connections, making the modules more easily distinguishable in the figures. Also it

can be seen that similar structures, in terms of size, were obtained if they were compared

with the evolution of the tasks separately in Fig. 5.8. Note that in Figs. 5.12a and 5.12d

the M-EPNet algorithm correctly associates the inputs of task A1 with its module and the

same is shown for task B1.

A more detailed analysis could be performed if one looked at the average number of

nodes per module. As an example, Fig. 5.13 shows the number of nodes obtained with

the M-EPNet algorithm at 0.25 connectivity in the initialization and no constraint during

evolution. In this case the harder task A1 represented by Module 1 in Fig. 5.13 required on

average more hidden nodes than task B1 (Module 2), and the same behaviour is present

with the EPNet algorithm (not shown here).

5.5.1.3 Performance

The separate evolution of task A1 and B1 required significantly smaller number of gener-

ations than when they are combined. That is because A1-B1 data set is a bigger problem
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Figure 5.12: Best individual evolved for the A1-B1 data sets with the EPNet and M-EPNet
and with 2 and 4 inputs. A1-B1 data set with the EPNet and 4 inputs (Fig. 5.12a) and
with the M-EPNet and 4 inputs (Fig. 5.12c). A1-B1 data set with the EPNet and 2 inputs
(Fig. 5.12b) and with the M-EPNet and 2 inputs (Fig. 5.12d)

to solve, and it is expected to use more mutations than in the separate case. Neverthe-

less, remember that one of the advantages of evolving modules is their reuse, avoiding the

evolution of the same task from scratch (Chapter 6).

The average values shown in Fig. 5.9 were obtained from the best individual of each

independent run. Clearly not all of them correctly classify all patterns of the test set, but
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Figure 5.13: Average number of nodes per module for A1-B1 data set with the M-EPNet
algorithm at 0.25 percentage of connectivity in the random initialization and no constrain
during evolution. Modules 1 and 2 represent data set A1 and B1 respectively

Table 5.2: A1-B1 data set results with four input units and with the M-EPNet algorithm
with 0.25 connectivity in the random initialization and no connection constrain during
evolution

Parameter Mean Std Dev Min Max

Number of Inputs 4 0 4 4

Number of Hidden Nodes 15 3.298 9 21

Number of Connections 72.800 19.86 40 108

Error percentage Validation Set 0.964 0.400 0.380 1.699

Classification error Validation Set 1.033 0.472 0.500 2.000

Error percentage Test Set 0.815 0.406 0.197 1.782

Classification error Test Set 0.833 0.844 0 2.500

the best individual of the best independent run classifies all patterns correctly as previously

stated and shown in Table 5.2.

5.5.2 Two compound prediction tasks

It was shown above that connectivity constraint during evolution was not beneficial for

the algorithms at low connectivity values, providing bigger generalization errors. Testing

combined prediction tasks, showed the same behaviour, thus the constrained connections

during evolution will no longer be considered in the remainder of this study.

Fig. 5.14 shows the average parameters of the best network over 30 independent runs

of the combined TS Lo
(ssp)
A -Lo

(ssp)
B1 (henceforth LoA-Lo

(ssp)
B1 ). Fig. 5.14a presents the average
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Figure 5.14: Average evolved values for the LoA-Lo
(ssp)
B1 TS with the EPNet and M-EPNet

algorithms. Average NRMSE on the final test set (Fig. 5.14a), M (arch.) (Fig. 5.14c), shared
nodes (Fig. 5.14b) and shared connections (Fig. 5.14d)

NRMSE in the final test set (generalization performance from both tasks) where it can

be noticed that M-EPNet at 0.50 of connectivity obtained the smallest error. Fig. 5.14b

shows the architectural modularity, where its increment is corroborated by the shared nodes

and shared connections decrement, Figs. 5.14c and 5.14d respectively. Different to the A1-

B1 data set, the LoA-Lo
(ssp)
B1 TS produces bigger modularity values with the EPNet and

M-EPNet. This combined TS was configured as Lo
(ssp)
A TS, i.e. 1500 values to train and

1000 values to test. Fig. 5.15 shows the best prediction found over 30 independent runs

for the M-EPNet algorithm at 0.25 connectivity for both modules. The NRMSE displayed

in Fig. 5.15a was slightly bigger than the best error found when Lo
(ssp)
A and Lo

(ssp)
B1 TS

were evolved separately in the previous chapter: 4.86E-05 and 1.02E-03 respectively for

the best found over 30 trials. In Figs. 5.15a and 5.15b it can be seen that the best error

(of each module) is slightly bigger than when the tasks are solved separately. This may be

due to the interference of both tasks during evolution, and it is quite probable that if more
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Figure 5.15: Best prediction found in 30 independent run for both sub-tasks in LoA-Lo
(ssp)
B1

TS with the M-EPNet algorithm at 0.25 connectivity. Fig. 5.15a shows the first module
of the task, represented by TS Lo

(ssp)
A and Fig. 5.15b represents the second module, being

Lo
(ssp)
B1 TS

generations were allowed the networks will reach similar error values in the combined TS.

Note that Lo
(ssp)
B1 TS was evaluated with different sizes of data sets: 500 values to train and

500 to test. Nevertheless, the evolution of those combined TS allows accurate prediction

where it cannot distinguish between predicted and real data as seen in Fig. 5.15. In all tasks

tested in this chapter, it was noticed that usually there is one task more difficult to solve

than the others, needing more hidden nodes and having bigger errors during evolution. For

example, in Fig. 5.16 can be seen how the error per module (Fig. 5.16a) in LoA-Lo
(ssp)
B1 TS is

decrement when the M-EPNet algorithm is used at 0.25 level of connectivity in the random

initialization, and how the second module (Lo
(ssp)
B1 ) was more difficult to predict, requiring

more hidden nodes than the first module (Fig. 5.16b).

Looking at the best network’s architecture, Fig. 5.17 shows the best individual found for

the LoA-Lo
(ssp)
B1 with the M-EPNet at 0.25 connectivity, where circle shapes represent the

first module (Lo
(ssp)
A ), and square shapes the second module (Lo

(ssp)
B1 ). There it can be seen

that a pure modular architecture emerges, without consider shared connections between

output nodes. Also note that the input nodes from both tasks were intercalated, i.e. input

one from sub-task 1, input 2 from sub-task 2, input 3 from sub-task 1 and so on. That

was done to test the harder case where the inputs of the same task are not together. The

M-EPNet was able to find the correct partition for this combined TS in terms of hidden
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and input nodes. The network with the EPNet algorithm is not presented as it provided

similar results as previously seen where several cross-connections are presented.

5.5.3 Same time series at different prediction lapses

Continuing with the evolution of two similar tasks, next was tested a single TS to predict

different steps ahead at the same time, i.e. Lo
(ssp)
A predicting ∆ = 1 and ∆ = 5. In that case,

in terms of modularity values similar results were obtained as those of LoA-Lo
(ssp)
B1 (Fig.

5.14b). That demonstrates again that different connectivity values can solve this kind of

TS with similar accuracy, and independent partitions appear when low connectivity values

are used in the random initialization. The same experiments was carried out for the MG30

TS, obtaining similar results as the presented in this section, which let us assume that this

behaviour will be maintained for other TS.

5.5.4 Discussion of evolving two similar tasks

In [12] it was shown that modular architectures emerge at low connectivity values for

data set A1-B1, and when the fitness was evaluated differently. During this chapter, it

has been shown the conventional evolution of those tasks where the fitness is in terms of

the performance error, as commonly in EANNs. Whether 2 or 4 inputs are used, neural
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Figure 5.16: Average error and hidden nodes per module during 2400 generations for the
LoA-Lo

(ssp)
B1 TS with the M-EPNet algorithm at 0.25 connectivity. Error is presented in Fig.

5.16a and hidden nodes in Fig. 5.16b
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Figure 5.17: Best network found for the LoA-Lo
(ssp)
B1 TS with the M-EPNet algorithm at

0.25 connectivity. Where module 1 represents Lo
(ssp)
A TS and module 2 Lo

(ssp)
B1 TS

networks with different degrees of modularity can solve equally well data sets A1-B1 and

C1-D1. Moreover, it has been demonstrated that the M-EPNet is able to obtain bigger

modularity values without compromise the performance of the tasks.

When prediction tasks were introduced, the modularity increased in general, showing

that these task presented more cross-talk interference, giving bigger modularity values in

both algorithms. In any case, the M-EPNet algorithm may be the best option if bigger

modularity is desired.

The prediction of the Lorenz and Mackey-Glass TS is presented in [100, 118], looking

for modular architectures that could correctly separate (and predict) the compound task

and associate each input to their partition it belongs, similar to Fig. 5.17. Nevertheless and

as remarked in Section 2.4.3, in [100, 118] it is used a co-evolutionary algorithm with two

containers, one for modules and one for systems, producing in all cases modular architec-

tures (given the configuration of the method). That is completely different to the M-EPNet

algorithm, because in this thesis any node could be connected to any partition of nodes,

making more difficult to find independent modules that solve a particular sub-task, i.e.

the aim here is to find in one evolutionary stage the modules and the interaction between

them, while [100, 118] evolve modules and systems separately, requiring a credit assignment

strategy.

Thus, it can be concluded that similar tasks as presented here can indeed evolve pure-
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modular architectures when the connectivity is constrained in the random initialization

of the population. Before commenting on the cross-talk interference, the next section will

provide more information about this aspect, using less similar tasks to create a compound

data set.

5.6 Evolving less similar tasks

Since the use of similar tasks in the compound data set did not produce pure modular

networks in all cases tested, the aim in this section is to investigate whether the use of

less similar tasks could introduce more cross-talk interference leading to pure modular

architectures when high connectivity levels are used.

In this section, classification tasks Breast-D2 and Breast-Thyroid will be tested; and

prediction tasks LoA-MG17(ssp) and LoA-MG17(msp) TS will be also evaluated. All of them

have been configured in the same way as the experiments of the previous section, without

fixing the number of generation to a given value. In all cases, the experiments were config-

ured with the parameters of the first sub-task presented, e.g. for Breast-D2, the experiment

was configured as stated in Section 3.2.1 for the Breast cancer data set. Note that using

these kinds of tasks is expected to result in a high amount of cross-talk interference as the

tasks do not have anything in common.

Looking at the results for the Breast-D2 data set, it was noticed that similar results

were obtained as those with A1-B1, where only lower connectivity values produce almost

pure-modular architectures with the M-EPNet algorithm. These results suggest that the

interference between two task could be easily absorbed by the large amount of connections

if one of the combined tasks is easy to solve (e.g. D2), leading to non-modular architectures.

The previous assumption was corroborated when the Breast-Thyroid, LoA-MG17(ssp) and

LoA-MG17(msp) task were tested, producing bigger modularity values. This demonstrates

that, indeed, the more different two tasks are, the more cross-talk interference in the net-
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works and the bigger modularity obtained. Nevertheless, non-pure modular architecture are

still found on average at connectivity values from 0.62 to 1.0, suggesting again that both

algorithms (EPNet and M-EPNet) cannot delete the exceeding amount of connections be-

cause they seem to absorb the interference each inflicts on the other with the learning

algorithm. The previous experiments allowed the evolution to finish when the error was no

further improved or when all patterns of the validation set were correctly classified; the

effect of that was explored by testing again the Breast-Thyroid data set with fixed number

of generations (3000, being bigger than the maximum used in previous experiments for this

task). As was expected, the modularity was increased slightly, without statistically signifi-

cance, over the previous case. For example, the final architectural modularity values at 1.0

connectivity was M (arch.) = 0.1926±0.22, which is bigger than the previous cases, but still

lower to deliver pure-modular architectures.

It can be concluded that only modular architectures are found at evolving two different

tasks simultaneously, if the networks are initialized with lower connectivity values before

the evolution starts. If high connectivity values are used, the tasks can be solve with a

similar performance, but in a lower number of generations and lower modularity values

(M (arch.)), which indicate that the large number of connections in the networks can absorb

the high cross-talk interference expected for these tasks. It was also demonstrated that

MSP tasks can be performed with a modular algorithm, i.e. use a compound data set to

evolve modules. Similar results may be expected if more similar TS are tested with the

MSP method.

5.7 Evolving three tasks simultaneously

Even though evolving more than 2 task may be more challenging for the algorithms, here

this scenario will be investigated by evolving 3 tasks simultaneously, expecting that more

tasks will introduce more interference and that will result in bigger modularity values.
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Fig. 5.18 shows the average parameters evolved for the A1-B1-C2 data set. Clearly,

the modularity values were reduced in comparison to when two tasks were used, but it is

important to note that the M-EPNet algorithm obtained the smallest classification error

on average at 0.5 connectivity.

Moreover, even when the architectural modularity is low, it can be seen that the weighted

modularity is bigger in all cases with the EPNet and M-EPNet algorithms (Figs. 5.18e

and 5.18f), which (as remarked by [17]) is a signal that the algorithm is able to deal

with the interferences between tasks. Even though this aspect was not discussed for the

previous experiments, the same behavior was noticed in all experiments concerning 2 or

more compound tasks. It is worth commenting that the bigger the connectivity used, the

more generations required to stop the algorithm (Fig. 5.18b), which is a completely different

behaviour to that seen with two compound tasks, and mainly due to the algorithms spending

more time dealing with the cross-talk interference.

Fig. 5.19 shows the best network evolved for A1-B1-C2 with the M-EPNet algorithm

at 0.25 connectivity. As previously noted, here it was more difficult to reduce the number

of shared connections and that is reflected in Fig. 5.19 where several cross-connections are

presented. Nevertheless, the network was able to correctly classify all patterns of the final

test set. Also it may be noted that all inputs where correctly assigned into the module they

should belong, as the first 2 inputs from left to right belongs to A1, the next 2 to B1 and

the last 2 inputs to C2 sub-task (and the same applies for the output nodes).

A1-B1-C3 data set was also tested, producing similar results as those obtained for A1-

B1-C2 data set. Clearly, evolving more than 2 sub-tasks simultaneously produce networks

with lower modularity values, which may be directly related to the fact that there are more

parameters to evolve and the overlap between classes in each sub-task.
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Figure 5.18: Evolved parameter values for A1-B1-C2 data set with 2 inputs and 2 outputs
per task at different connectivity values with the EPNet and M-EPNet. Generalization
performance is shown in Fig. 5.18a, generations in Fig. 5.9b, hidden nodes and connections
are shown in Figs. 5.18c and 5.18d respectively. M (arch.) and M (weight) with the EPNet
algorithm in Fig. 5.18e and with the M-EPNet in Fig. 5.18f

5.8 Discussion

This chapter has explored how the EPNet algorithm can be extended to produce more

modular networks. In terms of novel contributions, it has been shown how a modularity

measure can be used to identify specific neural components, which lead to the rearrange-

ment of nodes in the graphical representation of networks and the introduction of new

mutation operators, thus increasing the degree of modularity arising through evolution. It

is worth pointing out that even a different modularity measure could be used for the same

purpose as presented here, that could result in a different behaviour of the EA. Also note,
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Figure 5.19: Best network evolved for A1-B1-C2 data set with the M-EPNet algorithm
at 0.25 percentage of connectivity. Modules 1, 2 and 3 represent tasks A1, B1 and C2
respectively

that the aim is to increase modularity because that will lead to more independent modules,

and that may facilitate the reuse of them in subsequent implementations, i.e. in homoge-

neous networks there are a strong coupling among nodes because of the large number of

connections expected, which may be translated to a harder task of module reuse.

The same modularity measure was also improved to work for networks with a single

output unit, and to allow a finer-grained analysis of the internal partitions of nodes in-

side a network. Although this approach has assumed prior knowledge about the task data

partitions to measure the modularity, there is scope for dynamically adjusting the output

partition into modules for networks with more than one output unit.

The information provided by the modularity measure allowed the implementation of a

new Modular EPNet algorithm (M-EPNet) that biases the evolution of modularity com-

pared to the classical EPNet algorithm. Comparing the results of this chapter with a de-

rived work of this study [161] showed that using just the shared node and shared connection

deletion is not as beneficial as using them with the intra-module connection addition to
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increase the modularity in the networks. Moreover, the EPNet and M-EPNet algorithms

ensure that networks will not add neural components without limit, which means that no

extra constraints are required to maintain the networks with moderate size.

Whether or not 2 tasks are similar, they only evolve pure modular architectures if lower

connectivity values are used. When 3 task are evolved simultaneously, there are more pa-

rameters to evolve and lower modularity values are found in general with lower connectivity

values. However, the interference is more clearly presented with three tasks, and more gen-

erations were required to reach similar performances values. It was also discovered that

tasks requiring the MSP method can be performed with evolved modular architectures,

which means that more difficult task can be tackle with the M-EPNet algorithm.

The general conclusion is that the rearrangement of nodes into modules using the mod-

ularity measure enables the discovery of shared neural components through modules, and

that information can be used to evolve almost pure modular neural networks with the

M-EPNet algorithm at lower connectivity values without compromising the performance

of each individual sub-task. The new mutation operators are not special to the M-EPNet

algorithm - they can easily be applied to bias towards modularity in other evolutionary

neural network approaches. Moreover, they are not restricted in any way to the test tasks

chosen for this chapter, but can be applied to any classification, prediction or regression

task.

What remains to be done is to test to what extend module reuse is facilitated with

neural networks using the M-EPNet algorithm. This matter will be explored in the next

chapter.
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Chapter 6

Module reuse

A practical problem for real world applications is that the advantages of modularity (par-

ticularly module reuse) will only become apparent (and hence result in a tendency for mod-

ularity to emerge through evolution) if sufficiently extensive patterns of successful module

reuse occur in the evolutionary simulations. In practice, most simulations are far too small-

scale for such modularity and its advantages for module reuse to occur. For that reason,

Chapter 5 explored how to help modularity (and its advantages emerge) with the M-EPNet

algorithm, without the need for such computationally infeasible evolutionary simulations.

Considering the fact that no previous study has demonstrated empirically that module

reuse is possible (e.g. modular NEAT [15]), this chapter provides a range of experimental

configurations to demonstrate module reuse. The experiments of this chapter will be divided

into two main stages: 1) two combined tasks will be evolved for module discovery as done

in Chapter 5; 2) thereafter, the arrival of a new sub-task to the network will be simulated,

where it can be the same (Section 6.2) or similar (Section 6.3) to the one previously evolved;

with the aim to reuse a module or neural resources from previously evolved modules. Since

it will be beneficial to have a way to quantify the degree of module reuse, Section 6.1

introduces a measure that could be implemented (using the dependency measure from

equation 5.3) to quantify the number of nodes reused to solve the current task.
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6.1 Module reuse metric

Since no previous work has been found to quantify module reuse, here will be introduced

a metric to calculate the nodes reused from other modules to solve the given task. In a

further work, the same idea can be implemented to measure the number of modules reused

to solve a bigger task.

To quantify this, one can simply count the number of nodes from other modules con-

nected directly or indirectly to a given module k. To avoid complicated algorithms for

performing that, the dependency di(j) (equation 5.3) can be used from the weighted mod-

ularity M (weight), i.e. counting all occurrences where di(j) > 0 and j 6= k.

This measure is less computationally expensive than using a conventional algorithm for

the same purpose (e.g. a recursive algorithm), and that is achieved by taking advantage

of the dependency values already calculated. However, it may give misleading values if the

EPNet algorithm is used, because of the high number of cross-connections between modules.

6.2 Module reuse: same task

As remarked in Chapter 2, no study has demonstrated empirically that effective module

reuse is possible in ANNs. Hence, the aim of this section is to investigate whether a module

previously evolved, or internal nodes from it, can be reused.

First the M-EPNet algorithm will be used to find modules for the A1-B1 data set.

It will be assumed for the rest of this chapter that low connectivity values will be used

(0.25) to initialize the network before the evolution starts, because this provides bigger

modularity values as shown in Chapter 5. After the M-EPNet has finished, all individuals

in the population will be saved, and sub-task A1 will be introduced again, giving an A1-B1-

A1 data set. Where the two inputs and outputs of the first A1 sub-task (from left to right)

are the same as the last A1 sub-task, i.e. the patterns representing A1 are the same for both

A1 sub-tasks (at the end of this section will be presented the case in which the patterns
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of the last A1 sub-task are randomly reorganized to test module reuse). Thereafter, all

sub-tasks will be allowed to continue their evolution, possibly reusing the previous modules

evolved for A1-B1 data set. With this configuration, it will be expected that the module

evolved for the A1 sub-task in the first stage will be reused to solve the second A1 sub-task

in the second stage.

Note that, alternative configurations are possible, e.g. fixing previous modules and just

evolving the new one introduced. However, for the purpose of this chapter, it will be suffi-

cient to leave all parameters to evolve.

Fig. 6.1 shows the average classification error per module, modularity values and best

network found for the A1-B1 data set in the first stage of the experiment. Where, the first

2 inputs and outputs from left to right belong to module 1 (A1) and the others inputs and

outputs correspond to the second module (B1). Note that all inputs have been correctly

assigned in the module they should belong and just one cross-connection remains there, as

found in the previous chapter for the same data set (Fig. 5.12c).

When the EPNet and M-EPNet are compared, as remarked in Chapter 5, there is no

statistical significance during all the evolution if consider the average classification error of

the population (Fig. 6.2a), nevertheless, the M (arch.) between both algorithms (Fig. 6.2b)

shows statistical significance at the end of the evolutionary process.

In the second stage of the experiment, A1 sub-task is introduced at the end of the

previous data set, leading to an A1-B1-A1 data set. The evolved classification error, number

of nodes reused and best network found for the module reuse is presented in Fig. 6.3.

As can be seen in Fig. 6.3a, the error of the third module (new A1 sub-task, nodes with

diamond shape) in the early generations is higher, because at the beginning there were

no neural resources assigned to it. But as the generations advance, the last module starts

to reuse nodes from other modules (Fig. 6.3b) while the average classification error of the

population is decreased (not presented here), as well the average error of the new task (Fig.

6.3a). At the end of evolution, it can be seen in Fig. 6.3c the cross-connections from module
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Figure 6.1: A1-B1 data set evolved with the M-EPNet algorithm for stage 1. Module 1
(M1) corresponds to A1 sub-task and module 2 to B1 sub-task. Average classification error
on the validation set is shown in Fig. 6.1a, modularity values in Fig. 6.1b and best network
found in Fig. 6.1c
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Figure 6.2: A1-B1 data set evolved with the EPNet and M-EPNet algorithm for stage
1. Fig. 6.2a shows the average classification error considering both tasks, while Fig. 6.2b
presents the average modularity M (arch.)
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Figure 6.3: Module reuse for A1-B1-A1 data set with the M-EPNet algorithm. Modules
1, 2 and 3 correspond to sub-tasks A1, B1 and A1 respectively, where the first two were
previously evolved in stage 1 of the experiment and allowed to continue evolving here.
Average classification error on the validation set is shown in Fig. 6.3a, average number of
reused nodes from module 3 in Fig. 6.3b and best network found in Fig. 6.3c

1 and module 3, suggesting that nodes reused in Fig. 6.3b belong to module 1. The new

incoming task from the best evolved network, reused almost all pure nodes from module

1 (7 nodes) as seen in Fig. 6.3c. Also note that module 1 maintains the same number of

nodes but higher intra-modular connections and module 2 increase the number of nodes

and number of intra-modular connections.

Nevertheless, the average error was not improved nor worsened as seen in Fig. 6.3a for

the first two modules. On the other hand, inputs of module 3 were not correctly assigned to

module 1 nor 3, and they were connected to module 2. That was because the first 2 inputs

carry the same information as the last 2, thus, outputs of sub-task 3 take the information

provided by the first 2 inputs.
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Figure 6.4: Module reuse for A1-B1-A1 data set with the EPNet and M-EPNet algorithms
for the average classification error. The three sub-tasks involved are considering in the error
of each algorithm

−100 −50 0 50 100

0

10

20

30

40

50

60

70

80

b b

b b b

b b

b

bb

b b b
M 1

M 2

M 3

Figure 6.5: Best network obtained for module reuse for A1-B1-A1 data set with the EPNet
algorithm

Similar as stage one, Fig. 6.4 shows the EPNet and M-EPNet algorithms for the average

classification error from the three sub-tasks, i.e. the general classification error from each

network. Even there is no statistically significance at the end of the evolution between

both algorithms (as in stage one), it can be seen that the modular algorithm was beneficial

to reduce more the error around the generation 100, being the same interval where the

modular algorithm started to reuse more neurons from other modules (Fig. 6.3b).

Even both algorithms have a similar performance at the end of the second stage of the

experiment, it can be seen in Fig. 6.5 that the best network evolved for the EPNet algorithm

has several cross-connections between modules. Moreover, it presents a bigger number of

connections than the required for the best network found with the M-EPNet (Fig. 6.3c).
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When the new A1 data set is randomly reorganized (or new patterns generated), a new

module was observed to emerge during evolution for sub-task 3, where modules 1 and 3

did not communicate with each other (no module reuse), even they solve the same sub-

task. That is because the first 2 inputs represent one class of the A1 sub-task, but at the

same time, the last two inputs could represent another classification boundary of A1, and a

single module is not able to solve this at the same time: two different input vectors for two

different target vectors, because the module was designed to solve one input vector (the first

2 inputs) for one output vector (the first 2 outputs) in the modular architecture. Therefore,

the only way to deal with such differences was evolving new hidden nodes (module 3) for

the last sub-task.

In this experiment, the second stage starts without any neural resource assigned to the

last module, demonstrating that module reuse is possible because the last module started

to evolve connections to other modules to reduce its error, and the overall error of the

networks. The same experiment was repeated evolving all three tasks at the same time

from scratch to see whether a single module emerge for sub-tasks 1 and 3. Different to

the experiment of Section 5.7, here the last sub-tasks (last 2 inputs and outputs) were not

connected to any other node in the network (in the random initialization) to simulate the

same scenario as when the module were reused in Fig. 6.3.

The results showed that both sub-tasks (1 and 3 for A1) developed nodes and shared

connections between them, indicating that both tasks have nodes in common and they

were bounded through different cross-connections. In this case, for the best network found,

module 1 reused 2 nodes from module 3, and module 3 reused 12 nodes from module 1.

Note that M (arch.) andM (weight) have not been discussed for module reuse (second stage)

as they will provide lower modularity values than stage one, because of the expected shared

connections between modules 1 and 3.
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Figure 6.6: Best network found for module reuse for A1-B1-A1 data set with the M-EPNet
algorithm using stopping criteria during evolution

6.2.1 Evolving populations with stopping criteria

The same experiments were repeated allowing the algorithms to stop at any moment using

any of the stopping criteria previously employed, and similar results were obtained as

shown in Fig. 6.6, where more shared connections between module 1 and 3 were found.

Furthermore, there were fewer nodes in modules 1 and 2, but module 3 evolved 3 hidden

nodes for its own sub-task. In terms of number of generations, the experiments required

on average fewer generations than in the previous sections, i.e. the algorithm finished on

average before 500 generations of evolution.

6.2.2 Allowing connections between output nodes

As we do not know how modules are interconnected in the brain, nor how they are in-

ternally organized, it is difficult to have a precise experiment simulating exactly the same

conditions that could help to improve our algorithms. In the previous two sections connec-

tions in the OO sub-matrix of the connectivity matrix were not allowed. Therefore, this

section will investigate how module reuse is carried out when connections between output

nodes are allowed. Hence, the same experiments of previous sections were repeated allowing
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Figure 6.7: Best network found for module reuse for A1-B1-A1 data set with the M-EPNet
algorithm using stopping criteria during evolution and allowing connections in the OO
sub-matrix

connections anywhere in the connectivity matrix. In Fig. 6.7 is presented the best network

evolved when output to output connections are allowed. Interestingly, only one connection

communicates the last hidden node from module 1 and the fist output node from the third

sub-task, giving the required information to solve the new A1 sub-task.

6.3 Module reuse with similar tasks

In this case, the aim is to investigate whether module reuse could appear if the third task

introduced is different but similar to the first one. To deliver that, the A1-B1-A2 data set

was tested with the same configuration previously used, i.e. using both stages. The results

show that during evolution of the second stage (module reuse), a module was evolved

for sub-task 3 (pure nodes of sub-task 3), but different cross-connections between module

1 and 3 where found. That demonstrates that both modules communicate because both

classification tasks are similar in the geometrical shape of their boundaries, but different

as they are in different position in the input space. This leads to the investigation of other

different data sets, to test whether similar behaviours are obtained. Hence, C1-C2-D1 and

C1-D1-C2 were tested in a similar way to the previous experiments, expecting the reuse of
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Figure 6.8: Best network found for module reuse for C1-C2-D1 data set with the M-EPNet
algorithm using stopping criteria during evolution

modules (or sub-neural structures) between sub-tasks 2 and 3, or new modules emerging

for the incoming task with some shared connection between nodes from module 2. Similar

to A1-B1-A2, on average C1-C2-D1 and C1-D1-C2 data sets evolved new hidden nodes

for the new sub-task, but they were also interconnected through shared connections with

the second module as expected. For example, Fig. 6.8 shows the best network found for

the C1-C2-D1 data set. Note that these results were obtained when the stopping criteria

were used in the algorithms. When the experiments were repeated with fixed number of

generations, it was found that the shared connections between the D1 and C2 sub-tasks

reduce significantly, as the M-EPNet algorithm gives more priority to delete them. This

again supports the observation that fixing the number of generations may lead to different

evolved networks.

6.3.1 Constraining the number of nodes

As it is known that the brain does not have unlimited resources, the experiments with the

C1-C2-D1 and C1-D1-C2 data sets were repeated fixing the number of hidden nodes in

the second stage of the process, forcing the reuse of existing nodes from the second module

into the third one. Thus, the aim is to discover if specific parts of the second module could

be reused in the last module without increasing the average size of the networks (in terms
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of hidden nodes). Interestingly, in this new experiment it was found that pure nodes from

the second module changed to the third one (spreading the nodes between modules) and

more connections appeared (cross-connections and intra-modular connections), reducing the

error of the last module and maintaining the performance of the first two. The behavior

obtained by C1-C2-D1 and C1-D1-C2 is not maintained for all other classification tasks,

because when the A1-B1-A1 data set was tested in the same way (fixing the nodes in

the second stage), sub-task 3 (A1) reused almost all nodes of sub-task 1 in a similar way

as in Section 6.2. That seems to indicate that the arrangement of the classification tasks

in the two dimensional input space plus the overlapping between them lead to complex

relationships, but most importantly, some insights of module reuse (or substructures reuse)

can be achieved.

6.4 Discussion

In this chapter, module reuse was proved to be possible through the evolution of neural

networks with the M-EPNet algorithm. Also, the effect of reusing the same or similar

tasks has been explored, showing that some neural structures are reused to solve the new

incoming task, as no independent partition of nodes emerge for it. A simple metric was also

introduced that helps to quantify node reuse from previous modules. That was based on

the dependency measurement from the modularity measure, avoiding unnecessarily complex

algorithms (e.g. recursive functions).

If in this chapter module communication was not allowed as in previous studies (and

connections between output nodes), the networks will inevitably increase their average size

(nodes and connections) because the last task introduced will evolve its own neural re-

sources to improve its performance. In [100] is used a similar method where an incremental

task is evolved, e.g. during 1000 generations is solved the first task, later it is introduced a

compound task containing the first one and continuing the evolution, thus, reusing the pre-
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vious structure evolved, similar as done in this chapter. The main difference between [100]

and this study, is the fact that each module can interact with any other node of the network

(more natural way to evolve modules), it was shown how neural reuse is increased during

evolution and it was presented evidence of the best modular architectures found. Another

discovery was the similarity in performance between the EPNet and M-EPNet algorithms

for module evolution and reuse, with the difference that the modular algorithm increases

the modularity considerably than with EPNet algorithm, i.e. homogeneous networks can

absorb the cross-talk interference produced by similar and different tasks. However, if one

considers bigger implementations, the M-EPNet algorithm should be the best option to

evolve more independent modules, making more easy the module reuse than monolithic

ANNs. Therefore, as a general conclusion it can be said that neural reuse proved to be

possible and advantageous in this area using the M-EPNet algorithm. The next step may be

an automatic method that reuses the same module in different contexts, like the structural

and functional organization of the brain.
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Chapter 7

Conclusions and future work

In this thesis, the EPNet algorithm was extended to deliver more modular networks (Chap-

ter 5) for prediction and classifications tasks, and experiments were performed showing

empirically that module reuse is possible (Chapter 6). The key contributions, in the order

they appear in this thesis, are:

• Feature input evolution extension of the EPNet algorithm performed with single mu-

tation operators. It was also shown that the False Nearest Neighbour and Average

Mutual Information may not provide the best possible values to evolve networks for

time series forecasting.

• Modularity measure improvement for networks with a single output unit, i.e. the

modularity measure was extended and applied for networks containing a single output

unit, like prediction tasks. It was proved that this modification fits in the actual

definition of Ensembles and MNNs, and could be used for a fine-grain modularity

analysis.

• Clearer graphical representation and analysis of modules provided by node reorgani-

zation, using the dependency value from the modularity measure.

• Introduction of the M-EPNet algorithm supported by a modularity measure, which
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borrows the basis of the EPNet algorithm and ideas that mimic some constraint

aspects of the brain. The M-EPNet may have a similar or better performance in

comparison with the EPNet, and it could increase significantly the average modularity

of the evolved population. Moreover, homogeneous networks may absorb the cross-

talk interference, i.e. homogeneous and MNNs could have a similar performance for

some tasks.

• Module reuse proved to be possible through a simple experimental set-up. Also, ev-

idence was provided showing which neural substructures were reused for a new in-

coming task, something missing in previous studies. In this context, the M-EPNet

algorithm was capable to deliver bigger modularity values which helped to reuse pre-

vious modules evolved.

Even after these contributions to the knowledge, there remains several avenues to im-

prove different aspects of the computational techniques. The following sections present the

final conclusions (Section 7.1) and further research paths (Section 7.2) of this study.

7.1 Conclusions

In this thesis, more suitable modular architectures have been evolved with the M-EPNet

algorithm in terms of having fewer cross-connections between modules and bigger intra-

modular connectivity, which was helpful to demonstrate empirically that module reuse is

possible in different scenarios.

To deliver this, firstly, the basis for its development has been described through the

EPNet algorithm for finding suitable networks for prediction and classification tasks. Fur-

thermore, it was shown that an extra data set was required for MSP tasks, as the fitness of

the predictions needs to be evaluated in the same terms as the final performance evaluation

when the evolution finished. Also, an analysis of the various parameters used in the EPNet

algorithm to evolve ANNs was presented. The algorithm was found to not be as sensitive
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to variations of some parameters, like the population size or initial learning rate, as others,

in particular the successful training parameter. It was shown how important it is to set this

with an appropriate value.

Thereafter, Feature Selection EPNet (FS-EPNet) and Feature Selection with asym-

metric delays EPNet (FSAD-EPNet) algorithms were introduced to tackle input feature

selection during evolution, where they were mainly implemented for predictions and classi-

fication tasks respectively. It was shown that calculating the Average Mutual Information

for the time delay and False Nearest Neighbour for the embedded dimension was not the

best option for all TS. Moreover, these method may give different values if the amount

of information in the data set changes, something common in real world scenarios, where

more information from the phenomenon is accumulated through time.

In classification tasks, the Thyroid and Breast cancer data sets used fewer inputs with

the FSAD-EPNet algorithm, however, the latter only achieved lower number of inputs

through evolution, if the generations were fixed at some large value. This is an important

point to be considered in real world applications, i.e. whether to terminate the evolution

when the error shows no improvement, or when the number of features have been mini-

mized. Thus, the main experiments presented in this study were performed evolving the

input feature selection, where existing operators to evolve the architectures have been used

to evolve the inputs, avoiding complex implementations, by only adding the delay mutation

operator. The results of the feature evolution and fixed case against previous results in the

literature showed a robust performance by EPNet, which may be important, as mutations

are only used to carry out the evolution of networks with a steady-state algorithm that

uses Lamarckian inheritance.

After understanding and improving the EPNet algorithm for feature selection, it was

extended using a modularity measure to reorganize nodes into modules (allowing a clearer

graphical representation of networks), and to introduce new mutation operators that sim-

ulate constraints in the brain (shared node and shared connections deletion, and intra-
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modular connection addition), which led to the M-EPNet algorithm. However, even a dif-

ferent modularity measure could be used for the same purpose as in this study, that could

result in a different behaviour of the EA, and that should bear in mind when another

modularity measure is adopted.

The introduction of the M-EPNet algorithm allowed a more natural way to evolve

modules than previous studies, where all the networks’ parameters were allowed to evolve

simultaneously without restrictions like in previous studies, e.g. evolving only the hidden

nodes [12], or forcing pure-modular architectures [13, 118]. The modular architectures re-

sulting from the M-EPNet did not present significantly worse results than those evolved

with the standard EPNet algorithm. However, the M-EPNet produces significantly larger

modularity values when the networks were initialized with low connectivity values before

the evolution starts.

Even though larger modularity values could be obtained with the M-EPNet algorithm,

it was found that initializing the population with full connectivity, the networks required

fewer generations to solve the tasks. This indicates that one should bear in mind the final

application of the evolved networks, i.e. to investigate related aspects of modularity in the

brain, or real world applications.

Moreover, one should consider that having full connectivity could be more computa-

tional expensive for the learning algorithm, and if we are dealing with finite resources (e.g.

the battery and memory in a robot), the M-EPNet algorithm may be the best option to

deliver significantly lower number of connections, with the advantage to discover and reuse

modules (compact representations are expected), and having similar performance to fully

connected networks.

Overall it was noted that cross-talk interference indeed leads to increased modularity, i.e.

the more different two tasks the bigger the modularity obtained, however, real differences in

the increase of modularity are found when the networks are initialized with low connectivity

levels as may happen in the brain. In the case of networks with full connectivity, the
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increase of the average architectural modularity was low during evolution, indicating that

the learning algorithm could deal with the cross-talk interference in that case.

Whether the tasks are solved separately (EPNet) or together (M-EPNet), similar struc-

tures and performances were found, indicating that modular architectures are beneficial

to solve combined classification or prediction tasks. Note that no previous work has been

found that forecast TS with modular architectures as done in this study. Moreover, it has

been shown that SSPs and MSPs methods can be used to predict a given combined TS dur-

ing evolution. Finally, it was shown that module reuse is possible over ANNs (i.e. MNNs)

through a series of experiments performed in different scenarios.

7.2 Further research paths

There are a number of different topics that were not possible to tackle during this study,

but clearly they need further attention for the EPNet, M-EPNet algorithms and module

reuse.

EPNet algorithm: one aspect to consider of the EPNet algorithm is the evolution of

a learning rate parameter per node, which may not be straightforward considering just mu-

tation operators with Lamarckian inheritance, but clearly, that could be helpful to improve

the convergence and overall performance of the networks as shown in previous studies for

generational algorithms [12].

Module Evolution: The modularity measure assumes the output partition is known in

advance, thus, an improvement would be to adjust dynamically this aspect during evolution,

or the usage of other modularity measures as the presented in [97]. Also, fine grain measures

like the the clustering coefficient could be employed in deeper studies of modularity to

understand more about the flow of information between modules, output partitions and

module reuse. However, it may bear in mind, that the usage of another modularity measure

may produce different results as the presented in this study.
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The non-convergent method [71] mentioned in Sections 2.2.1.1 and 2.2.1.3 helps to

eliminate connections according to their importance to the task. However, a more detailed

analysis is required when modules are evolved, i.e. when the importance of connections

are not only determined by a single task. This kind of study may help the modularity

increase, and probably by a faster evolution of modules considering the cross-talk inter-

ference between sub-tasks. That is supported by Section 5.7, where it was shown that the

weighted modularity (M (weight)) was bigger than the architectural one (M (arch.)). Therefore,

some similarities may be discovered between the dependency values from the modularity

measure and the non-convergent method of [71].

Module reuse: besides the prediction and classification tasks used in this study, one

of the more promising areas that needs further research is module reuse, more generally, in

dynamic environments, and in simulating the structural and functional organization of the

brain. Therefore, it remains the usage of the M-EPNet algorithm in bigger representations

to better appreciate the advantages of modularity.
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Chapter 8

Appendix A

This section presents all the evolved parameters from prediction and classification with the

EPNet algorithms (EPNet, FS-EPNet Fix&evolve, FS-EPNet and FSAD-EPNet algorithms)

from Chapter 4.

Tables 8.1 - 8.8 present the prediction tasks, where the first part of them (top) shows

the EPNet and FS-EPNet Fix&evolve algorithms, and the second part (bottom) shows

the FS-EPNet and FSAD-EPNet implementations. The four experiments are presented in

a single table to facilitate the comparisons.

Table 8.9 shows the evolved parameters for the Breast, Optical digit and Thyroid data

sets with the EPNet and FSAD-EPNet algorithms.
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Table 8.1: Logistic TS results with the EPNet, FS-EPNet Fix&Evolve, FS-EPNet and
FSAD-EPNet algorithms

Parameter
EPNet FS-EPNet F ix&Evolve

Mean Std Dev Min Max Mean Std Dev Min Max

Number of Inputs 1 0 1 1 1 0 1 1

Number of Delays 12 0 12 12 12 0 12 12

Number of Hidden Nodes 4.700 1.579 2 9 4 1.221 3 7

Number of Connections 13.733 4.464 7 27 12.300 3.250 8 20

NRMSE Validation Error 6.02E-03 0.003 1.62E-03 1.38E-02 5.80E-03 0.003 1.70E-03 9.58E-03

NRMSE Test Set 5.39E-03 0.003 1.21E-03 1.16E-02 5.08E-03 0.002 1.53E-03 8.65E-03

FS-EPNet FSAD-EPNet

Mean Std Dev Min Max Mean Std Dev Min Max

Number of Inputs 2.067 1.596 1 5 1 0 1 1

Number of Delays 2.900 1.269 1 7 2.467 1.137 1 4

Number of Hidden Nodes 8.567 5.302 3 28 18.000 5.760 7 33

Number of Connections 36.567 37.058 8 185 112.800 58.170 41 293

NRMSE Validation Error 2.80E-03 0.003 1.60E-04 8.66E-03 2.96E-04 0.000 2.18E-05 1.40E-03

NRMSE Test Set 2.72E-03 0.003 1.73E-04 7.72E-03 3.64E-04 0.000 2.19E-05 2.02E-03

Table 8.2: Lo
(ssp)
A TS results with the EPNet, FS-EPNet Fix&Evolve, FS-EPNet and FSAD-

EPNet algorithms

Parameter

EPNet FS-EPNet F ix&Evolve

Mean Std Dev Min Max Mean Std Dev Min Max

Number of Inputs 10 0 10 10 4.167 1.877 2 8

Number of Delays 15 0 15 15 1.767 0.971 1 4

Number of Hidden Nodes 17.267 8.670 2 35 19.833 8.659 9 42

Number of Connections 136.467 92.491 15.000 411.000 135.133 103.313 26.000 454

NRMSE Validation Error 1.18E-02 0.007 5.34E-03 3.67E-02 4.60E-04 0.000 3.33E-05 9.07E-04

NRMSE Test Set 2.75E-02 0.016 1.23E-02 8.08E-02 1.19E-03 0.001 4.86E-05 3.16E-03

FS-EPNet FSAD-EPNet

Mean Std Dev Min Max Mean Std Dev Min Max

Number of Inputs 4.567 1.406 2 8 4.500 1.634 3 8

Number of Delays 1.933 0.828 1 4 2.133 1.074 1 4

Number of Hidden Nodes 20.667 8.285 3 34 19.300 8.159 7 37

Number of Connections 168.067 102.033 20 401 156.833 102.201 37 420

NRMSE Validation Error 4.31E-04 0.0003 1.56E-04 0.001 5.82E-04 0.000 1.42E-04 1.49E-03

NRMSE Test Set 9.90E-04 0.001 2.48E-04 0.003 1.24E-03 0.001 2.39E-04 3.30E-03
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Table 8.3: Lo
(ssp)
B1 TS results with the EPNet, FS-EPNet Fix&Evolve, FS-EPNet and FSAD-

EPNet algorithms

Parameter

EPNet FS-EPNet F ix&Evolve

Mean Std Dev Min Max Mean Std Dev Min Max

Number of Inputs 2 0 2 2 3.500 0.777 3 6

Number of Delays 3 0 3 3 1.000 0.000 1 1

Number of Hidden Nodes 18.800 7.151 6 36 17.633 8.640 10 36

Number of Connections 101.867 87.613 19 350 131.600 97.410 50 431

NRMSE Validation Error 4.27E-02 0.010 2.85E-02 7.16E-02 4.82E-03 0.002 2.27E-03 7.07E-03

NRMSE Test Set 3.56E-02 0.005 2.80E-02 4.40E-02 4.59E-03 0.002 1.86E-03 6.59E-03

FS-EPNet FSAD-EPNet

Mean Std Dev Min Max Mean Std Dev Min Max

Number of Inputs 8.067 2.116 4 13 5.266 1.337 3 8

Number of Delays 1.200 0.407 1 2 1.233 0.430 1 2

Number of Hidden Nodes 28.667 7.198 17 45 26.867 6.740 14 44

Number of Connections 332.567 123.180 126 594 284.033 109.769 60 491

NRMSE Validation Error 2.52E-03 0.001 9.54E-04 4.76E-03 3.38E-03 0.002 1.31E-03 9.38E-03

NRMSE Test Set 3.69E-03 0.003 1.02E-03 1.50E-02 4.28E-03 0.003 1.29E-03 1.37E-02

Table 8.4: Lo
(msp)
B2 TS results with the EPNet, FS-EPNet Fix&Evolve, FS-EPNet and

FSAD-EPNet algorithms

Parameter

EPNet FS-EPNet F ix&Evolve

Mean Std Dev Min Max Mean Std Dev Min Max

Number of Inputs 2 0 2 2 4.133 0.900 3 6

Number of Delays 3 0 3 3 2.600 0.621 1 4

Number of Hidden Nodes 14.733 3.991 7 22 13.300 5.484 5 26

Number of Connections 83.267 36.888 28 198 88.967 49.099 32 210

NRMSE Validation Error 5.43E-02 0.021 1.42E-02 9.59E-02 2.41E-02 0.017 7.66E-03 8.82E-02

NRMSE Test Set 1.03E+00 0.052 9.51E-01 1.13E+00 6.64E-01 0.310 7.26E-02 1.110

FS-EPNet FSAD-EPNet

Mean Std Dev Min Max Mean Std Dev Min Max

Number of Inputs 6.700 1.915 3 10 5.633 1.607 3 8

Number of Delays 2.467 0.937 1 4 2.333 0.884 1 4

Number of Hidden Nodes 13.333 4.253 5 26 12.733 3.723 7 23

Number of Connections 108.467 56.199 39 351 95.967 39.011 35 196

NRMSE Validation Error 1.66E-02 0.008 6.76E-03 3.48E-02 1.96E-02 0.009 5.56E-03 4.71E-02

NRMSE Test Set 5.23E-01 0.262 9.83E-02 9.26E-01 4.72E-01 0.329 4.90E-02 1.050
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Table 8.5: Lo
(msp)
B3 TS results with the EPNet, FS-EPNet Fix&Evolve, FS-EPNet and

FSAD-EPNet algorithms

Parameter

EPNet FS-EPNet F ix&Evolve

Mean Std Dev Min Max Mean Std Dev Min Max

Number of Inputs 2 0 2 2 3.600 2.061 1 10

Number of Delays 3 0 3 3 4.300 1.915 1 8

Number of Hidden Nodes 10.400 4.280 1 20 9.167 4.300 1 17

Number of Connections 44.567 24.438 1 114 47.300 27.571 1 108

NRMSE Validation Error 8.10E-01 0.061 7.09E-01 1.002 6.47E-01 0.140 3.36E-01 1.002

NRMSE Test Set 1.005 0.019 9.71E-01 1.067 1.006 0.019 9.66E-01 1.079

FS-EPNet FSAD-EPNet

Mean Std Dev Min Max Mean Std Dev Min Max

Number of Inputs 8.467 1.697 4 12 4.200 1.730 1 7

Number of Delays 3.600 1.276 1 7 2.800 1.031 1 4

Number of Hidden Nodes 9.433 3.081 4 20 10.600 4.082 4 22

Number of Connections 72.867 25.593 14 120 74.567 49.367 18 247

NRMSE Validation Error 3.93E-01 0.155 2.23E-01 6.95E-01 5.27E-01 0.170 2.50E-01 7.66E-01

NRMSE Test Set 1.033 0.031 9.80E-01 1.099 1.02E+00 0.026 9.77E-01 1.109

Table 8.6: MG17 TS results with the EPNet, FS-EPNet Fix&Evolve, FS-EPNet and FSAD-
EPNet algorithms

Parameter

EPNet FS-EPNet F ix&Evolve

Mean Std Dev Min Max Mean Std Dev Min Max

Number of Inputs 3 0 3 3 5.300 2.070 3 12

Number of Delays 10 0 10 10 7.667 2.746 5 13

Number of Hidden Nodes 9.033 2.785 4 17 15.200 6.738 6 31

Number of Connections 45.500 18.792 20 117 109.633 51.224 28 237

NRMSE Validation Error 3.78E-02 0.029 1.77E-02 1.85E-01 6.78E-03 0.004 3.05E-03 1.93E-02

NRMSE Test Set 1.05E+00 0.216 5.56E-01 1.71E+00 2.75E-01 0.150 1.43E-01 6.67E-01

FS-EPNet FSAD-EPNet

Mean Std Dev Min Max Mean Std Dev Min Max

Number of Inputs 8.333 2.397 5 13 5.866 1.357 4 8

Number of Delays 3.567 0.858 2 6 3.500 0.731 2 4

Number of Hidden Nodes 16.067 6.175 6 31 15.800 4.874 8 31

Number of Connections 150.600 78.150 52 376 133.467 65.764 55 297

NRMSE Validation Error 3.30E-03 0.002 1.19E-03 7.06E-03 3.84E-03 0.001 1.68E-03 6.18E-03

NRMSE Test Set 1.68E-01 0.046 7.40E-02 3.10E-01 2.50E-01 0.367 3.27E-02 1.681
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Table 8.7: MG17A TS results with the EPNet, FS-EPNet Fix&Evolve, FS-EPNet and
FSAD-EPNet algorithms

Parameter
EPNet FS-EPNet F ix&Evolve

Mean Std Dev Min Max Mean Std Dev Min Max

Number of Inputs 3 0 3 3 5.033 2.157 3 11

Number of Delays 10 0 10 10 8.600 2.978 4 13

Number of Hidden Nodes 11.133 4.862 6 27 17.533 5.871 10 33

Number of Connections 65.667 44.320 27 234 139.700 64.409 47 321

NRMSE Validation Error 2.85E-02 0.008 1.30E-02 4.72E-02 6.13E-03 0.003 3.43E-03 1.48E-02

NRMSE Test Set 2.91E-01 0.347 1.27E-01 2.07E+00 5.15E-02 0.029 1.73E-02 1.34E-01

FS-EPNet FSAD-EPNet

Mean Std Dev Min Max Mean Std Dev Min Max

Number of Inputs 9.033 2.076 5 14 5.833 1.147 4 8

Number of Delays 3.267 0.980 2 6 3.200 0.805 2 4

Number of Hidden Nodes 19.167 6.165 8 30 20.200 5.530 10 35

Number of Connections 192.867 76.289 60 359 190.833 75.370 90 447

NRMSE Validation Error 3.00E-03 0.001 1.61E-03 7.52E-03 2.86E-03 9.65E-04 1.70E-03 6.82E-03

NRMSE Test Set 2.73E-02 0.027 7.20E-03 1.18E-01 4.17E-02 7.66E-02 6.17E-03 3.15E-01

Table 8.8: MG30 TS results with the EPNet, FS-EPNet Fix&Evolve, FS-EPNet and FSAD-
EPNet algorithms

Parameter
EPNet FS-EPNet F ix&Evolve

Mean Std Dev Min Max Mean Std Dev Min Max

Number of Inputs 6 0 6 6 5.867 0.507 5 7

Number of Delays 14 0 14 14 13.867 0.346 13 14

Number of Hidden Nodes 20.067 5.705 9 30 19.000 5.502 10 32

Number of Connections 183.667 71.513 72 324 170.433 66.538 73 294

NRMSE Validation Error 6.54E-03 0.005 1.66E-03 1.87E-02 5.79E-03 0.004 2.14E-03 1.71E-02

NRMSE Test Set 1.01E-01 0.067 3.94E-02 2.86E-01 1.32E-01 0.086 3.64E-02 3.23E-01

FS-EPNet FSAD-EPNet

Mean Std Dev Min Max Mean Std Dev Min Max

Number of Inputs 8.333 0.661 8 11 6.466 1.136 4 8

Number of Delays 4.200 0.484 3 5 3.967 0.183 3 4

Number of Hidden Nodes 16.400 6.558 5 31 14.467 4.240 6 23

Number of Connections 146.600 81.082 37 353 115.333 47.409 34 213

NRMSE Validation Error 5.99E-03 0.004 2.71E-03 2.38E-02 1.10E-02 1.21E-02 2.39E-03 4.40E-02

NRMSE Test Set 9.08E-02 0.042 1.87E-02 1.59E-01 1.06E-01 7.19E-02 2.24E-02 3.19E-01
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Table 8.9: Breast, Optical digit and Thyroid data sets results with the the EPNet, and FSAD-EPNet algorithms

Data

Set
Parameter

EPNet FSAD-EPNet

Mean Std Dev Min Max Mean Std Dev Min Max

B
re
as
t
ca
n
ce
r

Number of Inputs 9 0 9 9 9 0 9 9

Number of Hidden Nodes 3.067 0.740 2 4 3.900 1.213 1 6

Number of Connections 34.133 6.647 23 47 38.733 7.670 21 54

Error percentage Validation Set 1.393 0.330 0.746 1.762 1.465 0.261 1.042 1.824

Classification error Validation Set 2.438 0.732 1.493 2.985 2.289 0.757 1.493 2.985

Error percentage Test Set 0.455 0.121 0.322 0.806 0.412 0.091 0.314 0.734

Classification error Test Set 0.438 0.467 0 1.714 0.438 0.288 0 1.143

O
p
ti
ca
l
d
ig
it

Number of Inputs 51 24 9 64 42.667 26.109 9 64

Number of Hidden Nodes 13.133 7.533 3 25 9.100 5.416 2 21

Number of Connections 800.100 482.212 29 1499 567.500 437.624 24 1309

Error percentage Validation Set 0.957 0.301 0.660 1.619 1.141 0.298 0.627 1.588

Classification error Validation Set 4.378 0.714 3.000 5.500 4.837 1.120 3.000 7.100

Error percentage Test Set 1.092 0.285 0.772 1.773 1.254 0.215 0.897 1.689

Classification error Test Set 5.325 0.716 4.229 7.791 6.124 0.674 4.786 7.234

T
h
y
ro
id

Number of Inputs 21 0 21 21 14.833 3.206 8 20

Number of Hidden Nodes 14.800 4.326 8 29 18.000 6.747 7 37

Number of Connections 269.900 88.088 143 604 337.933 160.908 107 825

Error percentage Validation Set 0.585 0.096 0.413 0.786 0.485 0.089 0.298 0.651

Classification error Validation Set 0.986 0.201 0.556 1.351 0.771 0.177 0.477 1.113

Error percentage Test Set 0.852 0.072 0.743 1.033 0.812 0.091 0.545 0.983

Classification error Test Set 1.575 0.160 1.313 1.925 1.449 0.168 0.933 1.721
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[101] M. Hüsken, J. E. Gayko, and B. Sendhoff, “Optimization for problem classes - neural

networks that learn to learn,” in IEEE Symposium on Combinations of Evolutionary

Computation and Neural Networks, pp. 98–109, IEEE Press, 2000.

[102] G. P. Zhang and V. L. Berardi, “Time series forecasting with neural network ensem-

bles: An application for exchange rate prediction,” The Journal of the Operational

Research Society, vol. 52, no. 6, pp. 652–664, 2001.

[103] Y. Liu and X. Yao, “Evolving modular neural networks which generalise well,” in

IEEE International Conference on Evolutionary Computation, pp. 605–610, apr 1997.

196



[104] L. K. Hansen and P. Salamon, “Neural network ensembles,” Transactions on Pattern

Analysis and Machine Intelligence, vol. 12, no. 10, pp. 993–1001, 1990.

[105] M. Islam, X. Yao, S. Shahriar Nirjon, M. Islam, and K. Murase, “Bagging and boost-

ing negatively correlated neural networks,” IEEE Transactions on Systems, Man, and

Cybernetics, Part B: Cybernetics, vol. 38, pp. 771–784, june 2008.

[106] S. D. Bay, “Nearest neighbor classification from multiple feature subsets,” Intelligent

Data Analysis, vol. 3, no. 3, pp. 191–209, 1999.

[107] R. Avnimelech and N. Intrator, “Boosting regression estimators,” Neural Computa-

tion, vol. 11, no. 2, pp. 499–520, 1999.

[108] R. Meir, “Bias, variance and the combination of estimators; the case of linear least

squares,” in Advances in Neural Information Processing Systems 7, Morgan Kauf-

mann, 1995.

[109] R. E. Schapire, “The strength of weak learnability,” Mach. Learn., vol. 5, pp. 197–227,

July 1990.

[110] R. Avnimelech and N. Intrator, “Boosted mixture of experts: an ensemble learning

scheme,” Neural Computation, vol. 11, no. 2, pp. 483–497, 1999.

[111] M. H. Nguyen, H. A. Abbass, and R. I. Mckay, “A novel mixture of experts model

based on cooperative coevolution,” Neurocomputing, vol. 70, no. 1-3, pp. 155–163,

2006.

[112] E. D. Ubeyli, “Wavelet/mixture of experts network structure for eeg signals classifi-

cation,” Expert Systems with Applications, vol. 34, no. 3, pp. 1954–1962, 2008.

[113] G. Auda, M. Kamel, and H. Raafat, “Modular neural network architectures for classi-

fication,” IEEE International Conference on Neural Networks, vol. 2, pp. 1279–1284,

3-6 Jun 1996.

197



[114] T. Caelli, L. Guan, and W. Wen, “Modularity in neural computing,” Proceedings of

the IEEE, vol. 87, pp. 1497–1518, sep 1999.

[115] B.-L. Lu and M. Ito, “Task decomposition and module combination based on class

relations: a modular neural network for pattern classification,” IEEE Transactions

on Neural Networks, vol. 10, no. 5, pp. 1244–1256, Sep 1999.

[116] J. Holland, “Adaptation,” in Progress in Theoretical Biology 4 (R. Rosen and F. Snell,

eds.), pp. 263–293, New York: Academic Press, 1976.

[117] T. O’Hara and L. Bull, “Building anticipations in an accuracy-based learning clas-

sifier system by use of an artificial neural network,” in The 2005 IEEE Congress on

Evolutionary Computation, 2005., vol. 3, pp. 2046– 2052, sept 2005.

[118] V. R. Khare, Automatic Problem Decomposition using Co-evolution and Modular

Neural Networks. PhD thesis, The University of Birmingham, 2006.

[119] C. MacLeod, G. Maxwell, and S. Muthuraman, “Incremental growth in modular

neural networks,” Engineering Applications of Artificial Intelligence, vol. 22, no. 4-5,

pp. 660–666, 2009.

[120] J. Molina-Vilaplana, J. Feliu-Batlle, and J. Lpez-Coronado, “A modular neural net-

work architecture for step-wise learning of grasping tasks,” Neural Networks, vol. 20,

no. 5, pp. 631–645, 2007.
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