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Abstract

In this thesis we will discuss the effects of Weak Localisation, Aharonov-Bohm

oscillations and sample-to-sample fluctuations in the context of Mesoscopic sys-

tems and also introduce an interesting concept indicating the possibility of local

regions of negative superfluid densities. These normal state phenomena will be rig-

orously calculated using Green’s functions and Diagrammatic techniques to help

understand their underlying properties. The AC sample-to-sample fluctuations

will be evaluated using an original diagrammatic calculation and will be used to

show that there are an interesting set of cancellations when taking the DC limit,

known as the wrong-sign cancellations.

The second half of this thesis will deal with these mesoscopic effects in the

superconducting limit. This will help to understand and develop the useful dia-

grammatic techniques needed in the superconducting limit. In the final section we

will derive the superconducting mesoscopic fluctuations in an original calculation

which will help to understand whether or not there is the possibility of regions of

local negative superfluid density as suggested in 1991 by Spivak and Kivelson [3].
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Chapter 1

INTRODUCTION

This Thesis is based upon the properties of Mesoscopic systems and, more im-

portantly, the effects on such systems around the Superconductor to Insulator

Transition (SIT). The main characteristics of a Mesoscopic system, with respect

to Macroscopic and Microscopic systems, will be explained in the next section

before a motivation of this thesis is explained together with a general overview of

what is contained.

1.1 Introduction to Mesoscopic Physics

The phenomenology of solid state physics is often considered through the nearly-

free electron theory of metals in which the electrons interact weakly with an or-

dered crystalline lattice potential. And in a non-ideal lattice, with lattice defects

and doped impurities, the electrons experience an irregular lattice potential. For

systems larger than the coherence length, Lϕ, the transport properties can be un-

derstood by Kinetic or Boltzmann theory but at length scales smaller than Lϕ

the dynamics of the system is greatly influenced by quantum phase coherence. At

this Mesoscopic scale, that lies between microscopic and macroscopic, the influ-

1



1.1. Introduction to Mesoscopic Physics

ence of quantum phase coherence effects cause many observed phenomena such

as conductance fluctuations and weak localisation. Contrary to intuition, these

observable properties are often quite substantial and will be evaluated in further

chapters within this Thesis.

Measurable physical properties for systems smaller than Lϕ depend upon the

specific realisation of the disorder. However, for systems greater than Lϕ the

phase coherence is lost and the system is observed to be independent upon the

realisations of the disorder. Examples such as superconductivity, superfluidity,

free electron gas at zero temperature are systems which maintain phase coherence

up to the macroscopic scale.

The phase coherence length, Lϕ, can be thought of more physically as the

length scale with which the phase coherence is lost due to irreversible processes.

Such suppression can be linked to phonon interactions, interactions with other

electrons. In metals, Lϕ will increase with temperature and is of the order of a

few micrometers for temperatures less than one Kelvin. It must be noted that

the phase coherence length is essentially independent upon static disorder such as

static impurities or vacancies as these do not destroy the phase coherence of the

system. However, the processes which do destroy coherence may depend upon the

disorder. The length scale that includes such static disorder is the elastic mean

free length le, which is the average length between two scattering events with no

energy change.

The phase coherence length, Lϕ, and the elastic mean free length, le, are fun-

damentally different which implies that the loss of coherence is not due to random

potentials. At low temperatures, le may differ by a number of magnitudes from

Lϕ.

2



1.2. Motivation of Thesis

The interest in such mesoscopic systems has increased due to the development

of modern fabrication methods and have resulted in many publications. This has

lead to the motivation of this Thesis.

1.2 Motivation of Thesis

To understand the physical properties of any system the first step is to understand

the system in the context of the free-electron gas. This approximation ignores such

effects as electron interactions and the effects of the lattice and does not reproduce

many of the interesting phenomena observed in most sample. In the case of a

non-periodic lattice the next step is to introduce the effects of the lattice which

introduces a scattering time, τ , which represents the average time taken for an

electron to interact and scatter off a lattice point. This classical model is known

as the Drude conductivity and is given as

πe2τ

m
(1.2.1)

which is the basis of calculating the conductance in a given sample, and is derived

in chapter 3.3.

Now that the lattice has been included in the calculation the next problem is to

consider disordered systems which will also affect the conductance. The disorder

will reduce the conductivity by a small amount, comparable to the background

noise of the sample but distinctive by its tendency to vanish as a magnetic field

is induced. This is known as Weak Localisation and was was interpreted as being

the self-crossing of an electrons trajectory, and is discussed in chapter 2.1 and

derived in chapter 3.4. It must also be noted that increasing the disorder can

3



1.2. Motivation of Thesis

induce an insulator transition known as Strong Localisation. To understand the

effects of disorder the scaling theory of localisation, as shown in chapter 2.2, is used

which describes a system as being constructed of 2d cubes which are combined via

perturbation theory. The change in the conductance of the sample, β, as more

cubes are combined is only dependent upon the conductance, g, of the sample.

This scaling theory determines the effect of localisation for a sample of any size,

L, by scaling up from any size, l.

The effects of weak localisation is a mesoscopic property but can also be ob-

served in macroscopic systems. which can be seen via the effects in small Au

rings and metallic cylinders. Small mesoscopic Au rings with a flux, ϕ, through

the centre shows an observable Aharonov-Bohm oscillation of h/e as described in

chapter 2.3. A purely mesoscopic effect will vanish in the macroscopic regime, but

when the mesoscopic rings are added together to construct a macroscopic cylinder

the weak localisation effects are still present. However, in these metallic cylinders

the weak localisation effect causes a new Aharonov-Bohm oscillation of h/2e. This

will be discussed in chapter 2.3 and 2.4.

The next effect to conductivity is described via the sample to sample fluctu-

ations which are purely mesoscopic. This means that the specific conductance

of a sample cannot be sufficiently described by the average but is instead depen-

dent upon the exact configuration of that specific sample. This effect is known

as Mesoscopic conductance fluctuations or Universal conductance fluctuations and

emphasises that there is a variance in observable properties for Mesoscopic sam-

ples with different realisations, see figure (1.1). These sample specific fluctuations

are described in chapter 2.6 and derived in chapter 5.1.

All these effects on the conductivity are well known and described in chapter

4



1.2. Motivation of Thesis

Figure 1.1 – A plot to show that the properties of a macroscopic system
is well defined by its average properties. However, the properties of a meso-
scopic system has a large variance and cannot simply be descibed by its
average but instead must include the specific realisation.

2 and calculated in the normal state regime in chapter 3. Chapter 4 will intro-

duce the ideas of superconductivity and will calculate the properties of Drude

conductivity and Weak localisation in the superconducting state.

In 1991 Spivak and Kivelson produced a paper [3] describing the idea of a

local negative superfluid density and many papers have been published on the

Supeconductor-Insulator transition in thin films. A given system is believed to

split up into regions, or islands, of differing physical properties (for example is-

lands of higher conductivity). To try and understand this transition more and

to answer the original question of Spivak and Kivelson the fluctuations in the

superconducting regime will be calculated to see if these islands may have a lo-

cal negative superfluid density. As the superfluid density can be related to the

Josephson current, a negative superfluid density will cause a Glass state where

the phase looks disordered but will have an underlining order. To find if the su-

perfluid density becomes negative it is necessary to compare whether the variance

exceeds the average, see figure 1.2. This will then be calculated by deriving the

5



1.2. Motivation of Thesis

Mesoscopic Conductance Fluctuations in the superconducting regime, which will

be investigated in chapter 6. This will then be evaluated to see if it can exceed the

average conductance which will result in a possibility of a local negative superfluid

density.

Figure 1.2 – A plot to show that when the variance, σ, exceeds the average,
⟨ns⟩, then the superfluid density will become negative.
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Chapter 2

INTRODUCTION TO PHENOMENA

As described in the main introduction, the transport properties of mesoscopic

samples display some interesting phenomena. The classical regime is described by

the Drude conductivity but in the quantum regime there are interference effects

due to self-crossings of propagating paths. This is described by Weak Localisation

and causes a decrease in the correction to conductivity compared to the Drude

conductivity. As the disorder is increased the system may enter a insulator tran-

sition described by Strong Localisation which can be evaluated using the Scaling

theory. This chapter will discuss the ideas of Weak Localisation and the Scaling

argument and how disorder can affect the state of a system. The Aharonov-Bohm

(AB) oscillations will also be discussed in Au rings, first experimented by Webb

et. al. [31], and also in metallic cylinders, first experimented by Sharvin and

Sharvin [10], and will be used to understand the underlying property in the Meso-

scopic fluctuations. Each of these systems will give a different order of oscillation

although the metallic cylinders were originally believed to be an ensemble average

which would destroy these AB oscillations.

The SIT is then discussed and the idea of local negative superfluid densities at

this transition is investigated. Before any calculations can be made, the sample

7



2.1. Weak-Localisation

specific fluctuations must be understood as these fluctuations must be shown to

exceed the average superfluid density to show that there exists regions of negative

superfluid densities (or alternatively disprove this theory).

2.1 Weak-Localisation

The conductivity in dirty metals can be evaluated by the product of two complex

amplitudes, Ai related to the probability of quantum diffusion. This describes the

probability of a particle scattering from r to r′ and is given by

P (r, r′) ∝
∑
i,j

A∗
iAj (2.1.1)

where Ai denotes the amplitude of a propagating trajectory from r to r′ following

a path described by i [37]. This indicates that the probability is dependent upon a

pair of separate trajectories i and j each with an amplitude and phase. With this

in mind, the probability can now be split into two parts. The first is when the pair

of trajectories take the same path (i = j) which is described by the classical Drude

conductivity, and the second term is when the two trajectories are independent

(i ̸= j) and describes the quantum term. This gives the probability the form [11]

P (r, r′) ∝
∑
i

|Ai|2︸ ︷︷ ︸
Classical Drude

+
∑
i ̸=j

A∗
iAj︸ ︷︷ ︸

Quantum correction

(2.1.2)

The second term is non-zero when considering interference effects where the two

trajectories follow the same scatterings but cross paths [1]. The case where the

paths cross once is known as weak localisation as is shown in figure 2.1.

8



2.1. Weak-Localisation

Figure 2.1 – The quantum correction to the classical Drude conductivity.
The dashed circle emphasises the crossing of trajectories i and j and can be
calculated by the weak localisation correction.

In a d-dimensional system this will give a correction to conductivity as

δσ = −2e2

π
[Lϕ − l] for d = 1

δσ = −2e2

π
ln

(
l

Lϕ

)
for d = 2

δσ = −2e2

π

[
1

l
− 1

Lϕ

]
for d = 3 (2.1.3)

which will be derived in a later chapter using diagrammatic techniques. The

correction for all dimension is negative which indicates that taking these self-

crossing loops into account will reduce the overall conductance [37] - this is the

main property of weak localisation. Furthermore, if the system is time reversal

invariant then the two opposing paths will have the same amplitude, A, which will

imply that their product is equal to that of two trajectories in the same direction.

This suggests that a breaking of time reversal symmetry will cause the effects of

weak localisation to vanish. Weak localisation is not the only interference effect

correction which reduces the conductivity, there is also Anderson localisation which

will be described in the next section using a scaling argument.

9



2.2. Scaling Theory of Localisation

2.2 Scaling Theory of Localisation

When the mean free path, Lϕ is short and comparable to the Fermi wavelength,

λF , multiple scattering becomes important and the electron wavefunction becomes

spatially localised. In the localised states, the wavefunction decays exponentially

away from a localised centre as

ψ(r) ≈ exp

(
−r
ξ

)
(2.2.1)

where ξ is the localisation length and r is the distance from the localised cen-

tre. These localised states cause a metal-insulator transition dependent upon the

degree of disorder in the given system which is known as Anderson Localisation.

This effect causes different properties for systems of different dimensions, d, as the

system size increases. This dependence upon the dimensionality of the system can

be derived via the scaling argument, originally proposed by Edwards and Thouless

[24]. Consider a d-dimensional system of size L. The wavefunction and electronic

properties of a system of size 2L can be derived by combining 2d cubes via per-

turbation theory. Combining 2 cubes will cause a mixing of energy levels where

the closest energy levels will couple to each other. This mixing will be governed

by the ratio of the overlap integral between states in different blocks, t, to the

average level spacing, W . This will give the mixing parameter as t/W and this

parameter at one length scale will determine the same parameter at a different

length scale. The dimensionless conductance, g (= G/(e2/~)) can be determined

from t/W and thus g(L) is the appropriate measure of disorder and is the only

measure of disorder at length scale L [37]. If the system size is increased from L

to L + δL and we define the relevant change in conductance, β(g(L), L), which

10



2.2. Scaling Theory of Localisation

must only depend upon g(L) as

β(g(L), L) =
L

g(L)

dg(L)

dL
=
d ln g(L)

d lnL
(2.2.2)

The function β(g(L), L) needs to be evaluated in the limits of a good and poor

conductor which implies that we need to understand the values of g in these limits.

It must be realised that the dimensionless conductance, g, is a measure of the

number of channels available for electron flow. Thus a good conductor will have

many channels which will be described as g >> 1 and a poor conductor will have

a small number of available channels g << 1. In the limit of a good conductor g

will be described by the usual Ohmic formula

g =
G

e2/~
=
σLd−2

e2/~
(2.2.3)

By substituting this into (2.2.2) we can see that in the limit g >> 1 then β(g) =

d − 2. In the limit of the poor conductor the states will be localised and the

only way for an electron to move across the sample is to hop between states. As

described at the start of this section, this will lead to an exponential dependence

of conductance with respect to the localisation length ξ as

g(L) ≈ exp (−L/ξ) (2.2.4)

which will lead to β(g) = ln(g) [37]. Also note that in the weak disorder regime,

weak localisation will add a correction to β(g) of −a/g. This correction together

with the values of β(g) in both limiting cases, and connecting them with a smooth

monotonic curve, will give the final form of β(g) as shown in figure 2.2. The

11



2.2. Scaling Theory of Localisation

plot shows that β(g) increases with g and has no singularities. In summary we

Figure 2.2 – A plot of the relevant change in conductance, β(g), versus the
log of the dimensionless conductance, ln g, for d = 1, 2, 3. This plot shows
that when d = 1, 2 then g decreases as the system size, L, increases and will
always be in the localised regime.

start with a sample of size l with dimensionless conductance g0 = g(l) and use

the form β(g), given in equation(2.2.2), to scale up to size L. The plot therefore

shows that g < 0 for systems of dimensions less than or equal to 2 irrespective

of the initial value of g0. This means that 1D and 2D systems will always be

in the localised regime as it can be seen that g(L) decreases as L increases. For

systems of dimensions greater than 2 (d > 2) there is an unstable fixed point at a

critical value gc. This means that if the system begins with g0 > gc then β(g) is

positive which means that as L increases we will scale into the conducting regime.

However, if the system begins with g0 < gc then β(g) will be negative which means

that as L increases we will scale into the localised regime. This shows that for

12



2.3. Aharonov-Bohm oscillations in Au Rings

d > 2 there is a conductor-to-insulator transition at the critical level of disorder

given by g(l) = gc.

2.3 Aharonov-Bohm oscillations in Au Rings

In 1985, Webb et al studied the Aharonov-Bohm (AB) effect in small metallic Au

rings of the order of a micrometer [31].

Figure 2.3 shows the original results published by Webb et al which shows that

the rings have an AB oscillation of h
e
which will be derived using the amplitudes

of the two paths with which the electron can propagate.

Figure 2.3 – (a) The magnetoresistance of a gold ring with an inside diam-
eter ≈ 400Å and width ≈ 400Å at T = 0.01K (b) Fourier spectrum showing
peaks at h/e and h/2e.

For the trajectories within the ring, the corresponding amplitudes for each path

1 and 2 will be

13



2.3. Aharonov-Bohm oscillations in Au Rings

Figure 2.4 – An Aharonov-Bohm interferometer with trajectories 1 and 2
and a flux ϕ.

a1,2 = |a1,2| exp iδ1,2 (2.3.1)

where the electron propagator within a magnetic field, B = ∇ ×A, will pick up

an additional Quantum mechanical phase and is given by

δ1 = δ01 −
e

~

∫
1

A · dl

δ2 = δ02 −
e

~

∫
2

A · dl (2.3.2)

The corresponding integrals are line integrals of the vector potential A along the

two trajectories and δ01,2 are the phases with zero magnetic flux [6]. Therefore,

the conductance in the presence of the magnetic flux can be represented as a

combination of the two amplitudes, given as

G(ϕ) = |a1 + a2|2 = |a1|2 + |a2|2 + 2|a1a2| cos(δ1 + δ1) (2.3.3)

When the trajectories split above and below the enclosing flux, the phase difference

between the upper and lower paths will become eϕ/~ and is now modulated by

14



2.3. Aharonov-Bohm oscillations in Au Rings

the magnetic flux as

∆δ(ϕ) = δ1 − δ2 = δ01 − δ02 +
e

~

∮
A · dl (2.3.4)

This shows that the total conductance of the ring is a periodic function of the flux

G(ϕ) = G0 + δG cos(δ0 + 2πϕ/ϕ0) (2.3.5)

where ϕ0 = h/e is the quantum of the magnetic flux, this is the Aharonov-Bohm

effect. On increasing the temperature or the diameter of the ring then this effect

disappears due to decoherence effects as Lϕ decreases [2]. The system size at which

the AB effect disappears signifies the temperature dependent coherence length, Lϕ.

Before this experiment it was believed that coherence effects were only observ-

able within the single scattering regime, where the level of disorder is low. A high

level of disorder would, intuitively, be equivalent to a system of N thin, single

scattering films, with each film corresponding to a different and independent real-

isation. The resulting conductance would be an average over all these thin films

and would cause the AB effect to vanish. However, the Webb et al experiment

showed that the multiple scattering regime did not correspond to an ensemble

average and that the coherence effect did remain. This proved that the classi-

cal approach is invalid in such mesoscopic systems and this is why the coherence

effects of such systems have increased in interest since the 1980s.

This shows that the effect of weak localisation in mesoscopic samples is an

oscillation of h
e
however, weak localisation effects are also present in macroscopic

cylinders and will be described in the next section.
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2.4. Aharonov-Bohm oscillations in Metallic Cylinders

2.4 Aharonov-Bohm oscillations in Metallic Cylin-

ders

Figure 2.5 – This shows the cylindrical magnesium film with a flux threaded
through the centre, as used by Sharvin and Sharvin.

The original motivation for the research of Webb et al was due to the experi-

mental results obtained by Sharvin and Sharvin 4 years earlier, in 1981 [10]. They

observed a conductance oscillation of order h/2e = ϕ0/2 in cylindrical magnesium

films, see figure (2.5). As soon as the publication of Sharvin and Sharvin many

theoretical papers were written to discuss the possible oscillations in metallic rings

and discussed the possibility of difference oscillations in such systems. The exper-

iment by Webb et al was the first to observe the oscillations in metallic rings and

[36].

Intuitively, it would seem sensible to believe that a cylinder with a length

larger than the phase coherence length, Lϕ, would be equivalent to N(= L/Lϕ)

independent metallic rings. This would suggest that a metallic cylinder would

be a ensemble average and that the coherent effects would disappear and destroy
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2.5. Local Negative Superfluid Density

the oscillations. This is untrue and, although the ϕ0 oscillations disappear as the

length of the ring becomes larger than Lϕ, the ϕ0/2 conductance oscillations exist

both in the metallic rings (L < Lϕ) and in metallic cylinders (L > Lϕ). The

existence of these oscillations is due to the self-crossing paths of electrons which

causes a larger backscattering amplitude, known as weak localisation. Because the

wavefunction is periodic then the electron path must go around a full circle for

a contribution and if the electron path only followed a half circle then they will

cancel due to the scatterings in the cylinder.

These two research papers show that although weak localisation is a meso-

scopic effect it is also present in macroscopic samples. The mesoscopic rings,

experimented by Webb, show that this effect can be observed by an AB oscillation

of h
e
whereas in macroscopic cylinders, experimented by Sharvin and Sharvin, the

observable property is an oscillation of h
2e
. This shows that although weak locali-

sation is described as a mesoscopic effect it is also observable on the macroscopic

level.

These AB oscillations will be observed when investigating the mesoscopic con-

ductance fluctuations and will result in an underlying oscillation in the fluctu-

ations. Also the AB oscillations may be a method to investigate the existence

of regions of negative superfluid densities, which will be discussed in the next

section.

2.5 Local Negative Superfluid Density

There has been long extensive research into the superconductor-insulator transi-

tion through the years [23] [5] [30]. In 1991 the question of negative superfluid

density arose due to research by Spivak and Kivelson [3] [33]. The idea was that
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2.5. Local Negative Superfluid Density

when approaching the superconductor-insulator transition in a disordered super-

conductor the value of the average superfluid density, ⟨ns⟩, (where ⟨...⟩ denotes

the impurity average) will become smaller than the fluctuations in the local super-

fluid density, δns [7]. If this is true then it will be possible for the local superfluid

density to become negative [3] [33].

The possibility of a negative ns will cause an array of many observable phe-

nomena [15] [14]. It will result in slow relaxation times in resistances and other

properties, a half natural period of the Aharonov-Bohm effect (which will be ob-

served to be a period of h/4e) and a negative magnetoresistance at weak fields

in the normal state near to the superconducting transition [13] [9]. The model

will correspond to a system of superconducting grains, labelled by the index j,

each with an order parameter and a fluctuating phase θj. Such a system will be

described by the Hamiltonian

H = −2e2
∑
i,j

ni(C
−1)nj +

∑
j

µjnj −
∑
i,j

Jij cos

(
θi − θj +

Aij

Φ0

)
(2.5.1)

where nj is the number of Cooper pairs, Cij is the capacitance matrix, µj is the

chemical potential, Jij is the Josephson Coupling between grains i and j, Φ0 is the

superconductor flux quantum (h/2e) and Aij is the vector potential from grain

i to j [3]. Jij can be considered as the lattice version of the superfluid density,

ns. The phase of the grain, θj, is canonically conjugate to nj. This means that

the transformations nj → Sz
j and exp(±iθj → S±

j ) can be used to transform the

Hamiltonian into the quantum Heisenberg-Ising model

H = −2e2
∑
ij

Sz
i (C−1)S

z
j +

∑
j

µjS
z
j −

∑
ij

Jij
2

(
S+
i S

−
j + S−

i S
+
j

)
(2.5.2)
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2.5. Local Negative Superfluid Density

Jij will act like theXY part of the exchange interaction, (C−1)ij is Ising part and µj

will be a randommagnetic field term introduced to the Hamiltonian [33]. Therefore

a negative superfluid density is equivalent to a negative Jij which implies that it

has the same universality class as a spin-glass [18]. This shows that a negative

superfluid density will cause shifts in the phase with a complicated ordering.

The idea of a local negative superfluid density has been debated through the

years and to be thorough one must also consider the arguments against this phe-

nomena. In the next subsection I will outline a research paper which disagrees with

the idea of a negative superfluid density before disgussing the physical properties

which would be observable if this phenomena did exist.

2.5.1 Counter Arguments

In 2001 Titov et. al. investigated the idea of a negative superfluid density by

calculating the Josephson coupling energy, Uj, and showing that Uj cannot have

a maximum for zero phase difference [34], ϕ, of the superconductor parameter -

indicating that a negative superfluid density cannot exist. This paper investigated

the relative magnitude of mesoscopic fluctuations of the supercurrent in a disor-

dered SNS junction. The SNS contacts have N propagating modes at the Fermi

Energy so that the 2N × 2N scattering matrix, S(ε), can be determined via the

Josephson Coupling energy as [30]

Uj = −2kBT
∞∑
n=0

ln det [1− SA(iωn)SN(iωn)] (2.5.3)

where ωn = (2n+ 1)πkBT is the Matsubara frequency.

By using the identity ln det ... = Tr ln ... the first and second derivatives can be
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2.5. Local Negative Superfluid Density

calculated as

dUj

dϕ
= 2kBT

∞∑
n=0

ImTr [h11(ωn)− h22(ωn)] (2.5.4)

and

d2Uj

dϕ2
= 4kBT

∞∑
n=0

ReTr [f12(ωn)f21 ∗ (ωn)− h12 ∗ (ωn)h21(ωn)] (2.5.5)

whereh11 h12

h21 h22

 = Z∗Z(1 + Z∗Z)−1;

f11 f12

f21 f22

 = Z(1 + Z∗Z)−1 (2.5.6)

where

Z(ωn) =
(√

1 + ω2/∆2 − ω/∆
)
e−iΛϕ/2S(iω) (2.5.7)

At ϕ = 0 the symmetry of S implies F = F T and H = HT so that f21 = f12 and

h21 = h∗12. This implies that every term in the sum of the second derivative is

positive and the first derivative is equal to the supercurrent and vanishes at ϕ = 0.

Therefore,

dUj

dϕ

∣∣∣
ϕ=0

= 0 and
d2Uj

dϕ2

∣∣∣
ϕ=0

> 0 (2.5.8)

This indicates that mesoscopic fluctuations cannot invert the stability of the SNS

junction at zero phase.

The next step is to investigate the physical interpretation of Negative super-

20



2.5. Local Negative Superfluid Density

fuid densities and whether experimentally this phenomena could be proved or

disproved.

2.5.2 A physical interpretation

Figure 2.6 – A diagram of the two grain model considered by Spivak and
Kivelson with Josephson coupling Jij between the grains.

Spivak and Kivelson theoretically considered the model of two grains with a

Josephson coupling, Jij, between them. With only direct single-electron tunneling

the Josephson coupling term will be positive in the absence of spin-orbit coupling.

If an intermediate state is introduced between grains and we assume that the

tunneling can occur indirectly through this localised state then the model becomes

more interesting. Consider the Hamiltonian of the form

H = H0 +Ht (2.5.9)

where

H0 = H1 +H2 + ε0n0 + Un0(n0 − 1) + V1m1n0 + V2m2n0 (2.5.10)
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2.5. Local Negative Superfluid Density

and

Ht =
∑
k,q,s

tkq(c
†
1ksc2qs + h.c) +

2∑
j=1

∑
ks

Tjk(c
†
jksc0s + h.c) (2.5.11)

Ht is the contribution due to tunneling, the grains are labelled by the index j =

1, 2, cjks annihilates an electron with spin s on grain j, c0s annihilates an electron

in the localised state and n0 denotes the number of electrons in the localised state.

The energy to put a single electron into the localised state is given by ε0 and the

energy to put two electrons into the insulating state is ε0 + U .

The explanation for the negative sign in the superfluid density is due to the

permutations of the electrons once they have indirectly tunneled through the lo-

calised state. To understand this one must consider the BCS wave function for

one of the grains

|ψj⟩ =
∏
q

(uq + eiθjvqc
†
jq↑c

†
j−q↓|0⟩ (2.5.12)

A phase convention must be arbitrarily introduced but must be maintained through-

out all the calculations. The order will be that the spin-up electrons will always be

to the left of the spin-down electrons. This canonical ordering is what will intro-

duce the negative value of ns as direct tunneling between each grain will maintain

this order but indirect tunneling does not. For example consider the following

case, shown in figure 2.7.
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2.5. Local Negative Superfluid Density

Figure 2.7 – A diagram showing how indirect tunneling can cause a negative
ns due to canonical ordering.

2.5.3 Mathematical interpretation

The research of Spivak and Kivelson [3] in 1991 was motivated by the work of

Spivak and Zyuzin in 1988 [7] which deduced that

⟨(
δns

ns

)2
⟩

≈

⟨(
δG

⟨G⟩

)2
⟩

≈
(
ζ(0)

lpF
~2

)−2

(2.5.13)

where ns is the superfluid density, G is the conductance of normal metal cube ζ(0)

in size, pF is the Fermi momentum and δG = G − ⟨G⟩. This was not an exact

calculation as it assumes the relations of G and ns. Spivak and Kivelson used this

result to show that

⟨(
δns

ns

)2
⟩

∝ e4

~⟨G⟩2

[
1 +O

(
1

kF l

)]
(2.5.14)
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2.5. Local Negative Superfluid Density

and explained that as a function of increasing disorder, when kF l gets to become

of order 1, this equation breaks down and the fluctuations of ns become compa-

rable in magnitude to the mean. In this case it was argued that there could be

a substantial probability of a negative ns. Although this has not been shown in

the BCS superconductor, it has been shown in the previous subsection that for

Josephson-coupled superconducting grains, spin-exchange scattering of the tunnel-

ing electron by a localised spin can produce Jij < 0 [20]. One result of a negative

ns will be observed via the altering of the Arahonov-Bohm oscillations [34].

2.5.4 Arahonov-Bohm oscillations

As stated the previous subsection, local negative superfluid densities will cause an

AB oscillation of h
4e

which will now be explained in this subsection. Consider a

dirty superconductor with an array of holes which we pass a flux, ϕ. The properties

of such a system will be controlled by the configuration average of a single hole. To

calculate the Aharonov-Bohm period one must evaluate the configuration average

of the free energy

⟨F ⟩ = −kT ⟨ln[Tr{exp(−H/kT )}]⟩ (2.5.15)

which can be expanded in the limit T ≫ Tc

⟨F ⟩ = ⟨Tr{H}⟩+ ⟨[Tr{H2} − Tr{H}2]⟩
2kT

+ ... (2.5.16)

where the trace and the configuration average, ⟨...⟩, is taken over all quantum

states. The contributions will come from the shortest closed paths which, in

Aharonov-Bohm geometry, correspond to the shortest path enclosing the flux, ϕ
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2.6. Mesoscopic Conductance Fluctuations

[26]. Intuitively, the shortest path will come from the closed trajectory which

encloses the flux once. But on taking the configuration average, ⟨F ⟩, this will give

a zero contribution due to the random sign of Jij [25]. This means that the leading

term in the expansion will come from the paths which enclose the flux twice. This

will lead to an Aharonov-Bohm period of h/4e and all thermodynamic properties

will be observed to have oscillations with such a period.

The last subsection showed that the possibility of a local negative superfluid

density is based on an assumption and to prove (or disprove) this theory it is

essential to produce an exact result for δns/ns. An exact solution for δns will

be derived for a 2 dimensional thin film in chapter 6 of this thesis. The method

of calculating this term will be via Green’s functions and, for completeness, the

results in the normal state will be derived.

2.6 Mesoscopic Conductance Fluctuations

2.6.1 Universal Conductance Fluctuations

Quantum interference effects can be observed in the transport of solids through the

universal conductance fluctuations, which were discovered in 1985 [29]. Altshuler

[4], Lee and Stone [29] predicted that small metallic wires at low temperatures

revealed ‘random-like’ conductance fluctuations as a function of magnetic field

[12]. At a similar time Webb experimented on 3 samples (a) 0.8 µm gold ring,

(b) quasi-1D silicon MOSFET, figure 2.8 is a plot of the fluctuations in 3 samples.

It was also noted that the fluctuations remain order unity whilst the background

conductance varied.

Although these fluctuations seemed random, they showed a remarkable repro-
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2.6. Mesoscopic Conductance Fluctuations

Figure 2.8 – A plot of the conductance fluctuations as a function of mag-
netic field for (a) 0.8 µm gold ring, (b) quasi-1D silicon MOSFET and (c)
Numerical calculation for Anderson model.

ducibility at a given temperature, and were experimentally observed as having a

97% cross-correlation in superconducting Au0.7In0.3 cylinders [16]. Literature in

this area often call these fluctuations Magnetic Fingerprints due to the individu-

ality of these fluctuations, although one must note that these fluctuations do have

a universal amplitude of order e2

~ at zero temperature [16]. These size indepen-

dent fluctuations were unexpected from the usual Ohms conductance, g = σLd−2

(where σ is the conductivity) as the fluctuation of the conductance is given as

δg =
√
⟨(g − ⟨g⟩)2⟩ (2.6.1)

This implies that δg2/ ⟨g⟩2 ∼ O(L−d) which will give the fluctuations in the con-

ductance as δg2 = Ld−4. However, with quantum effects the fluctuations in a

d-dimensional system is given by

√
δg2 = 0.733 for d = 1

= 0.867 for d = 2

= 0.953 for d = 3 (2.6.2)
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and will be derived in chapter 5. This shows that quantum interference has dra-

matic effects on observable transport properties of solids and that the amplitude

of the conductance fluctuations are size independent, hence ‘Universal’.

A physical interpretation of these fluctuations is in the energy level statistics

of a metal. For a normal metal the conductance is dependent upon the number of

single electron levels, N , inside an energy band of width ET centered at the Fermi

surface, where ET is the Thouless energy [24]. The conductance is calculated as

G =
e2

~
N (2.6.3)

and although N is dependent upon the dimensionality of the system, the fluctua-

tions in the number of single electron levels within this band is universally of order

unity.

These random-like fluctuations are fully reproducible for a given sample but

are different when the impurity configuration of a sample is changed. This shows a

physical breakdown of Transport theory, which states that any observables can be

expressed in terms of the average properties of the sample. In experiments, large

changes in the Fermi energy or magnetic field will be used to simulate a change in

the impurity configuration in a given sample.

A temperature of 0.27K was found to destroy the fluctuations in supercon-

ducting Au0.7In0.3 cylinders and a small increase in magnetic field was also found

to have the same effect (with a critical field H∗), shown in figure 2.9.

The conductance fluctuations are also found experimentally in metallic rings

[31] where a periodic structure of h
e
is superimposed over these magnetic finger-

prints due to Aharonov-Bohm oscillations.
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Figure 2.9 – A plot on a superconducting Au0.7In0.3 cylinder to show that
a critical field H∗ will destroy the fluctuations
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Chapter 3

THEORY OF THE NORMAL STATE

To investigate the phenomena described in chapter 2 one must construct a mathe-

matical means to calculate the mesoscopic properties. The most useful method is

to use Green’s Functions and Diagrammatic techniques which are essential tools

in representing long and complicated equations in a more simplified form.

To construct the Green’s Function one must first introduce the Schrodinger

(and Heisenberg) representation where the operators are independent (dependent)

upon time and the wavefunctions are dependent (independent) upon time. This

will help to construct the Interaction representation which is the fundamental

starting point for deriving the Green’s functions. The Hamiltonian for this repre-

sentation is split into two parts

H = H0 + V (3.0.1)

where H0 is the Hamiltonian which can be solved exactly and V is the remaining

part. The wavefunctions and operators in the interaction representation are both

dependent upon time with respect to the full Hamiltonian, H, and the exactly
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solvable part, H0, and is given as

Oint(t) = eiH0tOe−iH0t, and ψint(t) = eiH0te−iHtψ(0) (3.0.2)

It will also be shown that the matrix elements in any of these 3 representations

are consistent and will give the same answer. To investigate the properties of an

interacting system one must construct an operator which evolves the wavefunction

from time t′ to t given by

ψint(t) = S(t, t′)ψint(t
′) (3.0.3)

where S(t, t′) is known as the scattering matrix. Calculating this S-matrix will

give an insight into the system and it will be constructed of many creation and

annihilation operators ck and c†k. These operators can be grouped together to give

a Green’s function which is represented mathematically as [17]

G(k, t− t′) = −i⟨ck(t)c†k(t
′)⟩ if t > t′ (3.0.4)

This corresponds to an excitation being created at time t′ and then being destroyed

at the later time t. During the interval t− t′ the excitation can be scattered and

changed. The measurement at time t can then give an insight into the system [22].

Equivalently

G(k, t− t′) = +i⟨c†k(t
′)ck(t)⟩ if t < t′ (3.0.5)

where the change in the sign is due to the anti-commutation of one fermionic

operator with the other. This corresponds to an electron being destroyed at time
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3.1. S-Matrix expansions

t and then being recreated at a later time t′. When the electron is destroyed it

produces a hole which interacts in the interval t − t′. This will give information

about the hole excitation [22].

When constructing the S-matrix it can be observed that there will be many cre-

ation and annihilation operators which can be grouped in several ways to construct

different Green’s functions, this grouping is known as Wick’s theorem [22]. This

is where the diagrammatic techniques become useful as each diagram represents a

single Green’s function as a solid line and each point is a given time.

The following chapter will first describe these different representations before

deriving the Green’s functions and S-matrix before calculating the results of Drude

conductivity and Weak Localisation which were stated in the previous chapter.

3.1 S-Matrix expansions

3.1.1 Introduction to the Interaction Representation

To proceed with any calculations we must define the interaction representation

where the Hamiltonian is split into two parts

H = H0 + V (3.1.1)

where H0 is the Hamiltonian which can be solved exactly and V denotes the re-

maining parts. H0 and V are chosen in such a way that V is small and that

the system with only H0 is described and V is introduced to see how the system

changes. In this brief introduction, 3 representations of the wavefunctions and

operators must be introduced and the annotations must be shown as to not incur
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3.1. S-Matrix expansions

any confusion. It must be noted that each of the three representation will give ex-

actly the same results but will use different methods, as will be shown in equations

(3.1.4), (3.1.6) and (3.1.10).

The first is the Schrödinger representation where the wavefunction, ψ and

operator H are denoted as

i
∂

∂t
ψ(t) = Hψ(t) (3.1.2)

and

ψ(t) = e−iHtψ(0) (3.1.3)

The main property of the Schrödinger representation is that the wavefunction is

dependent upon time whereas the operators are independent upon time. Evaluat-

ing the matrix elements of the operator O between 2 states in this representation

will be give by

⟨ψ†
1(t)O(0)ψ2(t)⟩ = ⟨ψ†

1(0)e
iHtO(0)e−iHtψ2(0)⟩ (3.1.4)

This result will be compared with the other representations to shown that they

all give the same result.

The second is the Heisenberg representation where the operators O are time

dependent and the wavefunctions are independent upon time. The operator in

this representation is given by

O(t) = eiHtO(0)e−iHt (3.1.5)
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Initially this looks like the time dependences of the Schrödinger and Heisenberg

representations will give different results when used, but the following argument

shows that they do give the same results. Using the Heisenberg representation the

matrix element will be evaluated as

⟨ψ†
1(0)O(t)ψ2(0)⟩ = ⟨ψ†

1(0)e
iHtO(0)e−iHtψ2(0)⟩ (3.1.6)

This gives the exact same result as in the Schrödinger representation (3.1.4).

The final representation is the interaction representation where the operators

and wavefunctions will be labeled as Oint(t) and ψint(t) to distinguish from the

previous 2 representations. Operators in the interaction representation are defined

as

Oint(t) = eiH0tOe−iH0t (3.1.7)

and the wave functions

ψint(t) = eiH0te−iHtψ(0) = U(t)ψ(0) (3.1.8)

where it is conventient to define U(t) as

U(t) = eiH0te−iHt (3.1.9)

As in the previous representations the matrix element must be evaluated to show

that this representation gives the same result. This is evaluated as

⟨ψ†
1(t)O(t)ψ2(t)⟩ = ⟨ψ†

1(0)e
iHte−iH0teiH0tO(0)e−iH0teiH0te−iHtψ2(0)⟩
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= ⟨ψ†
1(0)e

iHtO(0)e−iHtψ2(0)⟩ (3.1.10)

which is exactly the same result as the Schrödinger representation (3.1.4) and the

Heisenberg representation (3.1.6) which shows that they are all equivalent.

3.1.2 Introduction to the S-Matrix

If we define the S-Matrix as the operator S(t, t′) which scatters the wave function

from ψint(t
′) to ψint(t) and is written as

ψint(t) = S(t, t′)ψint(t
′) (3.1.11)

Now that the terms have been defined, the next step is to derive a more suitable

form of the S-Matrix which can be used to create the diagrammatic expansions.

Using the relation (3.1.8)

ψint(t) = U(t)ψ(0) = S(t, t′)U(t′)ψ(0) (3.1.12)

and given that U(t)U †(t) = 1 this gives

S(t, t′) = U(t)U †(t′) (3.1.13)

Finally, the S-Matrix can be constructed into a more suitable form by showing

that

∂

∂t
S(t, t′) =

∂

∂t
U(t)U †(t′)

=

[
∂

∂t
eiH0te−iHt

]
U †(t′)
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= i(H0 −H)U(t)U †(t′)

= −iVint(t)S(t, t′) (3.1.14)

This equation can be solved by integrating both sides with respect to time as

S(t, t′)− S(0, t′) = −i
∫ t

0

dt1Vint(t1)S(t1, t
′) (3.1.15)

Which, rearranged, gives

S(t, t′) = 1− i

∫ t

0

dt1Vint(t1)S(t1, t
′) (3.1.16)

Repeating this integration will give the full solution as

S(t, t′) = 1− i

∫ t′

t

Vint(t1)dt1

+(−i)2
∫ t′

t

dt1

∫ t1

t

dt2Vint(t1)Vint(t2) + ... (3.1.17)

In this derivation of the S-matrix it has never been enforced that the times are

ordered in any way and t′ < t1 < t2 < ... < t is not necessarily true. To resolve

this problem we can rewrite the third term in (3.1.17) as

∫ t′

t

dt1

∫ t′

t

dt2Vint(t1)Vint(t2) =
1

2

∫ t′

t

dt1

∫ t1

t

dt2Vint(t1)Vint(t2)

+
1

2

∫ t′

t

dt2

∫ t2

t

dt1Vint(t2)Vint(t1)

where the second term is just a change of indices. This can be rewritten using the
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Heaviside function Θ to give

1

2

∫ t′

t

dt1

∫ t′

t

dt2 (Θ(t1 − t2)Vint(t1)Vint(t2) + Θ(t2 − t1)Vint(t2)Vint(t1))

(3.1.18)

This will now be denoted as the time-ordering operator defined as

T [Vint(t1)Vint(t2)] = Θ(t1 − t2)Vint(t1)Vint(t2) + Θ(t2 − t1)Vint(t2)Vint(t1)

(3.1.19)

which acts upon a group of time-dependent operators and arranges them so that

the earliest time is to the right

T [Vint(t1)Vint(t2)Vint(t3)] = Vint(t2)Vint(t3)Vint(t1) if t2 > t3 > t1

(3.1.20)

The same method can be used to rewrite

∫ t′

t

dt1

∫ t1

t

dt2

∫ t2

t

dt3Vint(t1)Vint(t2)Vint(t3)

=
1

3!

∫ t′

t

dt1

∫ t′

t

dt2

∫ t′

t

dt3T [Vint(t1)Vint(t2)Vint(t3)]

(3.1.21)

Therefore the S-Matrix can be written in an abbreviated form as

S(t, t′) = 1− iT

∫ t′

t

Vint(t1)dt1 +
(−i)2

2!
T

∫ t′

t

dt1

∫ t′

t

dt2Vint(t1)Vint(t2) + ...

= T e−i
∫ t′
t Vint(t1)dt1 (3.1.22)
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3.1. S-Matrix expansions

3.1.3 Introduction to the Green’s Function

The problem with the interaction representation is that the groundstate wave

function, which is the basis for the calculation, is unknown for the whole Hamilto-

nian. In the previous subsection the Hamiltonian in the interaction representation

was defined as H = H0 + V where the eigenvalues and eigenstates are known for

the H0 term. Therefore it maybe possible to determine the unknown groundstate

wavefunction, ψ(0), in terms of the known wavefunction, ϕ0. In 1951 Gell-Mann

and Low found the relation between these two wavefunctions as

ψ(0) = S(0,−∞)ϕ0 (3.1.23)

and also recall the relation

ψint(0) = S(0, t)ψ(t) (3.1.24)

The main assumption is that at time t = −∞ the wavefunction does not contain

any terms from the interaction, V , so that ψint(−∞) is equal to the known wave-

function ϕ0. The system is brought adiabatically to the present time, t = 0, where

the wavefunction now contains the interaction term via the operator S(0,−∞).

By symmetry, it should be deduced that at t = +∞ the wavefunction must also

be related to ϕ0 and is in fact only different via an additional phase factor. To

show this, we must manipulate the unknown wavefunction at t = ∞ as

ψint(∞) = S(∞, 0)ψ(0) = S(∞, 0)S(0,−∞)ϕ0

= S(∞,−∞)ϕ0 (3.1.25)
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3.1. S-Matrix expansions

This shows that the additional phase factor is S(∞,−∞). At zero temperature

the Green’s function is represented as

G(k, t− t′) = −i⟨|Tck(t′)c†k(t)|⟩ (3.1.26)

where |⟩ is the groundstate of the Hamiltonian, H. This can be derived in the

interaction representation by using

c(t) = eiHte−iH0tcint(t)e
iH0te−iHt = S(0, t)cint(t)S(t, 0) (3.1.27)

and the relation |⟩ = S(0,−∞)|⟩0 where |⟩0 is the groundstate of H0. Combining

and simplifying will give the interaction representation of the Green’s function as

G(k, t− t′) = −i0⟨|cint(t
′)c†int(t)|⟩0

0⟨|S(∞,−∞)|⟩0
(3.1.28)

where |⟩0 is the groundstate of the Hamiltonian H0, previously defined as ϕ0.

3.1.4 Diagrammatic Expansion

Recall that the S-matrix is represented as

S(t, t′) = T e−i
∫ t′
t V (t1)dt1

= 1− iT

∫ t′

t

V (t1)dt1 +
(−i)2

2!
T

∫ t′

t

dt1

∫ t′

t

dt2V (t1)V (t2) + ...

Consider a two particle interaction defined by the operator

V (t1) =
∑
k,k′,q

Uqc
†
k(t1)c

†
k′(t1)ck′+q(t1)ck−q(t1) (3.1.29)
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3.1. S-Matrix expansions

where the interaction is illustrated in figure 3.1. Substituting the interaction

k1

k2

k -q1

k +q2

Figure 3.1 – A typical 2 particle interaction where 2 particles with mo-
mentum k1 and k2 interact and exchange a momenta q at a time t1 which
is represented by (3.1.29).

Hamiltonian into the expansion will give

S(t, t′) = 1− iT

∫ t′

t

dt1
∑
k,k′,q

Uqc
†
k(t1)c

†
k′(t1)ck′+q(t1)ck−q(t1) + ...

Wick’s theorem can now be used to group each creation and annihilation operator

together in every possible combination. Then each term can be related to the

fundamental Green’s function and used to construct a diagrammatic expansion

to a given order. Wick’s theorem is the method used to evaluate such terms in

p

k2

p
t’ t

q=0

Figure 3.2 – A first order contribution to the Green’s function with a 2
particle interaction. This contribution gives an interaction with no exchange
of momentum, q = 0.
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3.1. S-Matrix expansions

the S-matrix expansion by grouping certain creation and annihilation operators.

A term ⟨|...|⟩, where ⟨| denotes the groundstate, will only be non-zero when each

creation operator matches with an annihilation operator so that we return to the

groundstate. For example the term

⟨Tcα(t)c†β(t
′)⟩ (3.1.30)

is only non-zero if α = β. Likewise, the term

⟨Tcα(t)c†β(t1)cγ(t2)c
†
δ(t

′)⟩ (3.1.31)

is only non-zero if α = β and γ = δ or α = δ and γ = β. Given Wick’s theorem

states then the term in the integral can be grouped in 6 ways, of which only 4 are

distinct diagrams. One of the contributions will be of the form

⟨cp(t)c†k(t1)⟩⟨c
†
k′(t1)ck′+q(t1)⟩⟨ck−q(t1)c

†
p(t

′)⟩ =

(−i)3δp,kG0(p, t1 − t)δq=0G0(k
′, t1 − t1)δk−q,pG0(p, t

′ − t1)

which is diagrammatically represented in figure 3.2.

The next distinct diagram comes from the grouping

⟨cp(t)c†k(t1)⟩⟨c
†
k′(t1)ck−q(t1)⟩⟨ck′+q(t1)c

†
p(t

′)⟩ =

(−i)3δp,kG0(p, t1 − t)δk′,k−qG0(k
′, t1 − t1)δk′+q,pG0(p, t

′ − t1)

This term must contain a finite value of q which causes this diagram to be different

from the previous one; this diagram is represented in figure 3.3. All 4 distinct
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3.1. S-Matrix expansions

t t’
p pp-q

q

Figure 3.3 – This is a contribution to the S-matrix with a 2 particle inter-
action. This diagram will be used in a later chapter to derive the supercon-
ducting contribution.

diagrams are shown in figure 3.4. Diagram 3.4(a) corresponds to an interaction

(a)

( c) (d)

(b)

Figure 3.4 – The diagrammatic expansion for a 2 particle interaction. (a)
corresponds to an interaction with no momenta q = 0. (c) and (d) are
disconnected and (b) can be calculated to construct the superconducting
Green’s functions.

with no momentum q = 0 which implies that its contribution can be ignored.

Diagrams 3.4(c) and 3.4(d) are disconnected diagrams which will only contribute

a constant to the final solution and can also be ignored. This cancellation is

because one has to divide by ⟨|S(∞,−∞)|⟩ in the Green’s function. The only first

order contribution to the S-matrix of the 2-particle interaction is given by diagram

3.4(b); which will be used later in this report in the Nambu-Gorkov calculation of
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3.1. S-Matrix expansions

superconductivity.

3.1.5 Matsubara Green’s Function

One can calculate diagrams with zero temperature Green’s functions, and one

would expect that this would be a simpler task than solving them for finite-

temperature; this is untrue. Zero temperature Green’s functions cause difficulties

in constructing the contour integrals and, in general, are more difficult to solve

than the finite-temperature Green’s functions. This is due to the introduction of

an imaginary-time evolution and the simplification of the Matsubara Summation,

which will be discussed in the next subsection.

The Green’s function is defined as

G(k, t− t′) = −i⟨Tck(t′)c†k(t)⟩ (3.1.32)

where T is the time ordering operator and in the finite-temperature Green’s func-

tion ⟨...⟩ denotes a quantum and thermodynamic averaging. The thermodynamic

average is defined by

⟨Â⟩ =
∑

n e
−βEn⟨n|Aint|n⟩∑

n e
−βEn

=
Tr{e−βHAint}
Tr{e−βH}

(3.1.33)

Recalling the time-evolution operator U(t) = exp{−iĤt}, one can rewrite the

thermodynamic averaging as

⟨Aint⟩ =
∑

n U(−iβ)⟨n|Aint|n⟩∑
n U(−iβ)

=
Tr{e−βHAint}
Tr{e−βH}

(3.1.34)

and the introduction of U(−iβ) is like evolving in imaginary time. The Green’s
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3.1. S-Matrix expansions

function can now be written in imaginary time, τ as

G(k, τ, τ ′) = −⟨Tτck(τ)c†k(τ
′)⟩ (3.1.35)

where

ck(τ) = eτĤcke
−τĤ and c†k(τ) = eτĤc†ke

−τĤ (3.1.36)

One must note that the operators ck(τ) and c
†
k(τ) are no longer hermitian conju-

gates of each other.

Using the formula above together with the definition of the thermodynamic

averaging, recalling that the partition function is represented as Z =
∑

n e
−βEn ,

one can write the Green’s function as

G(k, τ, τ ′) =
1

Z
[
−Θ(τ − τ ′)Tr{e−βĤeτĤcke

−τĤeτ
′Ĥc†ke

−τ ′Ĥ}

+Θ(τ ′ − τ)Tr{e−βĤeτ
′Ĥc†ke

−τ ′ĤeτĤcke
−τĤ}

]
(3.1.37)

The properties of a trace is that any cyclic permutation leaves the trace invariant

Tr{ABC} = Tr{CAB} = Tr{BCA}. This property can be used to cyclically

permute the operators into the form

G(k, τ, τ ′) =
1

Z
[
−Θ(τ − τ ′)Tr{e−βĤe(τ−τ ′)Ĥcke

−(τ−τ ′)Ĥc†k}

+Θ(τ ′ − τ)Tr{e−βĤe(τ
′−τ)Ĥc†ke

−(τ ′−τ)Ĥck}
]

(3.1.38)

This reveals that the Green’s function is only a function of the difference between

the two imaginary times τ − τ ′, with −β < τ < β and −β < τ ′ < β. Denoting
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3.1. S-Matrix expansions

τ̃ = τ − τ ′ and by shifting by β in imaginary time one can write

G(k, τ̃ + β) =
−1

Z
Tr{e−βĤe(τ+β)Ĥcke

−(τ+β)Ĥc†k}

=
−1

Z
Tr{e−βĤc†ke

τĤcke
−τĤ}

= −G(k, τ) (3.1.39)

Note that this result holds for fermions only; bosons will give G(k, τ+β) = G(k, τ)

due to commutation rules. Taking the Fourier transformation one can write

G(k, iωn) =

∫ β

0

dτG(k, τ)eiτωn (3.1.40)

where

ωn =
(2n+ 1)π

β
(3.1.41)

This differs for bosons due to the anticommutation relations and we will define

the bosonic representation as

Ωn =
2nπ

β
(3.1.42)

3.1.6 Free-particle Green’s function

The Matsubara frequency have been represented in the previous subsection but

here the free-particle Green’s function will be derived with respect to these mo-

menta. As in the previous subsection, the Green’s function can be represented
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3.1. S-Matrix expansions

as

G(k, τ) =
−1

Z
Tr{e−βĤeτĤcke

−τĤc†k} (3.1.43)

where

ck(τ) = e−ξkτck and c†k(τ) = eξkτc†k (3.1.44)

with the energy being ξk = εk − µ.

So the free-particle Green’s function can be written as

G0(k, τ) = −⟨ck(τ)c†k(0)⟩

= −e−ξkτ
Tr{e−βĤckc

†
k}

Tr{e−βĤ}
(3.1.45)

By commuting the operators, using the Fermionic commutation rules, one can

rewrite the terms in the fraction as 1 − nF (ξk), where nF (ξk) is the distribution

function. Fourier transforming this into momenta space one is given

G0(k, iω) = −[1− nF (ξk)]

∫ β

0

e−ξkτeiωnτdτ

= −[1− nF (ξk)]
e(iωn−ξk)β − 1

iωn − ξk
(3.1.46)

Recalling ωn = (2n+ 1)π/β one is left with the free-particle Green’s function as

G0(k, iωn) =
1

iωn − ξk
(3.1.47)

This is the finite-temperature Green’s function that will be used throughout this
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3.2. Impurity Greens Function

thesis.

3.2 Impurity Greens Function

The Greens function for a particle scattered off an impurity can be written dia-

grammatically as figure 3.5.

Figure 3.5 – Diagrammatic representation of Dyson’s equation

Dyson’s equation is represented as

G−1 = G−1
0 − Σ (3.2.1)

If one only considers a potential scattering where there is no change in the overall

state of the system then the only effect is to inflict a scattering time given by

Fermi’s Golden Rule

τ−1 = 2πN(εF )ni|u|2 (3.2.2)

which, when rearranged, gives

ni|u|2 = [2πN(εF )τ ]
−1 (3.2.3)
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3.3. Drude conductivity

The impurity Greens function therefore becomes

G =
1

2πN(εF )τ

∑
k

1

iω − ξk
(3.2.4)

Once again, the summation substitution can be performed
∑

k → N(εF )
∫
dξ and

by multiplying the numerator and denominator by iω + ξk gives

G =
1

2πτ

∫ ∞

−∞

iω + ξk
ω2 + ξ2

=
iω

2πτ

π

|ω|
(3.2.5)

This means that the self energy becomes

Σ =
i

2τ
signω (3.2.6)

Therefore the rule for changing from a clean to dirty sample is by merely changing

the Matsubara frequencies

ω → i
2τ
signω

Clean Dirty
(3.2.7)

3.3 Drude conductivity

This Thesis is mainly concerned with mesoscopic conductance fluctuations and so

the natural starting point is to reproduce the Drude conductivity. The simplest

contribution to conductivity is the particle-hole propagator, given by the diagram

shown in figure 3.6, which can be found in the second order contribution of the

phonon-propagated S-matrix expansion.
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3.3. Drude conductivity

k,iω

ΩΩ

k,i +ω iΩ

Figure 3.6 – The second order contribution of the phonon-propagated S-
matrix expansion which represents the diagrammatic interpretation of the
Drude conductivity

The electromagnetic response function then becomes

Kαβ(iΩ) = T
∑
ω

∑
k

ekα
m

ekβ
m
G(k, iω)G(k, iω + iΩ) (3.3.1)

= T
∑
ω

∑
k

ekα
m

ekβ
m

1

iω − ξk +
i
2τ
sign(ω)

1

iω + iΩ− ξk +
i
2τ
sign(ω)

The major contribution to the k-sum is due to the electrons near the Fermi sur-

face. Therefore, one can substitute
∑

k → N(0)
∫
dξ with an additional factor

contributing to the angular integral in d-dimensions. This factor can be calcu-

lated by writing

∑
k

kαkβ = Ck2F δαβ (3.3.2)

where C is a constant that needs to be calculated. Contracting on α and β and

realising that the number of diagonal components of the δ-function is represented

by the dimension of the system d, one can write

CdK2
F δαβ = Cdk2F (3.3.3)
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3.3. Drude conductivity

Therefore, C = d−1 which means that the angular integral contribution to the

k-summation will give, in d-dimensions,

∑
k

kαkβ =
k2F
d
δαβ (3.3.4)

Using this relation, the response function now becomes

Kαβ(iΩ) = T
e2k2FN(0)

dm2

∑
ω

∫ ∞

−∞
dξ

1

iω − ξk +
i
2τ
sign(ω)

1

iω + iΩ− ξk +
i
2τ
sign(ω)

The only contribution to this integral is when either ω > 0 and ω+Ω < 0 or ω < 0

and ω + Ω > 0 otherwise the two poles will be in the same half-plane and so the

contour integral can be performed on the other half-plane to give zero. Arbitrarily

choose ω < 0 and ω + Ω > 0. The pole is ξk = iω − i
2τ

and by using Cauchy’s

Residue theorem,

∫ ∞

−∞
dξ

1

iω − ξk +
i
2τ
sign(ω)

1

iω + iΩ− ξk +
i
2τ
sign(ω)

=
2πi

iΩ + i
τ

(3.3.5)

Substituting the limits ω < 0 and ω + Ω > 0 as Heaviside functions then the

electromagnetic response function becomes,

Kαβ(iΩ) =
2πe2k2F τN(0)

dm2(1 + Ωτ)
T
∑
ω

Θ(−ω)Θ(ω + Ω) (3.3.6)

The sum can be calculated as Ω
2πT

which will give the final answer as

Kαβ(iΩ) =
e2k2F τN(0)Ω

dm2(1 + Ωτ)
(3.3.7)
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3.4. Weak-localisation

Using the substitution N(0) = 3n
4ωF

together with σ(iω) = K(iΩ)
Ω

this gives,

σ(iω) =
πe2τ

m

1

1 + Ωτ
(3.3.8)

and upon changing to real frequency gives,

σ(iω) =
πe2τ

m

1

1− iΩτ
(3.3.9)

In the limit Ω = 0 this will give

σ(iω) =
πe2τ

m
(3.3.10)

which is the Drude conductivity term stated in the introduction. The next step is

to derive the weak localisation correction will be shown in the next section.

3.4 Weak-localisation

Different experimental phenomena was found in dirty metals which must now be

investigated to determine the change in the system’s conductivity. The main con-

tribution is due to the intersection of various paths that the electron can propagate

along. If one considers the probability of propagating from point A to point B

being the modulus squared of the amplitudes as

P = |
∑
i

Ai|2 =
∑
i

|Ai|2 +
∑
i̸=j

A∗
iAj (3.4.1)

If two paths, one the time-reversed path of the other, is scattered off the same im-

purity then, as long as the system is time-reversal symmetric, the phases of these
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3.4. Weak-localisation

two paths will cancel. This will result in a contribution only from a set of closed

loops. Intuitively, this will cause the conductivity to decrease due to the electrons

decreased probability of propagating from points A to B and instead propagating

through these closed loops. It is well known that the introduction of a magnetic

field would destroy time-reversal symmetry and will therefore destroy these inter-

ference effects. Therefore an applied magnetic field will cause the conductivity to

increase and is known as negative magnetoresistance.

Figure 3.7 – (a)The diagrammatics of the effect of weak localisation due
to the self-intersecting paths. This diagram can be ’uncoiled’ to give the
diagrammatic representation shown in (b).

To calculate such interference effects diagrammatically one must include these

self-intersecting paths into the Drude conductivity diagram. The initial diagram

is shown in figure 3.7(a) but the loop can be represented using a more convenient

diagram shown in figure 3.7(b). The latter is described as the particle-particle

ladder or the Cooperon, denoted hereafter as C. There is a similar diagram, known

as the Diffuson, which corresponds to a corelator in the particle-hole channel but

is not needed here. The propagating ladder will be calculated before the Normal-

State Weak-localistion diagram is solved.
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3.4. Weak-localisation

Figure 3.8 – This is the Cooperon together with the term-by-term expan-
sion needed to calculate it.

3.4.1 Normal-State ladder calculation

To evaluate the Cooperon one must first make the expansion given diagrammati-

cally in figure 3.8 which corresponds to to the following

C = Γ0 + Γ0ΠΓ0 + Γ0ΠΓ0ΠΓ0 + ... (3.4.2)

where

Γ0 = (2πN(0)τ)−1 (3.4.3)

Π =
∑
k

G(k, iω)G(Q− k, iω + iΩ) (3.4.4)

with Γ0 denoting the impurity scattering which enforces a scattering time given by

Fermi’s Golden Rule. As stated in the previous section, the Matsubara frequencies

change from ω → ω ± isign(ω)/2τ when going from the clean→dirty limit. The

integral, that proceeds, will be a contour integral in the upper or lower half-plane

(UHP/LHP). The ± in the Matsubara frequencies will result in four seperate

solutions. Two of these solutions will result in both poles either in the LHP or

UHP which will give zero contribution as one can close the contour on the half-

plane with no poles. The other two solutions will cause the same result so the
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3.4. Weak-localisation

following is the only contribution

Π =
∑
k

1

ξ − iω + i/2τ

1

ξQ − iω − iΩ− i/2τ
(3.4.5)

where ξQ = (Q−k)2/2m. In the presence of a magnetic field one must use minimal

coupling Q→ Q−pA; k → k− pA. These minimal coupling terms will cancel and

cause no change to the result. Expanding out ξQ in the small Q-limit and using

the angle-representation for the scalar product one is left with

Π =
∑
k

1

ξ − iω + i/2τ

1

ξ −QvF cosθ − iω − iΩ− i/2τ
(3.4.6)

Transforming the summation into integral form and closing the contour in the

UHP one must solve

Π = N(0)2πiRes(f, ξ) =
N(0)2πi

QvF cosθ + iΩ + i/τ
(3.4.7)

One must now take the angular average by rearranging into a geometric summation

form

Π =

⟨
N(0)2πi

QvF cosθ + iΩ + i/τ

⟩
θ

(3.4.8)

= 2πN(0)τ

⟨
1

1 + Ωτ − iτQvF cos θ

⟩
θ

(3.4.9)

and by using the geometric series formula one can expand the brackets to become

Π = 2πN(0)τ

[
1

1 + Ωτ
+

iτQvF
(1 + Ωτ)2

⟨cos θ⟩+ (τQvF )
2

(1 + Ωτ)3
⟨
cos2 θ

⟩
+ ...

]
= 2πN(0)τ

[
1

1 + Ωτ
+

(τQvF )
2

3(Ω + 1)3

]
(3.4.10)
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3.4. Weak-localisation

Taking the diffusion limit Ωτ << 1 and by introducing the Diffusion coefficient

D = v2F τ/3 one can now obtain the final equation as

Π = 2πN(0)τ
[
1− (DQ2 + Ω)τ

]
(3.4.11)

By using figure 3.8 together with the equations for Π and Γ0 one can calculate the

Cooperon as

Γ =
1

2πNτ
+

(
1

2πNτ

)
2πN(0)τ

[
1− (DQ2 + Ω)τ

]
+ ... (3.4.12)

This is simply a geometric series with an extra factor of 1/2πNτ . Using the

geometric summation equation one has

Γ =
1

2πNτ
· 1

1− 1
2πNτ

· 2πNτ [1− (DQ2 + Ω)τ ]
(3.4.13)

=
1

2πNτ
· 1

1− 1 + (DQ2 + Ω)τ
(3.4.14)

=
1

2πNτ
· 1

(DQ2 + Ω)τ
(3.4.15)

=
1

2πNτ 2
· 1

DQ2 + |Ω|
(3.4.16)

This solution is incomplete and must also include the heaviside function, Θ, due

to the contour integral that was taken. Therefore the full solution is given by

Γ =
1

2πNτ 2
· 1

DQ2 + |Ω|
Θ(−ε(ε+ Ω)) (3.4.17)
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3.4. Weak-localisation

3.4.2 Normal-State Weak-localisation calculation

One must now use the value of Γ to construct and solve the response function to

find what the correction to the conductivity becomes.

The response function is given as

Kαβ(0, iΩ) = T
∑
ω

∑
k,Q

kαkβG(k, iω)G(k, iω+iΩ)G(Q−k, iω)G(Q−k, iω+iΩ)Γ(Q, iω, iΩ)

(3.4.18)

The main contribution comes fromQ→ 0 so that one now has two ’double’ Green’s

functions. Also the angular integral sets kαkβ → k2F/d. Using the two statements

above together with the fact that the two poles must be on seperate half-planes,

as in previous calculations, one must now solve

∑
k

G(k, iω)2G(k, iω+iΩ)2 = N(0)

∫
dξ

1

(ξ − iω + i/2τ)2(ξ − iω − iΩ− i/2τ)2

(3.4.19)

Closing the contour in the UHP the integral now becomes

∑
k

G(k, iω)2G(k, iω + iΩ)2 = 2πiN(0)
−2

(iω + iΩ + i/2τ − iω + i/2τ)3

=
4πN(0)τ 3

(1 + Ωτ)3
(3.4.20)

Substituting this into the response function gives

K = T
∑
ε

∑
Q

−k2F
d

4πN(0)τ 3

(1 + Ωτ)3
1

2πNτ 2
· 1

DQ2 + |Ω|
(3.4.21)
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3.4. Weak-localisation

The only consideration here will be the limit Ωτ << 1 and
∑

ε → Ω/2π which

finnaly leads us to

K = −2De2Ω

π

∑
Q

1

DQ2 + |Ω|
(3.4.22)

This will give us the correction to the conductivity due to quantum interference

effects as

δσ =
K

σ
= −2De2

π

∑
Q

1

DQ2 + |Ω|
(3.4.23)

The Q-summation can now be performed to find the correction to the conductivity

in d-dimensions. The upper limit of the Q integral is 1/l which is the elastic mean

free path . The lower limit of the Q integral is 1/Lϕ which is the length with which

the electron is still phase coherent. Therefore, the correction to the conductivity

can be found by evaluating

δσ =
−2De2

π

∫ 1/l

1/Lϕ

1

DQ2
ddQ (3.4.24)

In one-dimension this can be calculated as

δσ = −2e2

π
[Lϕ − l] (3.4.25)

In two-dimensions this will give

δσ = −2e2

π
ln

(
l

Lϕ

)
(3.4.26)
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3.4. Weak-localisation

and in three-dimensions this gives

δσ = −2e2

π

[
1

l
− 1

Lϕ

]
(3.4.27)
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Chapter 4

THEORY OF THE SUPERCONDUCTING

STATE

Superconductivity was first discovered in 1911 by Kamerlingh Onnes [28] and

later experiments by Quinn and Ittner [8] sufficiently showed that at a transition

temperature, Tc, the resistance of certain systems can diminish to zero [27]. This

transition temperature is given by

Tc = 1.14ωD exp [−1/N(0)V ] (4.0.1)

and will be derived in section (4.1) using the previoulsy derived Green’s functions.

It will be shown that there exists a divergence in the electron-electron propagator

at this critical temperature due to correlation between electrons which have not

been taken into account [32]. This correlation was first proposed by Fröhlich in

1950 [19] and was later understood by Cooper in 1956, which was the signature

idea behind the BCS theory of superconductivity [21]. This was named as the

Cooper pairing of electrons and to reduce the energy to a minimum then the paired

electrons must have opposite spin and momenta (k↑,−k↓) [27]. This correlation
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4.1. The Cooper Instability

leads to a correction the Green’s functions in the superconducting regime T <

Tc [22]. The superconducting Green’s functions will be derived via the Nambu-

Gorkov approach in section (4.2) by introducting the term ⟨ψ↑ψ↓⟩ and its complex

conjugate, both denoted as ∆. This will result in a matrix representation of the

superconducting Green’s functions, which will be derived in section (4.3), given

by

G =
1

iωτ0 − ξkτ3 −∆τ1
(4.0.2)

where τ0, τ1, τ2 and τ3 are the Pauli matrices, ω is the Matsubara frequency

and ξk is the energy of the particle. Using the superconducting Green’s function

the Drude conductivity and Weak Localisation results will be calculated in the

superconducting regime together with the superconducting ladder propagator in

sections (4.4)-(4.6). The superconducting ladder propagator will be a fundamental

tool in calculating the superconducting mesoscopic fluctuations in chapter 6.

4.1 The Cooper Instability

Consider an electron gas with an attractive interaction, Vk,k′ = −V , within the

energy range ±ωD about the Fermi surface. To investigate the effects of this inter-

action, the electron-electron propagator, shown in figure 4.1, must be evaluated.

This propagator is a simple geometric series with the self-interaction term Π(Q, iΩ)

and is given as

t(Q, iΩ) =
−V

1 + VΠ(Q, iΩ)
(4.1.1)
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4.1. The Cooper Instability

Figure 4.1 – The diagrammatic representation of the electron-electron
propagator to investigate the effects of an attractive interaction between
particles. The geometric series of this diagram is given below and is with
repect to the self-interaction Π.

where

Π(Q, iΩ) = T
∑
k,ω

G(k, iω)G(Q− k, iΩ− iω)

= T
∑
k,ω

1

iω − ξk

1

iΩ− iω − ξQ−k

(4.1.2)

Transforming
∑

k =
∫
dξ

∫ 1

−1
dx/2 and making the substitution ξQ−k ≈ ξk −

QvF cos θ then

Π(Q, iΩ) = T
∑
ω

∫ 1

−1

dx

2

1

iω − ξk

1

iΩ− iω −QvFx
(4.1.3)

must be evaluated. To proceed with the ξ integral we must constrain the poles

to be either side of the real axis. This can be achieved by the inequalities ω >

0,Ω − ω < 0 and ω < 0,Ω − ω > 0 and by performing the integrals, with Ω > 0,

will give

T
∑
ω

∫ 1

−1

dx

2
2πi

−1

2iω − iΩ−QvFx

∣∣∣
ω>Ω

+
1

2iω − iΩ−QvFx

∣∣∣
ω<0

(4.1.4)
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4.1. The Cooper Instability

By making the transformation ω → Ω − ω in the second term it can be seen

that the two terms are the same, with only a sign difference with the x term that

can be ignored since the x integral will only keep the even terms. Extending the

summation and also evalauting the integral with Ω < 0 will give

Π(Q, iΩ) = T
∑
ω

∫ 1

−1

dx

2

2π

2|ω|+ |Ω|+ iQvFx
(4.1.5)

In the limit Q→ 0 and Ω → 0 this can be expanded out as

1

2|ω|+ |Ω|+ iQvFx
→ 1

2|ω|
+

|Ω|
4|ω|2

− Q2v2Fx
2

8|ω|3
(4.1.6)

The integral over x can now be taken to give

Π(Q, iΩ) = T
∑
ω

1

2|ω|
+

|Ω|
4|ω|2

− Q2v2F
24|ω|3

(4.1.7)

Each summation can be taken individually, recalling that ω = 2πT (2n+1) together

with the Riemann Zeta function

ζ(s) =
∞∑
x=1

1

xs
(4.1.8)

Therefore

∑
ω

1

|ω|2
=

2

(πT )2

∞∑
n=0

1

(2n+ 1)2
=

2

(πT )2

[
ζ(2)− 1

4
ζ(2)

]
=

1

4T 2
(4.1.9)

and

∑
ω

1

|ω|3
=

2

(πT )3

∞∑
n=0

1

(2n+ 1)3
=

2

(πT )3

[
ζ(3)− 1

8
ζ(3)

]
=

7

4π3T 3
ζ(3)
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4.1. The Cooper Instability

The summation over 1/|ω| diverges and so must be cut off at the upper energy,

given by the Debye frequency ωD as

∑
ω

1

2|ω|
=

1

2πT

ωD/2πT∑
n=0

1

2n+ 1
(4.1.10)

The digamma function must now be introduced as

ψ(x) = −γ +Hn−1 = −γ +
∞∑
n=1

(
1

n
− 1

n+ x

)
(4.1.11)

where Hn is the usual Harmonic numbers and γ is the Euler-Mascheroni constant.

The digamma function will be used to transform the summation into a more

manageable form

ωD/2πT∑
n=0

1

2n+ 1
=

1

2

[
∞∑
n=0

1

n+ 1/2
−

∞∑
n=1

1

n+ ωD/2πT

]
(4.1.12)

and by adding and subtracting a factor of
∑∞

1 1/n this will become

ωD/2πT∑
n=0

1

2n+ 1
=

1

2

∞∑
n=1

[
−1

n
+

1

n+ 1/2

]
− 1

2

∞∑
n=1

[
1

n
− 1

n+ ωD/2πT

]
=

1

2

[
ψ
( ωD

2πT

)
− ψ

(
1

2

)]
(4.1.13)

This will give the full summation as

Π(Q, iΩ) = N(0)

[
ψ
( ωD

2πT

)
− ψ

(
1

2

)
− π|Ω|

8T
− 7Q2v2F ζ(3)

48π2T 2

]
(4.1.14)
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4.1. The Cooper Instability

Using the substitution ψ(1/2) = −γ − 2 log 2, ψ(x) ≈ log(x) for large x and

2eγ/π = 1.14 the self-interaction can be rewritten as

Π(Q, iΩ) = N(0)

[
log

(
1.14ωD

T

)
− π|Ω|

8T
− 7Q2v2F ζ(3)

48π2T 2

]
(4.1.15)

Now that the self-interaction has been calculated, the electron-electron propagator

can be constructed and any properties can be extracted. In the limit Q,Ω = 0 the

propagator can be written as

t(Q, iΩ) =
1

1/V +N(0) log(1.14ωD/T )
(4.1.16)

This contains a pole at

− 1

N(0)V
= log(1.14ωD/T ) (4.1.17)

This gives rise to a divergence in the electron-electron propagator at a critical

temperature given by

Tc = 1.14ωD exp[−1/N(0)V ] (4.1.18)

and the electron-electron propagator is given as

t(Q, iω) =
1

N(0)
[
log

(
T
Tc

)
− π|Ω|

8T
− 7Q2v2F ζ(3)

48π2T 2

] (4.1.19)

This divergence suggests that at temperatures T < Tc there is a correlation be-

tween electrons that have not been taken into account. The limit Q = 0 shows that

the correlation exists between electrons with opposite momenta and the lowest en-
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4.1. The Cooper Instability

ergy for an s-wave potential will be from a spin-singlet state where the electrons

have opposite spins. This correlation is more commonly denoted as Cooper pairing

and is the signature of superconductivity.

As this Thesis is mainly concerned with dirty systems with impurities it seems

inadequate to just consider the clean regime. Due to Anderson’s theorem, it should

be suggested that the introduction of impurities will not affect Tc but this will now

be shown implicitly.

In the dirty limit the diagrams to calculate will be of the same form but with

impurity scattering ladders as shown in figure 4.2.

Figure 4.2 – The electron-electron propagator with an attractive interaction
in the dirty limit.

The self interaction term is the impurity ladder which was calculated in chapter

3.4 which gives

Π(Q, iΩ) = 2πN(0)T
∑
ω

1

DQ2 + |2ω − Ω|
Θ(−ω(Ω− ω)) (4.1.20)

Imposing the constraints on ω and Ω this is given as

Π(Q, iΩ) = 2πN(0)T
∑
ω

1

DQ2 + 2|ω|+ |Ω|
(4.1.21)

By substituting the matsubara frequency and by adding and subtracting a value
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4.1. The Cooper Instability

of
∑

1/n+ 1/2 this can be written as

Π(Q, iΩ) = N(0)

[
∞∑
n=0

1

n+ 1/2
−

∞∑
n=0

1

n+ 1/2
+

∞∑
n=0

1

n+ 1/2 + (DQ2 + |Ω|)/4πT

]

As with the clean limit, the digamma function will be introduced and the following

substitution will be used

∞∑
n=0

(
1

n+ 1/2 + (DQ2 + |Ω|)/4πT
− 1

n+ 1/2

)
= ψ

(
1

2

)
− ψ

(
1

2
+
DQ2 + |Ω|

4πT

)

The remaining summation is divergent so the limits ω = 0 → ωD/2πT will be

imposed again. This will give the same contribution as the lowest order term in

the clean case, and was derived above. This will give

Π(Q, iΩ) = N(0)

[
log

(
1.14ωD

T

)
+ ψ

(
1

2

)
− ψ

(
1

2
+
DQ2 + |Ω|

4πT

)]
(4.1.22)

and the digamma functions can be simplified as

ψ

(
1

2

)
− ψ

(
1

2
+ A

)
=

∞∑
n=0

[
1

n
− 1

n+ x+ 1/2

]
−

∞∑
n=0

[
1

n
− 1

n+ 1/2

]
=

∞∑
n=0

[
1

n+ 1/2
− 1

n+ x+ 1/2

]
(4.1.23)

In the limit A≪ n this can be given as

ψ

(
1

2

)
− ψ

(
1

2
+ A

)
≈

∞∑
n=0

x

(n+ 1/2)2
= 3ζ(3)A =

π2x

2
(4.1.24)
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4.2. Superconducting Green’s Functions

Thus, the final result for the self interaction is

Π(Q, iΩ) = N(0)

[
log

(
T

Tc

)
+
π2(DQ2 + |Ω|)

2

]
(4.1.25)

which gives the electron-electron propagator as

t(Q, iω) =
1

N(0)
[
log

(
T
Tc

)
+ π2(DQ2+|Ω|)

2

] (4.1.26)

As expected within the limitsQ,ω = 0 there is a divergence in the electron-electron

propagator and this divergence is present at the same critical temperature as in

the clean limit. The only difference in the clean to dirty limit is the coefficient of

the Q2 factor.

4.2 Superconducting Green’s Functions

Superconductivity is described by an instability at the Fermi surface due to the

creation of Cooper pairs which overcome the Coulomb repulsion [32]. Due to

the Hamiltonian containing such terms as c†k↑c
†
k↓ and ck↑ck↓ one has to consider

the off-diagonal terms ⟨ψ↑ψ↓⟩ and ⟨ψ†
↑ψ

†
↓⟩ in the Green’s function - producing the

Nambu-Gorkov function [1] as

G =

⟨
(ψ↑, ψ

†
↓)

ψ†
↑

ψ↓

⟩
=

⟨ψ↑ψ
†
↑⟩ ⟨ψ↑ψ ↓⟩

⟨ψ†
↓ψ

†
↑⟩ ⟨ψ†

↓ψ↓⟩

 (4.2.1)

The diagonal components are the usual Green’s function and it’s complex con-

jugate and the off-diagonal components are defined by the symbol ∆ - which is
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4.2. Superconducting Green’s Functions

assumed to be real and the same for both off-diagonal components

G =

 1
iω−ξk

∆

∆ 1
iω+ξk

 if T < Tc (4.2.2)

=

 1
iω−ξk

0

0 1
iω+ξk

 if T < Tc (4.2.3)

where ε corresponds to the Matsubara frequencies and ξ is the energy of the system

( k2

2m
) [22]. Dyson’s equation can be represented as

G = G0 +G0ΣG (4.2.4)

G−1 = G−1
0 − Σ (4.2.5)

where G is the ’dressed’ Green’s function and G0 is the bare Green’s function -

diagrammatically given in figure 4.3. Note that the matrices τ0, τ1, τ3 correspond

Figure 4.3 – This is the diagrammatic representation of the superconduct-
ing Green’s function

to the 2x2 Pauli matrices

τ0 =

1 0

0 1

 τ1 =

0 1

1 0

 τ3 =

1 0

0 −1

 (4.2.6)
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4.2. Superconducting Green’s Functions

and can be used to construct the 2 by 2 Green’s function. Using Dyson’s equation

and Σ = ∆τ1 then:

G−1 = iωτ0 − ξkτ3 −∆τ1 (4.2.7)

Diagrammatically one must determine the interaction vertex terms before pro-

ceeding any further. The interaction operator can be grouped as in two seperate

ways

ψ†
↑ψ↑ + ψ†

↓ψ↓ = (ψ†
↑, ψ↓)

1 0

0 −1


ψ↑

ψ†
↓

 (4.2.8)

This means that each interaction vertex should be represented with the annotation

of the pauli matrix τ3. This and the diagrammatic rules determine that

Σ = −V T
∑
ω

∑
k

τ3G(k, iω)τ3 (4.2.9)

= −V T
∑
ω

∑
k

iω + ξkτ3 −∆τ1
ξ2k + ω2 +∆2

; (4.2.10)

note the change of signs due to the anti-commutation of the Pauli matricies. Using

the usual substitution
∑

k → N(ωF )
∫
dξ and by realising that the odd terms in

ω and ξ will give a zero contribution one can write

Σ = V T
∑
ω

N(ωF )

∫ ∞

−∞
dξ

∆τ1
ξ2k + ω2 +∆2

(4.2.11)

= V T
∑
ω

N(ωF )
π∆τ1√
ω2 +∆2

(4.2.12)
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4.2. Superconducting Green’s Functions

This proves that the ansatz Σ = ∆τ1 was justified and can now be used to find the

order parameter ∆. By equating the formula above with the ansatz and cancelling

the ∆τ1 terms one is left with

1 = V TπN(ωF )
∑
ω

1√
ω2 +∆2

(4.2.13)

As usual one can write the summation as an integration at T = 0 with the Debye

frequency as the limits of integration. Since the function is even then one can

collapse the limits to 0 → ωD and cancelling the factor of 1/2 and by using simple

trigonometry this integral can be performed to give

1 = N(0)V sinh−1
(ωD

∆

)
(4.2.14)

Rearranging and by realising that experimentally 1/N(0)V << 1 one can equate

the order parameter as

∆(T = 0) ≈ 2ωD exp

(
−1

N(0)V

)
(4.2.15)

This correspond to the energy gap due to the superconducting transition. The

Nambu-Gorkov operators have reproduced the same gap equation as that calcu-

lated via the BCS Hamiltonian. As in the Normal-State diagrams, the next step is

to construct the superconducting Green’s functions with impurities which induce

a scattering time τ . This will be constructed in the next subsection before any

diagrammatic calculations will be made.
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4.3. Diagrams with impurities

4.3 Diagrams with impurities

To consider the Green’s function for a superconductor with impurities one must

use the same method as in the previous section but with an impurity scattering in

addition to a phonon mediated interaction. To calculate such a Green’s function

one must use Dyson’s equation with the diagrammatics shown in figure 4.4. The

scattering potential V is assumed to be short ranged and gaussian. This means

that ⟨V ⟩ = 0 and that the only contribution comes from pairs of scattering events

with equal but oppsoite phase shifts. Using Pauli matrices one can deduce

Figure 4.4 – Diagrammatic representation for the impurity scattered
Green’s function

G−1
0 = iωτ0 − ξτ3 −∆τ1 (4.3.1)

First one must make an ansatz for the self-energy Σ and check that it is consistent

before calculating each term explicitly. The ansatz will be

Σ = i(ω − ω̄)τ0 − (∆− ∆̄)τ1 (4.3.2)

By using Dyson’s equation G−1 = G−1
0 − Σ and cancelling each term one is left

with

G−1 = iω̄τ0 − ξτ3 − ∆̄τ1 (4.3.3)
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4.3. Diagrams with impurities

If one ignores any scattering that alters the state of the system, spin-flip scattering

for example, then the only effect will be to inflict a scattering time τ given by

Fermi’s golden rule. Using this rule one can deduce that ni|u|2 = 1
2πN(ωF )τ

where

u denotes the interaction potential. This causes the self-enegry term to become

Σ =
1

2πN(ωF )τ

∑
k

τ3G(k, iω)τ3 (4.3.4)

=
1

2πτ

∫
dξ
iω̄τ0 + ξτ3 − ∆̄τ1
−ω̄2 − ξ2 − ∆̄2

(4.3.5)

recalling that the τ3 terms correspond to the interaction verticies. The second line

is obtained by substituting in the dressed Green’s function, multiplying by the

denominator and commuting τ3 - a similar calculation was performed rigorously

in the previous section. The ξ-term in the numerator will give zero contribution

due to the function being odd. The remaining terms can be solved using a tanh

substitution. The integral can now be solved to give

Σ = − iω̄τ0 − ∆̄τ1

2τ
√
ω̄2 + ∆̄2

(4.3.6)

Substituting the ansatz for Σ one can compare the clean and dirty gap equation

and Matsubara frequencies

ω = ω̄

(
1− 1

2τ
√
ω̄2 + ∆̄2

)
(4.3.7)

∆ = ∆̄

(
1− 1

2τ
√
ω̄2 + ∆̄2

)
(4.3.8)
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4.4. Drude Calculation

This gives a very important result that

ω̄

∆̄
=
ω

∆
(4.3.9)

This implies that the critical temperature, Tc, and the gap equation, ∆, are the

same for a dirty superconductor as a clean one - note that this is only true for

impurities which do not effect the state of the system. This is known as Anderson’s

Theorem.

Now that the main properties of superconductivity have been reproduced using

diagrammatics the next step is to construct the Drude conductivity and Weak

localisation in the superconducting case. This will help to calculate the more

complicated superconducting UCF diagrams and all the results will be used to

construct a new, and more convenient, method to reproducing these calculations.

4.4 Drude Calculation

For full consistency, the electromagnetic response function for the Drude conduc-

tivity with impurities will be calculated. The current vertex is written as

kψ†
k↑ψk↑ − kψ†

−k↓ψ−k↓ = k

(
ψ†
k↑ ψ−k↓

)1 0

0 1


 ψk↑

ψ†
−k↓

 (4.4.1)

so that each current vertex will contribute a matrix element τ0. Perfoming the

usual manipulations, the Drude conductivity diagram in the dirty limit becomes
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4.4. Drude Calculation

K(Q = 0, iΩ) =
e2N(0)kF

3m2

∫
Tr

[(iω̄ + ξτ3 + ∆̄τ1)(iω̄ + iΩ + ξτ3 + ∆̄τ1)

(ξ2 +W
2
)(ξ2 +W

2

+)

]
(4.4.2)

where W
2
= ∆̄2 + ω̄2 and W

2

+ = ∆̄2 + (ω̄ + Ω)2perfoming the integral will give

K(Q = 0, iΩ) =
e2N(0)kF

3m2
T
[π(WW+ + ∆̄2 − ω̄(ω̄ + Ω)

WW+(W +W+)

]
(4.4.3)

Using the identities relating ω, ∆ → ω̄, ∆̄ we can see that (W +W+) = 1/τ which

gives the final form of the response function as

K(Q = 0, iΩ) =
πe2N(0)kF τ

m2
T
[
1 +

∆2 − ω(ω + Ω)√
∆2 + ω2

√
∆2 + (ω + Ω)2

]
(4.4.4)

The superconducting number density, ns, can be calculated by taking the limit

Ω = 0

K(Q = 0, 0) =
nse

2

m
=

2πne2τ

m
T
∑
ω

∆2

∆2 + ω2
(4.4.5)

The summation over ω can be performed by transforming the contour as shown

in figure 4.5. This will give

∑
ω

∆2

∆2 + ω2
=

∫
∆2

∆2 − z2
f(z)

dz

2πi
(4.4.6)

The only contribution will come from the two poles either side of the imaginary

axis, which can be calculated as

∫
∆2

∆2 − z2
f(z)

dz

2πi
=

∆

2
[f(−∆/2T )− f(∆/2T )]
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4.5. Superconducting Ladder calculation

Figure 4.5 – A plot of the contour needed to calculate the superconducting
Drude calculation. The poles are at ±∆ and the Matsubara poles up the
imaginary axis.

=
∆

2
tanh (∆/2T ) (4.4.7)

This can now be used to calculate the ns correction as

ns = nπ∆τ tanh (∆/2T ) (4.4.8)

4.5 Superconducting Ladder calculation

The superconducting ladder propagator is constructed as a direct product of two

2x2-matricies to give the 4x4-matrix Γαβγδ. Using this together with figure 4.6 one
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4.5. Superconducting Ladder calculation

= +

α β

γ δ

α β

γ δ

Γ Γ
0

α β

γ δ

μ σ

ν τ

Figure 4.6 – The diagrammatic expansion of the superconducting ladder
needed to calculate the correction due to weak localisation in the supercon-
ducting state.

can construct the superconducting Cooperon as

Γαβγδ = Γ0
αβγδ + ΓαµγνΠµσντΓσβτδ (4.5.1)

where

Γ0
αβγδ =

1

2πN(0)τ
(τ3)αβ(τ3)γδ (4.5.2)

and

Πµσντ =
∑
k

Gµσ(k, iω̄)Gντ (Q− k, iω̄′ + iΩ′) (4.5.3)

= N(0)

∫
(ω̄τ0 + ξkτ3 + ∆̄τ1)⊗ (ω̄′τ0 + ξQ−kτ3 + ∆̄′τ1)

(ξ2k +W
2
)(ξ2Q−k +W

′2
)

(4.5.4)

Note that ⊗ denotes the direct product given by

A⊗B =

A11 A12

A21 A22

⊗

B11 B12

B21 B22

 =



A11B11 A11B12 A12B11 A12B12

A11B21 A11B22 A12B21 A12B22

A21B11 A21B12 A22B11 A22B12

A21B21 A21B22 A22B21 A22B22


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4.5. Superconducting Ladder calculation

Using the usual expansion ξQ−K = ξk + QvFx = ξk + q, together with the intro-

duction of W =
√
∆̄2 + ω̄2 and W

′
=

√
∆̄′2 + ω̄2. The odd terms in ξk will give

zero contribution when making the usual transformation
∑

k → N(0)
∫
dξk giving

N(0)

∫
dξk

(ξk(ξk + q))τ3 ⊗ τ3 + (iω̄ + ∆̄τ1)⊗ (iω̄′ + ∆̄′τ1)

(ξ2k +W
2
)(ξ2Q−k +W

′2
)

(4.5.5)

as the only contribution. The integral can be performed by constructing the

contour around two single order poles. The next step is to take the angular average

by first performing partial fractions and then expanding to O(q2), recalling that

⟨q⟩ = QvF ⟨cosθ⟩ = 0 and ⟨q2⟩ = Q2v2F/2. This gives the final solution as

Πµσντ = 2πN(0)τI

[
τ3 ⊗ τ3 −

(iω̄ + ∆̄τ1)⊗ (iω̄′ + ∆̄′τ1)

WW
′

]
(4.5.6)

where

I =
1

2τ(W +W
′
)

[
1− v2F τ

2

3(W +W
′
)2

]
(4.5.7)

Now that the self-energy has been calculated we must use this to construct the

full superconducting ladder, given by

Γ = Γ0 + Γ0ΠΓ0 + Γ0ΠΓ0ΠΓ0 + ... (4.5.8)

The first term is simply given by

Γ0 =
1

2πN(0)τ
τ3 ⊗ τ3 (4.5.9)
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4.5. Superconducting Ladder calculation

The second term is calculated as

Γ0ΠΓ0 =
I

2πN(0)τ

[
[τ3]τ3[τ3]⊗ [τ3]τ3[τ3]−

[τ3](iω̄ + ∆̄τ1)[τ3]⊗ [τ3](iω̄
′ + ∆̄′τ1)[τ3]

WW
′

]

=
I

2πN(0)τ

[
τ3 ⊗ τ3 −

(iω̄ − ∆̄τ1)⊗ (iω̄′ − ∆̄′τ1)

WW
′

]
(4.5.10)

where the final step is constructed by commuting τ3 and the minus sign is due to

the anticommutation of τ1 and τ3. The next term in the expansion is Γ0ΠΓ0ΠΓ0

and by using the result for Γ0ΠΓ0 can be constructed as

I2

2πN(0)τ

[
τ3τ3τ3 ⊗ τ3τ3τ3 −

(iω̄ − ∆̄τ1)

W
τ3τ3 ⊗

(iω̄′ − ∆̄′τ1)

W
′ τ3τ3

− τ3
(iω̄ + ∆̄τ1)

W
τ3 ⊗ τ3

(iω̄′ + ∆̄′τ1)

W
′ τ3

+
(iω̄ − ∆̄τ1)

W

(iω̄ + ∆̄τ1)

W
τ3 ⊗

(iω̄ − ∆̄τ1)

W

(iω̄′ + ∆̄′τ1)

W
′ τ3

]

Commuting and simplifying will give

Γ0ΠΓ0ΠΓ0 =
2I2

2πN(0)τ

[
τ3 ⊗ τ3 −

(iω̄ − ∆̄τ1)⊗ (iω̄′ − ∆̄′τ1)

WW
′

]
(4.5.11)

The contribution from each term is the same except for the coefficient, which

forms a geometric series. Due to the additional Γ0 in the expansion of Γ the

τ3 ⊗ τ3 coefficients become

1 + I + 2I2 + 4I3.... = 1 +
I

1− 2I
=

1− I

1− 2I
(4.5.12)
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4.5. Superconducting Ladder calculation

and the coefficients of the term (iω̄ − ∆̄τ1)⊗ (iω̄′ − ∆̄′τ1) becomes

I + 2I2 + 4I3.... =
I

1− 2I
(4.5.13)

These geometric series terms must be simplified in order to progress and to do so

we must look back at the equations for ω̄ and ∆̄ in the dirty limit, and by squaring

and adding them we have

W +W
′
=

√
ω2 +∆2 +

√
ω′2 +∆′2 +

1

τ
=W +W ′ +

1

τ
(4.5.14)

Substituting this into the value for I and expanding to O(Q2τ) gives

I =
1

2

[
1− (DQ2 +

√
ω2 +∆2 +

√
ω′2 +∆′2)τ

]
(4.5.15)

To first order this will give

I =
1

2
(4.5.16)

and also

1− 2I = (DQ2 +
√
ω2 +∆2 +

√
ω′2 +∆′2)τ (4.5.17)

Combining these two equations will give

I

1− 2I
=

1− I

1− 2I
=

1

2(DQ2 +
√
ω2 +∆2 +

√
ω′2 +∆′2)τ

(4.5.18)
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4.6. Weak Localisation calculation

Gathering all terms together and simplifying will give the final superconducting

ladder as

Γ =
1

4πN(0)τ 2
1

DQ2 +W +W+

[
τ3 ⊗ τ3 −

(iωτ0 −∆τ1)⊗ (iω′τ0 − δ′τ1)

WW
′

]
(4.5.19)

4.6 Weak Localisation calculation

We derived the 4× 4-matrix superconducting ladder, Γαβγδ, in a previous chapter

and found that the infinite summation simplified down to a basic geometric series.

This helped to construct the full superconducting ladder as

Γ =
1

4πN(0)τ 2
1

DQ2 +W +W+

[
τ3 ⊗ τ3 −

(iω̄τ0 − ∆̄τ1)⊗ (i(ω̄ + Ω)τ0 − ∆̄τ1)

WW+

]
(4.6.1)

This can be used to calulate the superconducting number density, ns, correction to

weak localisation, shown in figure 4.7. Once again, the main contribution outside

of the superconducting ladder comes from Q→ 0.

Figure 4.7 – The diagrammatic representation of weak localisation in the
superconducting state together with the tensor form of the propagating lad-
der.
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4.6. Weak Localisation calculation

The electromagnetic response kernel is then written as

K(0, iΩ) =
−e2k2F
3m2

T
∑
ω̄,Q

∑
k

(Gk)µα(Gk)βν(G
′
k)νγ(G

′
k)δµΓαβγδ (4.6.2)

where Gk = G(k, iω̄ + iΩ) and G′
k = G(k, iω̄). Substituting in the expression for

Γ, making sure to operate the ladder verticies corectly, one is left to calculate

K(0, iΩ) =
−e2k2F
3m2

T

[
1

4πN(0)τ 2
1

DQ2 +W +W+

]
(4.6.3)

×
∑
ω̄,Q

∑
k

[
Tr{Gkτ3GkG

′
kτ3G

′
k} −

1

WW+

Tr{Gk(iω̄ − ∆̄τ1)GkG
′
k(ω̄ − ∆̄τ1)G

′
k}
]

One must now perform the k-sums seperately

∑
k

Tr{Gkτ3GkG
′
kτ3G

′
k} (4.6.4)

This summation contains the two terms Gkτ3Gk and G′
kτ3G

′
k for which τ3 needs to

commute. The Pauli commutation rule state that τατβ = iϵαβγτγ suggesting that

if two τ3s were present in each term in the summation, then the commutation will

give back the same Pauli matrix (with only a possible minus sign difference). This

will simplify the calculations and will cause the summation to remain the same,

to a possible prefactor of −1. One can now commute τ3 through each term in this

summation

Gkτ3Gk =
iω̄ + ξkτ3 + ∆̄τ1
ξ2k + ω̄2 + ∆̄2

τ3
iω̄ + ξkτ3 + ∆̄τ1
ξ2k + ω̄2 + ∆̄2

= τ3
(iω̄ + ξkτ3 − ∆̄τ1)(iω̄ + ξkτ3 + ∆̄τ1)

(ξ2k +W
2
)2

= τ3
(−ω2 + ξ2 −∆2) + 2iωξkτ3 + 2i∆ξkτ2

(ξ2k +W
2
)2
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4.6. Weak Localisation calculation

= τ3
(ξ2 −W

2
) + 2i∆ξkτ2 + 2iωξkτ3

(ξ2k +W
2
)2

and

G′
kτ3G

′
k = τ3

(ξ2 −W
′2
) + 2i∆′ξkτ2 + 2iω′ξkτ3

(ξ2k +W
′2
)2

The original summation is a product of these two terms, and by commuting the

τ3 term through, can be written as

τ3
(ξ2 −W

2
) + 2i∆ξkτ2 + 2iωξkτ3

(ξ2k +W
2
)2

τ3
(ξ2 −W

′2
) + 2i∆′ξkτ2 + 2iω′ξkτ3

(ξ2k +W
′2
)2

=
(ξ2 −W

2
)− 2i∆ξkτ2 + 2iωξkτ3

(ξ2k +W
2
)2

(ξ2 −W
′2
) + 2i∆′ξkτ2 + 2iω′ξkτ3

(ξ2k +W
′2
)2

(4.6.5)

The trace will be taken and the usual substitution
∑

k → 2N(0)
∫
dξ will be taken.

The only contribution will come from terms even in ξ which gives

∑
k

Tr{Gkτ3GkG
′
kτ3G

′
k} = 2N(0)

∫
dξ

(ξ2 −W
2
)(ξ2 −W

′2
)

(ξ2 +X2)2(ξ2 +X ′2)2
− 4ξ2k(∆̄∆̄′ − ω̄ω̄′)

(ξ2 +W
2
)2(ξ2 +W

′2
)2

= 2N(0)

∫
dξ

1

(ξ2 +X2)(ξ2 +X ′2)
− 2ξ2k(2∆̄∆̄′ − 2ω̄ω̄′ +W

2
+W

′2
)

(ξ2 +W
2
)2(ξ2 +W

′2
)2

where W =
√
ω̄2 + ∆̄2, W

′
=

√
ω̄′2 + ∆̄′2. The two integrals will now be taken

separately. The second term can be simplified by differentiating under the integral

sign, which will reduce the integral into a sum of two single order poles as oppose

to two second order poles. The simplification is
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4.6. Weak Localisation calculation

∫
dξ

2ξ2k(2∆̄∆̄′ − 2ω̄ω̄′ +W
2
+W

′2
)

(ξ2 +W
2
)2(ξ2 +W

′2
)2

=
∂

∂X ′2
∂

∂X2

∫
dξ

2ξ2k(2∆̄∆̄′ − 2ω̄ω̄′ +W
2
+W

′2
)

(ξ2 +W
2
)(ξ2 +W

′2
)

(4.6.6)

This can be solved using the residue theorem with the poles at ξ = iW and ξ = iW
′

which will give

π(2∆̄∆̄′ − 2ω̄ω̄′ +W
2
+W

′2
)

W +W
′ (4.6.7)

The second term will become,

∂

∂X ′2
∂

∂X2

π2ξ2k(2∆̄∆̄′ − 2ω̄ω̄′ +W
2
+W

′2
)

W +W
′

=
1

4WW
′
∂

∂W
′
∂

∂W

π2ξ2k(2∆̄∆̄′ − 2ω̄ω̄′ +W
2
+W

′2
)

W +W
′

= −π2ξ
2
k(2∆̄∆̄′ − 2ω̄ω̄′ +W

2
+W

′2
)

2WW
′
(W +W

′
)3

The first term will now be evaluated using partial fractions

∫
dξ

1

(ξ2 +W
2
)(ξ2 +W

′2
)
=

∫
dξ

1

(W
2 −W

′2
)

[ 1

ξ2 +W
′2 − 1

ξ2 +W
2

]
(4.6.8)

which can be solved in the UHP as

− π

WW
′
(W +W

′
)

(4.6.9)
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4.6. Weak Localisation calculation

Next we must calculate the term

∑
k

Tr{G(iω̄ − ∆̄τ1)GG
′(iω̄′ − ∆̄′τ1)G

′} (4.6.10)

The aim is to commute the (iω̄− ∆̄τ1) terms passed the Green’s functions so that

we can eliminate then from the summation, since they are independent on k. To

do this we note that we must commute through the numerator of the Green’s

function. The first step is to recognise that τ3τ1 = −τ1τ3 which gives

(iω̄ + ∆̄τ1 + ξτ3)(iω̄ − ∆̄τ1) = (iω̄ + ∆̄τ1)(iω̄ − ∆̄τ1 + ξτ3)

= (iω̄ + ∆̄τ1)τ3(iω̄ + ∆̄τ1 + ξτ3)τ3 (4.6.11)

which implies that

G(iω̄ − ∆̄τ1) = (iω̄ + ∆̄τ1)τ3Gτ3 (4.6.12)

Similarly

(iω̄′ − ∆̄′τ1)G
′ = τ3G

′τ3(iω̄
′ + ∆̄′τ1) (4.6.13)

Hence
∑

kG(iω −∆τ1)GG
′(iω −∆′τ1)G

′ now becomes

(iω̄ + ∆̄τ1)
[∑

k

Gkτ3GkG
′
kτ3G

′
k

]
(iω̄′ + ∆̄′τ1)

=
−2π

WW
′
(W +W

′
)3

[
(ω̄ω̄′−∆̄∆̄′)−WW

′
+i(ω̄∆̄′+ω̄′∆̄)τ1

][
(∆̄∆̄′−ω̄ω̄′)+i(ω̄∆̄′+ω̄′∆̄)τ1

]
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4.6. Weak Localisation calculation

And so

∑
k

Tr{G(iω̄ − ∆̄τ1)GG
′(iω̄ − ∆̄′τ1)G

′} =
−4π

(W +W
′
)3

(
WW

′
+ ω̄ω̄′ − ∆̄∆̄′

)
(4.6.14)

Therefore the full electromagnetic response function becomes,

K(0, iΩ) =
−e2k2F
3m2

T

[
1

4πN(0)τ 2
1

DQ2 +W +W ′

]
×
∑
ω̄,Q

− 4πN(0)

WW
′
(W +W

′
)3

[
−WW

′
+(ω̄ω̄′−∆̄∆̄′)

]
− 1

WW
′
−4πN(0)

(W +W
′
)3

(
−WW

′
+ω̄ω̄′−∆̄∆̄′

)
(4.6.15)

These two terms give the same contribution, and setting W +W
′
= 1/τ we get

K(0, iΩ) =
−e2k2F
3m2

T
∑
ω̄,Q

[
1

4πN(0)τ 2
1

DQ2 +W +W ′

]
×
( −8πN(0)

WW
′
(W +W

′
)3
(−WW

′
+ ω̄ω̄′ − ∆̄∆̄′)

)

=
−2e2k2F τ

3

3m2
T
∑
ω̄,Q

1

DQ2 +W +W ′

[
1 +

∆̄∆̄′ − ω̄ω̄′

WW
′

]

Using the diffusion constant D =
k2F τ3

3m2 and ω̄′ = ω̄ + Ω gives the final solution as

K(0, iΩ) = −2De2T
∑
ω̄,Q

1

DQ2 +W +W ′

(
1 +

∆̄2 − ω̄(ω̄ + Ω)

WW
′

)
(4.6.16)
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Chapter 5

NORMAL-STATE UCF

5.1 AC UCF calculation

In this section we will derive the first ,second and third order contributions to

the conductance fluctuation calculations; which corresponds to the presence of

two, three and four propagating ladders respectively. Before proceeding with any

calculations, one must construct the leading diagrams corresponding to these con-

ductance fluctuations together with any multiplicity factors. The variance is the

physical property concerned here and is defined by

Var(G) = ⟨G− ⟨G⟩⟩2 (5.1.1)

where G is the conductance which, diagrammatically, corresponds a single conduc-

tion bubble with the non-averaged impurity scatterings, shown in figure 5.1. The

diagram to calculate the variance will consist of the combination of two conduction

bubbles shown in figure 5.2 The only non-zero contribution to the variance will be

when the impurity averaging causes the impurity lines to connect both conduc-

tion bubbles (due to the subtraction of the square of the average conductance).
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5.1. AC UCF calculation

x x x x
x

xxxx
x

Figure 5.1 – The non impurity averaged Drude conductivity bubble in the
dirty regime.

x
x x x

x

x
xxx

x

x x x x x

xxxxx

Figure 5.2 – An example of the term which is present in calculating the
variance.
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5.1. AC UCF calculation

Recalling that the overall contribution will reduce by a factor of at least (kF l)
−1

if the impurity lines cross which means that they can can be ignored. The dia-

grams together with their Hikami representation and multiplicity [29] are shown

in figure 5.3 The first two diagrams have only a small contribution and do not

need to be evaluated. The remaining diagrams will be calculated individually in

the following subsections to find both the Normal-state and Superconducting-state

contributions to the mesoscopic conductance fluctuations.

5.1.1 2 ladder calculation

The electomagnetic response function for two propagating ladders will be of the

form

K =
( e

2m

)4

T
∑
ω,ω′

∑
k,k′

∑
Q

kαkβ[G
+(k)G−(k−Q)]2[G+(k′)G−(k′+Q)]2Γ(ω′+Ω′, ω)Γ(ω+Ω, ω′)

(5.1.2)

where the propagating ladders are defined as

Γ =
1

2πN(0)τ 2
1

DQ2 + |Ω|
Θ(−ω(ω + Ω)) (5.1.3)

The next step is to calculate the contribution from the momentum summations,

k, together with the coefficients from the diffusion terms. For ease, the two dif-

fusion diagrams can be re-written in Hikami representation, shown in figure 5.4.

Assuming the largest contribution comes when Q→ 0 outside of the propagating

ladders then the electromagnetic response function will be of the form
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5.1. AC UCF calculation

2 ladder- Type I

2 ladder- Type II

3 ladder- Type I

3 ladder- Type II

4 ladder- Type I

4 ladder- Type II

x4

x8

x2

x4

x8

x8

x8

Figure 5.3
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5.1. AC UCF calculation

k

k

k-Q

k-Q

k’

k’

k’+Q

k’-Q

Figure 5.4 – The Hikami box representation of the 2 ladder UCF calcula-
tion.

K = 22
∑
kk′

T
∑
ω

T
∑
ω′

∑
Q

(
ekα
m

)(
ek′β
m

)(
ekγ
m

)(
ek′δ
m

)
×G2

+(k, ω + Ω)G2
−(k, ω)G

2
+(k

′, ω′ + Ω′)G2
−(k

′, ω′)Γ(ω′, ω + Ω)Γ(ω′ + Ω′, ω)

Contracting on the current indicies and integrating out the Green’s function as

N(0)

∫
dξ[G−]m[G+]n = 2πN(0)τ

m+ n− 2

m− 1

 (−iτ)m−1(iτ)n−1 (5.1.4)

which is proved in Appendix (A) this takes the form

K = 4

(
e4v4F
d2

)
δαγδβδ(4πN(0)τ 3)2

∑
Q

T
∑
ω

T
∑
ω′

Γ(ω′, ω + Ω)Γ(ω′ + Ω′, ω)

(5.1.5)

The heaviside functions in each of the ladder propagators causes a set of four

different inequalities for the Fermion and Boson frequencies given by

ω > 0 ω + Ω > 0 ω′ < 0 ω′ + Ω′ < 0 (5.1.6)

ω > 0 ω + Ω < 0 ω′ > 0 ω′ + Ω′ < 0 (5.1.7)
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5.1. AC UCF calculation

ω < 0 ω + Ω > 0 ω′ < 0 ω′ + Ω′ > 0 (5.1.8)

ω < 0 ω + Ω < 0 ω′ > 0 ω′ + Ω′ > 0 (5.1.9)

Equation (5.1.7), in this case, can be ignored as it corresponds to negative Boson

frequencys Ω and Ω′ which means that the inequalities (5.1.6),(5.1.8) and (5.1.9)

need only be considered. Given the inequality (5.1.6) this will give

Γ(ω′, ω+Ω)Γ(ω′+Ω′, ω) ∝ T
∑
ω>0

T
∑

ω′<−Ω′

1

DQ2 + ω + Ω− ω′
1

DQ2 + ω − ω′ − Ω′

(5.1.10)

For consistency the limits on the summations should be transformed using the

substitution ω′ → −(ω′ + Ω′) to give the final solution as

Γ(ω′, ω+Ω)Γ(ω′+Ω′, ω) ∝ T
∑
ω>0

T
∑
ω′>0

1

DQ2 + ω + ω′
1

DQ2 + ω + Ω′ + ω′ + Ω′

(5.1.11)

The inequality (5.1.9) will give the same contribution as (5.1.6) but the contribu-

tion from inequality (5.1.8) is more complicated and will be shown rigorously.

Γ(ω′, ω+Ω)Γ(ω′+Ω′, ω) ∝ T
∑

0>ω>Ω

T
∑

0>ω′>Ω′

1

DQ2 + ω + Ω− ω′
1

DQ2 − ω + ω′ + Ω′

∝ T
∑

0<ω<Ω

T
∑

0<ω′<Ω′

1

DQ2 − ω + Ω+ ω′
1

DQ2 + ω − ω′ + Ω′

Using partial fractions this can be written as

1

2DQ2 + Ω+ Ω′T
∑

0<ω<Ω

T
∑

0<ω′<Ω′

[ 1

DQ2 − ω + Ω+ ω′ +
1

DQ2 + ω − ω′ + Ω′

]
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5.1. AC UCF calculation

Making the substitution Ω− ω → ω and Ω′ − ω′ → ω′ and equating will give

2

2DQ2 + Ω+ Ω′T
∑

0<ω<Ω

T
∑

0<ω′<Ω′

1

DQ2 + ω + ω′ (5.1.12)

For consistency the limits of the summation need to be transformed which will

generate

2

2DQ2 + Ω+ Ω′T
∑
ω>0

T
∑
ω′>0

[ 1

DQ2 + ω + ω′ −
1

DQ2 + ω + Ω+ ω′

− 1

DQ2 + ω + ω′ + Ω′ +
1

DQ2 + ω + Ω+ ω′ + Ω′

]
(5.1.13)

To construct the full 2 ladder type-I contribution then we also need to be consider

the inequalities

ω, ω + Ω > 0 ω′, ω′ − Ω′ < 0 (5.1.14)

ω, ω + Ω < 0 ω′, ω′ − Ω′ > 0 (5.1.15)

which will give the same result as

T
∑
ω>0

T
∑
ω′>0

1

DQ2 + ω + Ω+ ω′
1

DQ2 + ω + ω′ + Ω′ (5.1.16)

Therefore the full 2 ladder Type-I contribution will be of the form

K = 16e4D2δαγδβδ
∑
Q

2

2DQ2 + Ω+ Ω′T
∑
ω>0

T
∑
ω′>0

[ 1

DQ2 + ω + ω′

− 1

DQ2 + ω + Ω+ ω′ −
1

DQ2 + ω + ω′ + Ω′ +
1

DQ2 + ω + Ω+ ω′ + Ω′

]

91



5.1. AC UCF calculation

+ 16e4D2δαδδβγ
∑
Q

T
∑
ω>0

T
∑
ω′>0

2

DQ2 + ω + ω′
1

DQ2 + ω + Ω+ ω′ + Ω′

+ 16e4D2δαδδβγ
∑
Q

T
∑
ω>0

T
∑
ω′>0

1

DQ2 + ω + Ω+ ω′
1

DQ2 + ω + ω′ + Ω′

(5.1.17)

5.1.2 2 ladder-Type II

The next diagram to calculate is once again shown in figure (5.3) and frequency

inequalities will be

ω < 0 ω + Ω > 0 ω′ > 0 ω′ + Ω′ > 0 (5.1.18)

ω < 0 ω + Ω < 0 ω′ > 0 ω′ + Ω′ > 0 (5.1.19)

ω > 0 ω + Ω > 0 ω′ < 0 ω′ + Ω′ < 0 (5.1.20)

ω > 0 ω + Ω > 0 ω′ < 0 ω′ + Ω′ > 0 (5.1.21)

Each of the two Hikami boxes will contribute a factor of 2πN(0)τ 3 but the correct

prefactor must be evaluated for each frequency combination. This is due to the fact

that adding an extra impurity line at certain positions will contribute to leading

order; the extra Hikami box will contribute an extra factor of 2πN(0)τ which will

cancel with the impurity line contribution of 1/2πN(0)τ . To emphasise this point

the contribution from the first inequality will be rigorously calculated, and the

results for the remaining factors will be stated in sequential order. Integrating out

the Green’s functions and contracting on the current verticies will give the general
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5.1. AC UCF calculation

contribution of

K = 8

(
e4v4F
d2

)
δαβδγδ(2πN(0)τ 3)2

∑
Q

T
∑
ω

T
∑
ω′

Γ(ω′, ω)Γ(ω′, ω) (5.1.22)

The inequality (5.1.18) has leading order contributions with Hikami representation

shown in figure 5.5 The overall factor will need to be calculated for each of the

(a) (b)

-

-

+ + +-

+

+

+-

+

+

-

-

+ +

-

-
Top Loop Bottom Loop Top Loop Bottom Loop

Figure 5.5 – (a) The Hikami representation of the 2 ladder Type-II con-
tribution. (b) includes an additional non-crossing impurity scatterer which
will give a diagram of the same order as (a)

two leading order representations using the formula

N(0)

∫
dξ[G−]m[G+]n = 2πN(0)τ

m+ n− 2

m− 1

 (−iτ)m−1(iτ)n−1 (5.1.23)

The top loop from figure 5.5(a) will give a factor of

2πN(0)τ

2

1

 (−iτ)(iτ) = 2× [2πN(0)τ 3] (5.1.24)
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5.1. AC UCF calculation

and the bottom loop will give a factor of

2πN(0)τ

2

0

 (−iτ)0(iτ)2 = −1× [2πN(0)τ 3] (5.1.25)

The top loop from figure 5.5(b) is slightly different due to there being two ’seper-

ate’ components either side of the single impurity line. Including the factor of

1/2πN(0)τ from the single impurity line, this will give a factor of

(2πN(0)τ)2

2πN(0)τ

1

1


1

1

 (−iτ)1+1(iτ)0+0 = −1× [2πN(0)τ 3] (5.1.26)

and the bottom loop is the same as for figure 5.5(a). Therefore the overall factor

will be

(2− 1)× (−1)[2πN(0)τ 3]2 (5.1.27)

which is

−(2πN(0)τ 3)2 (5.1.28)

With the substitution ω → −ω the contribution can be evaluated as

−(2πN(0)τ 3)2T
∑
ω>0

∑
ω′>0

[
1

(DQ2 + ω + ω′)2
− 1

(DQ2 + ω + Ω+ ω′)2

]
(5.1.29)

However, the inequality (5.1.19) will give a different contribution from taking the

k-summation. The diagram cannot have a single impurity line which means that

the Hikami box can only be represented as shown in figure 5.5(a). The overall
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5.1. AC UCF calculation

factor will therefore be given as

+(2πN(0)τ 3)2 (5.1.30)

and will be the same overall factor as for inequality (5.1.20).

The full 2 ladder Type-II contribution, including the contributions from the

additional impurity line, is given by

K = 8e4D2δαβδγδ
∑
Q

T
∑
ω>0

T
∑
ω′>0

[ 1

(DQ2 + ω + ω′)2
− 1

(DQ2 + ω + Ω+ ω′)2

− 1

(DQ2 + ω + ω′ + Ω′)2
+

1

(DQ2 + ω + Ω+ ω′ + Ω′)2

]

+ 8e4D2δαβδγδ
∑
Q

T
∑
ω>0

T
∑
ω′>0

[ −1

(DQ2 + ω + ω′)2
+

1

(DQ2 + ω + Ω+ ω′)2

+
1

(DQ2 + ω + ω′ + Ω′)2
+

3

(DQ2 + ω + Ω+ ω′ + Ω′)2

]
(5.1.31)

5.1.3 3 ladder calculation

The 3 ladder Type-I contributions will consist of the diagram in figure (5.3). The

electromagnetic response function for this diagram will be of the form

K =
( e
m

)4

T
∑
Q

∑
k,k′,k′′

∑
ω,ω′

(k +Q)α [G+(k +Q)]2G−(k)

k′′γG
+(k′′ + q)[G−(k′′ +Q)]2k′βk

′
γ[G

+(k′)G−(k′)]2

Γ(ω, ω′)Γ(ω + Ω, ω′)Γ(ω, ω′ + Ω) (5.1.32)
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5.1. AC UCF calculation

The k-summation can be transformed and solved as

∑
k

(k +Q)α[G
+(k +Q)]2G−(k) =

∑
k

kα

(
−k.Q
m

)
[G+(k)G−(k)]2

= −ev
2
F

d
Qα(4πN(0)τ 3) (5.1.33)

and the k′ and k′′-summations can be solved with a similar method to give

K =
−4e4D2

d
δαγδβδ(4πN(0)τ 3)3

∑
Q

T
∑
ω

T
∑
ω′

DQ2Γ(ω, ω′)Γ(ω + Ω, ω′)Γ(ω, ω′ + Ω)

Due to the Heaviside functions in the ladder functions Γ there are only 2 possible

inequalities to evaluate which are given by

ω > 0 ω + Ω > 0 ω′ < 0 ω′ + Ω′ < 0

ω < 0 ω + Ω < 0 ω′ > 0 ω′ + Ω′ > 0 (5.1.34)

The inequality (5.1.34) will give the form of Γ(ω, ω′)Γ(ω + Ω, ω′)Γ(ω, ω′ + Ω) as

proportional to

T
∑
ω>0

T
∑

ω′<−Ω′

1

DQ2 + ω + Ω− ω′
1

DQ2 + ω − ω′
1

DQ2 + ω − ω′ − Ω′ (5.1.35)

and by making the transformation ω′ → −(ω′ + Ω) this will give

T
∑
ω>0

T
∑
ω′>0

1

DQ2 + ω + ω′
1

DQ2 + ω + ω′ + Ω′
1

DQ2 + ω + ω′ + Ω+ Ω′ (5.1.36)
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5.1. AC UCF calculation

The remaining inequality (5.1.34) will give Γ(ω, ω′)Γ(ω + Ω, ω′)Γ(ω, ω′ + Ω) as

proportional to

T
∑
ω<−Ω

T
∑
ω′>0

1

DQ2 − ω − Ω + ω′
1

DQ2 − ω + ω′
1

DQ2 − ω + ω′ + Ω′ (5.1.37)

and by making the transformation ω → −(ω + Ω) this will give

T
∑
ω>0

T
∑
ω′>0

1

DQ2 + ω + ω′
1

DQ2 + ω + ω′ + Ω

1

DQ2 + ω + ω′ + Ω+ Ω′ (5.1.38)

The remaining contributions will be the 3 diagrams which are ’rotations’ of this

one and 4 diagrams corresponding to the inequalities corresponding to ω′ − Ω′

which can be calculated using a very similar technique. This will give the overall

3-ladder Type-I contribution as

−128e4D2

d
δαγδβδ

∑
Q

T
∑
ω>0

T
∑
ω′>0

[
DQ2

A(ω, ω′)(A(ω, ω′) + Ω)(A(ω, ω′) + Ω + Ω′)
+

DQ2

A(ω, ω′)(A(ω, ω′) + Ω′)(A(ω, ω′) + Ω + Ω′)

]

−128e4D2

d
δαδδβγ

∑
Q

T
∑
ω>0

T
∑
ω′>0

[
DQ2

A(ω, ω′)(A(ω, ω′) + Ω)(A(ω, ω′) + Ω′)
+

DQ2

A(ω, ω′) + Ω)(A(ω, ω′) + Ω′)(A(ω, ω′) + Ω + Ω′)

]
(5.1.39)

where

A(ω, ω′) = DQ2 + ω + ω′ (5.1.40)
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5.1. AC UCF calculation

The 3-ladder Type-II contribution is shown in figure (5.3) and will also consist

of 8 diagrams which correspond to 2 rotations each with 4 combinations of ω ±Ω

and ω ± Ω to give

−64e4D2

d
δαβδγδ

∑
Q

T
∑
ω>0

T
∑
ω′>0

[
DQ2

(A(ω, ω′) + Ω + Ω′)2(A(ω, ω′) + Ω)

+
DQ2

(A(ω, ω′) + Ω)2(A(ω, ω′) + Ω + Ω′)

+
DQ2

(A(ω, ω′) + Ω + Ω′)2(A(ω, ω′) + Ω′)

+
DQ2

(A(ω, ω′) + Ω′)2(A(ω, ω′) + Ω + Ω′)

]
(5.1.41)

5.1.4 4 ladder calculation

The 4 ladder contribution is shown in figure (5.3) and consists of 4 seperate dia-

grams corresponding to 2 rotations. The contributions will give the electromag-

netic response function as

K = 8
e4D2

d(d+ 2)
(δαβδγδ + δαγδβδ + δαδδβγ)(4πN(0)τ 3)4∑

Q

T
∑
ω

T
∑
ω′

(DQ2)2Γ(ω, ω′)Γ(ω + Ω, ω′)Γ(ω, ω′ + Ω)Γ(ω + Ω, ω′ + Ω)

(5.1.42)

In the limit ω > 0, ω+Ω > 0, ω′ < 0, ω′ +Ω′ < 0 the ladder functions will become

T
∑
ω>0

T
∑

ω′<−Ω′

1

DQ2 + ω + Ω− ω′
1

(DQ2 + ω − ω′)2
1

DQ2 + ω − ω′ − Ω′
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5.2. UCF calculations in the DC limit

and by making the transformation ω′ → −(ω′ + Ω′) this will give the final result

as

T
∑
ω>0

T
∑
ω′>0

1

DQ2 + ω + ω′
1

(DQ2 + ω + ω′ + Ω′)2
1

DQ2 + ω + ω′ + Ω+ Ω′

The other 4 ladder diagrams can be calculated using a very similar method to give

the final 4 ladder contribution as

128e4D2

d(d+ 2)
(δαβδγδ + δαγδβδ + δαδδβγ)

∑
Q

T
∑
ω>0

T
∑
ω′>0

[
(DQ2)2

A(ω, ω′)2(A(ω, ω′) + Ω)(A(ω, ω′) + Ω′)

+
(DQ2)2

(A(ω, ω′) + Ω + Ω′)2(A(ω, ω′) + Ω)(A(ω, ω′) + Ω′)

+
(DQ2)2

A(ω, ω′)(A(ω, ω′) + Ω)2(A(ω, ω′) + Ω + Ω′)

+
(DQ2)2

A(ω, ω′)(A(ω, ω′) + Ω′)2(A(ω, ω′) + Ω + Ω′)

+
2(DQ2)2

A(ω, ω′)(A(ω, ω′) + Ω)(A(ω, ω′) + Ω′)(A(ω, ω′) + Ω + Ω′)

]
(5.1.43)

5.2 UCF calculations in the DC limit

The ns correction to the conductivity due to mesoscopic fluctuations only requires

the DC-limit of the UCF calculation. This section will begin with the calculation

of the normal state DC fluctuations where it will be shown that a large number of

diagrams will cancel. To simplify matters, these diagrams will be denoted as Right

and Wrong-sign terms and the cancellations will be explained more thoroughly in

the the second subsection of this chapter.
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5.2. UCF calculations in the DC limit

5.2.1 DC calculations

The DC-limit can be calculated by taking the O(ΩΩ′) contribution of the AC

calculation - noting that the O(1), O(Ω) and O(Ω′) will give zero contribution in

the normal state as this will imply the presence of a superfluid state. To O(ΩΩ′)

the full 2-ladder contribution can be calculated as

16e4D2
∑
Q

T
∑
ω>0

T
∑
ω′>0

[
1

DQ2(DQ2 + ω + ω′)3
+

18

(DQ2 + ω + ω′)4

]
(5.2.1)

where the first term comes only from the 2-ladder Type-I diagrams and the second

term comes from a combination of the 2-ladder Type-I and Type-II diagrams.

The first term in the square brackets will be evaluated last and the second term

can be split up as

3

(DQ2 + ω + ω′)4
+

15

(DQ2 + ω + ω′)4
(5.2.2)

the reason for this will become clearer, and will be explained in detail after the

integrals of each of the terms in the 3 and 4 ladder will be calculated. The d-

dimensional integral identity

∫
ddx

(x2)α

(x2 + a2)β
= πd/2ad+2α−2βΓ(α+ d/2)Γ(β − α− d/2)

Γ(d/2)Γ(β)
(5.2.3)

where Γ(x) is the usual gamma function

Γ(x) =

∫ ∞

0

tx−1e−tdt (5.2.4)
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5.2. UCF calculations in the DC limit

The second term in (5.2.2) can now be written as

240e4D2T
∑
ω>0

T
∑
ω′>0

πd/2

(
ω + ω′

D

)d/2−4
Γ(4− d/2)

3!
(5.2.5)

where the substitution Γ(4) = 3!.

To O(ΩΩ′) the full 3-ladder contribution can be calculated as

−128e4D2

d

∑
Q

T
∑
ω>0

T
∑
ω′>0

24DQ2

(DQ2 + ω + ω′)5
(5.2.6)

Using identity (5.2.3) this can be rewritten as

−3072e4D2

d
T
∑
ω>0

T
∑
ω′>0

πd/2

(
ω + ω′

D

)d/2−4
Γ(1 + d/2)Γ(4− d/2)

Γ(d/2)Γ(5)
(5.2.7)

This looks familiar to the 2-ladder term calculated previously except for Γ(1+d/2)

term in the numerator which can be simplified using integration by parts

Γ(1 + d/2) =

∫ ∞

0

td/2e−tdt =
−td/2

et

∣∣∣∣∣
t=∞

t=0

+
d

2
Γ(d/2) (5.2.8)

It is obvious that the limits involving the first term in this expression will be zero

as the term in the denominator grows exponentially larger that of the numerator

when t→ ∞. This will give the 3-ladder contribution as

−3072e4D2

d
T
∑
ω>0

T
∑
ω′>0

πd/2

(
ω + ω′

D

)d/2−4
d

2

Γ(4− d/2)

4!
(5.2.9)
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5.2. UCF calculations in the DC limit

To O(ΩΩ′) the full 4-ladder contribution can be calculated as

128e4D2

d(d+ 2)

∑
Q

T
∑
ω>0

T
∑
ω′>0

30(DQ2)2

(DQ2 + ω + ω′)6
(5.2.10)

Using identity ( 5.2.3 this can be rewritten as

3840e4D2

d(d+ 2)
T
∑
ω>0

T
∑
ω′>0

πd/2

(
ω + ω′

D

)d/2−4
Γ(2 + d/2)Γ(4− d/2)

Γ(d/2)Γ(6)
(5.2.11)

which also looks similar to the 2-ladder and 3-ladder contributions. As before,

Γ(2 + d/2) can be simplified using the integration by parts method as

Γ(2 + d/2) =

∫ ∞

0

t1+d/2e−tdt =

[
−t1+d/2

et

]∞
0

+ (1 + d/2)Γ(1 + d/2)

= (1 + d/2)(d/2)Γ(d/2) (5.2.12)

where the final line uses the substitution of Γ(1+d/2) derived previously together

with the use of L’Hopital’s rule to evaluate the e−t term as zero. This will give

the final 4-ladder contribution as

3840e4D2

d
T
∑
ω>0

T
∑
ω′>0

πd/2

(
ω + ω′

D

)d/2−4

(1 + d/2)(d/2)
Γ(4− d/2)

5!
(5.2.13)

Combining all of these terms will give

e4D2πd/2

Γ(4− d/2)

(
ω + ω′

D

)d/2−4

T
∑
ω>0

T
∑
ω′>0

[
240

3!
− 3072

2(4!)
+

11520

4(5!)

]
= 0 (5.2.14)

which is valid in all dimensions. This shows that the only contribution in the DC
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5.2. UCF calculations in the DC limit

limit comes from the contributions in the 2-ladder calculation

16e4D2
∑
Q

T
∑
ω>0

T
∑
ω′>0

[
1

DQ2(DQ2 + ω + ω′)3
+

3

(DQ2 + ω + ω′)4

]
(5.2.15)

The first term can be solved using integration by parts as

∫ ∞

−∞

1

DQ2(DQ2 + ω + ω′)3
ddQ = −

∫ ∞

−∞

2

(DQ2 + ω + ω′)4
ddQ (5.2.16)

This gives the full contribution as

16e4D2T
∑
ω>0

T
∑
ω′>0

1

V

∫ ∞

−∞

1

(DQ2 + ω + ω′)4
ddQ (5.2.17)

where V is the volume of the system. Using the identity given in ( 5.2.3) this can

be calculated as

16πd/2e4D2Γ(4− d/2)

3!V (2π)d
T
∑
ω>0

T
∑
ω′>0

(
ω + ω′

D

)d/2−4

(5.2.18)

and the volume of the system will be given by V = (L/Lϕ)
d where Lϕ =

√
Dτ .

The summations can be solved in integral form which give

δg2 ∝ 0.537e4

~2
for d = 1

∝ 0.752e4

~2
for d = 2

∝ 0.909e4

~2
for d = 3 (5.2.19)

which proves that the fluctuations
√
δg2 is of order e2

h
at zero temperature.
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5.2. UCF calculations in the DC limit

5.2.2 Right and Wrong-sign contributions

In calculating the full AC calculation there were 4 inequalities in the frequencies

to take into account and these will be labelled as follows

ω > 0 ω + Ω > 0 ω′ < 0 ω′ + Ω′ < 0

ω < 0 ω + Ω < 0 ω′ > 0 ω′ + Ω′ > 0

}
”Wrong-Sign” (5.2.20)

ω > 0 ω + Ω < 0 ω′ > 0 ω′ + Ω′ < 0

ω < 0 ω + Ω > 0 ω′ < 0 ω′ + Ω′ > 0

}
”Right-Sign” (5.2.21)

By using this grouping it can be seen that the terms cancelling each other in

( 5.2.14) all come from the wrong-sign contributions. This is why the second

term in ( 5.2.1) was split up into 2 contributions which represented the Right and

Wrong-sign terms. This is an important result as many research papers state that

the AC results can be derived from that of the DC case. This is untrue due to the

Wrong-sign cancellations which means that a lot of the AC information is ’lost’

when transforming into the DC limit.
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Chapter 6

SUPERCONDUCTING UCF

The aim of this calculation is to find the ns correction due to mesoscopic fluctua-

tions. This requires the UCF diagrams to be calculated with the superconducting

Green’s functions together with the superconducting ladder , with all its possible

combinations. The motivation of this calculation means that the only contribution

to be evaluated will be in the limit Q,Ω = 0. The diagrams to be calculated are

diagrammatically the same as in the normal case, shown previously in figure 5.3.

The set of diagrams have been separated into two types; Type-I and Type-II which

are labelled correspondingly in figure 5.3. A given diagram will then be split up

into the corresponding terms representing the different vertex contributions from

the superconducting ladder. In the main text, the Type-I: 2 ladder calculation will

be shown rigorously but the further calculations will only show the main results.

Note that the full results will be shown in the appendix.
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6.1. 2 ladder calculation

6.1 2 ladder calculation

6.1.1 2 Ladder calculation - Type-I

The diagram to be calculated is the third diagram shown in figure 5.3 but, due to

the superconducting ladder, will have 4 seperate terms corresponding to

τ3 ⊗ τ3, τ3 ⊗ ˜̄ω, ˜̄ω ⊗ τ3 and ˜̄ω ⊗ ˜̄ω (6.1.1)

where the notation ˜̄ω = (iω̄ − ∆̄τ1)/W . The labeling will start from the upper-

most vertex and will sequentially run clockwise. The superconducting ladder was

calculated in a previous section but is rewritten for the readers convenience as

Γ =
1

4πN(0)τ 2
1

DQ2 +W +W ′

[
τ3 ⊗ τ3 −

(iω̄τ0 − ∆̄τ1)⊗ (i(ω̄ + Ω)τ0 − ∆̄τ1)

WW
′

]
(6.1.2)

Note that the factors of 1
4πN(0)τ2

1
DQ2+W+W ′ will be initially omitted from the cal-

culations including the factors of 2 that will arise from taking each trace, but will

be included in the final result.

• τ3 ⊗ τ3 term

The full contributon will be a product of the individual traces of the inner and

outer loop and so will be calculated independently before the full contribution is

constructed.

The outer loop contribution from the the diagram in figure 6.1 can be written
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6.1. 2 ladder calculation

ω Δ,

ω Δ,

ω’ Δ’,

k k’

k’

k’

k’

k

k

k

τ3

τ3

Figure 6.1 – The 2 ladder τ ⊗ τ contribution to the superconducting UCF
calculation.

as

G(k, ω̄)τ3G(k
′, ω̄)G(k′, ω̄)τ3G(k, ω̄) (6.1.3)

Using the superconducting Green’s function, and making sure to multiply through

by the conjugate of the denominator as to remove the matrix contribution in the

denominator this leaves

iω̄ + ξτ3 + ∆̄τ1
ω̄2 + ξ2 + ∆̄2

τ3
iω̄ + ξ′τ3 + ∆̄τ1
ω̄2 + ξ′2 + ∆̄2

iω̄ + ξ′τ3 + ∆̄τ1
ω̄2 + ξ′2 + ∆̄2

τ3
iω̄ + ξτ3 + ∆̄τ1
ω̄2 + ξ2 + ∆̄2

(6.1.4)

Next we must commute τ3 through until it acts upon the other τ3 to give the

identity. This will give us

iω̄ + ξτ3 + ∆̄τ1
ω̄2 + ξ2 + ∆̄2

iω̄ + ξ′τ3 − ∆̄τ1
ω̄2 + ξ′2 + ∆̄2

iω̄ + ξ′τ3 − ∆̄τ1
ω̄2 + ξ′2 + ∆̄2

iω̄ + ξτ3 + ∆̄τ1
ω̄2 + ξ2 + ∆̄2

(6.1.5)

Multiplying out the numerators and by making the substitution W =
√
∆̄2 + ω̄2
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6.1. 2 ladder calculation

and W
′
=

√
∆̄′2 + ω̄′2

(
[ξξ′ −W

2
]− i∆τ2(ξ + ξ′) + iω̄τ3(ξ + ξ′)

)(
[ξξ′ −W

2
] + i∆τ2(ξ + ξ′) + iω̄τ3(ξ + ξ′)

)
(ξ2 +W

2
)2(ξ′2 +W

2
)2

=
(ξξ′ −W

2
)2 + (∆̄2 − ω̄2)(ξ + ξ′)2 + 2iω̄∆̄τ1(ξ + ξ′)2 + 2iω̄τ3(ξ + ξ′)(ξξ′ −W

2
)

(ξ2 +W
2
)2(ξ′2 +W

2
)2

(6.1.6)

This will lead us to the solution of the outer loop, which we will define as I1 for

later convenience

I1 =
(ξξ′ −W

2
)2 + (∆̄2 − ω̄2)(ξ + ξ′)2 + 2iω̄∆̄τ1(ξ + ξ′)2 + 2iω̄τ3(ξ + ξ′)(ξξ′ −W

2
)

(ξ2 +W
2
)2(ξ′2 +W

2
)2

(6.1.7)

Now we must take the trace of the inner and outer loop seperately which will give

the overall outer loop contribution of

[ξξ′ −W
2
]2 + (∆̄2 − ω̄2)(ξ + ξ′)2

(ξ2 +W
2
)2(ξ′2 +W

2
)2

(6.1.8)

The next step is to calculate the contribution from the outer loop which can be

written as

G(k′, ω̄′)τ3G(k, ω̄
′)G(k, ω̄′)τ3G(k

′, ω̄′) (6.1.9)

Once again, this can be given as

iω̄′ + ξ′τ3 + ∆̄′τ1

ω̄′2 + ξ′2 + ∆̄′2
τ3
iω̄′ + ξτ3 + ∆̄′τ1

ω̄′2 + ξ2 + ∆̄′2
iω̄′ + ξτ3 + ∆̄′τ1

ω̄′2 + ξ2 + ∆̄′2
τ3
iω̄′ + ξ′τ3 + ∆̄′τ1

ω̄′2 + ξ′2 + ∆̄′2
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6.1. 2 ladder calculation

In a similar way to the outer loop, this can be evaluated to give

I2 =
(ξξ′ −W

′2
)2 + (∆̄′2 − ω̄′2)(ξ + ξ′)2 + 2iω̄′∆̄′τ1(ξ + ξ′)2 + 2iω̄′τ3(ξ + ξ′)(ξξ′ −W

′2
)

(ξ2 +W
′2
)2(ξ′2 +W

′2
)2

(6.1.10)

which has been denoted as I2 for later convenience. Taking the trace this will give

the overall inner loop solution of

[ξξ′ −W
′2
]2 + (∆̄′2 − ω̄′2)(ξ + ξ′)2

(ξ2 +W
′2
)2(ξ′2 +W

′2
)2

(6.1.11)

Now we must calculate the total contribution from the inner and outer loop con-

tribution. It must be noted that we will be integrating with respect to ξ and ξ′

which means that only the even terms will give a non-zero integral, but this will

be implemented later. The full τ3 ⊗ τ3 contribution will be from the product of

the inner and outer loop contributions which will give

[
(ξξ′ −W

2
)2 + (∆̄2 − ω̄2)(ξ + ξ′)2

][
(ξξ′ −W

′2
)2 + (∆̄′2 − ω̄′2)(ξ + ξ′)2

]
(ξ2 +W

2
)2(ξ2 +W

′2
)2(ξ′2 +W

2
)2(ξ′2 +W

′2
)2

(6.1.12)

• τ3 ⊗ (iω̄ − ∆̄τ1) term

The next diagram to calculate is shown in figure 6.2 and, once again, we will

be calculating the inner and outer loop seperately before combining the result.

The outer loop contribution is given by

G(k, ω̄)τ3G(k
′, ω̄)G(k′, ω̄)

(iω̄ − ∆̄τ1)

W
G(k, ω̄) (6.1.13)
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ω Δ,

ω Δ,

ω’ Δ’,

k k’

k’

k’

k’

k

k

k

τ3

i - τω Δ
1

Figure 6.2 – The 2 ladder τ ⊗ ω̃ contribution to the superconducting UCF
calculation.

Substituting the full Green’s functions one is given

iω̄ + ξτ3 + ∆̄τ1
ω̄2 + ξ2 + ∆̄2

τ3
iω̄ + ξ′τ3 + ∆̄τ1
ω̄2 + ξ′2 + ∆̄2

iω̄ + ξ′τ3 + ∆̄τ1
ω̄2 + ξ′2 + ∆̄2

(iω̄ − ∆̄τ1)

W

iω̄ + ξτ3 + ∆̄τ1
ω̄2 + ξ2 + ∆̄2

(6.1.14)

In a previous section we proved that (iω̄ − ∆̄τ1)G = τ3Gτ3(iω̄ + ∆̄τ1). This result

can be used to commute (iω̄ − ∆̄τ1) to passed the Green’s function (to the right)

which will give

iω̄ + ξτ3 + ∆̄τ1
ω̄2 + ξ2 + ∆̄2

τ3
iω̄ + ξ′τ3 + ∆̄τ1
ω̄2 + ξ′2 + ∆̄2

iω̄ + ξ′τ3 + ∆̄τ1
ω̄2 + ξ′2 + ∆̄2

τ3
iω̄ + ξτ3 + ∆̄τ1
ω̄2 + ξ2 + ∆̄2

τ3
(iω̄ + ∆̄τ1)

W

(6.1.15)

This can now be related back to the function I1 as

I1τ3
(iω̄ + ∆̄τ1)

W
(6.1.16)
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6.1. 2 ladder calculation

Expanding out term by term and taking the trace will give

[−2ω̄2(ξ + ξ′)(ξξ′ −W
2
)]/W

(ξ2 +W
2
)2(ξ′2 +W

2
)2

(6.1.17)

The inner loop contribution will now be calculated as

G(k′, ω̄′)τ3G(k, ω̄
′)G(k, ω̄′)

(iω̄′ − ∆̄′τ1)

W
′ G(k′, ω̄′) (6.1.18)

Once again, this can be reduced down to the form

I2τ3
(iω̄′ + ∆̄′τ1)

W
′ (6.1.19)

The trace can be taken which will give

[−2ω̄′2(ξ + ξ′)(ξξ′ −W
′2
)]/W

′

(ξ2 +W
′2
)2(ξ′2 +W

′2
)2

(6.1.20)

Combining the inner and outer loop contribution, we are left with

[4ω̄2ω̄′2(ξ + ξ′)2(ξξ′ −W
2
)(ξξ′ −W

′2
)/WW

′
]

(ξ2 +W
2
)2(ξ2 +W

′2
)2(ξ′2 +W

2
)2(ξ′2 +W

′2
)2

(6.1.21)

• (iω̄ − ∆̄τ1)⊗ τ3 term

The next calulation is the contribution from the (iω̄ − ∆̄τ1) ⊗ τ3 term in the

superconducting ladder, which will give the diagram shown in figure 6.3.
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ω Δ,

ω Δ,

ω’ Δ’,

k k’

k’

k’

k’

k

k

k
τ3

i - τω Δ
1

Figure 6.3 – The 2 ladder ω̃⊗ τ contribution to the superconducting UCF
calculation.

The outer loop contribution will be

G(k, ω̄)
(iω̄ − ∆̄τ1)

W
G(k′, ω̄)G(k′, ω̄)τ3G(k, ω̄) (6.1.22)

As for the previous calculation, this can be commuted to give the result

iω̄ +∆τ1

W
τ3I1 (6.1.23)

Due to the trace being invariant under cyclic permutations and that I1 does not

contain any τ2 components; this contribution is equal to the outer loop of the

τ3 ⊗ (iω̄ − ∆̄τ1) term, given as

[−2ω̄2(ξ + ξ′)(ξξ′ −W
2
)]/W

(ξ2 +W
2
)2(ξ′2 +W

2
)2

(6.1.24)
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6.1. 2 ladder calculation

Now, the inner loop must be considered, and is written as

G(k′, ω̄′)
(iω̄′ − ∆̄′τ1)

W
′ G(k, ω̄′)G(k, ω̄′)τ3G(k

′, ω̄′) (6.1.25)

Commuting through, this can be related back to the expression I2 as

iω̄′ +∆′τ1

W
′ τ3I2 (6.1.26)

This will also given the same result as that of the inner loop from the τ3⊗(iω̄−∆̄τ1)

term. Therefore, the full contribution will become

[4ω̄2ω̄′2(ξ + ξ′)2(ξξ′ −W
2
)(ξξ′ −W

′2
)/WW

′
]

(ξ2 +W
2
)2(ξ2 +W

′2
)2(ξ′2 +W

2
)2(ξ′2 +W

′2
)2

(6.1.27)

• (iω̄ − ∆̄τ1)⊗ (iω̄ − ∆̄τ1) term

ω Δ,

ω Δ,

ω’ Δ’,

k k’

k’

k’

k’

k

k

k

i - τω Δ
1

i - τω Δ
1

Figure 6.4 – The 2 ladder ω̃⊗ ω̃ contribution to the superconducting UCF
calculation.

The final contribution can be evaluated using the diagram in figure 6.4 which
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6.1. 2 ladder calculation

will give

G(k, ω̄)
(iω̄ − ∆̄τ1)

W
G(k′, ω̄)G(k′, ω̄)

(iω̄ − ∆̄τ1)

W
G(k, ω̄) (6.1.28)

Using the commutation rules this can be simplified as

(iω̄ + ∆̄τ1)

W
τ3I1τ3

(iω̄ + ∆̄τ1)

W
(6.1.29)

Cyclically permuting terms and also commuting τ3 will give

I1
(iω̄ − ∆̄τ1)

W

(iω̄ − ∆̄τ1)

W
(6.1.30)

which will equate to

[
(∆̄2 − ω̄2)(ξξ′ −W

2
)2 + (∆̄2 − ω̄2)2(ξ + ξ′)2 + 4ω̄2∆̄2(ξ + ξ′)2

]
/W

2

(ξ2 +W
2
)2(ξ′2 +W

2
)2

(6.1.31)

The next step is the inner loop contribution which can be expressed as

G(k′, ω̄′)
(iω̄′ − ∆̄′τ1)

W
′ G(k, ω̄′)G(k, ω̄′)

(iω̄′ − ∆̄′τ1)

W
′ G(k′, ω̄′) (6.1.32)

Once again, this can be expressed in terms of I2 as

(iω̄′ + ∆̄′τ1)

W
′ τ3I2τ3

(iω̄′ + ∆̄′τ1)

W
′ = I2

(iω̄′ − ∆̄′τ1)

W
′

(iω̄′ − ∆̄′τ1)

W
′ (6.1.33)

which equates to

[
(∆̄′2 − ω̄′2)(ξξ′ −W

′2
)2 + (∆̄′2 − ω̄′2)2(ξ + ξ′)2 + 4ω̄′2∆̄′2(ξ + ξ′)2

]
/W

′2

(ξ2 +W
′2
)2(ξ′2 +W

′2
)2
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6.1. 2 ladder calculation

(6.1.34)

The full contribution will become

[
(∆̄2 − ω̄2)(ξξ′ −W

2
)2 + (∆̄2 − ω̄2)2(ξ + ξ′)2 + 4ω̄2∆̄2(ξ + ξ′)2

]
/W

2

(ξ2 +W
2
)2(ξ′2 +W

2
)2

×

[
(∆̄′2 − ω̄′2)(ξξ′ −W

′2
)2 + (∆̄′2 − ω̄′2)2(ξ + ξ′)2 + 4ω̄′2∆̄′2(ξ + ξ′)2

]
/W

′2

(ξ2 +W
′2
)2(ξ′2 +W

′2
)2

• Reversed inner loop direction

Due to the fact that each of the inner loop contributions are symmetric in ξ and

ξ′ means that the overall contribution with the reversed inner loop is identical to

that of the calculations done previously. Therefore this will merely add an overall

coefficient of 2 to the final solution, which will be added in later together with the

factors of 2 from taking each individual trace.

• Overall contribution

Expanding out the numerator from each term and simplifying will give

(ξξ′ −W
2
)(ξξ′ −W

′2
)
[2(∆̄2∆̄′2 + ω̄2ω̄′2)

W
2
W

′2

]

+(ξ + ξ′)2(ξξ′ −W
2
)2
[2(∆̄2∆̄′2 − ω̄2ω̄′2)

W
2

]

+(ξ + ξ′)2(ξξ′ −W
′2
)2
[2(∆̄2∆̄′2 − ω̄2ω̄′2)

W
′2

]

−(ξ + ξ′)2(ξξ′ −W
2
)(ξξ′ −W

′2
)
[
8
ω̄2ω̄′2

WW
′

]
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+(ξ + ξ′)4
[
2(∆̄2∆̄′2 + ω̄2ω̄′2)

]
(6.1.35)

Now we must evaluate the integrals with respect to ξ and ξ′. Note that since the

limits of our integrals are ±∞ then the only contributions will come from terms

even in ξ and ξ′. This will reduce the problem to only 4 integrals denoted as An

where n = 1, ..., 4 given in the appendix. Recall that the main contribution comes

from electrons near the Fermi surface which causes
∑

k → N(0)
∫
dξk. Taking the

integrals will give

2(N(0))2∆̄2∆̄′2(W +W
′
)4

W
4
W

′4
(W +W

′
)6

(6.1.36)

Including the factors from the superconducting ladders, the factor of 2 for each of

the traces taken, a factor of
(
ekF
m

)2
δαβ and a factor of 2 from the reversed inner

loop will give a final soulution of

(
ekF
πmτ

)4

δαβ
∑
Q

∑
ω,ω′

∆̄2∆̄′2

W
4
W

′4
1

(W +W
′
)2

1

(DQ2 +W +W ′)2
(6.1.37)

6.1.2 Type-II diagrams

The next diagram to calculate is the 2 ladder Type-II contribution which is shown

in figure 6.5. The inner and outer loop contribution for each configuration is given

in the table below. Note that a new annotation of even-˜̄ω (and odd-˜̄ω) will be

included which corresponds to an even (odd) number of ˜̄ω terms on the ladders.

This annotation will prove to be very useful as the separate traces in the even

(or odd) contributions will simplify amongst themselves, as will be shown in the

further calculations.
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ω Δ,

ω Δ,

ω’ Δ’,

k1

k1 k1

k1

k2

k2

k2k2

12

Figure 6.5 – The 2 ladder Type-II UCF diagram. The numbers on the
superconducting ladders indicate the order for which the labels process

Configuration Outer Loop Inner Loop

τ3τ3 and ˜̄ω ˜̄ω AO AI

τ3 ˜̄ω and ˜̄ωτ3 AOτ3
(iω̄+∆̄τ1)

W
AIτ3

(iω̄′+∆̄′τ1)

W
′

where AO = G(k1, ω̄)G(k1, ω̄)τ3G(k2, ω̄)τ3G(k1, ω̄)

and AI = G(k2, ω̄
′)G(k2, ω̄

′)τ3G(k1, ω̄
′)τ3G(k2, ω̄

′) The odd-˜̄ω will be calculated by

solving

Tr{G(k1, ω̄)G(k1, ω̄)τ3G(k2, ω̄)τ3G(k1, ω̄)τ3
(iω̄ + ∆̄τ1)

W
}

× Tr{G(k2, ω̄′)G(k2, ω̄
′)τ3G(k1, ω̄

′)τ3G(k2, ω̄
′)τ3

(iω̄′ + ∆̄′τ1)

W
′ }

and the even-˜̄ω will be calculated by solving

Tr{G(k1, ω̄)G(k1, ω̄)τ3G(k2, ω̄)τ3G(k1, ω̄)}

× Tr{G(k2, ω̄′)G(k2, ω̄
′)τ3G(k1, ω̄

′)τ3G(k2, ω̄
′)}
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6.1. 2 ladder calculation

Taking the traces and integrating with respect to ξ1 and ξ2 will give the final result

as

2∆̄2∆̄′2

W
4
W

′4
(W +W

′
)2

(6.1.38)

6.1.3 Type-II with additional impurity

ω Δ,

ω Δ,

ω’ Δ’,

k2

k1 k1

k1

k3

k3

k3k3

12

k2 k2

Figure 6.6 – The 2 ladder Type-II diagram with the additional impurity
line, which gives the same order contribution as the ordinary 2 ladder Type-
II diagram, for the superconducting UCF calculation.

The next 2 ladder diagram will be that shown in figure 6.6 as the additional

impurity line does not cross any external lines. The inner and outer loop contri-

butions corresponding to each configuration is shown in the table below.

Configuration Outer Loop Inner Loop

τ3τ3 and ˜̄ω ˜̄ω FO
2 F I

2

τ3 ˜̄ω and ˜̄ωτ3 FO
2 τ3

(iω̄−∆̄τ1)

W
F I

2 τ3
(iω̄′−∆̄′τ1)

W
′

where FO
2 = G(k2, ω̄)G(k2, ω̄)τ3G(k1, ω̄)τ3G(k3, ω̄)τ3G(k1, ω̄)τ3G(k2, ω̄) and F I

2 =

G(k3, ω̄
′)G(k3, ω̄

′)τ3G(k1, ω̄
′)τ3G(k3, ω̄)
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• Odd-˜̄ω terms

The odd-˜̄ω will be calculated by solving

Tr{FO
2 τ3

(iω̄ − ∆̄τ1)

W
}Tr{F I

2 τ3
(iω̄′ − ∆̄′τ1)

W
′ } (6.1.39)

The first trace term will become

−W
2
(ξ2 +W

2
)(ξ1 + ξ2)(ξ1ξ3 −W

2
)−W

2
(ξ2 +W

2
)(ξ1 + ξ3)(ξ1ξ2 −W

2
)

− 2ω̄2ξ2(ξ1ξ2 −W
2
)(ξ1ξ3 −W

2
) + 2ω̄2W

2
ξ2(ξ1 + ξ2)(ξ1 + ξ3)

+ 2ω̄2W
2
(ξ1 + ξ2)(ξ1ξ3 −W

2
) + 2ω̄2W

2
(ξ1 + ξ3)(ξ1ξ2 −W

2
)

and the second trace becomes

− W
′2
(ξ3 + W

′2
)(ξ1 + ξ3) − 2ω̄′2ξ3(ξ1ξ3 − W

′2
) + 2ω̄′2W

′2
(ξ1 + ξ3) (6.1.40)

Integrating with respect to ξi (where i = 1, 2, 3) gives

[
− ∆̄2∆̄′2(W

2
+ 4WW

′
+ 3W

′2
) + 4∆̄2ω̄′2W

′2]
π3

4W
4
W

′4
(W +W

′
)5

(6.1.41)

• Even-˜̄ω terms

The Even-˜̄ω will be calculated by solving

Tr{FO
2 }Tr{F I

2} (6.1.42)
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6.1. 2 ladder calculation

The first trace term will become

(ξ2 +W
2
)(ξ1ξ2 −W

2
)(ξ1ξ3 −W

2
)−W

2
(ξ2 +W

2
)(ξ1 + ξ2)(ξ1 + ξ3)

− 2ω̄2(ξ1ξ2 −W
2
) + 2ω̄2W

2
(ξ1 + ξ2)(ξ1 + ξ3)

− 2ω̄ξ2(ξ1 + ξ2)(ξ1ξ3 −W
2
)− 2ω̄2ξ2(ξ1 + ξ3)(ξ1ξ2 −W

2
)

and the second trace becomes

(ξ3 + W
′2
)(ξ1ξ3 − W

′2
) − 2ω̄′2(ξ1ξ3 − W

′2
) − 2ω̄′2ξ3(ξ1 + ξ3) (6.1.43)

Integrating with respect to ξi (where i = 1, 2, 3) gives

[
− ∆̄2∆̄′2(W

2
+ 4WW

′
+ 3W

′2
) + 4∆̄2ω̄′2W

′2]
π3

4W
4
W

′4
(W +W

′
)5

(6.1.44)

The contributions from the even and odd-˜̄ω terms are the same, however, the odd-

˜̄ω terms will have an extra minus sign due to the minus sign in the superconducting

ladder. This means that the overall contribution will be zero.

6.1.4 The full 2-ladder contribution

The full 2 ladder contribution will come from the Type-I and Type-II diagrams as

3

(
ekF
πmτ

)4

δαβ
∑
Q

∑
ω,ω′

∆̄2∆̄′2

W
4
W

′4
1

(W +W
′
)2

1

(DQ2 +W +W ′)2
(6.1.45)
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6.2. 3 ladder calculation

6.2 3 ladder calculation

6.2.1 Type-I diagrams

The 3 ladder Type-I diagram is represented in figure 6.7 and will have 8 seperate

contributions due to the different vertex combinations of the superconducting lad-

der. As in the previous section, the even and odd-˜̄ω contributions will be taken

seperately.

ω Δ,

ω’ Δ’,

k1

k1

k1

k2

k2

k3

1

2

k2

k2

k3

k3

3

Figure 6.7

Before the constructing the inner and outer loop contributions it must be

realised that the Green’s functionsG(k3+Q, ω̄) andG(k1+Q, ω̄
′) must be expanded

to second order. This will give

G(k3 +Q, ω̄) →
(
kVF
m

)
G(k3, ω̄)τ3G(k3, ω̄) = G̃(k3, ω̄) (6.2.1)

and the same form for G(k1 + Q, ω̄′). Each of the 4 diagrams for the odd-˜̄ω

contribution can be calculated and simplified to give

−4ω̄ω̄′

WW
′ Tr{I1,2τ3G̃(k3, ω̄)τ3}Tr{I ′2,3τ3G̃(k1, ω̄′)τ3} (6.2.2)

121



6.2. 3 ladder calculation

where I1,2 has been calculated in a previous section. The full even-˜̄ω contribution

can be simplified to give

4ω̄ω̄′

W
2
W

′2Tr{I1,2τ3G̃(k3, ω̄)(iω̄ − ∆̄τ1)}Tr{I2,3τ3G̃(k1, ω̄′)(iω̄′ − ∆̄′τ1)} (6.2.3)

Integrating the odd and even-˜̄ω terms with respect to ξi (where i = 1, 2, 3) will

give

(−1)

(
kVF
m

)2
128ω̄2ω̄′2

W
2
W

′2
(W +W

′
)9

+

(
kVF
m

)2
128ω̄2ω̄′2

W
2
W

′2
(W +W

′
)9

(6.2.4)

where the
(
kVF

m

)2
coefficient comes from the expansion of G(k3+Q, ω̄) Both terms

cancel to give the full 3 ladder Type-I contribution as zero.

6.2.2 Type-II diagrams

ω Δ,

ω’ Δ’,

k1

k1

k1

k2

k2

k2k3

k3

k3

1

2

3

Figure 6.8

The 4 odd-˜̄ω terms can be factorised to give

4iω̄′

W
′ Trace{FO

3 τ3
iω̄ + ∆̄τ1

W
} × Trace{F I

3 τ3} (6.2.5)
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6.2. 3 ladder calculation

and the 4 even-˜̄ω terms can be simplified to give

−4ω̄′

W
′2 Trace{FO

3 }Trace{F I
3 (ω̄

′ − i∆̄τ1)} (6.2.6)

where FO
3 = τ3G(k1, ω̄)G(k1, ω̄)G(k1, ω̄)τ3G̃(k2, ω̄)τ3G̃(k3, ω̄) and

F I
3 = G(k3, ω̄

′)τ3G(k2, ω̄
′)G(k2, ω̄

′)τ3G(k1, ω̄
′)G(k3, ω̄

′). As in the 3 ladder Type-I

calculation, the even and odd-˜̄ω terms give the same result after integrating with

respect to ξ1,2,3, with a minus sign difference.

This gives the full 3 ladder Type-II as having zero contribution.

6.2.3 Type-II with additional impurity line

ω Δ,

ω Δ,

ω’ Δ’,

k2

k1
k1

k1

k3

k3

k3

k4

k4

k4k2 k2

Figure 6.9

The 4 odd-˜̄ω diagrams can be simplified to give

−2iω̄′

WW
′Trace{FO

3iτ3(iω̄ + ∆̄τ1)}Trace{F I
3iτ3} (6.2.7)

where FO
3i = τ3G(k2, ω̄)G(k2, ω̄)G(k2, ω̄)τ3G(k1, ω̄)τ3G̃(k3, ω̄)τ3G̃(k4, ω̄)τ3G(k1, ω̄)
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6.3. 4 ladder calculation

and F I
3i = G(k3, ω̄

′)τ3G(k4, ω̄
′)G(k4, ω̄

′)τ3G(k1, ω̄
′)τ3G(k3, ω̄

′). This gives a zero

contribution when the integral with respect to ξ1,2,3 is taken. and the 4 even-˜̄ω

diagrams can be factorised to give

−2iω̄′

W
′2 Trace{FO

3i}Trace{F I
3i(ω̄

′ − i∆̄τ1)} (6.2.8)

which also gives a zero contribution after taking the integral.

6.2.4 The full 3-ladder contribution

The full 3 ladder contribution is zero.

6.3 4 ladder calculation

6.3.1 Type-I diagrams

ω Δ,

ω’ Δ’,

k1

k1

k1

k2
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k4

k4
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3

4

Figure 6.10
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6.3. 4 ladder calculation

The 8 even-˜̄ω terms can be cancelled and simplified into the form

−4ω̄2ω̄′2

W
2
W

′2

[
Trace{G̃(k2, ω̄)τ3I1,3τ3G̃(k4, ω̄)(iω̄ − ∆̄τ1)

]
×
[
Trace{G̃(k3, ω̄′)τ3I2,4τ3G̃(k1, ω̄

′)(iω̄′ − ∆̄′τ1)
]

(6.3.1)

and the 8 odd-˜̄ω terms can be written as

−4ω̄ω̄′

WW
′ Trace{G̃(k2, ω̄)τ3I1,3τ3G̃(k4, ω̄)τ3}Trace{G̃(k3, ω̄′)τ3I2,4τ3G̃(k1, ω̄

′)τ3}

(6.3.2)

Taking the integrals with respect to ξ1,2,3,4 will give the final 4 ladder contri-

bution as

−512ω̄2ω̄′2π4

W
2
W

′2
(W +W

′
)12

+
512ω̄2ω̄′2π4

W
2
W

′2
(W +W

′
)12

(6.3.3)

which both cancel to give zero.

6.3.2 Type-II diagrams
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Figure 6.11
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6.4. Full Superconducting UCF contribution

The even-˜̄ω terms can be simplified to give

−4ω̄ω̄′

W
2
W

′2Trace{I1,2τ3G̃(k3, ω̄)τ3G̃(k4, ω̄)(iω̄ − ∆̄τ1)}

×Trace{I3,4τ3G̃(k1, ω̄′)τ3G̃(k2, ω̄
′)(iω̄ − ∆̄τ1)} (6.3.4)

and the odd-˜̄ω terms can be simplified to give

−4ω̄ω̄′

WW
′ Trace{τ3I1,2τ3G̃(k3, ω̄)τ3G̃(k4, ω̄)}Trace{τ3I3,4τ3G̃(k1, ω̄′)τ3G̃(k2, ω̄

′)}(6.3.5)

Integrating both components will give

512π4ω̄2ω̄′2

W
2
W

′2
(W +W

′
)12

+
−512π4ω̄2ω̄′2

W
2
W

′2
(W +W

′
)12

(6.3.6)

Which both cancel to give zero.

6.3.3 The full 4-ladder contribution

The full 4 ladder contribution is zero.

6.4 Full Superconducting UCF contribution

The previous sections have shown that the only contribution to the full super-

conducting fluctuations will come from the 2-ladder Type-I and 2-ladder Type-II

calculations. Recall that the only contribution in the normal-state DC limit is also

the 2-ladder Type-I and II diagrams (right sign contributions). This possesses the

question whether the results of the normal-state diagrams can give any insight

into the superconducting contributions, which will briefly be discussed in chapter
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6.4. Full Superconducting UCF contribution

7.2

The full superconducting contribution is given as

3

(
ekF
mτ

)4

δαβ
∑
Q

∑
ω,ω′

∆̄2∆̄′2

W 4W ′4
1

(W +W ′)2
1

(DQ2 +W +W ′)2
(6.4.1)

The next step is to transform ω̄, ∆̄ → ω,∆ so that the integrals can be eval-

uated. In chapter 4.3 it was shown that ∆̄/ω̄ = ∆/ω and that in the limit

W +W ≈ 1/τ and 1/W ≈ 1/τ and 1/W
′ ≈ 1/τ . Transforming and taking these

limits the response function can be written as

(
ekF
πmτ

)4∑
Q

∑
ω,ω′

∆2∆′2

W 2W ′2
1

(DQ2 +W +W ′)2
(6.4.2)

The Q integral can be taken in d-dimensions using the identity ( 5.2.3) to give

∑
Q

1

(DQ2 +W +W ′)2
=
πΓ(2− d/2)

Dd/2
(W +W ′)d/2−2 (6.4.3)

This will give the response function as

(
ekF
m

)4 (
1

4πN(0)τ 2

)2

N(0)2τ 6
πΓ(2− d/2)

Dd/2

×
∑
ω,ω′

∆2∆′2

(∆2 + ω2)(∆′2 + ω′2)

1

(
√
∆2 + ω2 +

√
∆′2 + ω′2)2−d/2

(6.4.4)

In 2-dimensions one can make the substitution ω = ∆x and ω′ = ∆′y and this can
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6.4. Full Superconducting UCF contribution

then be simplified to solving the equation

∫ ∫ ∞

−∞

1

(x2 + 1)(y2 + 1)

∆∆′

∆
√
x2 + 1 +∆′

√
y2 + 1

dxdy (6.4.5)

By using the substitutions x = tan θ and y = tanϕ can be simplified to

∫ ∫ π/2

0

∆∆′

∆sec θ +∆′ secϕ
dθdϕ =

∫ ∫ π/2

0

∆cos θ cosϕ

cos θ + ∆
∆′ cosϕ

dθdϕ (6.4.6)

Solving the θ integral first and for ease of annotation will denote a = ∆
∆′ cosϕ to

give

∫ π/2

0

a∆′ cos θ

cos θ + a
dθ =

π∆′a

2
−
∫ π/2

0

a2

cos θ + a
dθ (6.4.7)

The second term above can be simplified by using the substitution t = tan θ/2

and by using the identity cos θ = 1−t2

1+t2
to give

π∆′a

2
−∆′

∫ 1

0

2a2

(a+ 1) + (a− 1)t2
dt (6.4.8)

Separating into partial fractions, integrating each term and simplifying will give

π∆′a

2
− ∆′a2√

a2 − 1
ln

[
1 +

√
a+1√
a−1

1−
√
a+1√
a−1

]
(6.4.9)

The next step is to complete the ϕ integral which will be of the form

∫ π/2

0

π∆cosϕ

2
−

∆2

∆′ cos
2 ϕ√

1− ∆
∆′ cos2 ϕ

ln

1 +

√
1+ ∆

∆′ cosϕ√
1− ∆

∆′ cosϕ

1−
√

1+ ∆
∆′ cosϕ√

1− ∆
∆′ cosϕ

 dϕ (6.4.10)
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6.4. Full Superconducting UCF contribution

By making the substitution ∆
∆′ cosϕ = cosm then this becomes

∫ π/2

0

π∆cosϕ

2
dϕ−

∫ π/2

0

∆cos2m

sinm
ln

[
1 + tan m

2

1− tan m
2

]
dm (6.4.11)

The first term will give π/2 and the second term can be manipulated into the form

∫ π/2

0

∆cos2m

2 sinm
ln

[
(cos(m/2) + sin(m/2))2

(cos(m/2)− sin(m/2))2

]
dm =

∫ π/2

0

∆cos2m

2 sinm
ln

[
1 + sinm

1− sinm

]
dm

(6.4.12)

and expanded out to give

∫ π/2

0

cos2m

[
1 +

sin2m

3
+

sin4m

5
+ ...

]
dm = I0 +

I1

3
+

I2

5
+ ... (6.4.13)

where

In =

∫ π/2

0

cos2m sin2nmdm (6.4.14)

By using integration by parts this will give the solution as

π

2

[
1

2
+

1

2× 3× 4
+

1× 3

2× 4× 5× 6
+

1× 3× 5

2× 4× 6× 7× 8
+ ...

]
(6.4.15)

The infinite series can be evaluated by using the expansion

1√
1− x2

= 1 +
1

2
x2 +

1× 3

2× 4
x4 + ... (6.4.16)
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and

∫ ∫
1√

1− x2
=

[
1

2
x2 +

1

2× 3× 4
x4 +

1× 3

2× 4× 5× 6
x6 +

1× 3× 5

2× 4× 6× 7× 8
x8 + ...

]

= x sin−1 x+
√
1− x2 (6.4.17)

Evaluating between x = 0 and x = 1 will give the this integral as

π

2

(π
2
− 1

)
(6.4.18)

This will give the full solution in 2-dimensions as

π∆

2
− ∆π

4
(−2 + π) = ∆

(
π − π2

4

)
(6.4.19)

which gives the final result in 2 dimensions as

(
ekF
m

)4(
1

4πN(0)τ 2

)2

N(0)2τ 6
1

D
∆

(
π − π2

4

)
(6.4.20)

which, when simplified, will give

⟨(δns)
2⟩
(
e2

m

)2

= A
e4k4F τ

2

m4

∆

D
(6.4.21)

where A = (1− π/4)/4π. However, it must be realised that a factor of V olume−1

has not been included in the Q-integral. In previous calculations this was not

needed as the factor V cancels throughout the calculation, but in the UCF calcu-

lation it must be included as there is no cancellation [4]. This can be explained
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6.4. Full Superconducting UCF contribution

by using the argument that

∫
ddQ

(DQ2)2
→ Qd−4 → Ld−4 (6.4.22)

which would imply that (δσ)2 ∼ L4−d and therefore (δg)2 ∼ Ld. We know that

(δg)2 should be O(1) which implies that the result should be divided by a factor

of the volume, V . This will give V = Ld where L is the size of the system, and in

2-dimensions this will give

δn2
s = A

k4F τ
2

m2

~
ζ(0)2L2

(6.4.23)

where ζ(0) =
√
D~/∆ and is the length scale at which the fluctuations of δns will

become independent.

6.4.1 Superfluid density calculation

In the superconducting case the contribution from the Drude conductivity will

give the electromagnetic function as

K(Q = 0, 0) =
nse

2

m
=
πne2τ

m
T
∑
ω

∆2

∆2 + ω2
(6.4.24)

Transforming the summation into an integral and evaluating will give

⟨ns⟩ = π∆nτ (6.4.25)
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which is the average superfluid density of the system. By using the substitution

n =
2πk2F
(2π)2

=
k2F
2π

for d = 2 (6.4.26)

this can be written as

ns =
∆k2F τ

4
(6.4.27)

The fluctuations were calculated in the previous subsection and evaluating will

give

δns = A
k4F τ

2

m2

~
ζ(0)2L2

= A
D2

ζ(0)2L2
(6.4.28)

A negative superfluid density may be plausible when the fluctuations in ns become

comparable to the average value, which can be evaluated by the fluctuations δns

divided by the average ⟨ns⟩, given as

⟨
(δns)

2

(ns)2

⟩
=

4AD2

∆2τ 2
1

ζ(0)2L2k4F
=
e4D2

∆2

1

⟨G⟩2
1

ζ(0)2L2p4F
(6.4.29)

where ⟨G⟩ is the conductance of a normal metal.
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Chapter 7

CONCLUSION

7.1 Conclusion

The results of chapter 5 show that there are significant cancellations in calculating

the DC limit from the AC results of the normal state UCF diagrams. This shows

that one cannot simply derive the AC results from the DC diagrams.

The results in chapter 6 were calculated using exact methods of superconduct-

ing Green’s function on all diagrammatic UCF diagrams. This has reproduced

the assumptions of Spivak and Zyuzin which were quoted in their 1988 research

paper [7]. The agreement between the results show that the fluctuations in ns

can become comparable to the mean value which gives rise to the possibility of

regions of negative superfluid densities. This implies that at the SIT transition

there may exist islands of a local negative superfluid density which will result in

Aharonov-Bohm oscillations of h/4e and a reversal of the Josephson current.

It must also be noted that the contributing diagrams in the wrong sign cancel-

lations also cancel one another in the superconducting UCF calculations. Many

research papers have questioned the idea of deriving any superconducting diagrams

purely from the AC normal state results. However, this thesis shows that there
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7.2. Further Study

may exist a link between the DC normal state diagrams and the superconducting

contributions. Although this may just be a coincidence in the calculations of this

thesis it is a possibility of further study; and in the next subsection the relation

between the AC normal state and the superconducting diagrams will be shown for

possible further study for the reader.

7.2 Further Study

A method known as the Exact Eigenstates Method was originally proposed in 1989

by Ramakrishnan [35] which uses a mathematical model to construct the results of

the superconducting diagrams from the normal state AC diagrams. This method

has not be used in this thesis as the derivation from the AC UCF diagrams will

be more complex than evaluating the results deriving them from basic principles.

However, throughout this thesis it has been shown that the only diagrams which

contribute in the normal state DC diagrams are also the only diagrams which

contribute in the superconducting regime. This may imply that the supercon-

ducting diagrammatic contributions can be derived directly from the normal state

DC diagrams. This is a possible area for further study. As finalization, the cal-

culation of the reduction formula, which relates the normal state AC rsults to the

superconducting results, will be derived for the Drude conductivity bubble.

7.2.1 Calculating the reduction formula using Kubo Dia-

grammatics

The Exact Eigenstates Method (EEM) is a mathematical formula which relates the

superconducting-state electromagnetic response function in terms of the normal-
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state electromagnetic response function. This can then be related to the correction

in the superconducting number density. From previous sections, we have ruthlessly

calculated the superconducting response function for weak localisation and found

it to be a very long and rigorous calculation. The EEM will give the reader a

much easier way to calculate such a diagram - as, essentially, all that is calculated

is the normal-state diagram and the superconducting representation is given for

’free’. The equation relating the superconducting representation to the normal-

state representation will be denoted as the Reduction Formula

This method has a major assumption that the order parameter, ∆, is position

independent.

Normal-state

The easiest way to derive the Reduction Formula will be to use the full Green’s

function on the simplest model - in this case the conductivity bubble.

Before proceeding one must realise that the Green’s function is now the full,

non-averaged Green’s function which takes the form

G(r, r′; iωl) =
∑
m

ϕm(r)ϕm(r
′)

iω − ϵm
(7.2.1)

where ϕm(r) corresponds to the eigenstates of the system.

Substituting the full Green’s function into the Kubo formula will give

Kαβ(r, r
′; iΩ) =

( e

2m

)2

T
∑
ω

∑
m,n

1

iω − ξm

1

iω + iΩ− ξn
pnmα(r)pnmβ(r

′) (7.2.2)
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where

pnmα(r) = ϕn(r)
∂

∂rα
ϕm(r)− ϕm(r)

∂

∂rα
ϕn(r) (7.2.3)

are the current matrix elements. Fistly, change variables to ξn = ξ and ξm =

ξ′ + ξ and then approximate the energy levels by a continuous spectrum,
∑

n =

2N(0)
∫
dξ to give

Kαβ(r, r
′; iΩ) =

N(0)e2

2m2
T
∑
ω

∑
m

∫
dξ

1

iω − ξ − ξ′
1

iω + iΩ− ξ
pnmα(r)pnmβ(r

′)

(7.2.4)

The integral contains two poles, ξ = iε−ξ′ and ξ = iε+ iΩ. The only contribution

will be when there is a pole either side of the real axis which implies that ε and

ε+Ω must have opposite sign. This condition will be satisfied by introducing the

heaviside function, Θ, which will be added at the end of the calculation. Using

the residue theorem and closing the contour in the UHP

Res(f, iξ + iΩ) = 2πi
(ξ − iω − iΩ)

(iω − ξ − ξ′)[−(ξ − iω − iΩ)]

=

[
−2πi

iω − ξ − ξ′

]
ξ=iω+iΩ

=
2πi

iΩ + ξ′
(7.2.5)

The full electromagnetic response will become

Kαβ(r, r
′; iΩ) =

πiN(0)e2

2m2
T
∑
ω

∑
m

2πi

iΩ + ξ′
Θ(−ω)Θ(ω + Ω)pnmα(r)pnmβ(r

′)

(7.2.6)
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We know that
∑

ω Θ(−ω)Θ(ω + Ω) = Ω
2π

and σ(iΩ) = K(iΩ)/Ω we get

σαβ(r, r
′; iΩ) =

iN(0)e2

2m2

∑
m

1

iΩ + ξm − ξn
pnmα(r)pnmβ(r

′) (7.2.7)

This gives us the normal-state conductivity for the conduction bubble using the full

Green’s function. The next step is to calculate the superconducting representation

and then try to relate it to the normal conductivity that has just been derived.

Superconducting-state

In the superconducting case one must introduce the Pauli Matricies, τ1,2,3, together

with the identity, τ0, to obtain

Kαβ(r, r
′; iΩ) =

( e

2m

)2

T
∑
ω

∑
m,n

Tr

[
1

iω − ξmτ3 −∆τ1

1

iω + iΩ− ξnτ3 −∆τ1

]
pnmα(r)pnmβ(r

′)

(7.2.8)

This can be simplified using the identity τατβ = iωαβγτγ (ie ε123 = 1, ε213 = −1

etc) to give

1

iω − ξmτ3 −∆τ1

1

ω + iΩ− ξnτ3 −∆τ1
=

−ω(ω + Ω) + (ξ + ξ′)ξ +∆2

[(ξ + ξ′)2 +∆2 + ω2][ξ2 +∆2 + (ω + Ω)2]

(7.2.9)

Using the usual substitution
∑

n = 2N(0)
∫
dξ then the electromagnetic response

becomes

( e

2m

)2

2N(0)T
∑
ω

∑
m

∫
dξ

−ω(ω + Ω) + (ξ + ξ′)ξ +∆2

[(ξ + ξ′)2 +∆2 + ω2][ξ2 +∆2 + (ω + Ω)2]
pnmα(r)pnmβ(r

′)
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The integral can now be solved using the residue theorem as

∫
dξ

−ω(ω + Ω) + (ξ + ξ′)ξ +∆2

(ξ + ξ′ − iW )(ξ + ξ′ + iW )(ξ + iW ′)(ξ − iW ′)

where W =
√
∆2 + ω2 and W ′ =

√
∆2 + (ω + Ω)2. Closing the contour in the

UHP will enclose the poles ξ = iW ′ and ξ = iW − ξ′ giving the residues as

∑
ξ∗

Res(f, ξ∗) =
1

2iWW ′

[
(A+WW ′)

(W +W ′)

(ξ′2 + (W +W ′)2)

]

where A = ∆2 − ω(ω + Ω).

Doing partial fractions will give

∑
ξ∗

Res(f, ξ∗) =
(A+WW ′)

2iWW ′

[
1

(ξ′ + i(W +W ′))
− 1

(ξ′ − i(W +W ′))

]

Notice that the final two terms will give the same result when summed over all ξ

and so this finally reduces down to

Kαβ(r, r
′; iΩ) =

N(0)e2i

2m2
πT

∑
ω

∑
m

[
1 +

∆2 − ω(ω + Ω)

WW ′

]
1

iW + iW ′ + ξm − ξn
pnmα(r)pnmβ(r

′) (7.2.10)

This formula can be compared to the normal-state EEM formula and the reduction

formula will be given as

K(0, iΩ) = πT
∑
ω

[
1 +

∆2 − ω(ω + Ω)

WW ′

]
σ(iW + iW ′) (7.2.11)

where K(0, iΩ) is the electromagnetic response function in the superconducting
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regime and σ is the conductivity in the normal state AC regime. Therefore, this

shows that by replacing Ω with iW + iW ′ in the normal state regime and by

adding a prefactor of
[
1 + ∆2−ω(ω+Ω)

WW ′

]
then this will give the full superconducting

electromagnetic response function.

i



Appendix A

MULTIPLY GREEN’S FUNCTION

INTEGRAL

A.1 Green’s functions identity

Throughout the normal state UCF calculation the assumption has been used that

N(0)

∫
dξ[G−]m[G+]n = 2πN(0)τ

m+ n− 2

m− 1

 (−iτ)m−1(iτ)n−1 (A.1.1)

This result will be rigorously proved using Cauchy’s Residue theorem together

with complex contour integration in this section.

Recalling the form of the retarded and advanced Green’s function, we can write

∫
dξ[G−]m[G+]n =

∫
dξ

1

(iω − ξ − i
2τ
)m

1

(iω − ξ + i
2τ
)n

(A.1.2)

This integral can be performed as the sum of residues in the upper and lower-half

ii



A.1. Green’s functions identity

plane as

2πi
d

dξn−1

[
1

(iω − ξ − i
2τ
)m

]
ξ→iω+i/2τ

+2πi
d

dξm−1

[
1

(iω − ξ + i
2τ
)m

]
ξ→iω+i/2τ

(A.1.3)

Taking the differential and substituting the poles will give

2πi(−1)n−1(−iτ)m+n−1[m(m+ 1)(m+ 2)...(m+ n− 1)]

+2πi(−1)m−1(iτ)m+n−1[n(n+ 1)(n+ 2)...(m+ n− 1)] (A.1.4)

By factorising out a factor of iτ and then substituting (iτ)m+n−2 = (iτ)m−1(iτ)n−1

one can write this as

2πτ(−iτ)m−1(iτ)n−1 [m(m+ 1)(m+ 2)...(m+ n− 1)− n(n− 1)(n− 2)...(m+ n− 1)]

which can finally be simplified into the form

2πτ

m+ n− 2

m− 1

 (−iτ)m−1(iτ)n−1 (A.1.5)

This proves the result given at the beginning of this section which is used in

chapters 3 and 5.
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Appendix B

SUPERCONDUCTING UCF

B.1 2 ladder superconducting UCF calculation

B.1.1 Type-II

The odd-˜̄ω will be calculated by solving

Tr{G(k1, ω̄)G(k1, ω̄)τ3G(k2, ω̄)τ3G(k1, ω̄)τ3
(iω̄ + ∆̄τ1)

W
}

× Tr{G(k2, ω̄′)G(k2, ω̄
′)τ3G(k1, ω̄

′)τ3G(k2, ω̄
′)τ3

(iω̄′ + ∆̄′τ1)

W ′ }

which will give the numerator

[
−W 2(ξ21 +W 2)(ξ1 + ξ2) + 2ω̄2W 2(ξ1 + ξ2)− 2ω̄2ξ1(ξ1ξ2 −W 2)

]
×

[
−W ′2(ξ22 +W ′2)(ξ1 + ξ2) + 2ω̄′2W ′2(ξ1 + ξ2)− 2ω̄′2ξ2(ξ1ξ2 −W ′2)

]

The even-˜̄ω will be calculated by solving

Tr{G(k1, ω̄)G(k1, ω̄)τ3G(k2, ω̄)τ3G(k1, ω̄)}Tr{G(k2, ω̄′)G(k2, ω̄
′)τ3G(k1, ω̄

′)τ3G(k2, ω̄
′)}

iv



B.1. 2 ladder superconducting UCF calculation

(B.1.1)

which will give the numerator

1

WW ′

[
(ξ21 +W 2)(ξ1ξ2 −W 2)− 2ω̄2(ξ1ξ2 −W 2)− 2ω̄2ξ1(ξ1 + ξ2)

]
×

[
(ξ22 +W ′2)(ξ1ξ2 −W ′2)− 2ω̄′2(ξ1ξ2 −W ′2)− 2ω̄′2ξ2(ξ1 + ξ2)

]

with both even and odd contributions having a denominator

(ξ21 +W 2)3(ξ21 +W ′2)(ξ22 +W 2)(ξ22 +W ′2)3 (B.1.2)

B.1.2 Type-II additional impurity line

Odd- ˜̄ω contribution

The odd-˜̄ω term is given by

Tr{FOτ3
(iω̄ − ∆̄τ1)

W
}Tr{F Iτ3

(iω̄′ − ∆̄′τ1)

W ′ } (B.1.3)

the first trace term can be calculated to give

−W 2(ξ2 +W 2)(ξ1 + ξ2)(ξ1ξ3 −W 2)−W 2(ξ2 +W 2)(ξ1 + ξ3)(ξ1ξ2 −W 2)

− 2ω̄2ξ2(ξ1ξ2 −W 2)(ξ1ξ3 −W 2) + 2ω̄2W 2ξ2(ξ1 + ξ2)(ξ1 + ξ3)

+ 2ω̄2W 2(ξ1 + ξ2)(ξ1ξ3 −W 2) + 2ω̄2W 2(ξ1 + ξ3)(ξ1ξ2 −W 2)

and the second trace term can be calculated to give

v



B.1. 2 ladder superconducting UCF calculation

− W ′2(ξ3 + W ′2)(ξ1 + ξ3) − 2ω̄′2ξ3(ξ1ξ3 − W ′2) + 2ω̄′2W ′2(ξ1 + ξ3) (B.1.4)

Multiplying both of the trace terms together and integrating with respect to ξi

(where i = 1, 2, 3) gives the final odd-˜̄ω as

(−1)

[
− ∆̄2∆̄′2(W 2 + 4WW ′ + 3W ′2) + 4∆̄2ω̄′2W ′2]π3

4W 4W ′4(W +W ′)5
(B.1.5)

The (−1) coefficient is due to the minus sign in the superconducting ladder.

Even- ˜̄ω contribution

The Even-˜̄ω will be calculated by solving

Tr{FO}Tr{F I} (B.1.6)

The first trace term will become

(ξ2 +W 2)(ξ1ξ2 −W 2)(ξ1ξ3 −W 2)−W 2(ξ2 +W 2)(ξ1 + ξ2)(ξ1 + ξ3)

− 2ω̄2(ξ1ξ2 −W 2) + 2ω̄2W 2(ξ1 + ξ2)(ξ1 + ξ3)

− 2ω̄ξ2(ξ1 + ξ2)(ξ1ξ3 −W 2)− 2ω̄2ξ2(ξ1 + ξ3)(ξ1ξ2 −W 2)

and the second trace becomes

(ξ3 + W ′2)(ξ1ξ3 − W ′2) − 2ω̄′2(ξ1ξ3 − W ′2) − 2ω̄′2ξ3(ξ1 + ξ3) (B.1.7)
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B.1. 2 ladder superconducting UCF calculation

Integrating with respect to ξi (where i = 1, 2, 3) gives

[
− ∆̄2∆̄′2(W 2 + 4WW ′ + 3W ′2) + 4∆̄2ω̄′2W ′2]π3

4W 4W ′4(W +W ′)5
(B.1.8)

The contributions from the even and odd-˜̄ω terms are the same, however, the odd-

˜̄ω terms will have an extra minus sign due to the minus sign in the superconducting

ladder. This means that the overall contribution will be zero.
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B.2. 3 ladder Superconducting UCF calculation

B.2 3 ladder Superconducting UCF calculation

B.2.1 Type-I

Odd- ˜̄ω terms

The inner and outer loop contributions, after commuting into an appropriate form,

are given here below.

Configuration Outer Loop Inner Loop

τ3τ3 ˜̄ω I1,2τ3G̃(k3, ω̄)τ3
iω̄+∆̄τ1

W
I2,3τ3G̃(k1, ω̄

′)τ3
iω̄′+∆̄′τ1

W ′

τ3 ˜̄ωτ3 I1,2τ3G̃(k3, ω̄)τ3
iω̄+∆̄τ1

W
I2,3τ3G̃(k1, ω̄

′)τ3
iω̄′−∆̄′τ1

W ′

˜̄ωτ3τ3 I1,2τ3G̃(k3, ω̄)τ3
iω̄−∆̄τ1

W
I2,3τ3G̃(k1, ω̄

′)τ3
iω̄′+∆̄′τ1

W ′

˜̄ω ˜̄ω ˜̄ω −I1,2τ3G̃(k3, ω̄)τ3 iω̄−∆̄τ1
W

−I2,3τ3G̃(k1, ω̄′)τ3
iω̄′−∆̄′τ1

W ′

These different contributions can be factorised and simplified to give the full

odd-˜̄ω solution as

−4ω̄ω̄′

WW ′ Tr{I1,2τ3G(k3, ω̄)τ3G(k3, ω̄)τ3}Tr{I2,3τ3G(k1, ω̄
′)τ3G(k1, ω̄

′)τ3} (B.2.1)

The full contribution becomes

16ω̄2ω̄′2

WW ′

[ξ3(ξ1ξ2 −W 2)2 −W 2ξ3(ξ1 + ξ2)
2 + (ξ23 −W 2)(ξ1 + ξ2)(ξ1ξ2 −W 2)

(ξ21 +W 2)2(ξ22 +W 2)2(ξ23 +W 2)2

]
×

[ξ1(ξ2ξ3 −W ′2)2 −W ′2ξ1(ξ2 + ξ3)
2 + (ξ21 −W ′2)(ξ2 + ξ3)(ξ2ξ3 −W ′2)

(ξ21 +W ′2)2(ξ22 +W ′2)2(ξ23 +W ′2)2

]

Taking the integral with respect to ξ1, ξ2 and ξ3, and recalling that a factor of

kVF

m
should be included from the expansion of each G(k + Q) term together with
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B.2. 3 ladder Superconducting UCF calculation

a minus sign due to the odd number of ˜̄ω terms, will give the final solution as

−
(
kVF
m

)2
128ω̄2ω̄′2

W 2W ′2(W +W ′)9
(B.2.2)

Even- ˜̄ω terms

The inner and outer loop contribution, after commuting into an appropriate form,

is given as

Configuration Outer Loop Inner Loop

τ3τ3τ3 I1,2τ3G̃(k3, ω̄) I2,3τ3G̃(k1, ω̄
′)

τ3 ˜̄ω ˜̄ω −I1,2τ3G̃(k3, ω̄) I2,3τ3G̃(k1, ω̄
′) iω̄

′−∆̄′τ1
W ′

iω̄′−∆̄′τ1
W ′

˜̄ωτ3 ˜̄ω I1,2τ3G̃(k3, ω̄)
iω̄−∆̄τ1

W
iω̄−∆̄τ1

W
−I2,3τ3G̃(k1, ω̄′)

˜̄ω ˜̄ωτ3 I1,2τ3G̃(k3, ω̄)
iω̄−∆̄τ1

W
iω̄−∆̄τ1

W
I2,3τ3G̃(k1, ω̄

′) iω̄
′−∆̄′τ1
W ′

iω̄′−∆̄′τ1
W ′

Combining and factorising will give the full 3 ladder even-˜̄ω contribution as

[
2ω̄2

W 2
Tr{I1,2τ3G̃(k3, ω̄)}+

2iω̄∆̄

W 2
Tr{I1,2τ3G̃(k3, ω̄′)τ1}

]

×

[
2ω̄′2

W ′2Tr{I2,3τ3G̃(k1, ω̄
′)}+ 2iω̄′∆̄′

W ′2 Tr{I2,3τ3G̃(k1, ω̄′)τ1}

]

which can be simplified into the form

−4ω̄ω̄′

W 2W ′2Tr{I1,2τ3G̃(k3, ω̄)(iω̄ − ∆̄τ1)}Tr{I2,3τ3G̃(k1, ω̄′)(iω̄′ − ∆̄′τ1)} (B.2.3)

Integrating through by ξ1, ξ2 and ξ3 will give the final solution as

(
kVF
m

)2
128ω̄2ω̄′2

W 2W ′2(W +W ′)9
(B.2.4)
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B.2.2 Type-II

Odd- ˜̄ω terms

Configuration Outer Loop Inner Loop

τ3τ3 ˜̄ω AOτ3
iω̄+∆̄τ1

W
AIτ3

iω̄′−∆̄′τ1
W ′

τ3 ˜̄ωτ3 AOτ3
iω̄+∆̄τ1

W
AIτ3

iω̄′−∆̄′τ1
W ′

˜̄ωτ3τ3 AOτ3
iω̄+∆̄τ1

W
AIτ3

iω̄′+∆̄′τ1
W ′

˜̄ω ˜̄ω ˜̄ω −AOτ3
iω̄+∆̄τ1

W
−AIτ3

iω̄′−∆̄′τ1
W ′

where AO = τ3G(k1, ω̄)G(k1, ω̄)G(k1, ω̄)τ3G̃(k2, ω̄)τ3G̃(k3, ω̄)

and AI = G(k3, ω̄
′)τ3G(k2, ω̄

′)G(k2, ω̄
′)τ3G(k1, ω̄

′)G(k3, ω̄
′). The inner and outer

loop contributions can be factorised to give

4iω̄′

W ′ Trace{A
Oτ3

iω̄ + ∆̄τ1
W

} × Trace{AIτ3} (B.2.5)

The numerator can be calculated and taking the trace will give

−4ω̄ω̄′

WW ′

[
−W 2ξ1(ξ1 + ξ3)(ξ1ξ2 −W 2)(ξ2ξ3 −W 2)−W 2ξ1(ξ2 + ξ3)(ξ1ξ2 −W 2)(ξ1ξ3 −W 2)

+W 4ξ1(ξ1 + ξ3)(ξ2 + ξ3)(ξ1 + ξ2)−W 2ξ1(ξ1 + ξ2)(ξ1ξ3 −W 2)(ξ2ξ3 −W 2)

−W 2(∆̄2 − ω̄2)(ξ1 + ξ2)(ξ1 + ξ3)(ξ2ξ3 −W 2)−W 2(∆̄2 − ω̄2)(ξ1 + ξ2)(ξ2 + ξ3)(ξ1ξ3 −W 2)

−W 2(∆̄2 − ω̄2)(ξ1 + ξ3)(ξ2 + ξ3)(ξ1ξ2 −W 2) + (∆̄2 − ω̄2)(ξ1ξ2 −W 2)(ξ1ξ3 −W 2)(ξ2ξ3 −W 2)
]

×
[
ξ3(ξ1 + ξ2)(ξ2ξ3 −W ′2)−W ′2(ξ1 + ξ2)(ξ2 + ξ3)

+(ξ1ξ2 −W ′2)(ξ2ξ3 −W ′2) + ξ3(ξ2 + ξ3)(ξ1ξ2 −W ′2)
]

(B.2.6)
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B.2. 3 ladder Superconducting UCF calculation

Even- ˜̄ω terms

Configuration Outer Loop Inner Loop

τ3τ3τ3 AO AI

˜̄ωτ3 ˜̄ω −AO AI iω̄′−∆̄′τ1
W ′

iω̄′−∆̄′τ1
W ′

˜̄ω ˜̄ωτ3 −AO −AI

τ3 ˜̄ω ˜̄ω −AO AI iω̄′−∆̄′τ1
W ′

iω̄′−∆̄′τ1
W ′

This can be simplified to

−4ω̄′

W ′2 Trace{AO}Trace{AI(ω̄′ − i∆̄τ1)} (B.2.7)

This can be calculated as

2ω̄′

W ′2

[
−W 2ξ1(ξ1+ ξ2)(ξ2+ ξ3)(ξ1ξ3−W 2)+ ξ1(ξ1ξ2−W 2)(ξ1ξ3−W 2)(ξ2ξ3−W 2)

−W 2ξ1(ξ1 + ξ2)(ξ1 + ξ3)(ξ2ξ3 −W 2)−W 2ξ1(ξ1 + ξ3)(ξ2 + ξ3)(ξ1ξ2 −W 2)

−W 2(∆̄2− ω̄2)(ξ1+ξ2)(ξ1+ξ3)(ξ2+ξ3)+(∆̄2− ω̄2)(ξ1+ξ3)(ξ1ξ2−W 2)(ξ2ξ3−W 2)

+(∆̄2−ω̄2)(ξ1+ξ2)(ξ1ξ3−W 2)(ξ2ξ3−W 2)+(∆̄2−ω̄2)(ξ2+ξ3)(ξ1ξ2−W 2)(ξ1ξ3−W 2)
]

[
− ω̄′W ′2ξ3(ξ1 + ξ2)(ξ2 + ξ3) + ω̄′ξ3(ξ1ξ2 −W ′2)(ξ2ξ3 −W ′2)

+ ω̄′W ′2(ξ1 + ξ2)(ξ2ξ3 −W ′2) + ω̄′W ′2(ξ2 + ξ3)(ξ1ξ2 −W ′2)
]

B.2.3 Type-II additional impurity line

Odd- ˜̄ω terms

Configuration Outer Loop Inner Loop

τ3τ3 ˜̄ω and ˜̄ωτ3τ3 BOτ3
iω̄+∆̄τ1

W
BIτ3

iω̄′+∆̄′τ1
W ′

τ3 ˜̄ωτ3 and ˜̄ω ˜̄ω ˜̄ω BOτ3
iω̄+∆̄τ1

W
BIτ3

iω̄′−∆̄′τ1
W ′
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B.2. 3 ladder Superconducting UCF calculation

This can be simplified to

−2iω̄′

WW ′Trace{B
Oτ3(iω̄ + ∆̄τ1)}Trace{BIτ3} (B.2.8)

and calculated as

Trace{BOτ3(iω̄ + ∆̄τ1)} = iω̄
[
ξ2(ξ1ξ2 −W 2)2(ξ3ξ4 −W 2)2

− 2W 2ξ2(ξ1 + ξ2)(ξ3 + ξ4)(ξ1ξ2 −W 2)(ξ3ξ4 −W 2) +W 4ξ2(ξ1 + ξ2)
2(ξ3 + ξ4)

2

+ 2W 2(ξ1 + ξ2)(ξ1ξ2 −W 2)(ξ3ξ4 −W 2)2 − 2W 4(ξ1 + ξ2)
2(ξ3 + ξ4)(ξ3ξ4 −W 2)

+ 2W 2(ξ3 + ξ4)(ξ1ξ2 −W 2)2(ξ3ξ4 −W 2)− 2W 4(ξ1 + ξ2)(ξ3 + ξ4)
2(ξ1ξ2 −W 2)

+4ω̄(∆̄2−ω̄2)(ξ1+ξ2)(ξ1ξ2−W 2)(ξ3ξ4−W 2)2−4ω̄(∆̄2−ω̄2)W 2(ξ1+ξ2)
2(ξ3+ξ4)(ξ1ξ2−W 2)

+4ω̄(∆̄2−ω̄2)(ξ3+ξ4)(ξ1ξ2−W 2)2(ξ3ξ4−W 2)−4ω̄(∆̄2−ω̄2)W 2(ξ1+ξ2)(ξ3+ξ4)
2(ξ1ξ2−W 2)

]

Trace{BIτ3} = iω̄′[(ξ3ξ4 −W ′2)2 −W ′2(ξ3 + ξ4)
2

+2ξ1(ξ3 + ξ4)(ξ3ξ4 −W ′2)
]

(B.2.9)

Integrating with respect to ξi (where i = 1, 2, 3, 4) we are left with a zero contri-

bution.

Even- ˜̄ω terms

Configuration Outer Loop Inner Loop

τ3τ3τ3 and ˜̄ωτ3 ˜̄ω BO BI

τ3 ˜̄ω ˜̄ω and ˜̄ω ˜̄ωτ3 −BO BI iω̄′−∆̄′τ1
W ′

iω̄′−∆̄′τ1
W ′
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B.2. 3 ladder Superconducting UCF calculation

This can be simplified to

−2iω̄′

W ′2 Trace{BO}Trace{BI(ω̄′ − i∆̄τ1)} (B.2.10)

This can be calculated as

Trace{BO} = ξ2(ξ1ξ2 −W 2)2(ξ3ξ4 −W 2)2 +W 4ξ2(ξ1 + ξ2)
2(ξ3 + ξ4)

2

−W 2ξ2(ξ1 + ξ2)
2(ξ3ξ4 −W 2)2 − 4W 2ξ2(ξ1 + ξ2)(ξ3 + ξ4)(ξ1ξ2 −W 2)(ξ3ξ4 −W 2)

−W 2ξ2(ξ3 + ξ4)
2(ξ1ξ2 −W 2)2

+ 2(ω̄2 − ∆̄2)(ξ1 + ξ2)(ξ3ξ4 −W 2)2 − 2(ω̄2 − ∆̄2)W 2(ξ1 + ξ2)
2(ξ3 + ξ4)(ξ3ξ4 −W 2)

+2(ω̄2−∆̄2)(ξ3+ξ4)(ξ1ξ2−W 2)2(ξ3ξ4−W 2)−2(ω̄2−∆̄2)W 2(ξ1+ξ2)(ξ3+ξ4)
2(ξ1ξ2−W 2)

and

Trace{BI(ω̄′ − i∆̄′τ1)} = −W ′2(ξ3ξ4 −W ′2)2 −W ′4(ξ3 + ξ4)
2

+ 2ω̄′2W ′2(ξ3 + ξ4)− 2ω̄′2ξ1(ξ3 + ξ4)(ξ3ξ4 −W ′2)

Combining the two terms and integrating with respect to ξi (where i = 1, 2, 3, 4)

we are left with a zero contribution.
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B.3 4 ladder Superconducting UCF calculation

B.3.1 Type-I

Odd- ˜̄ω terms

Config. Outer Loop Inner Loop

τ3τ3τ3 ˜̄ω G̃(k2, ω̄)τ3I1,3τ3G̃(k4, ω̄)τ3(iω̄ + ∆̄τ1) G̃(k3, ω̄
′)τ3I2,4τ3G̃(k1, ω̄

′)τ3(iω̄
′ + ∆̄′τ1)

τ3 ˜̄ωτ3τ3 G̃(k2, ω̄)τ3I1,3τ3G̃(k4, ω̄)τ3(iω̄ − ∆̄τ1) G̃(k3, ω̄
′)τ3I2,4τ3G̃(k1, ω̄

′)τ3(iω̄
′ − ∆̄′τ1)

τ3τ3 ˜̄ωτ3 G̃(k2, ω̄)τ3I1,3τ3G̃(k4, ω̄)τ3(iω̄ + ∆̄τ1) G̃(k3, ω̄
′)τ3I2,4τ3G̃(k1, ω̄

′)τ3(iω̄ − ∆̄τ1)

˜̄ωτ3τ3τ3 G̃(k2, ω̄)τ3I1,3τ3G̃(k4, ω̄)τ3(iω̄ − ∆̄τ1) G̃(k3, ω̄
′)τ3I2,4τ3G̃(k1, ω̄

′)τ3(iω̄ + ∆̄τ1)

τ3 ˜̄ω ˜̄ω ˜̄ω −G̃(k2, ω̄)τ3I1,3τ3G̃(k4, ω̄)τ3(iω̄ − ∆̄τ1) −G̃(k3, ω̄′)τ3I2,4τ3G̃(k1, ω̄
′)τ3(iω̄

′ + ∆̄′τ1)

˜̄ω ˜̄ωτ3 ˜̄ω −G̃(k2, ω̄)τ3I1,3τ3G̃(k4, ω̄)τ3(iω̄ + ∆̄τ1) −G̃(k3, ω̄′)τ3I2,4τ3G̃(k1, ω̄
′)τ3(iω̄

′ − ∆̄′τ1)

˜̄ω ˜̄ω ˜̄ωτ3 −G̃(k2, ω̄)τ3I1,3τ3G̃(k4, ω̄)τ3(iω̄ + ∆̄τ1) −G̃(k3, ω̄′)τ3I2,4τ3G̃(k1, ω̄
′)τ3(iω̄

′ + ∆̄τ1)

˜̄ωτ3 ˜̄ω ˜̄ω −G̃(k2, ω̄)τ3I1,3τ3G̃(k4, ω̄)τ3(iω̄ − ∆̄τ1) −G̃(k3, ω̄′)τ3I2,4τ3G̃(k1, ω̄
′)τ3(iω̄

′ − ∆̄τ1)

By factorising and simplifying we are left with

−4ω̄ω̄′

WW ′ Trace{G̃(k2, ω̄)τ3I1,3τ3G̃(k4, ω̄)τ3}Trace{G̃(k3, ω̄
′)τ3I2,4τ3G̃(k1, ω̄

′)τ3}

(B.3.1)

16ω̄2ω̄′2

WW ′

[
(ξ2 + ξ4)(ξ1ξ3 −W 2)2(ξ2ξ4 −W 2)−W 2(ξ1 + ξ3)

2(ξ2 + ξ4)(ξ2ξ4 −W 2)

+ (ξ1 + ξ3)(ξ1ξ3 −W 2)(ξ2ξ4 −W 2)2 −W 2(ξ1 + ξ3)(ξ2 + ξ4)
2(ξ1ξ3 −W 2)

]
×

[
(ξ2 + ξ4)(ξ1ξ3 −W ′2)2(ξ2ξ4 −W ′2)−W ′2(ξ1 + ξ3)

2(ξ2 + ξ4)(ξ2ξ4 −W ′2)

+ (ξ1 + ξ3)(ξ1ξ3 −W ′2)(ξ2ξ4 −W ′2)2 −W 2(ξ1 + ξ3)(ξ2 + ξ4)
2(ξ1ξ3 −W ′2)

]

Integrating with respect to ξ1,2,3,4, and including the minus sign due to it being
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B.3. 4 ladder Superconducting UCF calculation

and odd contribution, will give the full odd-˜̄ω contribution as

−512π4ω̄2ω̄′2

W 2W ′2(W +W ′)12
(B.3.2)

Even- ˜̄ω terms

Configuration Outer Loop Inner Loop

τ3τ3τ3τ3, ˜̄ω ˜̄ω ˜̄ω ˜̄ω G̃(k2, ω̄)τ3I1,3τ3G̃(k4, ω̄) G̃(k3, ω̄
′)τ3I2,4τ3G̃(k1, ω̄

′)

τ3τ3 ˜̄ω ˜̄ω, ˜̄ω ˜̄ωτ3τ3 −G̃(k2, ω̄)τ3I1,3τ3G̃(k4, ω̄) G̃(k3, ω̄
′)τ3I2,4τ3G̃(k1, ω̄

′) iω̄
′−∆̄′τ1
W ′

iω̄′−∆̄′τ1
W ′

τ3 ˜̄ωτ3 ˜̄ω, ˜̄ωτ3 ˜̄ωτ3 G̃(k2, ω̄)τ3I1,3τ3G̃(k4, ω̄)
iω̄−∆̄τ1

W
iω̄−∆̄τ1

W
G̃(k3, ω̄

′)τ3I2,4τ3G̃(k1, ω̄
′) iω̄

′−∆̄′τ1
W ′

iω̄′−∆̄′τ1
W ′

˜̄ωτ3τ3 ˜̄ω, τ3 ˜̄ω ˜̄ωτ3 τ3I1,3τ3G̃(k4, ω̄)G̃(k2, ω̄)
iω̄∆̄τ1
W

iω̄−∆̄τ1
W

−G̃(k3, ω̄′)τ3I2,4τ3G̃(k1, ω̄
′)

By factorising and simplifying we can write the overall contribution as

−4ω̄2ω̄′2

W 2W ′2

[
Trace{G̃(k2, ω̄)τ3I1,3τ3G̃(k4, ω̄)(iω̄ − ∆̄τ1)

]
×
[
Trace{G̃(k3, ω̄′)τ3I2,4τ3G̃(k1, ω̄

′)(iω̄′ − ∆̄′τ1)
]

(B.3.3)

Calculating the traces will give

−4ω̄2ω̄′2

W 2W ′2

[
− 4iω̄W 2ξ2ξ4(ξ1ξ3 −W 2)2 + 4iω̄W 4ξ2ξ4(ξ1 + ξ3)

2

− 4iω̄W 2ξ4(ξ1 + ξ2)(ξ
2
2 −W 2)(ξ1ξ3 −W 2) + iω̄(ξ22 −W 2)(ξ4 −W 2)(ξ1ξ3 −W 2)2

− iω̄W 2(ξ1 + ξ3)
2(ξ22 −W 2)(ξ24 −W 2)− 4iω̄W 2ξ2(ξ1 + ξ3)(ξ

2
4 −W 2)(ξ1ξ3 −W 2)

]
×
[
− 4iω̄′W ′2ξ1ξ3(ξ2ξ4 −W ′2)2 + 4iω̄′W ′4ξ1ξ3(ξ2 + ξ4)

2

− 4iω̄′W ′2ξ1(ξ2+ ξ3)(ξ
2
3 −W ′2)(ξ2ξ4−W ′2)+ iω̄′(ξ23 −W ′2)(ξ1−W ′2)(ξ2ξ4−W ′2)2

−iω̄′W ′2(ξ2+ξ4)
2(ξ23−W ′2)(ξ21−W ′2)−4iω̄′W ′2ξ3(ξ2+ξ4)(ξ

2
1−W ′2)(ξ2ξ4−W ′2)

]

Taking the integral with respect to ξ1,2,3,4 will give the final 4 ladder Even-˜̄ω
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contribution as

512ω̄2ω̄′2π4

W 2W ′2(W +W ′)12
(B.3.4)

B.3.2 Type-II

Even- ˜̄ω terms

Configuration Outer Loop Inner Loop

τ3τ3τ3τ3, τ3 ˜̄ωτ3 ˜̄ω I1,2τ3G̃(k3, ω̄)τ3G̃(k4, ω̄) I3,4τ3G̃(k1, ω̄
′)τ3G̃(k2, ω̄

′)

τ3τ3 ˜̄ω ˜̄ω, τ3 ˜̄ω ˜̄ωτ3 −I1,2τ3G̃(k3, ω̄)τ3G̃(k4, ω̄) I3,4τ3G̃(k1, ω̄
′)τ3G̃(k2, ω̄

′) iω̄
′−∆̄′τ1
W ′

iω̄′−∆̄′τ1
W ′

˜̄ωτ3 ˜̄ωτ3, ˜̄ω ˜̄ω ˜̄ω ˜̄ω I1,2τ3G̃(k3, ω̄)τ3G̃(k4, ω̄)
iω̄−∆̄τ1

W
iω̄−∆̄τ1

W
I3,4τ3G̃(k1, ω̄

′)τ3G̃(k2, ω̄
′) iω̄

′−∆̄′τ1
W ′

iω̄′−∆̄′τ1
W ′

˜̄ωτ3τ3 ˜̄ω, ˜̄ω ˜̄ωτ3τ3 I1,2τ3G̃(k3, ω̄)τ3G̃(k4, ω̄)
iω̄∆̄τ1
W

iω̄−∆̄τ1
W

−I3,4τ3G̃(k1, ω̄′)τ3G̃(k2, ω̄
′)

Simplifying will give

−4ω̄ω̄′

W 2W ′2Tr{I1,2τ3G̃(k3, ω̄)τ3G̃(k4, ω̄)(iω̄ − ∆̄τ1)}Tr{I3,4τ3G̃(k1, ω̄′)τ3G̃(k2, ω̄
′)(iω̄ − ∆̄τ1)}

(B.3.5)

and the outer loop expansion

Tr{I1,2τ3G̃(k3, ω̄)τ3G̃(k4, ω̄)(iω̄ − ∆̄τ1)}

= iω̄
[
(ξ1ξ2 −W 2)2(ξ3ξ4 −W 2)2 −W 2(ξ1 + ξ2)

2(ξ3ξ4 −W 2)2 −W 2(ξ3 + ξ4)
2(ξ1ξ2 −W 2)2

+W 4(ξ1 + ξ2)
2(ξ3 + ξ4)

2 − 4W 2(ξ1 + ξ2)(ξ3 + ξ4)(ξ1ξ2 −W 2)(ξ3ξ4 −W 2)
]

(B.3.6)

Integrating the product of the inner and outer loops will give the final result as

512π4ω̄2ω̄′2

W 2W ′2(W +W ′)12
(B.3.7)
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Odd- ˜̄ω terms

Configuration Outer Loop Inner Loop

τ3τ3τ3 ˜̄ω and τ3 ˜̄ωτ3τ3 I1,2τ3G̃(k3, ω̄)τ3G̃(k4, ω̄)τ3
iω̄+∆̄τ1

W
I3,4τ3G̃(k1, ω̄

′)τ3G̃(k2, ω̄
′)τ3

iω̄′+∆̄′τ1
W ′

˜̄ωτ3τ3τ3 and ˜̄ω ˜̄ωτ3 ˜̄ω I1,2τ3G̃(k3, ω̄)τ3G̃(k4, ω̄)τ3
iω̄−∆̄τ1

W
I3,4τ3G̃(k1, ω̄

′)τ3G̃(k2, ω̄
′)τ3

iω̄′+∆̄′τ1
W ′

τ3τ3 ˜̄ωτ3 and τ3 ˜̄ω ˜̄ω ˜̄ω I1,2τ3G̃(k3, ω̄)τ3G̃(k4, ω̄)τ3
iω̄+∆̄τ1

W
I3,4τ3G̃(k1, ω̄

′)τ3G̃(k2, ω̄
′)τ3

iω̄′−∆̄′τ1
W ′

˜̄ωτ3 ˜̄ω ˜̄ω and ˜̄ω ˜̄ω ˜̄ωτ3 I1,2τ3G̃(k3, ω̄)τ3G̃(k4, ω̄)τ3
iω̄−∆̄τ1

W
I3,4τ3G̃(k1, ω̄

′)τ3G̃(k2, ω̄
′)τ3

iω̄′−∆̄′τ1
W ′

The entire odd-˜̄ω contribution cancels down to

−4ω̄ω̄′

WW ′ Trace{τ3I1,2τ3G̃(k3, ω̄)τ3G̃(k4, ω̄)}Trace{τ3I3,4τ3G̃(k1, ω̄
′)τ3G̃(k2, ω̄

′)}

(B.3.8)

Expanding out the outer loop contribution will give

Trace{τ3I1,2τ3G̃(k3, ω̄)τ3G̃(k4, ω̄)}

= 2iω̄
[
(ξ3 + ξ4)(ξ1ξ2 −W 2)2(ξ3ξ4 −W 2) + (ξ1 + ξ2)(ξ1ξ2 −W 2)(ξ3ξ4 −W 2)2

−W 2(ξ1 + ξ2)
2(ξ3 + ξ4)(ξ3ξ4 −W 2)−W 2(ξ1 + ξ2)(ξ3 + ξ4)

2(ξ1ξ2 −W 2)
]

Integrating the product of the inner and outer loop and recalling that the Odd-˜̄ω

terms will give an additional minus sign will give the final result as

−512π4ω̄2ω̄′2

W 2W ′2(W +W ′)12
(B.3.9)
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