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ABSTRACT 

Despite the substantial expansion in vocabulary research since the 1980s (Laufer, 2009; 

Meara, 2002), we still know very little about how vocabulary develops over time and what 

factors influence this development (Pellicer-Sánchez, 2019; Webb & Nation, 2017). The 

first study of the thesis aimed to address this by examining the vocabulary breadth growth 

of EFL learners over a school semester (12 weeks). It measured the vocabulary growth 

(meaning recognition and meaning recall) of 141 Saudi intermediate school (aged 15) and 

secondary school (aged 16) students using the Updated Vocabulary Levels Test (Webb et 

al., 2017). To explain the expected variation in vocabulary growth, the study examined the 

role of individual differences focusing on three key factors: out-of-class exposure (e.g., 

watching TV and playing video games), self-regulation and motivation. The main finding 

from this study is that vocabulary growth in an EFL context can be low and slow (Nurweni 

& Read, 1999; Siyanova-Chanturia & Webb, 2016; Webb & Chang, 2012), and after many 

years of school instruction, students might still not develop a good knowledge of even the 

highest frequency vocabulary (i.e., the most frequent 1000 word-families). Additionally, 

out-of-class exposure and motivation were significant predictors of vocabulary learning.   

The second study aimed to address the low knowledge of high frequency vocabulary found 

in the first study. Given the limited time of many EFL classes, it employed digital flashcard 

learning in out-of-class settings and included in-class quizzes to make sure that students 

genuinely engage with vocabulary learning and potentially benefit from the testing effect 

(Karpicke & Roediger, 2007). However, it was unclear based on the previous research how 

frequently quizzes should occur for optimal vocabulary learning. The second study aimed 
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to address this gap by first examining the effect of quizzing (quiz vs. no-quiz) followed by 

an examination of the effect of quiz frequency (weekly, biweekly and monthly) on 

vocabulary learning over a school semester (eight weeks). Secondary school students (n = 

76, age = 16-17) learned 120 target words using digital flashcards in naturalistic out-of-

class settings using their personal devices. The second study had two main findings. First, 

the groups who received quizzes showed significant vocabulary improvement on the 

posttest while the group who did not receive quizzes did not make any significant 

vocabulary gains. This finding suggests that supplementing out-of-class vocabulary 

learning with in-class quizzes can be an effective vocabulary learning approach. It also 

suggests that students’ willingness to engage in out-of-class language learning (i.e., extra-

curricular learning) should not be taken for granted when there is no source of external 

motivation (Seibert Hanson & Brown, 2019). Second, there were no significant differences 

in the learning gains between the three quiz frequency groups (weekly, biweekly and 

monthly), suggesting that more frequent quizzes do not necessarily lead to more vocabulary 

learning.  

The thesis overall makes valuable contributions to both vocabulary theory and practice. 

The first study enhances our understanding of the nature of vocabulary knowledge by 

examining vocabulary growth longitudinally while taking into account the role of 

individual differences. The second study offers practical recommendations to help 

language learners learn vocabulary more effectively. The two studies combined make 

important strides in advancing L2 vocabulary learning, instruction and research.  
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1. Introduction  

 

 

Vocabulary is a key component of language. Its significance is captured by Wilkins’s often 

cited sentence "without grammar very little can be conveyed, without vocabulary nothing 

can be conveyed" (Wilkins, 1972, p. 110). Learners themselves are aware of the importance 

of vocabulary and regard lexical errors to be more serious than all other types of errors 

(Politzer, 1978). While vocabulary received relatively little attention in the past, as noted 

by Meara (1980), the research landscape has undergone significant transformation in the 

years that followed his article, giving rise to a substantial body of work (Laufer, 2009; 

Meara, 2002; Milton & Hopwood, 2022). This is evident in the multitude of research topics 

investigated within vocabulary and the publication of several comprehensive books 

summarizing research in this area (Durrant et al., 2022; Nation, 2022; Schmitt & Schmitt, 

2020; Webb, 2019).   

Research on vocabulary can be broadly categorized into four key research areas: 

vocabulary development, vocabulary testing, vocabulary and psycholinguistics and 

vocabulary and corpus linguistics (Durrant et al., 2022). Vocabulary development research 

focuses on the teaching and learning of vocabulary. It investigates topics such as how 

vocabulary knowledge is conceptualized (Anderson & Freebody, 1981; Daller et al., 2007; 

Henriksen, 1999; Melka, 1997; Nation, 1990; Richards, 1976), how vocabulary develops 

over time (Schmitt, 1998; Webb & Chang, 2012) and the role of incidental and intentional 

learning in vocabulary learning and instruction (Huckin & Coady, 1999; Hulstijn, 2001, 
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2003; Hulstijn et al., 1996; Laufer & Hulstijn, 2001; Thomas, 2020). Vocabulary testing 

focuses on the development and evaluation of vocabulary knowledge measures. Topics 

investigated in this area include vocabulary test development (Laufer & Nation, 1999; 

Nation, 2012; Webb et al., 2017), validation (Aviad-Levitzky et al., 2019; Beglar, 2010) 

and evaluation (Milton, 2009; Read, 2019; Schmitt et al., 2019). Psycholinguistic research 

on vocabulary focuses on the mental processes involved in vocabulary comprehension and 

production. It employs on-line methods such as eye-tracking and lexical decision tasks to 

uncover how vocabulary is learned and processed (Ellis & Beaton, 1993; Nakata & Elgort, 

2021; Pellicer-Sánchez, 2016; A. Wang & Pellicer‐Sánchez, 2022). Corpus linguistics 

research within vocabulary examines how large bodies of text can inform vocabulary 

learning and assessment. It focuses on topics such as the development of wordlists which 

can be used to guide the selection of the most useful words to learn (Coxhead, 2000; Nation, 

2016; West, 1953) and the analysis of vocabulary in textbooks (Alsaif & Milton, 2012; Sun 

& Dang, 2020). 

Despite this expansion, studies examining vocabulary growth using longitudinal data are 

scarce (Pellicer-Sánchez, 2019; Webb & Nation, 2017). Webb and Nation (2017, p. 68) 

state that "Surprisingly, there are relatively few studies of L2 vocabulary growth; and 

questions such as ‘How many words should be learned per week/per year/during a course?’ 

remain unanswered". Schmitt (2010, p. 156) emphasizes that "vocabulary learning is 

longitudinal and incremental in nature, and only research designs with a longitudinal 

element can truly describe it”. Schmitt (2019) also surveyed what vocabulary areas need 

more research and received 36 suggestions from 23 vocabulary scholars. The most 

frequently mentioned area in need of more research was longitudinal studies. The same 
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point has been reiterated by Pellicer-Sanchez (2019) in a paper calling for more 

longitudinal research on vocabulary growth. The shortage of longitudinal studies is not 

limited to vocabulary acquisition research, but also extends to the field of second language 

acquisition as a whole (Dörnyei, 2007). 

The present thesis therefore aimed to investigate vocabulary development over time, and 

in particular the factors that can make this more or less successful. Two longitudinal studies 

were designed to assess this. The first study aimed to examine the vocabulary growth of 

Saudi intermediate and secondary EFL students over a school semester. It took into account 

key individual differences that might affect vocabulary growth. The three factors examined 

were motivation, self-regulation and out-of-class exposure, each of which has been 

suggested to be key in the literature (Sundqvist, 2009, 2024; Tseng et al., 2006; Tseng & 

Schmitt, 2008). The second study built on this by investigating how we can help low level 

EFL learners with limited vocabulary knowledge expand their vocabulary. Given the 

limited time available for foreign language instruction in most contexts, it examined the 

effectiveness of out-of-class vocabulary learning from digital flashcards in naturalistic 

settings. The contribution of the second study lies in investigating the effect of quizzing 

(quizzes vs. no quizzes) and quiz frequency (weekly, biweekly, monthly) on vocabulary 

learning over a school semester while taking into account key individual difference factors 

(motivation and self-regulation). The combination of these two studies goes some way to 

filling the gap in the literature regarding longitudinal research on vocabulary learning, and 

contributes to our understanding of the complex and dynamic set of factors that affect 

vocabulary development in this context. The organization of the thesis is discussed in the 

following section, which also provides a brief description of the six thesis chapters. 
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1.1 Organization of the thesis  

The thesis begins by providing a general literature review of the key and relevant concepts 

in vocabulary research (Chapter 2) and reviews research on vocabulary in Saudi Arabia 

(Chapter 3). These two background chapters are followed by two empirical studies 

(Chapters 4 and 5). Finally, the thesis concludes with a general discussion and conclusion 

chapter that synthesizes the findings from the two studies and relates them to previous 

research (Chapter 6).   

The first section in the general literature review chapter (section 2.1) provides an 

introduction to the key ideas and concepts in second language vocabulary research. The 

section begins by defining the concept of a word and how it has been operationalized in 

vocabulary research. It also discusses the recently debated issue of unit of counting (i.e., 

lemma, flemma and word-families) and how it affects vocabulary instruction, assessment 

and research. Additionally, the section introduces the important role of frequency in 

vocabulary learning and highlights the fact that some words are more useful than others 

because they are more frequent. The third section discusses how the construct of 

vocabulary knowledge has been defined and conceptualized in the literature. Section four 

highlights the importance of vocabulary in the four language skills (listening, reading, 

speaking and writing) and in overall language proficiency. Finally, it describes the two 

complementary methods of vocabulary learning (incidental and intentional) and explains 

the importance of both for well-developed vocabulary knowledge.  

Section 2.2 starts by discussing fundamental concepts in vocabulary assessment such as 

validity and reliability and discusses key issues and considerations in vocabulary testing. 
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It also critically examines common vocabulary breadth tests and highlights their strengths 

and weaknesses. The section also considers the limitations of cross-sectional data when 

measuring vocabulary growth and highlights the importance of using longitudinal data. 

Finally, it concludes by reviewing studies that have examined vocabulary growth from a 

longitudinal perspective.  

The role of individual differences in language and vocabulary learning is discussed in 

section 2.3. It starts by briefly discussing the role of individual differences in second 

language and vocabulary learning. It then moves on to discuss in separate subsections the 

role of out-of-class exposure, strategic learning and motivation in vocabulary learning.  

Chapter 3 provides a review of vocabulary research in Saudi Arabia. It focuses on 

vocabulary learning, instruction and research. Vocabulary learning addresses the 

vocabulary knowledge of Saudi EFL students and their mastery of high frequency words. 

Vocabulary instruction focuses on how teachers in Saudi Arabia approach vocabulary 

learning and teaching. Finally, vocabulary research critically examines the research 

conducted to improve Saudi EFL students’ vocabulary learning.  

Chapter 4 represents the first study in the thesis, which examines the vocabulary growth of 

Saudi EFL students over a school semester. Additionally, it investigates the role of 

individual differences, in particular the role of out-of-class exposure, strategic vocabulary 

learning and motivation in vocabulary learning. The study aimed to improve our 

understanding of how vocabulary knowledge (meaning recognition and meaning recall) 

develops over time and how growth is influenced by individual differences. The 
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pedagogical implications of the study for vocabulary learning in an EFL context are 

discussed, as well as their implications for English instruction in Saudi Arabia.  

Chapter 5 presents the second study in the thesis, which suggests one way of helping low 

level language learners improve their vocabulary knowledge. The study focuses on the use 

of digital flashcards in out-of-class settings to efficiently enhance and boost learners’ 

vocabulary learning. It first investigates whether supplementing out-of-class digital 

flashcard learning with in-class quizzes can lead to more effective vocabulary learning 

compared to having no quizzes at all. The second aim is to investigate the role of quiz 

frequency (weekly, biweekly and monthly) to establish whether more frequent quizzes lead 

to more vocabulary learning. The study takes into account key individual differences: 

motivation and self-regulation. It also examines the effect of study time and whether more 

study time leads to more vocabulary learning. Finally, it investigates students’ attitudes 

towards frequent quizzes and vocabulary learning from a digital flashcard learning app and 

whether their attitudes play a role in their vocabulary learning.  

Due to gender segregation laws in Saudi public schools which prevent males from 

accessing female schools, both studies were conducted with male students only. Although 

the limited research on the effect of gender on vocabulary knowledge shows mixed findings 

(see section 6.3), the lack of female participants may limit the generalizability of the 

findings.  

The final chapter (Chapter 6) provides a general discussion and conclusion which 

synthesizes the findings from the two studies and relates them to previous research. It also 

discusses the implications of the two studies and provides suggestions for future research.  
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2. General literature review 

 

 

This literature review chapter provides a review of relevant vocabulary research. As 

outlined in the introduction, the chapter has three sections: the first focuses on fundamental 

concepts in vocabulary research. The second addresses how vocabulary learning is 

measured. The third covers the role of individual differences in vocabulary learning. This 

chapter functions as a literature review for study 1 and study 2 as it is relevant to both (e.g., 

both studies take into account the role of individual differences in vocabulary growth). 

Study 2 has an additional literature review that focuses on topics relevant only to the second 

study (e.g., the testing effect and digital flashcard learning).  

2.1 Fundamental concepts in vocabulary research 

2.1.1 What is a word?  

Vocabulary includes both single words (e.g., apple and go) and multi-word units such as 

phrasal verbs (e.g., go on and keep up) and idioms (e.g., piece of cake). These multi-word 

units are often called formulaic language and they are central for fluent second language 

use (Conklin & Schmitt, 2012; Siyanova-Chanturia & Pellicer-Sánchez, 2018; Wood, 

2015). The focus of the thesis however will be on learning, teaching and researching of 

single words.  

Although the concept of a word seems straightforward to understand at first, defining what 

constitutes a word systematically is challenging (Nation & Webb, 2011; Schmitt, 2010). 
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Even if we focus exclusively on written language and attempt to define words based on, 

for example, the blank spaces around them in writing we would immediately run into issues 

with cases like well-being and long-term which do not fit neatly to this definition. Another 

issue is whether to treat the two instances of a word like care (noun) and care (verb) as one 

or two words. The difficulties in defining and counting words have led vocabulary 

researchers to suggest different units of counting to deal with these challenges. The 

narrowest unit of counting is word-form which treats every instance/form of a word as a 

separate word. For example, the verbs care and caring are treated as different words. Next 

is a lemma, which treats words with different inflections as one word, so the verbs care 

and caring are treated as one word but care the noun is treated as a different word. A 

flemma groups inflections and similar spelling derivations together so care (n), care (v) 

and caring are treated as one word. The broadest unit is a word-family, which groups all 

the inflections and derivations together as one word. The word-family of the word care 

thus includes care (n), care (v), caring, careful, uncareful, careless, carelessness and 

uncaring.  

The choice of unit of counting has important implications for vocabulary instruction (e.g., 

which other forms of a word to focus on during instruction), assessment (e.g., vocabulary 

size estimates would increase or decrease depending on the unit of counting) and research 

(Dang, 2021; Stoeckel, Ishii, et al., 2020; Webb, 2021c). Thus, it is no wonder that the 

topic has been extensively discussed and debated (Dang, 2021; McLean, 2018; Nation, 

2021; Stoeckel, Ishii, et al., 2020; Stoeckel, McLean, et al., 2020; Webb, 2021c, 2021a, 

2021d). One group of researchers argues that word-families are an appropriate unit of 

counting (Laufer, 2021; Nation, 2021; Webb, 2021d) while another group of researchers 
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argues for the more conservative units of counting (i.e., lemma or flemma; Brown et al., 

2022; McLean, 2018). The main issue behind the debate according to Nation (2021) is 

learners' knowledge. Word-family proponents suggest that if a learner knows the headword 

care then they would not face great difficulties understanding the meaning of the other 

forms (e.g., caring or careless). On the other hand, the lemma/flemma proponents argue 

that such an assumption is not valid empirically, and knowledge of one form of a word 

(e.g., care) does not necessarily entail knowledge of other forms (e.g., uncaring; McLean, 

2018). A middle ground has been proposed where the choice of the unit of counting should 

depend on factors such as the proficiency of the learners and the purpose of the research 

(Kremmel, 2021; Nation, 2021; Webb, 2021d). For example, word-family might be more 

appropriate with more advanced learners given that they tend to have a more developed 

morphological knowledge, while flemma or lemma might be more appropriate for 

beginners whose morphological knowledge is still limited. Although the recent 

commentaries and discussion have presented valuable insights and perspectives on the 

issue of the unit of counting, most of the researchers involved in this discussion agree that 

there is a need for more empirical studies to help researchers and instructors make more 

informed decisions about the unit of counting for teaching and research (Kremmel, 2021; 

Laufer, 2021; Webb, 2021a).  

2.1.2 Some words are more useful than others 

The English language has around 54,000 word-families (Goulden et al., 1990), which is a 

very large number that native speakers fall short of reaching (a 20-year-old native speaker 

is estimated to know approximately 11,100 word-families; Brysbaert et al., 2016). 

Fortunately, learners do not need to learn all of these words to use language. This is because 
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only a very small proportion of these words occur very frequently in the language while 

the majority appear infrequently. High frequency vocabulary encompasses the most 

frequent 3000 word-families in corpora such as the British National Corpus frequency 

wordlist developed by Nation (2006). The words between the most frequent 3000 and 9000 

word-families are referred to as mid-frequency vocabulary (Schmitt & Schmitt, 2014). The 

words beyond the most frequent 9000 word-families are termed low frequency vocabulary. 

The high frequency vocabulary is considered the most useful because of lexical coverage 

or “how much unknown vocabulary can be tolerated in a text before it interferes with 

comprehension?" (Nation, 2006, p. 61). It covers up to 85% of most spoken and written 

language (Adolphs & Schmitt, 2003; Nation, 2006; Webb & Rodgers, 2009a). Although 

85% might seem large, research suggests that knowledge of 95-98% of the words in a text 

is a necessary component of written and spoken language comprehension (Laufer & 

Ravenhorst-Kalovski, 2010; Nation, 2006; Schmitt et al., 2017; Webb & Rodgers, 2009a). 

Mid-frequency vocabulary is thus considered the second most important vocabulary to 

learn for general language proficiency because it helps learners reach the 95-98% 

comprehension threshold (Schmitt & Schmitt, 2014). 

The order in which high frequency vocabulary is taught is important. This is because the 

first 1000 frequency band has much more coverage (77.96%) than the second 1000 

frequency band (8.01%), as shown in Table 1, which in turn has more coverage than the 

third 1000 frequency band (4.36%; Nation, 2022). For mid and low frequency bands, the 

order is not very important since there are no substantial differences in coverage (e.g., the 

seventh band coverage is 0.45% and the eighth band coverage is 0.33%).  
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Table 1. Coverage of the British National Corpus attained by the most frequent 9000 
frequency bands with word-families as a unit of counting.  

Frequency 

band 

Percentage of coverage of 

tokens 

Percentage of cumulative tokens 

coverage  

1000 77.96 81.14 

2000 8.01 89.24 

3000 4.36 93.06 

4000 1.77 95.37 

5000 1.04 96.41 

6000 0.67 97.08 

7000 0.45 97.53 

8000 0.33 97.86 

9000 0.22 98.08 

Note. Based on Nation (2022).  

Even though learning 3000 word-families is more manageable than learning 20,000 word-

families, the number is still large for beginners. A more reasonable target in the early stages 

of language learning is learning the Essential Word List (EWL; Dang & Webb, 2016), 

which consists of a smaller number of high frequency vocabulary. The EWL is useful 

because it has fewer words (800 lemmas) and provides a 75% coverage of English 

discourse. The cutoff point for number of the words in the list was based on three criteria: 

change in lexical coverage curve (i.e., where including more words does not lead to 

substantially more coverage), amount of vocabulary needed to understand spoken and 

written language and practicality. The EWL further breaks down the 800 lemmas into 50 

lemma sub-lists to make it easier for teachers to distribute the learning of the items 
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throughout a language learning course. The items in the list include 176 function words 

(e.g., the, you, in, at, below, mine, nine, since) and 624 lexical words (e.g., verbs: know, 

go, get; nouns: thought, life, environment; adjectives: good, special, western; adverbs: well, 

very, nearly).  

Although frequency is useful in guiding which words give the best return for the time 

invested, it should not be the only determining factor. Some words are useful for the 

classroom environment despite being of low frequency (e.g., pencil, blackboard; Schmitt 

& Schmitt, 2020), hence should not be discarded just because they are not frequent (see 

knowledge-based wordlist; Schmitt et al., 2021). Additionally, some learners might benefit 

from specialized wordlists that focus on the most frequent words in a specific area. For 

example, students pursuing higher education might benefit from The Academic Word List 

(Coxhead, 2000), which includes common academic words that are not specific to any 

particular field (e.g., approach, deduce, minimal). These words cover approximately 10% 

of the words in academic texts which translates to roughly one in every ten words, making 

learning this vocabulary worthwhile (Nation, 2022). Besides academic vocabulary, there 

is technical or specialized vocabulary which comprises words that are common in a 

specialist field of study, work or any other community of practice. These may include 

words that are common in fields like law, aviation, engineering or the military but which 

are likely to be infrequent in general language use, or may be everyday words used in a 

technical sense (Nation, 2022). Learning these words can help learners become familiar 

with the common vocabulary that they are likely to encounter in a specific area of interest.  
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In sum, not all words are of the same value for all learners and some words (high-frequency, 

academic and technical) are more useful than others to the level that justifies devoting more 

time to learning them.   

2.1.3 Defining vocabulary knowledge  

A clear understanding of what vocabulary knowledge involves is one of the main objectives 

of vocabulary research. Gass and Selinker point out that “[t]he major task of second 

language lexical research is to discover what second language learners know about the 

lexicon of the second language, how they learn it, and why this particular path of 

development is followed” (2008, p. 545). Vocabulary knowledge has been conceptualized 

in different ways (Anderson & Freebody, 1981; Daller et al., 2007; Henriksen, 1999; 

Melka, 1997; Nation, 1990; Richards, 1976). These different conceptualizations should not 

be viewed as being mutually exclusive but as providing multiple perspectives on the 

concept of vocabulary knowledge (Durrant et al., 2022).  

A common conceptualization is one where vocabulary knowledge is divided into receptive 

and productive knowledge (Melka, 1997). Receptive vocabulary refers to the collection of 

words that a learner can understand in listening or reading. Productive vocabulary refers to 

the collection of words that a learner can use in speaking or writing. Schmitt (2020) 

suggests that this distinction has ecological validity in that teachers and learners are usually 

aware of the phenomenon of being able to understand a word but not being able to use it 

in speaking or writing. Some studies have provided evidence for this observation and 

shown that learning vocabulary receptively is usually easier than learning vocabulary 

productively (Laufer & Goldstein, 2004). Also, learners’ receptive vocabulary tends to be 
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larger than their productive vocabulary (Laufer, 1998; Laufer & Paribakht, 1998; Waring, 

1997; Webb, 2005). Exactly how large the difference is unknown, but estimates vary from 

as low as 16% of the receptive vocabulary being known productively to as high as 92% 

(Schmitt & Schmitt, 2020). The variation in estimates is primarily due to differences in 

how the two concepts are operationalized and measured (Schmitt & Schmitt, 2020).  

Another widely known conceptualization of vocabulary knowledge is distinguishing 

between vocabulary breadth and depth (Anderson & Freebody, 1981). Vocabulary breadth 

refers to the number of words known by learners which is commonly referred to as 

vocabulary size. Vocabulary depth on the other hand refers to how well learners know these 

words. Schmitt (2014) reviewed studies that investigated the development of vocabulary 

breadth and depth. His review showed that there is usually no developmental gap between 

vocabulary breadth and depth for high frequency words (i.e., the more frequent a word, the 

more deeply it is known). However, for lower frequency words, vocabulary depth appears 

to lag behind vocabulary breadth growth. The gap is possibly due to low amounts of 

exposure for lower frequency words compared to higher frequency words.  

The concept of vocabulary depth has been examined further to uncover its internal structure 

(Henriksen, 1999; Nation, 1990, 2022; Richards, 1976). Two main approaches have been 

followed (Read, 2000): a developmental approach where vocabulary depth is 

conceptualized as ranging from no knowledge of a word to full knowledge, and a 

componential approach where vocabulary depth is conceptualized as being formed of 

smaller components (Nation, 1990, 2022; Richards, 1976). Following the componential 

approach, Nation (1990, 2022) created the most common and widely used classification of 
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vocabulary depth knowledge. Nation’s framework divides vocabulary knowledge into 

three main categories, with each further divided into three subcategories:  

• Form 

o Spoken  

o Written  

o Word parts 

• Meaning 

o Form and meaning 

o Concept and referents 

o Associations 

• Use 

o Grammatical functions 

o Collocations  

o Constraints  

 

Form is concerned with knowing how a word sounds (pronunciation) and looks 

(orthography) as well as knowing its derivations and inflections (morphology). Meaning 

involves knowing the form and meaning connection (being able to link a form to a 

meaning), the concepts and referents (what object or objects in the world a word refers to 

and what concepts are included) and associations (e.g., knowing the relationship between 

a word and the other words in the language such as synonyms and antonyms). Use involves 

knowing the grammatical functions (e.g., grammatical category and transitivity for verbs), 

collocations (what other words frequently co-occur with a word) and constraints (e.g., 
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register constraints). Vocabulary knowledge is therefore complex and one of the 

assessment issues that will be addressed later in section 2.2 is the fact that no test is capable 

of measuring all of the aspects and nuances of vocabulary. Therefore, when it comes to 

assessment, Read (2000) points out that multiple instruments need to be used to meet the 

requirements of vocabulary assessment.  

Although useful, this framework is not without limitations. One of these limitations is the 

lack of a clear specification for the relationships between the different vocabulary 

knowledge aspects (Schmitt, 2019) which hinders a fuller understanding of vocabulary 

knowledge. Also, the framework does not specify the order of the acquisition among the 

aspects (Schmitt, 2019). This limits its pedagogical value and makes it less informative in 

terms of choosing which vocabulary aspects should be prioritized when teaching. Despite 

these limitations, the framework remains useful in guiding vocabulary instruction and 

research given that it breaks vocabulary knowledge into more manageable components.  

2.1.4 Vocabulary and language proficiency 

It is widely accepted that vocabulary is essential to all language use (Schmitt et al., 2017) 

including reading (Laufer & Aviad-Levitzky, 2017; Laufer & Ravenhorst-Kalovski, 2010; 

D. Qian, 1999; D. D. Qian, 2002; Stæhr, 2008), listening (Bonk, 2000; Y. Li & Zhang, 

2019; Stæhr, 2008; van Zeeland & Schmitt, 2013; S. Zhang & Zhang, 2022), viewing TV 

(Durbahn et al., 2020; Peters & Webb, 2018; Teng, 2022), writing (Laufer, 1994; Stæhr, 

2008) and speaking (De Jong et al., 2012; Uchihara & Clenton, 2023; Uchihara & Saito, 

2019). These studies have had the common goal of understanding the relationship between 

vocabulary knowledge and language skills, but they have approached this goal differently. 
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Some studies have focused on vocabulary breadth as a measure of vocabulary knowledge 

(Miralpeix & Muñoz, 2018; Stæhr, 2008) while others have examined both simultaneously 

(C. Chen & Liu, 2020; M. Li & Kirby, 2015; D. Qian, 1999; D. D. Qian & Schedl, 2004; 

Wu et al., 2021). The discussion here will focus on vocabulary breadth or size since it is 

the focus of the thesis (for research on vocabulary depth, see Dóczi & Kormos, 2015; M. 

Li & Kirby, 2015; Milton & Fitzpatrick, 2014; Schmitt, 2014). 

The previous studies suggest that having a large vocabulary is important for all language 

skills. How large the vocabulary needs to be for 'adequate'1 comprehension and production 

varies depending on, for example, the skill investigated (listing, reading, writing or 

speaking), unit of counting (e.g., lemma or word family), genre (e.g., academic, literary), 

material level (simplified or unsimplified) and incompatible researcher findings (estimates 

sometimes differ from one researcher to another; Laufer & Ravenhorst-Kalovski, 2010; 

Webb, 2021b).  

One of the key factors here is text coverage (see section 2.1.2). To reach 98% coverage of 

texts, Nation (2006) suggests that 8000 to 9000 word families are needed for unassisted 

reading comprehension and 6000 to 7000 for listening. To understand spoken discourse 

and everyday conversations, a vocabulary size between 2000 to 3000 word-families is 

needed (95% coverage; van Zeeland & Schmitt, 2013). For writing, the first 2000 words 

from the General Service List2 (GSL; West, 1953) were found to account for the majority 

of English language learners' writing (Laufer, 1994; Laufer & Paribakht, 1998). As these 

 

   1What is 'adequate' can vary depending on several factors such as coverage level and text genre. See Laufer 
& Ravenhorst-Kalovski, (2010) 
2 A list of the most frequent words in English comprising around 2000 words. 
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learners become more proficient, the proportion of words beyond the GSL starts to 

increase. Estimating the vocabulary size needed for speaking (and perhaps writing) is more 

challenging due to the fact that during speaking learners have control over what language 

they choose and can use certain strategies when their vocabulary is limited such as 

circumlocution (i.e., using multiple words to explain a concept when the single word is 

unknown) and gestures (Schmitt & Schmitt, 2020). Therefore, the amount of vocabulary 

needed for speaking will mostly depend on factors such as the topic and the learner’s use 

of strategies. Schmitt (2020) suggests that the best that can be done until further research 

is conducted is to assume that the vocabulary size needed for the receptive skills is 

sufficient for the productive ones. Based on the previous discussion, it can be seen that a 

sizeable vocabulary is essential for performance in the four skills of language.   

2.1.5 Incidental and intentional vocabulary learning 

There are two main approaches to vocabulary learning: incidental vocabulary learning and 

intentional vocabulary learning (Nation, 2022). Incidental learning refers to learning words 

as a by-product of a task as when reading a book or watching a movie (Ellis, 1999; Hulstijn, 

2003) whereas intentional learning occurs when the goal of a task is to learn language 

features such as vocabulary (e.g., learning vocabulary from wordlists). The primary sources 

of incidental vocabulary learning include reading (Al-Homoud & Schmitt, 2009; Pellicer-

Sánchez, 2016; Swanborn & De Glopper, 1999; Webb, 2005), listening (Bonk, 2000; 

Brown et al., 2008; Elley, 1989; Pavia et al., 2019; Smidt & Hegelheimer, 2004) and 

watching television (Montero Perez et al., 2018; Peters & Webb, 2018; Puimège & Peters, 

2019; Teng, 2022; A. Wang & Pellicer‐Sánchez, 2022). Common sources of intentional 
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vocabulary learning include learning from flashcards (McLean et al., 2013; Nakata, 2008) 

and wordlists (Nakata, 2008; Webb, 2007a, 2009)  

Native speakers learn the majority of their vocabulary through incidental learning (Nagy 

et al., 1987; Sternberg, 1987). They add roughly 1000 word-families a year between the 

ages of three and 15 (Goulden et al., 1990; Nation, 2022) or approximately 1.7 new word-

families a day after the age of two (Brysbaert et al., 2016), which is not surprising given 

the large amount of language input available to them. EFL learners on the other hand lack 

access to widespread input, which has led some to argue that they learn the majority of 

their vocabulary through intentional vocabulary learning (Laufer, 2003, 2005). Given that 

the time allocated for foreign language classes is usually limited (Lightbown & Spada, 

2020), foreign language learners end up learning substantially less vocabulary than native 

speakers (see section 2.2.4).  

Within vocabulary research, there is generally a consensus that L2 vocabulary should be 

learned both incidentally and intentionally (Barclay & Schmitt, 2019; Nation, 2011; 

Siyanova-Chanturia & Webb, 2016; Webb & Nation, 2017). This is because each approach 

has its own strengths and limitations. Intentional vocabulary learning can be very efficient 

in the sense that many words can be learned in a relatively short amount of time (McLean 

et al., 2013; Nakata, 2008, 2020). For example, McLean et al. (2013) showed that learners 

were able to learn 1107 word-families (similar to annual gains of native speakers) from 

flashcards over an academic year (see section 5.1.1 for more discussion on flashcard 

learning). Especially for high frequency vocabulary, intentional vocabulary learning can 

be an effective approach to boost students’ vocabulary knowledge. Despite being efficient, 

intentional vocabulary learning is time-consuming and it would be impractical to teach all 
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words learners need to master as well as all aspects of vocabulary knowledge such as 

collocations and constraints intentionally given the limited time available for foreign 

language instruction (Schmitt & Schmitt, 2020). Incidental vocabulary learning (e.g., from 

reading), on the other hand, is more context-rich, where not only is there an opportunity 

for form-meaning link knowledge to develop (Pellicer-Sánchez, 2016), but also other 

aspects of vocabulary knowledge such as collocation and register (e.g., knowing that a 

word is more common in formal contexts than in everyday language; Webb et al., 2013). 

One main limitation of incidental vocabulary learning is that the vocabulary gains made 

from this approach are low compared to intentional vocabulary learning (Nation, 2022; 

Schmitt & Schmitt, 2020; Webb et al., 2023). Therefore, combining both incidental and 

intentional learning in a vocabulary program ensures a more balanced approach where 

students can benefit from the efficiency of intentional vocabulary learning and from the 

context-rich learning of incidental vocabulary learning (Nation, 2022).  

2.2 Measuring vocabulary knowledge 

Vocabulary testing is important for vocabulary research, which is evident in the fact that 

vocabulary tests are among the most used research instruments (Durrant et al., 2022). 

Whole books (Milton, 2009; Read, 2000), book sections (Durrant et al., 2022; Nation, 

2022; Schmitt & Schmitt, 2020; Webb, 2019) and several articles (e.g., Read & Chapelle, 

2001; Schmitt et al., 2019; Stoeckel, McLean, et al., 2020) have been written on the topic 

to help move the field of vocabulary testing forward. One of the main outcomes of 

vocabulary testing research is the development of more accurate vocabulary tests (for a 

more detailed review see: Durrant et al., 2022; Milton, 2009; Nation, 2022; Schmitt, 2020; 

see also section 3.2 below).  
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Given the difficulty in measuring all aspects of vocabulary knowledge at once (Read, 

2000), test developers tend to focus on one or a few aspects of vocabulary knowledge when 

designing tests. The currently available researcher-developed vocabulary tests have 

followed the conceptualizations and distinctions of vocabulary knowledge discussed in 

section 2.1.3 which can be used to classify them. The first of these is the distinction 

between tests that measure vocabulary breadth and tests that measure vocabulary depth. 

Tests that focus on breadth give estimates of how many words learners know by measuring 

the form-meaning component (e.g., form is provided and learners supply the meaning). 

Tests focusing on depth tell us how well these words are known by measuring the other 

vocabulary knowledge components (e.g., asking learners not only to provide a word 

meaning, but also other components such as its collocations or associations). The second 

distinction is between receptive and productive vocabulary knowledge tests. Receptive 

knowledge tests assess learners’ ability to recognize the meaning of a word in reading or 

listening while productive knowledge tests test learners’ ability to use a word in speaking 

or writing (Nation, 2022; Schmitt, 2010). The final distinction is between tests that measure 

meaning recognition and meaning recall knowledge of words. Meaning recognition tests 

require learners to choose the correct form or meaning of a word, while meaning recall 

tests require learners to retrieve from memory a word meaning or form. Focusing on 

vocabulary breadth, the combination of receptive/productive and recognition/recall 

knowledge mastery in Table 2 provides an overview of the four possibilities of vocabulary 

knowledge tests of form-meaning (Laufer & Goldstein, 2004; Schmitt & Schmitt, 2020). 
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Table 2. Vocabulary knowledge of form-meaning test types 

 Receptive  

Recognition 

Productive 

Recognition 

Receptive 

Recall 

Productive 

Recall 

Provided Form  

 

Meaning  Form  Meaning  

 

Tested Meaning 

recognition 

 

Form  

recognition 

Meaning  

recall 

Form  

recall 

Example 1- Car 

a- furniture 

b- vehicle 

c- container 

1- A type of 

vehicle  

a- car 

b- chair 

c- spoon 

1- license 

………….. 

  

1- a permit to 

use or own 

something 

l……. 

  

Before exploring the vocabulary knowledge tests available, it is important to review some 

key considerations in vocabulary assessment. This is important because some vocabulary 

tests have certain design issues and some have not been properly validated before 

publication (Durrant et al., 2022; Schmitt et al., 2019). Schmitt notes that “most vocabulary 

tests are not validated to any great degree” (2019, p. 268). The next sections aim to provide 

a critical evaluation of vocabulary tests and discuss their strengths and weaknesses.  
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2.2.1 Key issues and considerations in vocabulary assessment 

Vocabulary tests, like any other language test, need to meet three key criteria before they 

can be used: validity, reliability and practicality (Bachman, 1990; Bachman & Palmer, 

1996; Read, 2000). Validity is a multifaceted and complex construct (Messick, 1989), one 

key condition of which is that a test needs to measure what it is supposed to measure and 

minimize influence from irrelevant factors (Milton, 2009; Schmitt, 2010). For example, if 

the intended construct of measurement is productive vocabulary knowledge, then receptive 

knowledge should not interfere significantly in the measurement (e.g., free recall reflects 

more accurately productive knowledge than cued recall). Reliability refers to consistency 

and stability in measurement. In other words, a test should give similar results if for 

example it was taken multiple times in the same session by the same learner. Similarly, if 

a test has two versions, they need to give similar results if they were taken by the same 

learner on the same day. Finally, practicality refers to the condition of efficiency in that a 

test for example should not take too much resource to administer and score. This is why, 

for example, most vocabulary tests focus on one aspect of vocabulary knowledge because 

attempting to test all aspects reliably would probably take too much time to administer. 

The three criteria of validity, reliability and practicality should be taken into consideration 

when evaluating the different vocabulary tests available. In addition to the broader 

language testing considerations, there are more vocabulary-focused issues that need to be 

considered, including the number of vocabulary aspects to test, item format, sampling rate 

and the influence of cognates (Durrant et al., 2022; Stoeckel, McLean, et al., 2020).  
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2.2.1.1 Aspects of vocabulary knowledge 

Most vocabulary knowledge tests focus on breadth of vocabulary knowledge and form-

meaning link, which has been criticized by some (e.g., Milton & Fitzpatrick, 2014) on the 

grounds that it does not capture the full complexity of vocabulary knowledge. Despite this 

drawback, the choice of measuring breadth of vocabulary and form-meaning knowledge is 

not unjustifiable. First, focusing on one aspect means that more items can be tested, and 

the test can be more representative of this aspect (Read, 2000). Second, the form-meaning 

link is the most important aspect of vocabulary knowledge given that meaning errors (e.g., 

referring to a cat as a dog) are usually more severe in terms of comprehension than 

grammatical errors (e.g., using the wrong word form: *what is the different between x and 

y; Laufer & Goldstein, 2004).  

2.2.1.2 Item format 

Most vocabulary breadth tests measure vocabulary knowledge using meaning recognition 

tests which has also been criticized on the grounds that they tend to overestimate the 

number of words learned due to random guessing (Gyllstad et al., 2015; Stoeckel, McLean, 

et al., 2020). However, the opposite might happen if vocabulary knowledge is measured 

using only recall tests since they tend to underestimate the number of words learned 

(Kremmel & Schmitt, 2016). A more serious issue with meaning recognition tests relates 

to ecological validity in that they might not reflect receptive vocabulary knowledge reliably 

(Gyllstad et al., 2015; Kremmel & Schmitt, 2016; Stewart, 2014). When learners use 

language receptively (reading or listening), they are not offered a list of meaning choices 

to choose from, but they must recall word meaning from the mental lexicon. How 
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representative meaning recognition tests are of receptive vocabulary knowledge remains 

open for further research (Stewart et al., 2021; Stoeckel, McLean, et al., 2020; Webb, 

2021a).  

2.2.1.3 Sampling rate 

Given the impracticality of testing all words in frequency bands in a vocabulary test (which 

tend to be in the thousands), test developers normally resort to sampling 10 to 40 words 

from each frequency band and test these words only. When learners answer most of these 

words correctly, it is assumed that they know the majority of the other words in the 

frequency band. These assumptions are based on the finding that learners tend to learn 

more frequent words (e.g., house) before learning less frequent words (e.g., dwelling). 

Based on this, it has been hypothesized that if learners know a word in one frequency band 

(e.g., expensive from the first 1000 band) there is a good chance that they know the other 

words from the same frequency band (e.g., good, happy, hot). A key issue here is sampling 

rate or how many words should be tested from a frequency band to be deemed 

representative of mastery of the majority of words in that frequency band (Gyllstad et al., 

2015; Stoeckel, McLean, et al., 2020). Vocabulary tests vary between as little as 5 words 

per frequency band to as high as 40. One possible recommendation is ‘the more the better’, 

however, practicality would soon become an issue (Durrant et al., 2022). A more practical 

and seemingly sufficient threshold is 30 words per frequency band (Gyllstad et al., 2015, 

2021). In Gyllstad et al. (2021) 103 Japanese EFL learners were tested on all the words in 

a frequency band (3000 band) using meaning recall and meaning recognition tests. Using 
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bootstrapping3, they compared tests with 5, 10, 20, 30, 40, 50, 60, 100 and 200 items to the 

students’ actual test scores. They found that the mismatch between the bootstrap samples 

and the actual test scores declines as test items increase. The percentage of difference was 

highest with a sampling rate of five items (50% for meaning recall test and 20% for 

meaning recognition) and least with the 200-item test (10% for meaning recall test and 5% 

for meaning recognition). More importantly, they found that the curve starts to flatten out 

after the 30-item threshold. Based on this, they recommend a sampling rate of 30 words 

per frequency band for both meaning recognition and meaning recall vocabulary tests. 

2.2.1.4 The effect of L1 

When language learners take vocabulary tests, they bring with them their L1 resources 

which can influence the test scores. Two main areas have been investigated in this regard: 

the role of translation and cognates (Durrant et al., 2022; Read, 2019). The translation of 

vocabulary tests to learners’ L1 (creating bilingual vocabulary tests) has been supported by 

Nation (2022) since the 1990s on the grounds that this might minimize the influence from 

factors other than vocabulary knowledge (e.g., knowledge of relative clauses, see: Nguyen 

& Nation, 2011) which should enhance the construct validity of the test. Following 

Nation’s recommendation, a number of bilingual vocabulary tests have been developed for 

several languages such as Vietnamese (Nguyen & Nation, 2011) and Persian (Karami, 

2012). Elgort (2013) provided evidence for Nation’s recommendation when she compared 

a monolingual vocabulary test with a Russian bilingual vocabulary test. 121 intermediate 

 

3 Bootstrapping is “a type of robust statistic that simulates how a study would be replicated by resampling 
from a population.” (LaFlair et al., 2015, p. 46) 
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EFL learners took both tests (70 items in each) and their results showed significantly higher 

scores (32.97) on the bilingual test than the monolingual one (29.61). Her findings suggest 

that giving a monolingual test can significantly underestimate the vocabulary knowledge 

of learners by up to 672 word-families. Thus, bilingual vocabulary tests might be more 

sensitive measures of vocabulary knowledge than monolingual tests.  

The second area where the role of L1 was examined is the effect of cognates on vocabulary 

test scores. Cognates or loanwords are words that share a similar sound and meaning in 

two languages (Laufer & McLean, 2016). For example, the Spanish word persona and the 

English word person are considered cognates because they have a similar phonological 

form and meaning across the two languages. The two terms cognates and loanwords are 

often used interchangeably. However, when talking about two genetically unrelated 

languages such as Arabic and English, the term loanwords might be more appropriate since 

these languages do not share a common ancestor (Laufer & McLean, 2016). One of the 

most common areas where other languages have borrowed words from English is in the 

area of technology. For example, the Arabic words televizion (television), fedio (video) and 

combuter (computer) are loanwords that were borrowed from English. 

When it comes to vocabulary testing, cognates and loanwords pose a challenge for test 

developers and researchers. Cognates and loanwords tend to be answered more correctly 

than non-cognates and non-loanwords (Allen, 2018, 2019a, 2020; Elgort, 2013; Laufer & 

McLean, 2016). In itself this is not an issue given that cognates and loanwords are part of 

the learners’ lexicon and they should be represented in the vocabulary knowledge estimates 

(Nation & Webb, 2011). However, it might become a problem when the proportion of 

cognates and loanwords in a test is not representative of their proportion in the language 
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(Cobb, 2000; Laufer & Levitzky-Aviad, 2018). This can lead to either overestimation or 

underestimation of vocabulary knowledge. For example, Elgort (2013) found that the 

proportion of English-Russian cognates in a vocabulary test was 34% which is higher than 

the 27% proportion found in the wordlist which the test items were sampled from. This can 

lead to overestimation in vocabulary knowledge (Allen, 2019a; Elgort, 2013). One solution 

that has been followed is to develop a customized vocabulary test for a homogenous group 

of EFL learners who share a common L1 which takes into account the accurate proportion 

of cognates (Peters et al., 2019). The situation is more complicated when a group of learners 

have different L1s (Laufer & McLean, 2016), and no solution appears to be viable that 

ensures an accurate representation of cognates in the vocabulary knowledge estimates in 

this case.  

No research seems to have been conducted on the effect of loanwords on the English 

vocabulary test scores of Arabic-speaking learners. Nevertheless, research on Hebrew 

speakers might provide some useful estimations of the loanwords effect given that both 

Arabic and Hebrew are genetically related languages and belong to the same Semitic 

language family. Laufer and Levitzky-Aviad (2018) examined how the presence of 

English-Hebrew loanwords affected the vocabulary test scores of 303 Hebrew EFL learners 

with three levels of proficiency. The learners took tests with varying numbers of loanwords, 

including tests with no loanwords, tests with a representative number of loanwords and 

tests with a random number of loanwords. These tests covered four aspects of vocabulary 

knowledge: form recall, meaning recall, form recognition, and meaning recognition. The 

results showed that the impact of loanwords on test scores varied depending on the specific 

modality of the test and the proficiency levels of the learners. The key finding is that the 
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score increase from the version of the test with representative loanwords to the version 

with random loanwords was minimal, and the differences in the effect size were very small. 

Therefore, overall, the study suggests that loanwords in vocabulary tests may not 

significantly affect the accuracy of measuring true vocabulary knowledge. Overall, 

although cognates and loanwords have a significant facilitating effect that tends to inflate 

English vocabulary test scores, the magnitude of the effect seems to depend on the L1 of 

the learners. The influence appears to be minimal for some languages such as Hebrew 

(Laufer & Levitzky-Aviad, 2018) and larger for genetically related languages such as 

French (Cobb, 2000) and languages with more borrowings from English such as Japanese 

(Allen, 2019a, 2019b; Daulton, 2008).  

In summary, like any language test, vocabulary tests need to meet the criteria of validity, 

reliability and practicality. In addition to these criteria, vocabulary teachers and researchers 

need to be aware of other factors that might have an influence on vocabulary testing such 

as item format, sampling rate, translation and cognates. Having reviewed these key 

concepts and issues, the vocabulary tests discussed in the next section can be better 

evaluated and critically examined.  

2.2.2 Common standardized receptive vocabulary breadth tests  

Since the 1980s, several vocabulary breadth tests have been developed. The following list 

shows some of the commonly used tests of vocabulary form-meaning knowledge (see 

Figure 1 for sample tests items): 
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• Vocabulary Levels Test (Nation, 1983, 1990; Schmitt et al., 2001; Webb et al., 

2017) 

• Checklist tests (Meara, 1992; Meara & Jones, 1988) 

• Computer Adaptive Test of Size & Strength (Aviad-Levitzky et al., 2019; Laufer 

& Goldstein, 2004)  

• Vocabulary Size Test (Nation & Beglar, 2007) 
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Figure 1. Sample items from common vocabulary breadth tests  

Test Item sample 

VLT 

 

VST 

 

CATSS 

 

Checklist 

test 

 

 

VLT (Webb et al., 2017); VST (Nation & Beglar, 2007); CATSS (Aviad-Levitzky et al., 

2019); Checklist tests (Meara, 1992) 

 

A key distinction in vocabulary breadth tests is made between vocabulary levels tests and 

vocabulary size tests (Milton, 2009; Nation, 2022). Vocabulary levels tests (Nation, 1983, 

1990; Schmitt et al., 2001; Webb et al., 2017) were developed for diagnostic purposes in 
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that they provide information regarding which frequency levels or specific words (e.g., 

academic words) students know well and which need further development. On the other 

hand, vocabulary size tests (Aviad-Levitzky et al., 2019; Meara, 1992; Nation & Beglar, 

2007) were developed to provide information about learners total vocabulary knowledge.  

Earlier tests (Laufer & Goldstein, 2004; Nation, 1983, 1990; Schmitt et al., 2001) relied on 

wordlists that were based on small (nowadays considered outdated) corpora such as the 

GSL to determine word frequency. With the advent of computerized and large corpora such 

as the British National Corpus and the Corpus of Contemporary American English, more 

accurate and up-to-date wordlists were created (Nation, 2006) which later tests (Aviad-

Levitzky et al., 2019; Nation & Beglar, 2007; Webb et al., 2017) relied on. 

The Vocabulary Levels Test (VLT; Nation, 1983, 1990; Schmitt et al., 2001) is possibly 

the most widely used test of learners’ vocabulary knowledge (Read, 2000). The early 

versions measure learners' receptive knowledge of words at four frequency levels (2000, 

3000, 5000 and 10,000) and their knowledge of academic words. The Updated Vocabulary 

Levels Test (UVLT; Webb et al., 2017) differs from previous VLTs in that it uses updated 

wordlists and measures every 1000 frequency level from the first 5000 words (previous 

VLTs skipped the first and fourth frequency levels). This comes at the expense of excluding 

the 10,000 frequency level and the academic vocabulary part. One of the test’s strengths 

lies in that it has a higher sampling rate (30 items per 1000 frequency level) compared to 

other tests, which can provide more accurate vocabulary knowledge estimates (Gyllstad et 

al., 2015, 2021). Two versions from the UVLT were initially validated by Webb et al 

(2017) on 250 university students from three countries (China, Japan and Spain). The 

results suggest that the test is a valid (e.g., the test difficulty increases as words’ frequency 
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decreases) and reliable measure of written receptive knowledge of form-meaning link 

(Rasch subject and item reliability = .96).  

Checklist tests (Meara, 1992; Meara & Jones, 1988) measure learners' vocabulary size by 

presenting sample words from different frequency levels and asking learners to check the 

ones they know. These tests differ from other tests in that learners are not required to 

demonstrate their knowledge of words, which can be problematic since some learners 

might overestimate their lexical knowledge. One common convention to overcome this 

shortcoming is by including nonwords (i.e., made-up words) to adjust the overall score for 

possible overestimation. Some checklist tests, such as X-Lex (Meara & Fitzpatrick, 2000), 

have no validation records.   

Most vocabulary tests have the limitation of testing only one aspect of vocabulary 

knowledge (e.g., receptive recognition). However, The Computer Adaptive Test of Size & 

Strength (CATSS; Aviad-Levitzky et al., 2019; Laufer & Goldstein, 2004) overcomes this 

shortcoming by testing all four aspects of the form-meaning component of vocabulary 

knowledge. It tests the strength of the form-meaning connection on the basis of four 

modalities: receptive4 recognition, productive recognition, receptive recall and productive 

recall (listed in Table 3 above). The new version of the CATSS uses more updated word 

lists and measures learners' vocabulary size by sampling 140 words from the first 14 1000 

frequency bands. It was validated on 453 university students and appears to be valid and 

reliable (overall test Cronbach’s Alpha = .98). The test’s advantage of testing words across 

four modalities comes at a cost since it suffers from a low sampling rate of only 10 items 

 

4  Laufer & Goldstein use the term passive for receptive and active for productive 
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per 1000 band, which some consider insufficient to represent the whole frequency level 

(Gyllstad et al., 2015; Schmitt et al., 2001). Moreover, the low sampling rate means that 

this test is less ideal for testing vocabulary growth longitudinally, since newly learned 

words are more likely to be missed in the items chosen for testing compared to tests with 

higher sampling rate (e.g., UVLT; Webb et al., 2017). 

The Vocabulary Size Test (VST; Nation & Beglar, 2007) measures learners' overall 

vocabulary knowledge by sampling 10 words from the 1st 1000 frequency band up until 

the 14th with a total of 140 items. It is a multiple-choice test that measures in particular the 

written receptive knowledge of the form-meaning link; thus, it does not provide 

information about the other vocabulary knowledge components. The VST has been 

suggested to be a reliable and accurate measure of learners’ receptive knowledge of the 

most frequent 14,000 words (Beglar, 2010). However, the same low sampling issue and its 

implications in the CATTS also apply to the VST. 

What the previous discussion shows is that each vocabulary test has advantages and 

limitations and that there is no single test that will fit all contexts. The choice of the most 

appropriate test for a specific context depends on several factors including the purpose of 

use (e.g., to test knowledge of high frequency words, diagnose knowledge of academic 

words, measure vocabulary size), vocabulary knowledge aspect to test (i.e., receptive 

recognition, receptive recall, productive recognition or productive recall), learners’ 

proficiency (i.e., tests of high frequency vocabulary might be enough for beginners but 

mid-frequency is needed with more advanced learners) and time available (e.g., only one 

vocabulary knowledge aspect such as meaning recall or meaning recognition if time is 
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limited but perhaps more if time allows it). These factors are likely to play a role when 

deciding which vocabulary test to use.  

2.2.2.1 Key considerations when measuring vocabulary growth 

A key question is how what has been discussed so far relates to the measuring of vocabulary 

growth (which is the focus of study 1, Chapter 4). When tracking vocabulary growth, 

vocabulary size tests5 such as the VST and CATTS have the advantage of covering a wide 

range of frequency bands (1000 – 14,000) which can increase the likelihood of detecting 

growth. Increasing the frequency bands covered by a test usually comes at the expense of 

reducing the sampling rate in these tests (e.g., 10 words per 1000 frequency band in the 

VST and CATTS) which can decrease the likelihood of detecting vocabulary growth. 

Recent vocabulary levels tests (UVLT and NVLT) have the advantage of a higher sampling 

rate (UVLT = 30 per 1000 frequency band, NVLT = 24) but have the limitation of less 

coverage (e.g., both the UVLT and NVLT do not cover words beyond the most frequent 

5000 words). To give an example, suppose a language learner in a vocabulary growth study 

has learned a new word in the 7000 frequency band, this word will not be detected in the 

vocabulary levels tests since this band is not covered in the tests but it might be detected in 

vocabulary size tests which cover this band. In terms of the sampling rate, if a learner 

learned a new word for instance in the 3000 frequency band, this word would be more 

likely detected in vocabulary levels tests since they tend to have a higher sampling rate 

than vocabulary size tests.  

 

5 Excluding vocabulary size tests where learners are not required to demonstrate their knowledge of form-
meaning link such as checklist tests.  
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This raises the question of which types of tests (recent levels or size) are more appropriate 

for research on vocabulary growth. One key factor that might help in making this decision 

is learners’ proficiency. For more advanced learners, vocabulary size tests are more 

appropriate since learners are more likely to learn mid-frequency (3000-9000) and perhaps 

low frequency vocabulary (beyond 9000 words). For beginners with a small vocabulary 

size, sampling rate might be more important than coverage since they are less likely to 

learn words beyond the most frequent 5000 words. In fact, testing beginners on lower 

frequency bands might increase random guessing and hence overestimate vocabulary 

growth (Beglar, 2010; Elgort, 2013; Mclean et al., 2015; Stewart, 2014). Therefore, recent 

vocabulary levels tests such as the UVLT might be more appropriate for beginners than 

vocabulary size tests when tracking vocabulary growth.  

The term beginners has been used somewhat vaguely here. This is because it is difficult to 

specify with confidence exactly when vocabulary levels tests are no longer appropriate to 

be used as vocabulary growth tests. One rule of thumb is to allow for two frequency bands 

beyond learners’ current level (a rule originally suggested to minimize random guessing; 

Beglar, 2010; Elgort, 2013). Based on this, recent vocabulary levels tests (e.g., UVLT) 

might be sufficient for learners with a vocabulary size of up to 3000 word-families. It 

should be noted that as learners’ vocabulary size increases, the likelihood of missing newly 

learned words starts to increase in vocabulary levels tests. Therefore, the UVLT is likely 

to be sufficient for learners with a vocabulary size of 1000 word-families or lower, but as 

their vocabulary size increases, the confidence in the growth estimates starts to decrease as 

they are more likely to learn words beyond 5000 word-families limit.  
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2.2.3 Vocabulary growth and the importance of longitudinal data 

Longitudinal studies on vocabulary acquisition mainly follow the breadth and depth 

dichotomy discussed before in section 2.1.3. Researchers on vocabulary breadth are 

primarily interested in knowing how many words are learned over a period of time (Clark 

& Ishida, 2005; Milton, 2006; Webb & Chang, 2012; X. Zhang & Lu, 2014), while 

researchers on vocabulary depth are primarily interested in the development of the different 

components of vocabulary knowledge (Fitzpatrick, 2012; González-Fernández & Schmitt, 

2019; Schmitt, 1998; Zheng, 2016).  

Longitudinal research can be carried out using both longitudinal and cross-sectional data. 

Longitudinal data measure research units (in this case learners) over multiple time points 

while cross-sectional data measure research units at one time point (Taris, 2000). The 

principal types of longitudinal studies are (Dörnyei, 2007): 

• Panel studies (multiple measures at different time periods from the same 

participants)  

• Trend studies (multiple measures at different time periods from different 

participants)  

• Simultaneous cross-sectional studies (single measure from different age groups) 

• Retrospective longitudinal studies (single measure based on thinking back 

technique) 

Both longitudinal and cross-sectional data can be used to give information about the 

development of learners' vocabulary knowledge over time. An example of a cross-sectional 

study measuring vocabulary breadth growth would involve giving a vocabulary size test to 
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learners from different levels at the end of a school year or a course period. Results for how 

many words each level learned are then compared to measure the progress made. For 

example, if first-year students in a secondary school finished the year with 1000 words and 

second-year students finished with 1500 words, we might assume that second-year students 

have learned approximately 500 new words. Cross-sectional data has been used in some 

longitudinal studies (e.g., Milton, 2006), however, it has two main drawbacks. The first 

issue relates to the fact that it measures two different cohorts (i.e., in the above example 

for instance, we do not know for sure that the second-year students started the year with 

1000 words, which can compromise the progress estimates). The second issue has to do 

with the lack of progress estimates for the first group in a data set since it does not have a 

baseline number to compare to. Longitudinal data (e.g. Webb & Chang, 2012, discussed in 

the next section), on the other hand, give us more accurate figures since the same learners’ 

vocabulary knowledge is measured at different time intervals. The cohort effect is not 

normally an issue in panel studies since we are measuring the same population (Taris, 

2000). Thus, whenever it is possible, longitudinal data should be used to track vocabulary 

development (and language overall) since they provide more accurate growth estimates 

than cross-sectional data.  

2.2.4 Research on vocabulary breadth growth 

Tracking vocabulary knowledge development over time can provide key insights to 

research on vocabulary knowledge development. A commonly stated observation within 

vocabulary research is the fact that the field has yet to develop an overall theory of 

vocabulary knowledge development (Schmitt, 2019). Therefore, research that tracks how 

vocabulary develops over time can provide empirical data against which theoretical 
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assumptions can be tested. Research on vocabulary growth can also have practical 

implications. For example, it can provide benchmarks for language programs to evaluate 

the vocabulary growth rate of their learners and whether they are progressing as expected 

or whether an intervention is needed. Moreover, it can help textbook developers make 

informed decisions regarding the number of target vocabulary to include in the textbooks 

(Milton, 2009). Milton and Hopwood (2022) note that many EFL textbooks lack a 

principled approach to the type and amount of vocabulary to include. For example, studies 

report that a proportion of important vocabulary (high frequency words) is missing from 

EFL textbooks with estimates ranging from 30% (in the Success coursebook series; 

Eldridge & Neufield, 2009) to 15% (Saudi EFL textbooks; Alsaif & Milton, 2012). Despite 

its importance, this line of inquiry remains relatively under-researched (Dóczi & Kormos, 

2015; Pellicer-Sánchez, 2019; Webb & Nation, 2017). Nevertheless, rough vocabulary 

growth estimates can be made based on the few studies available.  

Reviewing the research on vocabulary size growth reveals a number of patterns and 

limitations (Agustín-Llach & Alonso, 2016; Coxhead & Boutorwick, 2018; Gallego & 

Llach, 2009; Laufer, 1998; Milton & Meara, 1998; Ozturk, 2012; Robles‐García, 2022; 

Stoeckel, 2018; Webb & Chang, 2012; X. Zhang & Lu, 2014). First, studies have focused 

mostly on the growth of receptive recognition knowledge (e.g., Webb & Chang, 2012; X. 

Zhang & Lu, 2014) with few studies examining productive growth (Laufer, 1998), and 

none appear to have examined other aspects such as meaning recall. Second, while some 

studies have been conducted with target languages other than English such as French 

(Milton & Meara, 1998) and Spanish (Robles‐García, 2022), the majority of studies had 

English as a target language. Although this is useful in providing insights into how 
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vocabulary develops in English, it does not give a comprehensive view of how vocabulary 

develops in a second language, for which there is a need for research on other languages. 

Third, most studies were conducted in EFL contexts with relatively few being conducted 

in English as a Second Language6  (Robles‐García, 2022) and English Medium Instruction 

contexts (EMI; Agustín-Llach & Alonso, 2016; Coxhead & Boutorwick, 2018). Examining 

vocabulary growth in different language learning contexts can provide useful insights since 

it is unlikely that vocabulary growth in an EFL class and an EMI class will be the same 

(mainly due to differences in the amount of input). Similarly, whilst there has been some 

commendable diversity in the L1 backgrounds of the participants including Chinese (Webb 

& Chang, 2012; X. Zhang & Lu, 2014), English (Milton & Meara, 1998; Robles‐García, 

2022), French (Milton & Meara, 1998), German (Milton & Meara, 1998) Greek (Milton & 

Meara, 1998), Hebrew (Laufer, 1998) and Japanese (Stoeckel, 2018), learners with other 

language backgrounds such as Arabic have not been investigated. Research on other 

language backgrounds is likely to be needed given that L1 has been found to affect L2 

vocabulary learning, as in the faciliatory effect of cognates discussed previously (Elgort, 

2013; see section 2.2.1). Finally, the most widely-used instrument was older versions of 

the vocabulary levels test (e.g., Agustín-Llach & Alonso, 2016; Gallego & Llach, 2009; 

Webb & Chang, 2012; X. Zhang & Lu, 2014), which is less than ideal for vocabulary 

growth since they skip important frequency bands such as the first 1000 (which covers 

 

6 ESL is a term used to refer to learners who learn English in a country where it is the native language (e.g. 
immigrants learning English in the UK). The term EFL on the other hand refers to those who learn English 
where it is a not the native language of the country (e.g., Saudi students learning English in Saudi Arabia). 
See (Gass & Selinker, 2008). EMI refers to using English as the medium of instruction in education where 
English is not the native language of the majority of the population (Saudi students studying medicine or 
chemistry in Saudi Arabia). See (Smit, 2023). 
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more than 75% of English use; Nation, 2006; see section 2.2.2) and other important mid-

frequency bands (i.e., 4000, 6000, 7000, 8000, 9000). Only Webb and Chang (2012) 

modified the VLT and included the most frequent 1000 frequency band in the test. Their 

study and some of the other reviewed studies are discussed further in the following section.  

In one of the few longitudinal studies, Webb and Chang (2012) examined the vocabulary 

breadth development of 166 high school EFL learners over five years in Taiwan using a 

modified version of the VLT (Schmitt et al., 2001) that included words from the first 1000 

band. There were three groups, one majoring in English and two in diverse subjects. Results 

showed that learners vary in the amount of vocabulary learned over a school year, where 

two groups of students from diverse subjects performed very low while a group of English 

students performed relatively higher, learning as many as 430 word-families. Instruction 

time seems to be a key factor given that the English studies group received an average 

instruction time of around 15 hours per week while the other two groups received between 

2 to 3.4 hours. Overall, after nine years of study, only half of the participants mastered the 

most frequent 1000 word-families. This percentage goes even lower when moving to the 

second 1000 words, which only 16% of the participants mastered. Webb and Chang’s study 

remains to date the longest longitudinal study on L2 vocabulary growth. This however 

came with the cost of being limited in measuring only one aspect of vocabulary knowledge 

(form-meaning recognition) and the lack of other key exploratory variables such as 

individual differences or out-of-class vocabulary learning (Pellicer-Sánchez, 2019).  

Learners in some countries seem to learn more words than others. For instance, Milton and 

Meara (1998) compared the vocabulary growth of British (learning French), German and 

Greek (both learning English) language learners aged between 14-15 years old using cross-
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sectional data (N= 197). The British learners had approximately 210 hours of instruction 

while the German and Greek learners had more than double the amount of instruction 

amounting to 400 and 660 hours respectively. Learners’ results on the receptive knowledge 

checklist test showed that after four years of instruction, the Greek learners came top 

learning 1,680 lemmas, German learners came second learning 1,200 lemmas and lastly 

were the British learners who learned only 660 lemmas. Similar to Webb and Chang’s 

(2012) findings, the amount of instruction appears to be a key factor in vocabulary growth. 

Laufer (Laufer, 1998) used cross-sectional data to compare the receptive and productive 

vocabulary growth of Hebrew EFL learners. She compared the test scores of grade 10 (16 

years old; N = 26) and grade 11 (17 years old; N= 22) students at the end of the school 

year. The students received five hours of English instruction per week. She used the VLT 

(Nation, 1983, 1990) and a productive version of the VLT. The receptive vocabulary 

growth was 1600 word-families while the productive vocabulary growth was 850 word-

families. This finding suggests that receptive vocabulary growth is likely to be larger than 

productive vocabulary growth.  

In summary, this section reviewed the research on vocabulary breadth growth and 

highlighted the fact that there are only a handful of studies that tracked vocabulary growth 

using longitudinal data. The vocabulary growth of foreign language learners depends on a 

number of factors, a key one of which is the amount of foreign language instruction 

students receive where more input seems to lead to more vocabulary growth  (Milton & 

Meara, 1998; Webb & Chang, 2012). Another key factor is the individual differences (e.g., 

motivation and out-of-class exposure) between learners which affect vocabulary growth as 

students in all previous studies differed in their vocabulary gains. For example, some 



 
 

58 

learners in Webb and Chang’s study (2012) learned as few as 18 word-families while others 

were able to learn as high as 430 word-families. However, no research to date appears to 

have investigated this gap. The following section (section 2.3) discusses this and provides 

an overview of the role of individual difference in vocabulary learning.  

2.3 Individual differences in vocabulary development  

It has been shown in the previous section (section 2.2) that learners vary in their vocabulary 

growth. One of the main sources of variation in vocabulary and language learning is the 

individual differences between learners (Dörnyei, 2015; Dörnyei & Skehan, 2003; S. Li et 

al., 2022; Skehan, 1989). Individual differences are: 

“traits, dispositions, and characteristics, be they biological, social, psychological, 

or a combination of these, that make learners unique individuals, cause variation 

among learners, and are hypothesized to have a direct and/or indirect impact on 

learning outcomes” (S. Li et al., 2022, p. 4).  

Individual differences in SLA serves as an umbrella term that includes several factors that 

have been found to influence language learning. These factors are commonly divided into 

three main categories: cognitive, conative, and affective (Cronbach, 2002). Cognitive 

factors refer to factors that influence language processing, storing and retrieval. The main 

factors under this category include language aptitude (Wen et al., 2019), working memory 

(Baddeley, 2003) and learning strategies (Oxford, 2017). Conative factors affect learners’ 

goal-setting abilities and their abilities in persisting to achieve this goal. The major factor 

in this category is motivation, which has been researched extensively in SLA (Ushioda, 

2020). Finally, affective factors influence learners’ feelings and emotions which include 
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attitude (Mantle‐Bromley, 1995), anxiety (Horwitz, 2001), enjoyment (Botes et al., 2022) 

and self-efficacy (C. Wang & Sun, 2020).  

Ellis (2008) points out that the main objective of individual differences research in the past 

was to predict which learners will succeed in L2 learning. This was done to guide the 

selection of which learners are more fit to receive foreign language instruction. There has 

been a shift in the research objectives over the years and now researchers are mainly 

interested in explaining why some learners are more successful in L2 learning than others. 

This is pursued by analyzing the characteristics of the more successful learners with the 

practical aim of using these findings to guide learners on how to maximize their learning 

(for example, through teaching effective language learning strategies, Oxford, 2017). 

Some individual differences (mainly learning strategies) have received substantially more 

attention in vocabulary research than other factors. For example, there is a full-length book 

(Takač, 2008) and book sections (Nation, 2022; Webb & Nation, 2017) on vocabulary and 

learning strategies, while little research exists on, for instance the role of self-efficacy in 

vocabulary development. It is only recently that there has been an increase in research 

aiming to provide an overview of the role of individual differences in vocabulary research 

(Dóczi & Kormos, 2015; Kim & Webb, 2022). Kim and Webb (2022) briefly reviewed the 

relationship between vocabulary knowledge and individual differences: working memory, 

aptitude, perceptual style, learning strategies, motivation, anxiety, previous L2 vocabulary 

knowledge, and age. They found more agreement on the relationship between vocabulary 

knowledge and some individual differences (e.g., vocabulary learning strategies, prior L2 

vocabulary knowledge), while the effects of some factors (e.g., age) show more conflicting 

findings. Dóczi and Kormos (2015) focused on working memory, motivation and self-
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regulation. They concluded that these factors have significant effects on vocabulary growth 

based on the reviewed studies. A key factor missing from both reviews is out-of-class 

exposure, which has emerged in vocabulary research in the past years, possibly due to the 

widespread access of learners to the internet and the emergence of smartphones and social 

media (Reynolds, 2023; Sundqvist, 2009; Sundqvist & Sylvén, 2016). This research area 

is gaining momentum but is still in need of further research (Kim & Webb, 2022; Schmitt, 

2019). The three individual differences relevant to the focus of the present thesis are: out-

of-class exposure, strategic vocabulary learning and motivation which the literature 

suggests to be key factors in vocabulary development (Dóczi & Kormos, 2015; Peters, 

2018; Sundqvist & Sylvén, 2016). Each one of these three factors is discussed in detail in 

the following sections.  

2.3.1 Out-of-class exposure 

The classroom is not the only place where vocabulary development can occur. Some 

students come to class already knowing some English vocabulary (De Wilde & Eyckmans, 

2017; Lefever, 2010). For example, De Wilde and Eyckmans (2017) found that a set of 11-

year-old children in Belgium (N=30) could perform tasks at the A2 level (according to the 

Common European Framework of Reference for Languages) before receiving any formal 

instruction.  

Out-of-class vocabulary learning can be categorized into extramural learning, extra-

curricular learning and self-directed learning (Nation, 2022). Extramural learning 

(Sundqvist, 2009; Sundqvist & Sylvén, 2016) refers to learning from entertainment such 

as learning from watching television, playing video games, listening to songs and social 
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media interactions, none of which is under the control of the teacher. Extra-curricular 

learning (Benson, 2011) involves learning that is directed by the course or the teacher to 

supplement in-class learning. This can take the form of giving students a list of the target 

vocabulary in a course for them to learn intentionally at home. Self-directed learning 

(García Botero et al., 2019; Z. Li & Bonk, 2023; Nation & Yamamoto, 2012) is 

characterized by the learner taking full control of their own learning without the help of a 

language teacher during independent language learning or in conjunction with formal 

instruction. One example of self-directed language learning is learning a language from 

mobile-assisted language learning (MALL) apps such as Duolingo (Z. Li & Bonk, 2023). 

The type of out-of-class exposure investigated in this thesis falls under the category of 

extramural learning (hereon, “out of class exposure” will refer solely to extramural 

learning). 

Several studies have found that out-of-class exposure has a positive effect on vocabulary 

development (Arndt & Woore, 2018; Feng & Webb, 2020; González Fernández & Schmitt, 

2015; Peters, 2018, 2019; Peters & Webb, 2018). There is even some evidence from Peters 

(2018) that out-of-class exposure might have more effect on vocabulary learning than 

classroom instruction. She examined the relationship between gender, length of instruction 

(3 years vs. 6 years) and out-of-class exposure and receptive vocabulary knowledge. The 

results of the ANCOVA analysis showed that out-of-class exposure explained more 

variance (13%) than length of instruction (7%), while gender had no effect on test scores. 

The type of exposure (e.g., reading novels, TV viewing, listening to music and playing 

video games) might be an important factor in determining the quantity and quality of 

learning, however, most of the experimental research in this area has examined one type of 
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exposure at a time (Schmitt, 2019). The following sources of out-of-class exposure were 

selected for review since they are common sources of language input for many EFL 

learners around the world, as well as being relevant to the focus of the present thesis. The 

types of out-of-class exposure discussed are: extensive reading, extensive viewing of TV, 

listening to songs, playing video games and social media. Each is discussed to investigate 

whether these sources can lead to significant vocabulary learning and to discuss the factors 

that affect vocabulary gains.  

2.3.1.1 Extensive reading  

Extensive reading is the type of reading that students do primarily for pleasure and in large 

amounts. Bamford and Day (2004, p. 1) define extensive reading as: 

"an approach to language teaching in which learners read a lot of easy material in 

the new language. They choose their own reading material and read it 

independently of the teacher. They read for general, overall meaning and they read 

for information and enjoyment".  

This is usually contrasted with intensive reading, which is the traditional reading conducted 

with the aim of learning language features such as grammar or vocabulary (Nation & 

Macalister, 2020). Extensive reading is perhaps the most researched type of out-of-class 

exposure with full-length books (Bamford & Day, 2004; Nation & Waring, 2020) and 

several journal articles (Al-Homoud & Schmitt, 2009; Nakanishi, 2015; Pigada & Schmitt, 

2006; Stoeckel et al., 2012; Taguchi et al., 2004) published on this topic. What these studies 

tend to show is that extensive reading can lead to significant vocabulary learning (Day & 

Robb, 2015; Pigada & Schmitt, 2006; Suk, 2017). Extensive reading provides learners with 
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a large amount of comprehensible input, which is a necessary condition for SLA (Krashen, 

1989; Rodrigo et al., 2004).   

A meta-analysis including 34 studies and 3,942 learners found that extensive reading 

contributes to language development with a medium effect size of d = 0.46 (Nakanishi, 

2015). Suk (2017) examined the effectiveness of extensive reading on vocabulary 

development over a 15-week school semester. 191 Korean EFL learners from four intact 

classes were assigned to two experimental groups and two control groups. Both the 

experimental and control groups had 100 minutes of in-class reading per week. The control 

groups received 100 minutes of intensive reading while the experimental groups received 

70 minutes of intensive reading plus 30 minutes of extensive reading. In addition to in-

class reading, students were asked to do out-of-class work. Students in the intensive reading 

classes were asked to do two to three hours of intensive reading and vocabulary exercises 

while the students in the extensive reading classes were asked to do two to three hours of 

additional extensive reading. The study used a self-made vocabulary test where the words 

were sampled from an extensive reading corpus. Results showed that the extensive reading 

classes made significantly more gains (13.07) than the intensive reading classes (3.41). 

One limitation of the study is the use of target words from an extensive reading corpus 

which might have favored the extensive reading group. Nevertheless, there is a large body 

of research that supports Suk’s finding that extensive reading can indeed lead to vocabulary 

gains (P. Nation, 2022; Nation & Waring, 2020; Schmitt & Schmitt, 2020). 

 The gains from extensive reading (and incidental vocabulary learning in general) are 

usually small. Based on meta-analysis studies, the percentage of target words learned from 

incidental activities such as reading is 9-18% on immediate posttests and 6-17% on delayed 
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posttests. These rates gains are substantially smaller than the gains resulting from 

intentional vocabulary learning activities (e.g., flashcard learning) on immediate (18-77%) 

and delayed posttests (23-73%). Incidental vocabulary learning such as learning from 

reading involves less noticing and engagement with word forms which could explain the 

lower learning and retention rates (Laufer, 2003, 2005, 2010; Long, 1991; Schmidt, 1990). 

What this suggest is that students would need to read very large amounts of books to make 

substantial vocabulary gains (Cobb, 2007; Nation & Waring, 2020). 

Extensive reading has become part of the language learning program of many language 

learning institutions (Stoeckel et al., 2012). Yet some learners and teachers might find the 

concept of extensive reading vague and might prefer more clear guidance. Day and 

Bamford (2004) suggest ten principles for effective implementation of extensive reading 

which provide guidance for both learners and teachers. The first five are relevant to out-

of-class language learning (Day & Robb, 2015, p. 5): 

• The reading material is easy (students are unlikely to enjoy a book if it is too 

difficult).  

• A variety of reading material on a wide range of topics must be available (so 

students can find books they find interesting). 

• Learners choose what they want to read (to enhance motivation).  

• Learners read as much as possible (to make substantial gains).  

• Reading speed is usually faster rather than slower (i.e., slow word-for-word reading 

might lead to poor comprehension).  
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Overall, most previous studies show that extensive reading can be an effective approach to 

vocabulary development. The gains are usually small, therefore, it needs to be done in large 

quantities.  

2.3.1.2 Extensive viewing  

In addition to traditional television, language learners today have unprecedented on-

demand access to millions of online videos, TV shows and movies. YouTube for example 

has millions of videos and more than 500 hours of video are uploaded to YouTube every 

minute (Statista, 2022). These online videos can offer free, authentic, entertaining and 

informative content (Benson, 2015; Hung-chun Wang & Chen, 2020).  

Several studies have investigated the effect of viewing audio-visual material (hereafter, 

viewing) on vocabulary learning and the common finding is that viewing can lead to lexical 

gains (Gesa & Miralpeix, 2023; Montero Perez et al., 2018a; Peters & Webb, 2018). For 

example, viewing was investigated by Peters and Webb (2018), where learners watched a 

one-hour documentary and their knowledge of 64 target words was assessed using meaning 

recall and meaning recognition tests. The findings showed that viewing resulted in 

significant incidental learning with word-related factors (frequency of occurrence and 

cognateness) and learner-related variables (prior vocabulary knowledge) affecting gains. 

Similar to extensive reading, extensive viewing can provide learners with ample amounts 

of comprehensible input (assisted by L1 and L2 subtitles, see next paragraph).  

A number of potential factors that may influence lexical gains from viewing have been 

investigated. One key factor is subtitling (Baranowska, 2020; Frumuselu et al., 2015; Peters 

et al., 2016; A. Wang & Pellicer‐Sánchez, 2022). The aim of these studies has been usually 
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1) investigating whether subtitles enhance vocabulary learning and 2) comparing L1 and 

L2 subtitles. The general findings emerging from these studies are that subtitles usually 

improve vocabulary learning and that L2 subtitles tend to lead to more vocabulary learning 

than L1 subtitles. For example, one of the early studies to show that viewing with subtitles 

leads to more vocabulary learning than viewing without subtitles is Koolstra and Beentjes 

(1999). They divided 246 bilingual 4th and 6th grade students into three experimental 

conditions: subtitles, no-subtitles and no-viewing (control). After watching a 15-minute 

documentary about grizzly bears, the subtitles group outperformed the no-subtitles group 

(on a written meaning recognition test and spoken form recognition test). Additionally, 

both viewing groups outperformed the control group. The majority of later studies have 

confirmed the advantage of viewing with subtitles compared to no-subtitles (Pujadas & 

Muñoz, 2019; Winke et al., 2010). The advantage seems to be due to subtitles helping 

language learners segment the speech stream (L2 subtitles only), guide their attention to 

unknown words and establish the form-meaning link (A. Wang & Pellicer‐Sánchez, 2022; 

Winke et al., 2010). Meanwhile, there is less consensus on which subtitle type (L1 or L2) 

leads to more vocabulary learning. Most studies (Baranowska, 2021; Peters, 2019; A. 

Wang & Pellicer‐Sánchez, 2022) and reviews (Reynolds et al., 2022; Wei & Fan, 2022) 

found that L2 subtitles lead to more vocabulary learning. For example, Frumuselu et al. 

(2015) asked university students with mainly (90%) Spanish/Catalan L1 background (other 

L1s included Dutch, German, Russian, Romanian and Moldavian) to watch the TV series 

‘Friends’ over seven weeks. The 40 EFL participants were assigned randomly to either 

watch the show in L1 subtitles (Spanish) or in L2 subtitles (English). Results of meaning 
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recognition and meaning recall tests (15 each), showed the L2 subtitles group (English) 

significantly outperformed (posttest mean = 14.68) the L1 subtitles group (mean = 10.95).  

On the other hand, some studies found no significant differences between the two types of 

subtitling (Bisson et al., 2014; Lwo & Chia-Tzu Lin, 2012; Muñoz et al., 2021). Muñoz et 

al. (2021) for instance examined the effect of subtitling from watching 24 episodes of a TV 

series distributed over an academic year. Results of mixed effects models showed no 

significant effect for subtitling on form and meaning recall tests. Pujadas & Muñoz (2019) 

suggest that the different results could be due to differences in research methodology (e.g., 

test modality, length of exposure) and learners’ characteristics (e.g., proficiency and L1). 

In terms of proficiency, L1 subtitles might be more appropriate for beginning learners than 

L2 subtitles (Danan, 2004). This is based on the finding that understanding TV and movies 

(95% coverage) requires in part familiarity with the most frequent 3000 word-families 

(Webb & Rodgers, 2009a, 2009b). Empirical evidence gives support to this position. In an 

eye-tracking study, beginners with slow reading rates spent surprisingly very little time on 

each fixation7 when L2 subtitles were used (Muñoz, 2017). Muñoz (2017) suggested that 

learners, due to their low proficiency, did not attempt to understand the audiovisual 

material.  

Despite the mixed findings from the individual studies, results of a meta-analysis 

(Reynolds et al., 2022) and a review (Wei & Fan, 2022) on the topic suggest overall an 

advantage for L2 subtitles. One commonly provided explanation for the advantage of L2 

 

7 “The interval between the eye’s movements, when the eyes ‘stop’, are called fixations.” (Conklin et al., 
2018, p. 30) 
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subtitles over L1 is that L2 subtitles can help language learners segment the speech stream, 

facilitating form-meaning mapping (Peters, 2019; Winke et al., 2010) which is a missing 

feature when L1 subtitles are used (Wei & Fan, 2022).  

L1 and L2 subtitles are not the only types of subtitling. In some countries such as China, 

bilingual subtitles (i.e., where both L1 and L2 subtitles appear on the screen 

simultaneously) are widespread (M. Li & Hennebry-Leung, 2022; A. Wang & Pellicer‐

Sánchez, 2022). An eye-tracking study compared the eye movements and learning gains of 

112 Chinese EFL learners in three conditions: L1 subtitles, L2 subtitles and bilingual 

subtitles (A. Wang & Pellicer‐Sánchez, 2022). Form recognition, meaning recall and 

meaning recognition tests of novel target words were used. Results showed an advantage 

for bilingual subtitles over L2 subtitles in meaning recognition and over L1 subtitles in 

meaning recall. These advantages might be due to bilingual subtitles providing L1 meaning 

(facilitating access to meaning) and L2 form (facilitating attention to L2 form) 

simultaneously on the screen which might support establishing the form-meaning link. On 

the other hand, L2 subtitles were more effective in form recognition, possibly because the 

lack of another form of subtitling (i.e., L1) makes more attention resources available for 

learning L2 form. A similar advantage was found in another within-subject design study 

where students watched videos with L1 subtitles, L2 subtitles and bilingual subtitles (M. 

Li & Hennebry-Leung, 2022). After seven weeks of treatment, results of immediate and 

delayed tests (meaning recall and meaning recognition) showed an advantage for bilingual 

subtitles over L1 and L2 subtitles. Although current research on bilingual subtitles shows 

positive effects, it is still in the early stages. Both studies were conducted with intermediate 

to advanced learners therefore we are unsure if the same advantage applies to low-
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proficiency learners. More research is needed to know if bilingual subtitles indeed bring 

the best of both worlds (of L1 and L2 subtitles) or merely introduce distraction to learners’ 

limited cognitive resources, especially beginners (Wei & Fan, 2022).  

In sum, viewing audio-visual input can lead to significant incidental vocabulary learning. 

There is a wide agreement that viewing with subtitles leads to more vocabulary learning 

than viewing without subtitles. Although there is less agreement on which subtitle type (L1 

or L2) leads to more learning, results overall suggest an advantage for viewing with L2 

subtitles, perhaps because it helps learners segment the speech stream (which is lacking in 

L1 subtitles), facilitating attention and learning of unknown words. Bilingual subtitles 

seem to be more effective than monolingual subtitles (L1 or L2 only) in learning meaning, 

yet further research is needed given the limited number of studies in this area. 

2.3.1.3 Gaming 

One key reason for the interest in the area of gaming and vocabulary learning is possibly 

due to the intrinsically motivating nature of playing video games (Nation, 2022; Zou et al., 

2021). Boredom is one notable issue in foreign language classrooms (Kruk et al., 2021; 

Pawlak et al., 2020) and games offer a way of combating this by blending enjoyment with 

learning. It is important to establish first whether vocabulary learning can occur from 

playing games. Several studies have shown a positive correlation between the amount of 

video game playing and vocabulary knowledge (Brevik, 2019; H.-J. H. Chen & Hsu, 2019; 

De Wilde et al., 2019; De Wilde & Eyckmans, 2017; Sundqvist, 2019; Sundqvist & 

Wikström, 2015; Sylvén & Sundqvist, 2012). Sylvén and Sundqvist (2012) examined how 

the amount of time spent playing massively multiplayer online role-playing games 
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(MMORPGs) correlates with vocabulary knowledge. Questionnaires and diaries were used 

to measure the weekly amount of gaming and English language exposure (e.g., reading, 

viewing and listening to music) of young Swedish language learners (aged 11-12). Self-

made tests of receptive (most frequent 1000 and 2000 levels) and productive vocabulary 

(2000 level) were used. Based on the amount of playing video games every week, students 

were divided into frequent gamers (five hours or more), moderate gamers (less than five 

hours) and non-gamers (none). Results of total vocabulary test scores showed that frequent 

gamers outperformed (vocabulary test mean = 25.4) moderate gamers (mean = 18.5) who 

in turn, outperformed non-gamers (mean = 16.6). One limitation of this study and previous 

research on the relationship between playing video games and vocabulary learning is that 

most research has been correlational which makes it difficult to establish causality (Field 

et al., 2012).  

In response to this, some studies have used experimental approaches to investigate the 

effect of gaming on vocabulary learning (Aghlara & Tamjid, 2011; Cobb & Horst, 2011; 

Mohsen, 2016). For example, Mohsen (2016) randomly assigned 43 Arab adult students to 

either an experimental or control group. The experimental group engaged in a computer 

simulation game where they played the role of doctors performing knee surgery. The game 

involved following written instructions of the tasks to be completed (e.g., “Grab the sponge 

from the tool bar below so we can swab the leg with Betadine”). The control group only 

watched a video of the same surgery being performed. Following a pre and posttest design, 

results of meaning recognition tests (image association with words) showed that the 

experimental group (mean = 11.61) significantly outperformed the control group (mean = 

7.90) on the posttest. Another study compared vocabulary learning (e.g., animal names) 
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from a video game to learning vocabulary using traditional methods (Aghlara & Tamjid, 

2011). After a month and a half of instruction (90 minutes a week), the experimental group 

(mean = 7.8) significantly outperformed the control group (mean = 6.6) on a 10-item 

vocabulary test. Although no delayed posttests were used in both studies, the results of 

both show that playing video games can result in significant vocabulary learning.  

When it comes to language learning through gaming, not all games are equally effective 

for vocabulary learning. Some games by default present more favorable conditions for 

learning than others (Reinhardt & Thorne, 2016; Sundqvist, 2019). Sundqvist (2013) 

proposed the Scale of Social Interaction model which hypothesizes that games where there 

is more interaction between the players will be more effective for language learning. Based 

on this model, MMORPGs are more effective for language learning than multiplayer games 

(since they often involve more interaction between the players), which in turn are more 

effective than single player games (Sundqvist, 2013). The model was tested in a study in 

which the relationship between the type of game learners played more frequently 

(MMORPGs, multiplayer games and single player) and their vocabulary knowledge was 

examined (Sundqvist, 2019). Results showed that learners playing multi-player games and 

MMORPGs had significantly larger vocabulary knowledge than learners playing single-

player games. However, there were no significant differences between the vocabulary 

knowledge of learners playing multiplayer games and MMORPGs. As a result, the model 

was revised to take into account the non-difference between multiplayer games and 

MMORPGs (i.e., single-player < multiplayer games = MMORPGs). Although useful, the 

model is too specific and focuses only on the input coming from the players and neglects 
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the input coming from the game itself (e.g., the narratives and the conversations in the 

game).  

Games can also be developed specifically for learning and training purposes (Johnson, 

2007; Johnson et al., 2005). A common distinction is made between commercial off-the-

shelf (COTS) games and serious games (H.-J. H. Chen & Hsu, 2019). Serious games are 

games that are designed primarily for learning (H.-J. H. Chen & Hsu, 2019; Johnson, 2007; 

Johnson et al., 2005). COTS games on the other hand are games designed mainly for 

entertainment and not learning. Although COTS games can result in vocabulary learning 

(Sundqvist, 2019), they might not be ideal for language learning due to linguistic and 

content factors (H.-J. H. Chen & Hsu, 2019). In terms of language, the primary audience 

of many COTS games (like many authentic sources of input) is native speakers which 

means that how vocabulary is treated might not be optimal for learning (e.g., including too 

many low frequency words, lack of repetition). Secondly, the content of some video games 

might not be appropriate in educational settings due to for example excessive violence. 

These factors led to the development of serious games which aim chiefly to educate but 

not at the expense of solid game design principles such as engaging game experience and 

immersing storylines (H.-J. H. Chen & Hsu, 2019; Kiili, 2005). Chen and Hsu (2019) 

examined vocabulary learning from a serious game that follows these guidelines. The 

game, Playing History, places the players in historical settings (e.g., one of its episodes is 

entitled The Slave Trade) and requires them to collect objects and complete missions. The 

game is suggested to be engaging, has rich language input and appealing storylines. 60 

target words were selected: words that occurred only once were labeled low frequency, 

words with two to five occurrences were labeled intermediate and words occurring more 
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than six times were labeled high frequency. The same 60 words were used in a pre and 

posttest design with 66 university students in Taiwan (age mean = 19 years old). Results 

were organized by word frequency and showed that the largest gains occurred in the high 

frequency words (mean increase from the pretest = 28.36), followed by the intermediate 

frequency words (mean = 21.41) and finally the low frequency words (mean = 17.79). T-

tests showed that all of these gains from the pretest to the posttest were significant (p < 

.05). The findings suggest that vocabulary learning can occur from playing serious games 

and that the amount of learning seems to increase as word frequency increases.  

Overall, the findings from previous studies show that vocabulary learning can occur from 

both commercial off-the-shelf and serious games. More frequent gamers tend to have larger 

vocabulary size than less frequent gamers. It seems that games where there is more 

interaction between the players offer more opportunities for language learning than games 

where there is less interaction such as single player games. Finally, like other sources of 

incidental vocabulary learning (e.g., reading a book), words that occur more frequently are 

more likely to be learned.  

2.3.1.4 Songs 

It is perhaps more common to read a book or watch a movie once than multiple times, but 

this is not the case when listening to songs where repeated listening is the default (Abbott, 

2002; Conrad et al., 2019). Repetition, as suggested throughout the thesis, is a key factor 

in vocabulary learning (Webb & Nation, 2017).  

Songs are more similar to spoken language than written language and comprise mostly 

high frequency words (Romanko, 2017; Tegge, 2017). This makes songs particularly 
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useful for the learning of these words (Nation, 2022). Tegge (2017) examined two corpora, 

one consisting of 408 pop songs from US billboard charts and the other consisting of 635 

songs selected by teachers for language learning purposes. The most frequent 3000 word-

families provided 95.1% coverage of chart songs and knowledge of 6000 word families 

was necessary to reach 98.2% coverage. For the teacher-selected songs, knowledge of the 

most frequent 2000 word-families provided 95.5% coverage, while knowledge of the most 

frequent 4000 word-families provided coverage of 98.2%. These findings suggest that 

assistance is likely to be needed for understanding when listening to songs for beginners 

who have not mastered high frequency vocabulary.   

Medina (1993) conducted one of the few empirical studies that have examined incidental 

vocabulary learning from listening to songs. She compared a story conveyed through song 

and the same story presented in a spoken format. Medina also examined the effect of using 

illustrations. The combinations of these factors resulted in four experimental conditions: 

narration, song, narration and illustration and song and illustration. Results showed no 

significant differences between the four conditions. However, the mean scores of the song 

group were higher than the narration group. Medina suggested based on the descriptive 

statistics that listening to songs may lead to vocabulary learning. She suggests that songs 

might provide learners with extra-linguistic support (rhythm) that might aid in word 

retention.  

A more recent study was conducted by Pavia et al. (2019), who examined word learning 

(spoken form recognition and form-meaning link recognition) from listening to two 

different songs. The study also examined the effects of repeated listening to the same song 

(one, three or five times) and the relationship between frequency of occurrence (3-18) to 
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the target words and learning gains. The participants were 300 low level EFL students in 

Taiwan (Bilingual VLT score on the 1st 1000 frequency band = 8.57, 2000 band score = 

4.39) aged between 10 and 14. There were eight groups in total: three listened to song A 

(one group listened once, another listened three times and the final group listened five 

times), three listened to song B (similarly, one group listened once, another listened three 

times and the final group listened five times) and two control groups. The data was 

collected in five 60-minute sessions each separated by a week. The results highlighted three 

key findings. First. listening to songs contributed to vocabulary learning yet the gains were 

small (0.52 words for song A and 1.64 words for song B, which is common in incidental 

word learning) and limited to spoken form recognition (i.e., not deep to the level of form-

meaning learning; the authors hypothesized that this might be due to songs not having as 

informative context as other types of input such as reading). Second, repeated listening had 

a positive effect on vocabulary gains (the group who listened to song B five times 

outperformed other groups). Similarly, frequency of occurrence positively affected 

vocabulary learning. The authors recommend listening to songs both in-class and out-of-

class as they appear to result in initial word learning (i.e., form recognition).  

The fact that we tend to listen to the same song multiple times makes listening to songs 

theoretically a desirable input for vocabulary learning. Overall, the findings from the 

discussed empirical studies show that incidental vocabulary learning from listening to 

songs is possible and that repeated listening seems to lead to more vocabulary gains. Like 

other sources of incidental vocabulary learning, there is a need for a large amount of input 

before substantial gains are observed.  
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2.3.1.5 Internet and social media  

There are nearly 4.8 billion users of social media every day which is approximately 60% 

of the world population (Ali, 2023). The average person spends more than two hours a day 

on these social media platforms (Ali, 2023). Social media is defined differently by different 

researchers. Reinhardt (2019, p. 1) defines social media as “any application or technology 

through which users participate in, create, and share media resources and practices with 

other users by means of digital networking”. Major social media platforms include 

Facebook, YouTube, WhatsApp, Instagram, TikTok and X. Social media offer large 

quantities of authentic language input (listening to podcasts and reading blogs) and 

opportunities for language output (writing posts and speaking through engaging in online 

activities such as conversations and vlogs) which can help in language learning (Barrot, 

2022).  

There is little research (especially experimental) on the relationship between social media 

use and vocabulary learning (Nation, 2022). Some studies on overall out-of-class exposure 

include items regarding the frequency of visiting websites written in English and examine 

how they relate to vocabulary knowledge (De Wilde et al., 2019; Peters, 2018). For 

example, De Wilde et al. (2019) found that 78% of young language learners in Flanders (N 

= 780, aged 10-12) use social media in English daily. Results of their analysis showed that 

social media use had the highest correlation (r = .39) with the Peabody Picture Vocabulary 

Test (a test in which children match the spoken form of a word with a drawing representing 

its meaning; Dunn & Dunn, 2007) compared to other sources of out-of-class inputs (e.g., 

games, songs, TV). The use of social media also appears to help in the development of 

other aspects of vocabulary knowledge such as collocation (González Fernández & 
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Schmitt, 2015). González Fernández and Schmitt (2015) found that the use of social media 

as self-reported by the participants (0–1, 1–2, or more than 2 hours a week) correlated 

significantly with collocation knowledge test scores (form recall, r = .33).  

Arndt and Woore (2018) conducted one of the few experimental studies on incidental 

vocabulary learning from social media. They compared L2 vocabulary learning (i.e., form, 

meaning and grammatical function) from written blog posts and video blogs (both had the 

same script). In this online experiment, the video group (n = 38) watched three vlogs while 

the blog group (n = 42) read three blog posts. Both the videos and the blog posts included 

the same six nonwords each occurring 11–14 times. Each target word was tested on written 

form recall, meaning recall, grammatical function recall, grammatical function recognition 

and meaning recognition. Results of the posttests showed that both the video (total 

vocabulary gain = 20.77) and blog groups (total vocabulary gain = 19.76) learned the 

nonwords without significant differences in total gains. In terms of vocabulary knowledge 

aspects, the two groups differed only in form recall (i.e., spelling) in which the blog group 

scored significantly higher. This result is expected since the blog group saw the written 

form of the nonwords during reading while the video group did not. The study used written 

tests which provide little details about how the two media differ in spoken vocabulary 

learning. Another limitation is the lack of delayed posttests, which hinders assessment of 

long-term vocabulary retention. The findings overall suggest that incidental vocabulary 

learning can occur from social media content whether this is in text or video format.  

This section on out-of-class language exposure has shown that incidental vocabulary 

learning can occur from extensive reading, extensive viewing, playing video games, 

listening to songs and visiting social media platforms. One caveat is that sizeable gains will 
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only be possible when there is a large amount of out-of-class exposure (Milton, 2008; 

Nation, 2022; Schmitt & Schmitt, 2020). This will likely require both motivation (to initiate 

and maintain out-of-class exposure) and self-regulation skills (e.g., to find and evaluate 

different types of out-of-class inputs, see next sections; Lai et al., 2015; Richards, 2015; 

Sundqvist & Sylvén, 2016). However, it is clear that research on vocabulary growth would 

be missing the full picture if it does not take into account what learners do beyond the 

classroom walls. 

2.3.2 Strategic language learning8 

The research on language learning strategies (LLSs) has expanded considerably following 

Rubin’s study (1975) on the good language learner, with researchers aiming to define, 

classify and measure LLSs (O’Malley et al., 1985; e.g. O’Malley & Chamot, 1990; Oxford, 

1990; Rubin, 1981; Wenden, 1991).  

Oxford’s (1990) volume on LLSs is one of the main studies in this area in which she 

defined and categorized LLSs, and constructed an instrument for LLSs assessment. Oxford 

(1990) defined LLSs as “specific actions taken by the learner to make learning easier, 

faster, more enjoyable, more self-directed, and more transferrable to new situations” (p. 8). 

Her taxonomy (1990) was one of the most widely used taxonomies of LLSs where she 

classified LLSs into six groups: Memory strategies (e.g., using keywords to remember 

words), Cognitive strategies (e.g., reasoning and summarizing), Compensation (e.g., 

guessing from context), Metacognitive strategies (setting goals and objectives), Social 

 

8 The term strategic learning is used here to describe the general construct of strategic knowledge approached 
through language learning strategies or differently through the concept of self-regulation (Tseng et al., 2006).  
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strategies (e.g., asking for clarification) and Affective strategies (e.g., lowering anxiety). 

The Strategy Inventory for Language Learning (SILL) is the most widely used instrument 

in LLSs research. The SILL has 50 self-report items corresponding to the six strategies 

mentioned earlier and uses 5-point Likert-scale responses ranging from “never or almost 

never true of me” to “always or almost always true of me”. The SILL was used by Green 

and Oxford (1995) to examine the relationship between language proficiency and LLSs. In 

this study, 374 EFL participants from the University of Puerto Rico were divided into three 

proficiency levels. Results showed that the more proficient learners used LLSs 

significantly more frequently and diversely than the less proficient ones. Similar findings 

have been reported in other studies (Rubin, 1975; Stern, 1983; Wharton, 2000). In addition, 

strategies that involved active use of language in naturalistic settings such as watching TV 

in English or seeking opportunities to speak in English were used more often by the more 

proficient learners. These findings suggest a significant relationship between LLSs and 

language proficiency.  

In an attempt to help the less proficient learners develop their language skills through LLSs 

use, strategy instruction (or training) was investigated. The findings from the different 

studies however are not straightforward. A critical appraisal of the literature by Rees-Miller 

(1993) found little success in strategy instruction. He attributes this to cultural differences, 

different educational backgrounds, ages, beliefs of students and teachers about language 

learning and different cognitive styles. Others, however, cautiously suggest that strategy 

instruction seems to be effective when conducted over a longer period of time (Macaro, 

2006). More positive results are found in a meta-analysis by Plonsky (2011) which 

included 61 studies and 6,791 learners. The study found a small to medium effect size (d = 
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.49) of strategy instruction on language proficiency, which according to the author 

compares well with the overall average effect size of d = 0.40 found in educational research 

(Hattie, 1987). Overall, findings are not conclusive that LLS instruction leads to more 

effective language learning.  

With the turn of the century, a number of scholars voiced some concerns regarding the 

validity of research on LLSs (Dörnyei & Skehan, 2003; Dörnyei, 2005; Skehan, 1989). The 

strongest of these is Dörnyei (2005), who called for abandoning the concept of language 

learning strategies altogether and replacing it with the more general concept of self-

regulation (discussed in the next section). The main issue Dörnyei observed with LLSs 

research is definitional fuzziness, which results in the difficulty of distinguishing between 

“engaging in an ordinary learning activity and a strategic learning activity” (2005, p. 164). 

Dörnyei also criticized how LLSs are categorized. For example, he criticized separating 

memory strategies from cognitive strategies in Oxford’s taxonomy (1990), arguing that 

memory strategies should be classified as cognitive strategies based on what later research 

has shown (Purpura, 1999). Finally, the decline of learning strategies in the field of 

psychology and the rise of self-regulation is an additional argument put forward as an 

indication of how the earlier is unfit for scientific research and that the latter should be 

pursued. 

Despite Dörnyei’s criticism, the research on LLSs did not cease (Dörnyei, 2001; Dörnyei, 

2015, p. 140; Griffiths, 2020; Rose et al., 2018). However, the continuation of research 

should not be regarded as an indication that all issues have been addressed, but should 

rather be an indication that there is room for both LLSs and self-regulation to advance our 

understanding of strategic learning (Griffiths, 2020; Pawlak, 2021). This is manifested for 
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example in Oxford’s (2011) Strategic Self-Regulation Model of Language Learning which 

combines both concepts in one model.  

2.3.2.1 Strategic vocabulary learning 

Being a key component of language, vocabulary has received attention in the work of 

Oxford and other researchers on LLSs (Cohen, 1996; O’Malley & Chamot, 1990; Oxford, 

1990, 2017). The importance of vocabulary, manifested for example in vocabulary learning 

strategies (VLSs) being the most frequently used strategies by language learners (Schmitt, 

1997), has contributed to VLSs becoming a key research area. Studies on VLSs have 

generally followed the same directions as LLS. Some studies have attempted to develop 

taxonomies (Gu & Johnson, 1996; Nation, 2022; Schmitt, 1997; B. Zhang & Li, 2011). 

Others have focused on the relationship between language proficiency and VLSs (Ahmed, 

1989; Fan, 2003; Gu & Johnson, 1996; Kojic-Sabo & Lightbown, 1999). For example, Gu 

and Johnson (1996) correlated the VLSs of 850 college students with a vocabulary size test 

and a general proficiency test. From a number of strategies that were developed from 

previous research, Self-Initiation (being proactive and learning relevant and interesting 

vocabulary) and Selective Attention (knowing which words to focus on) were found to be 

positive predictors of the general proficiency test. Both of these, along with Activation 

strategies (seeking opportunities to practice newly learned words), showed a small but 

significant positive correlation with the vocabulary size test (r = 0.35, 0.24 and 0.31 

respectively). On the other hand, Visual Repetition strategy (writing words repeatedly to 

memorize them) was the most negatively associated with both tests (r = -0.2). In general, 

the study found that more proficient learners employed significantly more diverse 

strategies, which other studies support (Ahmed, 1989; Fan, 2003; Sanaoui, 1995).  
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Another major line of research is developing methods and instruments for the investigation 

of VLSs (see Takač, 2008 for an overview). There are two main VLSs questionnaires 

commonly used in the literature: Gu and Johnson (1996) and Schmitt (1997), both of which 

are based on Oxford’s (1990) SILL. According to Tseng et al. (2006), the items in SILL 

focus on specific strategic behavior instead of more general strategic traits. As a result, the 

SILL scales are not cumulative and calculating mean scale scores is unjustifiable 

psychometrically (Tseng et al., 2006). Due to the issues with LLS research and its 

instruments, Tseng et al. (2006) proposed replacing VLSs with the concept of self-

regulation borrowed from educational psychology. Self-regulation is defined as “the ways 

that learners systematically activate and sustain their cognitions, motivations, behaviors, 

and affects, toward the attainment of their goals” (Schunk & Green, 2018, p. 1). Tseng et 

al. (2006) created the Self-Regulating Capacity in Vocabulary Learning scale (SRCvoc; 

used in both thesis studies Chapter 4 and 5). SRCvoc aims to measure learners’ self-

regulating capacity of strategic learning, which is the driving force of LLSs use according 

to the authors. As suggested earlier, the instrument is based on Dörnyei (2001) in which he 

conceptualizes self-regulation as consisting of five components:  
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Commitment control  (Maintaining or increasing commitment to 

achieving goals) 

Metacognitive control (Controlling focus and reducing procrastination)  

Satiation control (Eliminating boredom and making learning more 

enjoyable) 

Emotion control (Managing emotions by lowering negative feelings 

and promoting positive ones)  

Environmental control   (Harnessing the environment to promote learning)   

 

Each component is measured by four items in the SRCvoc, which add up to 20 items in 

total. A sample of items include: “Once the novelty of learning vocabulary is gone, I easily 

become impatient with it” (satiation control), and “When learning vocabulary, I have 

special techniques to achieve my learning goals” (commitment control). The authors 

suggest that the instrument has a high reliability based on their study (mean Cronbach 

Alpha α = 0.78 with no individual scale below 0.70). The study is discussed in more detail 

in the next section as it examined both self-regulation and motivation (section 2.3.3).  

2.3.3 Motivation 

Language learners are expected to learn thousands of words to use language proficiently 

which is by no means a simple task. It takes them years of hard work and persistence to 

reach these numbers, and without motivation this goal would be unattainable. This is 

reflected in a number of studies that have found motivation to be a key factor in vocabulary 

development (Elley, 1989; Fontecha & Gallego, 2012; Gardner et al., 1985; Tremblay et 
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al., 1995; Tseng & Schmitt, 2008) and more general language skills (Jodai et al., 2014; 

Spolsky, 2000).  

The research on motivation proceeded through three main stages (Boo et al., 2015; 

Dörnyei, 2015). The first stage was the social psychological period which emerged in the 

1960s. It is commonly known for the integrative and instrumental types of motivation 

(Gardner & Lambert, 1972). This was followed by the cognitive-situated period in the 

1990s which was marked by a move towards capitalizing on the advancements made in 

cognitive psychology by borrowing concepts such as Self-determination (Deci & Ryan, 

1985) and Attributions (Weiner, 1992). Recognizing that motivation is a dynamic 

phenomenon led to the move to the process-oriented period, with the Process Model of L2 

Motivation (Dörnyei & Otto, 1998) representing one of its seminal products. The Process 

Model of L2 Motivation sees motivation as composed of three stages: pre-actional (where 

motivation is generated), actional (where motivation is sustained and protected) and post-

actional (where motivation is evaluated). Following a process-oriented perspective, Tseng 

and Schmitt (2008) used structural equation modeling (SEM) to examine the relationship 

between motivation, strategic learning and vocabulary development with six latent 

variables using questionnaires and vocabulary tests. The pre-actional stage is represented 

by the Initial Appraisal of Vocabulary Learning Experience (measuring vocabulary 

learning anxiety, vocabulary learning attitude and vocabulary learning self-efficacy). The 

actional stage is divided into Self-Regulating Capacity in Vocabulary Learning (measured 

using the SRCvoc discussed in the previous section), Strategic Vocabulary Learning 

Involvement (measuring the quantity of strategies used), and Mastery of Vocabulary 

Learning Tactics (measuring the quality of strategies used). Lastly, the post-actional stage 
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is represented by Vocabulary Knowledge (vocabulary breadth was measured using the 

VLT while vocabulary depth was measured using the overall score of collocation, 

polysemy and form recall tests of the words in the VLT) and Postappraisal of Vocabulary 

Learning Tactics (measuring the self-reflection of learning process phase after the learning 

task). The model was tested on 210 university students from China and Taiwan using a 

questionnaire and it showed in general a good fit with the experimental data. The best-fit 

model (Figure 2) depicted motivated vocabulary learning as being systematic and 

composed of cyclic and sequential stages (the learning process moves from one stage to 

the next). The authors suggest that the idea of cyclic learning aligns with the fact that 

learners typically need multiple encounters with a word to learn it. The model also suggests 

that motivation “is not just an “initial state” factor; it is an integral part of the whole system 

that drives the vocabulary learning cycle along” (Tseng & Schmitt, 2008, p. 383).   

Figure 2. A structural equation model of motivated vocabulary learning (Tseng & Schmitt, 
2008, p. 381) 
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A similar study was conducted by Zhang et al. (2017) but using different frameworks. To 

measure motivation, they framed their study within the theory of Self-determination (Deci 

& Ryan, 1985; Ryan & Deci, 2000), which conceptualizes motivation as orientations along 

a continuum from non-self-determined to self-determined. The theory makes key 

distinctions between intrinsic motivation (doing something because it’s personally 

rewarding), extrinsic motivation (doing something to receive external rewards or avoid 

punishment) and amotivation (showing no motivation). Degrees of external motivation 

have been suggested along the continuum (Deci & Ryan, 1985) and Vallerand (1992) 

classified internal motivation into three types, which are shown in Figure 3. 
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Figure 3. Motivational orientations and the self-determination continuum 
   

   
   

   
   

   
   

   
   

   
   

   
in

te
rn

al
iz

at
io

n  

 
Intrinsic motivation 

(types) 

Knowledge 

Satisfaction from learning new information 

Accomplishment 

Pleasure from achieving goals  

Stimulation 

Excitement sensation from task engagement 

Extrinsic motivation 

(degrees) 

Integration Integral sense of self  

Identification Personal importance  

Introjection 

 

Personal/imposed obligation 

External regulation 

 

Gain reward or avoid punishment 

Amotivation Showing no motivation 

Note. Based on the Center for Self-Determination Theory (2024) 

 

To measure the self-determination of 107 Chinese learners, Zhang et al. used the Language 

Learning Orientations Scale (LLOS; Noels et al., 1999). This self-report questionnaire 

consists of 21 items, 9 of which target intrinsic motivation, 9 focus on extrinsic motivation 

and 3 on amotivation. The 7-point Likert responses range from 1 (not at all true of me) to 

7 (very true of me). Instead of SRCvoc they used a VLS questionnaire adapted from Gu 

and Johnson (1996). The SEM in their study showed that VLSs function partially as a 
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mediator between motivation and vocabulary knowledge (i.e., VLSs translate motivation 

into actions that lead to vocabulary learning).  

In the Saudi context, Alamer (2021a) constructed The Self-Determination Theory of 

Second Language (SDT-L2) based on Noles et al. (1999) to measure learners’ L2 learning 

motivation. The SDT-L2 has 20 items with a 5-point Likert-type response format. The 

instrument is based on later research which suggests that two more global constructs of 

motivation subsume the four specific constructs discussed earlier (Ryan & Deci, 2017). 

The global construct of autonomous motivation includes intrinsic and identified 

orientations while controlled motivation includes introjected and external orientations.  

The instrument has two scales measuring the two main constructs and four subscales with 

4 items in each one:  

• Autonomous motivation  

o intrinsic  

o identified 

• Controlled motivation 

o introjected  

o external 

The SDT-L2 has been used in a study on 366 foundation-year Saudi students majoring in 

English from two universities (Alamer, 2021a). The results showed that autonomous 

motivation correlated positively and directly with vocabulary knowledge (β = .23, p < 0.01) 

while controlled motivation was negatively correlated (β = -.25, p < 0.01) with vocabulary 

knowledge. The instrument was further validated on 266 undergraduate Saudi students in 



 
 

89 

a study examining the relationship between motivation and L2 achievement measured by 

students’ GPA scores in English (Alamer, 2021b). The SDT-L2 was found to be a reliable 

measure of L2 motivation based on model fit indices. The results also confirmed the earlier 

finding that higher levels of autonomous motivation correlate positively with L2 

achievement, while controlled motivation correlates negatively with L2 achievement. 

Students acting on autonomous motivation are more likely to put more effort into their 

learning which tends to result in a stronger positive correlation with language learning 

outcomes (Alamer, 2021a; Dörnyei & Ushioda, 2011; Kormos & Csizér, 2014).  

It is worth noting that autonomous and controlled motivations are not mutually exclusive, 

but it is possible for some learners to be driven by both at the same time (Liu & Oga-

Baldwin, 2022; Vansteenkiste et al., 2009). For instance, Liu & Oga-Baldwin (2022) have 

identified three distinct motivational profiles among 523 Chinese EFL learners: High 

Quantity (high autonomous and controlled motivation), Moderate Quality (moderate 

autonomous motivation), Poor Quality (high controlled motivation). One study in a French 

university found that students driven by both high levels of autonomous and controlled 

motivation had similar academic achievement to students with high autonomous 

motivation (Gillet et al., 2017). This suggests that autonomous motivation might have the 

ability to mitigate the negative effects of controlled motivation (Liu & Oga-Baldwin, 

2022).  

The studies mentioned above are useful in improving our understanding of the relationship 

between vocabulary, strategic learning and motivation. Moving beyond the simple 

correlational studies and taking advantage of the potentials of SEM is a good step. 

However, the models need to be validated using different data (preferably from different 
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contexts) to assess their generalizability. Also, given the fluctuating nature of motivation, 

longitudinal data is likely to provide more accurate results. 

The current section provided an overview of the role of individual differences in shaping 

the trajectory of vocabulary development. It examined three key sources of individual 

differences: out-of-class exposure, strategic learning and motivation. It highlighted their 

key role in explaining why some learners have larger and more developed vocabulary 

knowledge than others. The review also points to a key gap in the literature in that no 

previous study has examined how multiple individual differences jointly affect vocabulary 

growth using longitudinal data. This might be necessary since longitudinal studies provide 

a more accurate description of vocabulary development compared to cross-sectional 

studies (Schmitt, 2010, 2019), which only offer a snapshot of the relationship between 

individual differences and vocabulary knowledge (see study1 in Chapter 4 which measures 

vocabulary development longitudinally and while taking into account individual 

differences among learners).   
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3. An overview of English vocabulary learning, instruction 

and research in Saudi Arabia 

 

 

The last chapter provided a general background about vocabulary learning and SLA more 

broadly. This chapter focuses on English vocabulary learning in Saudi Arabia where the 

two thesis studies were conducted. The chapter also bridges a gap in the literature given 

that there is little research that provide an overview of English vocabulary learning in the 

Saudi context.  

English is the most common second language in the world, spoken by one in every four 

people (Beare, 2019). This is not surprising given that it is the primary language of key 

fields such as business, science and aviation (Crystal, 2017). Saudi Arabia is no different; 

English plays a pivotal role in the country due to educational, economic, social, cultural 

and historical reasons (Mahboob & Elyas, 2014; Moskovsky & Picard, 2018). In the 

context of education, the importance of English in Saudi Arabia is captured by the fact that 

it is the most learned foreign language, taught from first grade, and it is the medium of 

instruction in higher education. As discussed in Chapter 2, vocabulary is central to all 

English language use (Clenton & Booth, 2020) including listening (Y. Li & Zhang, 2019), 

speaking (Uchihara & Clenton, 2023), reading (D. D. Qian, 2002; S. Zhang & Zhang, 2022) 

and writing (Stæhr, 2008). Therefore, Saudi EFL learners need to have a sizeable English 

vocabulary to understand and produce English effectively. 
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The chapter starts by tracing early research on Saudi EFL vocabulary learning. Second, it 

provides an overview of the educational system and English instruction in Saudi Arabia. 

Third, it examines whether Saudi EFL students have enough vocabulary knowledge to 

understand everyday English and undertake more advanced tasks such as reading authentic 

and unsimplified English texts. Fourth, it examines the quality of vocabulary instruction in 

Saudi Arabia and teachers’ awareness of effective vocabulary teaching. Finally, it critically 

examines previous research that has aimed to improve the vocabulary learning of Saudi 

EFL students.  

3.1 A brief history of English vocabulary learning of Saudi students 

Studies that involve vocabulary learning and Saudi EFL students date back to the late 

1960s. Za'rour and Buckingham (1969) investigated the English language learning of Saudi 

learners and learners from other nationalities (e.g., Afghan, Iranian, Jordanian, Moroccan 

Turkish) learning English at the American University of Beirut in Lebanon. The authors 

aimed to investigate the role of individual differences and other factors (nationality, gender, 

L1 background, age, prior test scores and financial assistance) in English language 

learning. The participants were 239 male and 45 female students who joined a 15-week 

intensive English course. Their learning was measured by testing them at the beginning 

and at the end of the course. The 200-item multiple-choice test included four parts: 

vocabulary (50 items), structure (50 items), reading comprehension (50 items) and 

miscellaneous items (e.g., use of dictionary and correction of composition). The total 

scores revealed that the Saudi participants scored significantly the lowest both at the 

beginning and at the end of the course. Scores on the vocabulary part were not reported. 

The authors speculated that the low proficiency of Saudi students might be due to their 
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relatively lower contact with English speakers compared to other countries such as Jordan 

due to British colonization (Saudi Arabia on the other hand was not colonized by any 

European power; Al‐Rasheed, 2010). Another early study, conducted by Zeiss (1983), 

examined the effect of music and relaxation on learning technical vocabulary. The 

participants were 14 Saudi students learning English as a second language in a US college. 

The results found no significant differences between the experimental group and the 

control group. Given that all students in the experimental group had perfect scores on the 

posttest, it is possible that there was a ceiling effect, which may have masked any potential 

benefits of the intervention by limiting the ability to detect further improvement. 

Work focusing primarily on the vocabulary knowledge of Saudi EFL learners emerged in 

the early 1990s. The first of these9 was conducted by Al-Hazemi (1993) who examined the 

vocabulary size of secondary students enrolling in a military academy (aged 19-23). He 

used a checklist test (Eurocentres Vocabulary Size Test; Meara & Jones, 1990) and found 

that Saudi EFL students had an average vocabulary size of 1000 word-families. There are 

no published reviews on vocabulary learning and teaching in Saudi Arabia, hence the 

current chapter aims to address this as well as providing background knowledge about the 

context of the thesis studies.  

3.2 An overview of English education in Saudi Arabia  

The educational system in Saudi Arabia consists of five stages: kindergarten, elementary 

(grade one to six), intermediate (grade seven to nine), secondary (grade ten to twelve) and 

 

9 Searching with the terms ‘Saudi’ and ‘vocabulary’ in Google Scholar revealed no studies that focus 
primarily on vocabulary and Saudi learners before Al-Hazemi (1993). 
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higher education (Elyas & Picard, 2018). Children typically start school at the age of 5-6 

and graduate from secondary school at the age of 17-18. Public schools are segregated by 

gender in which male students (grade four and higher) are currently taught exclusively by 

male teachers while female students are taught exclusively by female teachers. Arabic is 

the official language of public education (up until secondary education) while English is 

the medium of instruction in higher education programs (e.g., Math, Medicine and 

Chemistry are all taught in English). The educational system is very centralized with 

standardized curricula and textbooks (Al-Hoorie, Al-Shahrani, et al., 2021). As a result, 

teachers have little freedom in teaching content beyond what is prescribed in the textbooks.  

Formal English language teaching in Saudi Arabia dates back to 1928 according to Al-

Seghayer (2011), but it was not until 1945 that English was taught in secondary schools 

(Al-Hoorie, Shlowiy, et al., 2021). The grade at which English is introduced to students 

has undergone significant changes in the last 20 years (Barnawi & Al-Hawsawi, 2017). 

Pre-2004, it was limited to intermediate and secondary levels. However, in 2004, it was 

expanded to include sixth-grade students. By 2011, it reached fourth-grade level. Presently, 

as of 2021, English instruction commences as early as first grade (age 5-6). Saudi students 

have less instruction time compared to neighboring countries such as Oman and Kuwait in 

which English is taught five times per week from elementary grade (Alsuhaibani et al., 

2023). English is currently taught three times per week in elementary school, four times a 

week in intermediate school and mostly five times per week in secondary school (Ministry 

of Education, 2023). English classes span 45 minutes each, resulting in elementary students 

receiving 2 hours and 15 minutes of English instruction per week. Intermediate students 

get 3 hours, while secondary students receive 3 hours and 15 minutes weekly. By the time 
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Saudi students leave secondary school, they will have accumulated over 1000 hours of 

formal English instruction (weekly hours x 38 school weeks a year). 

Students in Saudi Arabia are typically taught English by native Arabic speaking teachers 

(Moskovsky & Picard, 2018) who tend to rely heavily on Arabic in the classroom 

(Alshammari, 2011). Alshammari (2011) found that 60% of Saudi EFL teachers believed 

using Arabic was necessary to save time, while 69% used it to clarify difficult concepts. 

The issue of overreliance on Arabic is compounded by the fact that many teachers 

dominated classroom discourse, providing limited opportunities for student engagement 

(Alsaedi, 2012). Students’ low engagement is not only due to teachers’ dominance but 

could also be attributed to students’ reluctance to engage in communicative activities 

(Aljumah, 2011). Farooq (2015) recognized the potential of communicative language 

teaching (CLT), which is an approach to language teaching that emphasizes meaningful 

and real language use as being central to language learning (Richards & Rodgers, 2014), 

for improving learners’ communicative competence. However, he identified barriers to 

CLT implementation, such as overcrowded classes, lack of resources, and low learner 

proficiency levels. 

The English education system in Saudi Arabia has undergone significant transformations 

in recent years, particularly in terms of expanding the introduction of English to younger 

grades and increasing instructional hours. However, the centralized nature of the 

curriculum, limited instructional time, and reliance on traditional teaching methods 

seemingly continue to hinder students’ language proficiency. Teachers' overreliance on 

Arabic and limited use of communicative approaches appear to further restrict student 
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engagement and communicative competence (Study 1 in Chapter 4 provide insights into 

the vocabulary development of Saudi EFL students).  

3.3 The vocabulary knowledge of Saudi EFL students 

A survey of the literature on Saudi EFL students’ vocabulary knowledge shows only four 

studies conducted with secondary students (Alhaj et al., 2019; Al-Hazemi, 1993; Alsaif, 

2011; Alzahrani, 2020) and none primarily with intermediate students. On the other hand, 

there are several studies conducted with university students (Al-Homoud & Schmitt, 2009; 

Al-Khasawneh, 2019; Al-Masrai & Milton, 2012; Al-Nujaidi, 2003; Alqarni, 2019; 

Alsharif, 2022; Altalhab, 2019). Saudi researchers, like SLA researchers more generally, 

focus predominately on college and university students. Several researchers have voiced 

concerns regarding this bias in sampling which might skew our understanding of SLA and 

language teaching (Andringa & Godfroid, 2019, 2020; Cox, 2019; Ortega, 2019). One 

evaluation of this skewness is Plonsky (2016) who examined 600 studies from six SLA 

journals and found that approximately 67% of the participants were college or university 

students. Younger language learners in particular are underrepresented in SLA research 

despite the fact that they are larger in number than university students (Kormos & Sáfár, 

2008). In Saudi Arabia for instance, there are more than six million young language 

learners (in k-12 education) while the number of students in higher education (university 

and college) is approximately 1.4 million (Fawaaz, 2023). Andringa and Godfroid (2020) 

aimed to gauge this bias by examining 17 meta-analyses from SLA research and found that 

young language learners account for only 25% of the research samples. What this suggests 

is that there is a need for more balanced sampling, including more research on younger 

language learners, both in the Saudi context and in SLA in general.  
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Table 3. Receptive vocabulary knowledge of Saudi EFL learners  

Author Test Participants Vocabulary 

scores mean 

Notes 

  N Level   

AL-Hazemi 

(1993) 

Checklist 137 Military 

academy 

1000 Military cadets 

Alsaif (2011) Checklist 

 

139 Secondary 890 (lemma) 5000 ceiling 

Alhaj et al. 

(2019) 

VLT 80 Secondary 1000 2000 ceiling 

Alzahrani 

(2020) 

VST 108 Secondary 2025 4000 ceiling 

Al-Nujaidi 

(2003) 

VLT 226 University 1st 

year 

500-700 3000 ceiling 

Al-Khasawneh 

(2019) 

VLT 64 University 1st 

year 

2025 English major 

Alamer (2021) VLT 366 University 

 

2086 

 

5000 ceiling 

Alqarni (2019) VLT 71 University Final 

year 

Males: 2435 

Females: 1990 

English major 

Altalhab 

(2019) 

VST 120 University 1st 

year 

3000 English major 
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Alsharif 

(2021) 

VST 116 female University 3871 5000 ceiling & 

English major 

Masrai & 

Milton (2012) 

Checklist 55 & 37 University 

1st year & final 

year 

1st year: 1680 

Final year: 4198 

English major 

Notes. Vocabulary knowledge is reported in word-families except for Alsaif (2011) who 

used a lemma-based test 

 

The Ministry of Education in Saudi Arabia expects school students to know 3000 word-

families by the time they graduate from secondary school (Al-Masrai & Milton, 2012). The 

goal is reasonable since it provides learners with the minimal lexical coverage (95%) 

needed to understand spoken discourse and everyday conversations (van Zeeland & 

Schmitt, 2013). It is clear based on the Table 3 above that most studies find that Saudi 

secondary students (and even university students) are below this number. Alsaif (2011) 

examined whether secondary school students do achieve this number upon graduation 

using a checklist test and found they fall far below expectations. His results showed that 

students graduate from secondary school with a mean score of 890 lemmas (roughly 556 

word-families; lemma/1.6 = word-families, Milton, 2009). Alhaj et al. (2019) examined 

the vocabulary knowledge of secondary students (aged 16-19) using an older version of the 

VLT (VLT version not reported). They found that Saudi secondary students know 

approximately 1000 word-families. The two studies, nearly a decade apart, show not much 

improvement in the vocabulary knowledge of Saudi EFL students over the years. More 

optimistic results come from Alzahrani (2020). He examined the vocabulary knowledge of 
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108 secondary students and found that they know around 2025 word-families which is 

approximately double the two previous studies. It is possible that the sample in his study 

included more motivated learners or more qualified teachers, both of which are factors that 

can lead to more vocabulary learning (Webb & Nation, 2017). Overall, the studies show 

that secondary students know between 500-2000 word-families which is below the 3000 

word-families goal. This means that Saudi secondary students will likely face serious 

difficulties understanding basic and everyday English since they lack knowledge of many 

high frequency words.  

This low vocabulary knowledge also extends to university students as shown in the 

previous table (Table 3). It shows that the vocabulary knowledge of Saudi university 

students ranges from 500 to 4198 word-families. However, most of the sampled studies 

show a vocabulary knowledge in the range of 2000-3000 word-families. One issue with 

previous research on the vocabulary knowledge of Saudi university students is recruiting 

English major students. These students are not the most representative of the actual 

vocabulary knowledge of university students since they often receive more language 

instruction than students in other majors due to their specialized studies (see section 2.2.4 

on the effect of the amount of input on vocabulary learning). In the Saudi context for 

instance, most English language programs dedicate a whole year (the second year after the 

first preparatory year) to intensive English courses that target the four skills (listening 

courses, reading courses, speaking courses and writing courses) in addition to grammar 

courses (Al-Hoorie, Al-Shahrani, et al., 2021). Students in other majors do not normally 

receive this extra year of English instruction. Therefore, studies should ideally aim to 
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sample from different majors if possible or at least from a non-English major sample for 

more representative vocabulary size estimates (Mclean et al., 2014; Ngoc Yen, 2020).  

Another issue in the studies that aim to measure the vocabulary size of university students 

is using a VLT instead of a vocabulary size test (5 of the 11 studies in Table 3). VLTs were 

not intended for measuring vocabulary size; they were designed to be diagnostic tests that 

help teachers assess which frequency band (e.g., first or third 1000) students need to focus 

on (see section 3.4.2; Nation, 2022; Webb & Nation, 2017).  

In general, more reliable vocabulary size estimates of university students come from 

studies that use a vocabulary size test (e.g., the VST), test sufficient bands to avoid a ceiling 

effect (some studies include only a few levels from the VST, see Table 3) and sample from 

non-English major students (to better represent the majority of university students). None 

of the reviewed studies meet all of these requirements. For example, most of the studies in 

Table 3 have English major participants (Al-Masrai & Milton, 2012; Alsharif, 2022; 

Altalhab, 2019).  

Nevertheless, these studies can provide some general estimations of Saudi EFL students’ 

vocabulary knowledge. Al-Nujaidi (2003) conducted one of the earliest studies on the 

vocabulary knowledge of university students. He used a VLT test with 226 first year 

university students and found that they knew 500-700 word-families. The study has the 

limitation of using a VLT as a vocabulary size test and being relatively outdated (e.g., 

English was not taught at the elementary level at that time). Al-Masrai and Milton (2012) 

examined the vocabulary knowledge of 92 first and final year students majoring in English. 

Their findings showed that students know between 2000 to 3000 words when they join the 
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English program and graduate with an average of around 5000 words. A more recent study 

shows similar vocabulary sizes for first year students majoring in English (Altalhab, 2019). 

The vocabulary size of 120 first year English major students was measured using the VST 

and the results showed a vocabulary size of 3000 word-families. Alsharif (2022) examined 

the vocabulary size of English major female students (mean age = 23.31, SD = 4.45). The 

findings showed that these students have an average vocabulary size of 3871 word-

families. The reviewed studies show that English major university students in Saudi Arabia 

seem to know on average 3000 word-families during academic studies and appear to 

graduate with a vocabulary size of 5000 word-families. Recalling that 6000 to 7000 word-

families are needed for unassisted listening and 8000 to 9000 word-families for reading 

(Nation, 2006), these learners are unlikely to be independent language users. That is, their 

vocabulary size provides a minimal comprehension of spoken and written language (95% 

coverage) but not an optimal one (98% coverage) (i.e., they are likely to encounter several 

unknown words that might hinder comprehension; Laufer & Ravenhorst-Kalovski, 2010). 

The vocabulary size of non-English major university students is likely to be lower given 

that they receive less English instruction compared to English major students, yet little is 

known due to a lack of studies that look at a broad range of participants in a systematic 

way.  

The chapter so far has shown that Saudi EFL students in general have limited vocabulary 

knowledge. A number of different factors have been proposed to explain this low 

vocabulary and language proficiency, such as low vocabulary input from textbooks (Alsaif 

& Milton, 2012), low autonomy of Saudi EFL students (Alrabai, 2017) and the lack of 

learning resources in many schools (e.g., language labs and English books; Almutairi, 
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2008). Factors more relevant to the focus of this thesis include students’ limited exposure 

to English out-of-class (Al-Homoud & Schmitt, 2009; Moskovsky & Picard, 2018). One 

form of out-of-class exposure is extensive reading which, as noted by Al-Homoud & 

Schmitt (2009), is not very common in Saudi Arabia. Another relevant factor is the low 

motivation levels of Saudi students as reported in several studies (Alrabai, 2016; 

Moskovsky et al., 2013). Given the dominance of Arabic, many Saudi students do not see 

an immediate value in learning English (Alrabai, 2018). Finally, some studies such as 

Alqarni (2018) cite the limited use of vocabulary learning strategies by Saudi students as a 

factor for their small vocabulary. Alqarni used a self-made questionnaire based on 

Schmitt’s (1997) taxonomy of vocabulary learning strategies and found that the overall 

mean of vocabulary strategy use was 1.63 (on a five-point scale ranging from never to 

always). Alongside these important factors is the role of instruction and teachers in 

students’ vocabulary learning which is discussed in the next section.  

3.4 Vocabulary instruction in Saudi Arabia  

For the majority of EFL learners around the globe, the classroom is the primary source of 

language learning. Thus, vocabulary researchers over the years have produced practical 

findings that can be applied directly to the language classroom. These areas include for 

example word selection (identifying which words are most useful to learners), enhancing 

learning (e.g., using glossing in reading to draw learners’ attention to target words) and 

improving retention  (e.g., word recycling; Nation, 2011, 2022; Webb & Nation, 2017). 

The following discussion will present some of these recommendations before discussing 

vocabulary instruction in Saudi Arabia. 
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Since classroom time is limited in many places and the number of words learners need to 

know is in the thousands (Lightbown & Spada, 2020), teachers need to be careful when 

selecting which vocabulary to focus on. The usefulness of a word is usually determined by 

its frequency, with high frequency words being deemed more valuable since learners will 

encounter them more often than less frequent words (Nation, 2022). In addition to 

vocabulary selection, vocabulary researchers suggested a number of conditions that 

promote vocabulary learning (Webb & Nation, 2017). These conditions fall into two main 

categories (Webb & Nation, 2017): repetition (i.e., how many times a word is encountered) 

and quality of attention (i.e., depth of word processing). The likelihood of vocabulary 

learning increases the more a word is encountered (Pellicer-Sánchez, 2016; Uchihara et al., 

2019; Webb, 2007b) and the more deeply it is processed (e.g., successful retrievals of word 

form or meaning, meeting and using a word in different contexts; Hulstijn & Laufer, 2001; 

Keating, 2008; Kim, 2008; Nation & Webb, 2011). In terms of repetition, research suggests 

that it is rarely the case that word learning can occur from a single encounter (Webb, 2007). 

In a meta-analysis involving 1,918 participants from 26 studies, a medium effect (r = .34) 

was found for repetition on incidental receptive vocabulary learning (Uchihara et al., 2019). 

The question of how many repetitions are needed to learn a word has been investigated, 

with studies reporting learning on a recognition test from 10 encounters in a short text 

(Webb, 2007b) to well over 20 in a longer text (3 graded readers; Brown et al., 2008). 

However, it is unlikely that there will be a fixed number for all words and in all contexts 

given the complexity of this seemingly simple question (Laufer & Rozovski-Roitblat, 

2015).  
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In terms of the quality of attention (Webb & Nation, 2017) or engagement (Schmitt, 2008), 

the more deeply a word is processed, the more likely it is to be learned (H. chao M. Hu & 

Nassaji, 2016; Hulstijn & Laufer, 2001; Nation & Webb, 2011). The idea of deeper 

processing and more engagement has undergone different conceptualizations, the two most 

influential of which are the Involvement Load Hypothesis (Hulstijn & Laufer, 2001) and 

the Technique Feature Analysis (TFA) (Nation & Webb, 2011). The ILH suggests that 

engagement with words has three components: need, search and evaluation. Need refers to 

the condition that a word is needed to complete a task (e.g., fill in the blanks). Search refers 

to whether information about a word is provided (e.g., definition of a word in a text is made 

available) or whether the learner should find this information (e.g., looking up the meaning 

of a word in a dictionary). Evaluation refers to whether a learner is required to assess if a 

word fits in a specific context or that such requirement is low. Vocabulary learning 

activities are more likely to be conducive to learning when there is high need, search and 

evaluation and less likely when these components are moderate or weak. The ILH’s ability 

to predict effective vocabulary learning activities has been evaluated in a meta-analysis 

that examined 42 empirical studies involving 4,628 participants and 398 effect sizes 

(Yanagisawa & Webb, 2021). Results demonstrated that the ILH significantly predicted 

learning and explained 15% (immediate posttests) to 5.1% (delayed posttests) of the 

variance. Among the ILH components, evaluation contributed most to learning, followed 

by need, while search showed no significant impact. One limitation of the ILH is that it 

leaves the learner out of the equation (Schmitt, 2008). The TFA was developed to address 

this by being more inclusive than the ILH through the inclusion of factors such as learners’ 

motivation. Similar to the ILH, the TFA framework evaluates the effectiveness of 
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vocabulary learning activities. It covers five main components, each containing between 3 

to 5 criteria:  

• Motivation (e.g., ‘Does the activity motivate learning?’) 

• Noticing (e.g., ‘Does the activity focus attention on the target words?’) 

• Retrieval (e.g., ‘Are there multiple retrievals of each word?’) 

• Generation (e.g., ‘Does the activity involve generative use?’) 

• Retention (e.g., ‘Does the activity involve imaging?’)  

The criteria are scored dichotomously (1 = feature exists, 0 = feature is missing), with a 

higher score (max 18) indicating a more effective vocabulary learning activity. The 

predictive capacity of the ILH and the TFA were compared in a study (Hu & Nassaji, 

2016). 96 adult EFL learners were divided into four groups and tasked with learning 14 

unknown words using different vocabulary learning methods based on these frameworks. 

The findings indicated that the TFA demonstrated greater predictive capability for 

vocabulary learning gains compared to the ILH. One of the tasks that led to more learning 

involved a productive component which the TFA takes into account (i.e., generation) but 

not the ILH. These findings suggest that the TFA might be more effective in facilitating 

effective L2 vocabulary learning tasks than the ILH. 

Although both repetition and quality of attention are key to vocabulary learning, the latter 

might be a more influential and stronger predictor of learning (Eckerth & Tavakoli, 2012; 

Laufer & Rozovski-Roitblat, 2015). For example, Laufer & Rozovski-Roitblat (2015) 

examined both repetition (1 to 21 encounters) and quality of attention in three tasks with 

varying levels of engagement (reading only, reading with a dictionary, reading and word-
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focused exercises) over 11 weeks among 185 learners. Results of the posttests showed that 

reading combined with word-focused exercises (which has the most engagement) led to 

the best outcomes regardless of the number of encounters. The authors conclude that what 

learners do when they encounter words is more important than the number of times they 

encounter them.  

Students’ vocabulary growth will be in part influenced by the application (or lack of) of 

vocabulary research recommendations discussed above. Teachers play an important role in 

the classroom and their approach to vocabulary teaching (e.g., their verbal lexical 

explanation of word meaning) influences students’ vocabulary development (Dang & 

Webb, 2020; J. H. Lee & Lee, 2022). Sonbul et al., (2022) examined the awareness 

of effective vocabulary instructional practices of EFL teachers in Saudi Arabia. The 

participants were school and college-level EFL teachers who completed a survey (n = 86) 

and a focus group interview (n = 15). The survey items were formed around the criteria in 

the TFA framework. For example, one of the survey questions is based on one of the items 

in the TFA noticing criteria: ‘When I design a vocabulary activity, I make sure that it 

focuses attention on the target words’. The five-point response ranged from ‘never’ to 

‘usually’. Results showed that teachers in Saudi Arabia pay more attention to some criteria 

than others. They focus more on setting clear goals, motivating students and raising 

students’ awareness of new word learning. In contrast, they pay less attention to spacing 

retrievals (i.e., distributing the learning time over multiple sessions, e.g., learning 10 

minutes a day for a week instead of learning 70 minutes at once in a single day) or giving 

learners the freedom to select the words to learn. In terms of the differences between school 

and college teachers, the findings of the survey and the interviews showed higher 
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sensitivity by college teachers to the lack of freedom to choose target words in the Saudi 

curriculum. This might indicate a higher awareness of the fact that textbook-assigned 

words might not be readily suitable for learners and that students might need support with 

other vocabulary (e.g., high or mid-frequency). Meanwhile, college teachers preferred 

defining unknown words in English - something not supported by vocabulary research, 

which tends to show higher retention with L1 definitions (Masrai & Milton, 2015; Webb 

& Nation, 2017). Overall, the findings of Sonbul et al. (2022) suggest that school and 

college-level EFL teachers in Saudi Arabia seem to lack a solid background knowledge in 

how to teach and guide vocabulary learning effectively inside the classroom. The authors 

recommend that teachers in Saudi Arabia should receive specialized training courses to 

increase their awareness of best practices in vocabulary teaching. 

3.5 Research on improving Saudi EFL students’ vocabulary knowledge 

Several studies have aimed to improve the vocabulary learning of Saudi EFL students. 

Although general vocabulary research might be applicable to the Saudi context, the 

ecological validity and relevance of vocabulary research conducted specifically with Saudi 

students is likely to be higher since it better reflects more the characteristics of this group 

(i.e., Saudi EFL students; Vu & Peters, 2021). One way of classifying these studies is by 

categorizing them into research focusing on intentional vocabulary learning and research 

focusing on incidental vocabulary learning. As discussed in section 2.1.5., intentional 

learning (e.g., flashcard learning) usually leads to more vocabulary gains than incidental 

learning (e.g., picking up words from reading). However, intentional learning has the 

limitation of not being effective for aspects beyond the form-meaning link (e.g., collocation 

and register) since teaching all other aspects for every word is likely to be time-consuming. 
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On the other hand, incidental vocabulary learning tends to lead to small gains but allows 

other aspects of vocabulary knowledge such as collocation knowledge to be picked up 

(Webb et al., 2013). The view held by most vocabulary researchers is that these approaches 

are complementary and should be included for balanced vocabulary learning (Durrant et 

al., 2022; Nation, 2007; Schmitt & Schmitt, 2020).  

One of the studies on intentional vocabulary learning was conducted by Sonbul and Schmitt 

(2009) in which they compared reading only to reading plus explicit teaching of words 

(writing words on the board and explaining their meanings). The 40 Saudi university 

students in the study were tested on form recall, meaning recall and meaning recognition. 

The items were 20 low-frequency words mixed with 40 high-frequency words. Results of 

immediate and delayed tests showed significantly higher gains for the reading plus group 

on all tests. The authors suggest that explicit instruction can lead to deep learning as 

evidenced by students scoring higher on the form recall test (which is the most difficult 

aspect of form-meaning link knowledge; González-Fernández & Schmitt, 2019; Laufer & 

Goldstein, 2004). Especially for high-frequency words, the results of this study show that 

bringing students’ attention to words through direct instruction can lead to more significant 

gains.  

Another way to effectively boost the vocabulary knowledge of students is the use of 

flashcards. A meta-analysis comparing a number of intentional learning activities 

(flashcards, wordlists, fill-in-the-blanks and writing sentences) found that flashcard use 

was the most effective as measured by effect size (Webb et al., 2020). Flashcards have 

been employed by Sanosi (2018) to help low-level Saudi university students expand their 

vocabulary. The experimental group (n = 21) learned 90 words in-class through Quizlet (a 
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digital flashcard learning platform) for a month while the control group (n = 21) learned 

vocabulary following traditional approaches. Results of the posttests (multiple choice, gap-

filling and matching) showed that the group who learned from flashcards significantly 

outperformed the control group. The results confirm the well-established finding that 

flashcard learning can lead to significant vocabulary gains (McLean et al., 2013; Nakata, 

2020). Relevant to flashcard learning is the importance of spacing the learning of 

vocabulary for more retention. In the Saudi context, Alfotais (2019) compared spaced and 

massed learning (i.e., cramming) across the four form-meaning link aspects (meaning 

recognition, form recognition, meaning recall and form recall). Following a within-subject 

design, first year university students (n = 62) learned 30 words once in a spaced condition 

and another in a massed condition in authentic EFL classroom settings. The results of the 

immediate and delayed posttests showed significantly higher gains and retention in the 

spaced learning condition. The results revealed that the differences were higher in recall 

tests (mean difference > 3) than in meaning recognition tests (mean difference < 1.5). The 

findings highlight the importance of spacing for more vocabulary learning and retention.  

Based on the finding that individuals tend to retain information more effectively when 

presented with both visuals and texts compared to texts only (e.g., Mayer, 2001), Alwadei 

and Mohsen (2018a) investigated how vocabulary learning in the classroom might be 

improved through the use of infographics (i.e., graphics that aim to simplify complex 

information). 41 Saudi EFL learners were divided into an experimental group (learning 

words from infographics) and a control group (learning through traditional instruction). 

After 10 weeks of learning, the results of the immediate and delayed tests (4 weeks) of 

meaning recall and meaning recognition showed more significant gains in the infographics 
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group. The findings broadly provide further evidence that incorporating visuals with text 

can lead to improved word learning.  

The findings from the four studies on intentional vocabulary learning show that explicit 

teaching of vocabulary, perhaps including some visuals such as infographics, learning 

through flashcards and spacing the learning sessions, are all potentially effective tools to 

improve the limited vocabulary knowledge of Saudi EFL students. There are other ways to 

improve vocabulary learning intentionally that have been tested with Saudi EFL students 

including training in vocabulary learning strategies (Alqurashi, 2020) and the use of MALL 

applications such as Memrise (Almansour, 2019). 

Students also need opportunities to learn vocabulary incidentally through reading and 

viewing. A large body of research has shown that extensive reading can lead to substantial 

vocabulary learning if sustained over longer periods of time (see section 2.3.1.1). Al-

Homoud and Schmitt's study (2009) discussed earlier noted that Saudi EFL students are 

generally reluctant to read in English, perhaps since reading for pleasure is not very 

common among the younger generation. Despite this, their study showed that extensive 

reading can work if students are encouraged to do so. This is supported by a case study in 

which one Saudi university student was asked to read extensively for eight weeks (Alsaif 

& Masrai, 2019). Results of pre and posttests showed gains of approximately 540 words 

(lemmas). These gains are larger than the expected uptake rate from classroom input, which 

was found to be 160 words according to a previous study that identified an uptake rate of 

2.5 words per contact hour. Another case study examined extensive viewing of movies and 

TV shows with L2 subtitles for nearly 50 hours by a Saudi EFL student in a military 

academy (Masrai & Milton, 2018b). The aim was to examine the extent of vocabulary and 



 
 

111 

reading speed development (measured by keyboard strokes) resulting from viewing. After 

20 weeks, results of vocabulary and reading tests showed an increase of nearly 900 words 

(lemmas) and a more than 30% increase in his reading speed. Based on the findings of this 

study, viewing with L2 subtitles not only leads to vocabulary gains but can also improve 

the reading abilities of Saudi EFL students. One issue however is that viewing with L2 

subtitles requires knowledge of high frequency vocabulary (3000 word-families for 95% 

coverage; van Zeeland & Schmitt, 2013) which many Saudi school level and some 

university students fall short of according to the studies in Table 3 above. Not being able 

to understand the content well might detract from the enjoyment of these activities, leading 

to frustration and potentially causing individuals to disengage. Therefore, viewing with L1 

subtitles might provide more comprehensible and enjoyable input for beginners who have 

not mastered high frequency vocabulary. Learners can move to L2 subtitles once they 

develop good knowledge of high frequency vocabulary (Markham et al., 2001). Overall, 

extensive reading and viewing are important sources of incidental vocabulary learning that 

can improve the limited vocabulary knowledge of Saudi EFL students.  

A balance between intentional and incidental vocabulary learning is important. CLT takes 

center stage in today’s language teaching thinking (Richards, 2006). Due to CLT, with its 

emphasis on learning language in meaning-focused activities, some teachers and 

researchers are hesitant to encourage the learning of vocabulary from decontextualized 

activities such as flashcards and wordlists (Nation, 2011). They worry that this type of rote 

memorization does not lead to long-term retention or help in word use (Nation, 2022). 

Folse (2004) notes that this is a common myth in vocabulary instruction that does not 

receive support from empirical evidence. Research shows that intentional vocabulary 
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learning usually leads to larger, faster and more enduring gains (Schmitt & Schmitt, 2020). 

Additionally, both offline (Webb, 2007a) and online (Elgort, 2011) studies found that 

vocabulary learned from decontextualized activities was not very different in terms of use 

from vocabulary learned from context. What this suggests is that intentional vocabulary 

learning is effective and should be one part of a language learning program to maximize 

vocabulary gains.  

The second key part is incidental vocabulary learning which should represent the larger 

proportion of time allocated for language learning (Nation, 2007). Nation’s four strands 

framework (2007) suggests that a language course should be divided into learning from 

four strands or components: meaning-focused input (listening and reading), meaning-

focused output (speaking and writing), fluency development (i.e., helping learners use their 

existing language more efficiently) and form-focused instruction (e.g., learning vocabulary 

from flashcards, studying tenses, improving pronunciation). Each component should 

roughly be allocated 25% of course time (Nation, 2007). Therefore, while intentional 

vocabulary learning is effective, it should only take a small part of language learning time 

(less than 25%). In sum, the low vocabulary knowledge of Saudi EFL students can be 

addressed more effectively by ensuring that they have opportunities for both incidental and 

intentional vocabulary learning.  

The chapter reviewed research on vocabulary learning, teaching and research in Saudi 

Arabia. First, it showed that Saudi EFL students have low vocabulary knowledge despite 

years of formal instruction. Second, the review on vocabulary teaching showed that 

teachers seem to have some knowledge gaps in how to effectively teach and facilitate 

vocabulary learning in the classroom. Finally, the review on vocabulary research on Saudi 
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EFL students highlighted several empirically tested approaches within the Saudi context, 

alongside general recommendations aimed at enhancing vocabulary learning in Saudi 

Arabia.   
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4. Study 1: The vocabulary growth of Saudi EFL learners and 

the role of individual differences 

 

 

The general literature review has shown that relatively little is known about L2 vocabulary 

growth (Dóczi & Kormos, 2015; Pellicer-Sánchez, 2019; Schmitt, 2019; Webb & Nation, 

2017)mitt, 2019; Webb & Nation, 2017). This type of research serves key theoretical (e.g., 

developing models of L2 vocabulary knowledge development; González-Fernández & 

Schmitt, 2019) and practical purposes (e.g., setting vocabulary learning goals in curricula 

and textbooks, see section 2.2.4). As shown in section 2.2.4, no previous study appears to 

have examined vocabulary growth longitudinally (recognition and recall knowledge of 

form-meaning links) while taking into account the role of individual differences (out-of-

class exposure, self-regulation and motivation; Dóczi & Kormos, 2015; Pellicer-Sánchez, 

2019). Additionally, the review chapter on vocabulary research in Saudi Arabia (Chapter 

3) has also shown limited research on the vocabulary knowledge of school-level students 

despite being larger in number than university students (Fawaaz, 2023). The current study 

seeks to examine their vocabulary learning and evaluates the efficacy of current English 

vocabulary learning and instruction in Saudi Arabia.  

The present study aimed to measure receptive vocabulary knowledge development of Saudi 

EFL students over a school semester (12 weeks). It also examined the effect of out-of-class 
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exposure, self-regulation and motivation on vocabulary growth (meaning recognition and 

meaning recall). The study was guided by the following three main research questions: 

RQ1. How many words from the most frequent 5000 do learners acquire (to the 

meaning recognition and meaning recall level) over the course of a semester? 

RQ2. What is the role of individual differences, namely: out-of-class exposure, self-

regulation and motivation in meaning recognition and meaning recall learning? 

RQ3. How do the different components of out-of-class exposure (e.g., watching 

movies, listening to songs) relate to meaning recognition and meaning recall 

learning?  

4.1 Participants 

141 male Saudi EFL students from two educational levels participated in this study: 69 

final year intermediate school students and 72 first year secondary school students. The 

students from each level were recruited from three different classes. All students were 

enrolled in public schools in Tabuk, Saudi Arabia. Only the students who took week 1 and 

week 12 tests were included in the study which reduced the number of students from 141 

to 103. Of the 103 students, 62 were intermediate students (from three classes, same school: 

24, 19 and 19) and 41 were secondary students (from three classes, same school: 17, 17 

and 7).  

Typically, students finish intermediate school at the age of 14-15 and secondary school at 

the age of 17-18. Intermediate students receive 3 hours of English instruction per week 

while secondary students receive 3.75. English language instruction is introduced at grade 

four (normally at the age of 10) thus the intermediate students have studied English for 5 
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years while the secondary school students have studied English for 8 years. However, this 

changed in 2021 and English is now taught to first grade students (this does not affect 

participants in this study).  

The participation in this study was limited to male students since gender segregation laws 

in Saudi schools prevent males from accessing female schools, which makes recruiting 

participants and administering relevant instruments difficult. An ethical approval from the 

University of Birmingham was granted before the study was conducted.    

4.2 Instruments 

4.2.1 Vocabulary tests 

The study used the UVLT to measure meaning recognition knowledge since it is most 

likely more sensitive to vocabulary growth than other tests (e.g., the VST or CATSS) due 

to its higher sampling rate of 30 items per 1000 words (see section 2.2.2). The test is also 

suitable for beginner learners (Nation, 2022), which is the case with the Saudi EFL students 

here, because it focuses on the first 5000 word families. To measure students’ meaning 

recall knowledge, a meaning recall test was created from the UVLT using the same words 

(recall UVLT). One advantage of using the same words is to see how recognition and recall 

knowledge of meaning develop over time since previous research has demonstrated that 

they are fundamentally different (González-Fernández & Schmitt, 2019) and has also 

suggested that this distinction might be more significant than the differences between the 

different vocabulary knowledge components (e.g., form-meaning, derivatives, 

collocation).  
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Previous research has shown that bilingual vocabulary tests provide more reliability than 

monolingual ones, especially with low proficiency learners (Elgort, 2013).  Thus, both tests 

were translated to Arabic and reviewed by two translators with graduate degrees in 

translation (see Appendix 1 and Appendix 2 for meaning recognition and meaning recall 

UVLT respectively). Figure 4 shows the format of the Arabic UVLT: 

Figure 4. Example recognition items from the Arabic UVLT 

 choice  computer  garden  photograph  price  week  

رعس           1    

ةروص        1      

ةقیدح      1        

 

The meaning recall test is essentially a translation test where the L2 form was provided and 

students had to supply the L1 meaning (see Figure 5). 

Figure 5. Example meaning recall items from the Arabic UVLT 

Word Meaning   

price ……………………………… رعس ……………………………..……  

photograph ……………………………… ةروص …………………………………  

garden ……………………………… ةقیدح ………………………….………  
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4.2.2 Out-of-class exposure, strategic learning and motivation instruments  

Following Peters (2018), the study used part of the European Survey of Language 

Competences (ESLC; European Commission, 2012) to investigate students’ frequency of 

out-of-class exposure to English. Both the overall exposure score and the scores on the 

different types of exposure (e.g., watching TV, listening to music) were examined in 

relation with students’ tests scores. The 9 items are shown below in Table 4 with the 

response categories: 

Table 4. Out-of-class exposure items and response categories 

Items 

1. How often do you listen to songs in English?  

2. How often do you watch movies spoken in English without subtitles?  

3. How often do you watch movies spoken in English with subtitles?  

4. How often do you watch television programs spoken in English without subtitles? 

5. How often do you watch television programs spoken in English with subtitles?  

6. How often do you play computer games spoken in English?  

7. How often do you read books written in English?  

8. How often do you read a magazine or a comic written in English?  

9. How often do you visit websites written in English? 

Reponses 

Never A few times/year Once / month A few times/month A few times/week 

 

The SRCvoc instrument (Tseng et al., 2006) was used to measure students’ self-regulation 

capacity in learning vocabulary (Appendix 3). As suggested earlier, the instrument is based 
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on Dörnyei (2001) in which he conceptualizes self-regulation as consisting of five 

components:   

 

Commitment control  (Maintaining or increasing commitment to 

achieving goals) 

Metacognitive control (Controlling focus and reducing procrastination)  

Satiation control (Eliminating boredom and making learning more 

enjoyable) 

Emotion control (Managing emotions by lowering negative feelings 

and promoting positive ones)  

Environmental control   (Harnessing the environment to promote learning)   

 

Each component is measured by four items in the SRCvoc, which add up to 20 items in 

total. A sample of items include: “Once the novelty of learning vocabulary is gone, I easily 

become impatient with it” (satiation control), and “When learning vocabulary, I have 

special techniques to achieve my learning goals” (commitment control). The instrument 

uses 6-point Likert-scale responses ranging from “strongly agree” to “strongly disagree”. 

A score of 4 or higher on any item (“slightly agree”) indicates the possibility that a student 

has control over that dimension. The overall score of self-regulating capacity is obtained 

by calculating the total score of individual items.  

To measure motivation, the study used The Self-Determination Theory of Second 

Language Scale (SDT-L2; Alamer, 2021a; Appendix 4) given that it has been validated in 
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the Saudi context and was found to be a reliable measure of L2 motivation (Alamer, 

2021b). The SDT-L2 has 20 items with a 5-point Likert-type response format ranging from 

“strongly agree” to “strongly disagree”. The items are structured around the question “Why 

are you learning English?” with items like “Because I enjoy learning English” (intrinsic 

orientation) and “Because I want to get better marks in the English course” (external 

orientation). Unlike self-regulation and out-of-class exposure, the motivation questionnaire 

does not have one overall score but consists of two main scales (autonomous and controlled 

motivation) which were used in the analysis. The SDT-L2 (and the other instruments) were 

translated into Arabic and reviewed by two translators with graduate degrees in translation. 

4.3 Procedure 

Both the meaning recognition and meaning recall tests were administered in class to the 

students at the beginning and at the end of a school semester (12 weeks). Each test took 

place on a separate day to reduce test fatigue. Students took the meaning recall test on day 

one with the self-regulation questionnaire. On the next day, students took the meaning 

recognition test with the motivation and out-of-class exposure questionnaires. Meaning 

recall tests normally take longer time than recognition therefore only one questionnaire 

was administered with the meaning recall test. They were always given the meaning recall 

tests first to avoid the possibility of learning from the recognition test options if the order 

was reversed. To reduce random guessing, students were instructed to skip unknown words 

yet informed to go through all the words since they might know lower frequency words. 

Students were given 50 minutes to complete the tests each day although the majority 

finished within 20-30 minutes. The questionnaires were administered in the first week of 
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the semester while the vocabulary tests were administered both in week one and week 12 

in the third (final) semester of the school year.  

4.4 Analysis   

The study used generalized linear mixed-effects models (GLMM) to analyze the 

vocabulary growth of Saudi EFL students and examine the effect of individual differences 

on the growth estimates (Baayen et al., 2008). GLMM can incorporate both fixed and 

random effects in one model, which is particularly useful when individual variation 

between subjects is expected (Linck, 2016). Moreover, when analyzing longitudinal data, 

GLMM can offer several advantages over other statistical techniques such as repeated-

measures ANOVA (Cunnings, 2012; Walker et al., 2019). For instance, mixed-effects 

model can be used with datasets that have missing data points (almost inevitable in 

longitudinal studies), unlike other statistical techniques which require the observation data 

to be dropped resulting in a lower sample size and possibly lower statistical power. Another 

advantage is the ability to include multiple predictors (fixed effects) in the model at once.  

The models in this study were fitted with vocabulary test scores as a dependent variable 

(scored dichotomously as 1 correct and 0 incorrect). For a small number of cases in the 

meaning recall tests (mainly unclear handwriting), another rater was consulted, and an 

inter-rater agreement was reached on all of these cases. Subject (participants) and item 

(UVLT words) were fitted as random effects while time (week 1 vs. week 12), grade 

(intermediate vs. secondary), motivation, out-of-class exposure and self-regulation were 

fixed effects. To ensure an inclusive analysis of the second research question, separate 

models were constructed for motivation, out-of-class exposure and self-regulation before 
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combining them in comprehensive models. The models reported have been chosen 

following a forward selection approach based on likelihood ratio tests. The analysis was 

conducted through the programming language R (version 4.1.1; Team, 2021) using the 

lme4 package (version 1.1-27.1; Bates et al., 2015). 

High performing students (i.e., outliers) were retained in the analysis since variability in 

vocabulary knowledge is typical within classroom settings (Dóczi & Kormos, 2015; Kim 

& Webb, 2022; Webb and Chang, 2012). Additionally, it is difficult to establish objectively 

an exclusion threshold (Larson-Hall, 2016).  

4.5 Results 

Table 5 shows the reliability of the instruments used in this study. Item 8 on the 

autonomous motivation scale was removed to improve the scale’s reliability (see Appendix 

4). All the instruments had good reliability with Cronbach alpha scores over 0.80. The 

results of one student on the vocabulary tests were excluded from the analysis due to 

extreme inconsistency in test scores (scored 5 on the first test and 101 on the second test).  
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Table 5. Reliability scores of the instruments used in the study  

Instrument  Items Cronbach α 

UVLT week 1 150 .96 

UVLT week 12 150 .95 

Recall UVLT week 1 150 .96 

Recall UVLT week 12 150 .98 

Autonomous motivation  9 .80 

Controlled motivation 10 .81 

Self-regulation  20 .81 

Out-of-class exposure 9 .81 

Note. Autonomous motivation Cronbach α without deleting item 8 = .58 

 

Part 1 of the results section addresses the first research question, which focuses on 

analyzing the vocabulary growth of students over a school semester. Part 2 covers the 

second research question which explores the observed variation in students’ scores on the 

tests from the perspective of three individual variation sources: motivation, self-regulation 

and out-of-class exposure. Part 3 further analyzes students’ out-of-class exposure to 

English with the aim of uncovering which components in particular have significant effects 

on students’ vocabulary growth.  

4.5.1 The vocabulary growth of EFL students over a school semester  

Table 6 shows students' mean scores on the meaning recognition and meaning recall tests 

at the beginning and at the end of the semester for those who took both tests. Multiplying 
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the test score by 33.3 converts the results back to word families (5000 / 150 = 33.33). On 

average, intermediate students scored 18.68 at the begninning of the semester (equivalent 

to 622 word-families in total) to the meaning recognition level and finished with a mean 

score of 27.94 (930 word-families), with an increase of 9.26 (308 word-families). 

Secondary students, on the other hand, began the semester with a score of 26.41 (879 word-

families) and by the end of the semester this number rose to 27.42 (978 word-families) 

with an increase of 2.97 (99 word-families). A mixed logistic model was fitted with subject 

and item as random effects and time of test and grade, and their interaction, as fixed effects. 

Adding by-subject random slopes for time improved model fit significantly. Results 

showed simple effects of test time (Odds ratio (OR) = 1.94, z = 4.60, p < .001) and a 

marginal interaction between test time and grade (OR = 0.67, z = -1.76, p = .078).  Pairwise 

comparisons using the emmeans package (with Bonferroni adjustment for multiple 

comparisons) showed that the intermediate group (OR = 1.94, z = 4.60, p < .001) but not 

the secondary group (OR = 1.29, z = 1.43, p = .910) showed an improvement from the first 

to second meaning recognition tests (see Figure 6). 

Students meaning recall knowledge on the other hand is substantially smaller for both 

groups. Intermediate students mean score was 4.9 (163 word-families) at the beginning and 

6.28 (209 word-families) at the end with an increase of 1.38 (46 word-families). Secondary 

students knew more than twice as much vocabulary compared to intermediate students on 

both the first test with a mean score of 10.11 (337 word-families) and on the second test 

with a mean score of 12.57. They also made more than double the gain with a mean score 

of 2.46 (82 word-families), nevertheless the gains for both groups remain modest. A model 

similar to the recognition test was fitted to the meaning recall tests data. Results showed 
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simple effects of test time (OR = 1.57, z = 3.99, p < .001) but no effect of grade (OR = 

1.72, z = 0.83, p = .404) and no significant interaction between test time and grade (OR = 

1.15, z = 0.88, p = .374). Pairwise comparisons revealed that both the intermediate group 

(OR = 1.57, z = 3.99, p < .001) and the secondary group (OR = 1.82, z = 5.18, p < .001) 

showed significant improvement from the first to second meaning recall tests (see Figure 

6). 
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Table 6. Meaning recognition and meaning recall mean scores on week 1 and week 12 

  Week 1 Week 12 Growth 

  M SD CI M SD CI M SD CI 

Recognition Intermediate  18.68 11.12 [15.52, 21.84] 27.94 12.31 [5.14, 31.44] 9.26 13.11 [5.53, 12.99] 

 Secondary  26.41 27.48 [16,82, 36] 29.38 27.42 [19.81, 38.95] 2.97 11.79 [-1.14, 7.08] 

           

Recall Intermediate  4.9 6.34 [3.1, 6.7] 6.28 6.88 [4.32, 8.24] 1.38 2.94 [0.55, 2.21] 

 Secondary  10.11 14.48 [5.14, 15.08] 12.57 18.88 [6.09, 19.05] 2.46 5.74 [0.49, 4.43] 

Note. CI = 95% confidence interval 
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Figure 6. Interactions between grade and test time on meaning recognition and meaning recall 
tests 

 

 

 

Figure 7 shows the performance of individual students on the first and second tests (meaning 

recognition and meaning recall). As might be expected, students varied considerably in their 

starting and ending points. The scores of the majority of students increased by the end of the 

semester however there are some students whose scores either did not show notable 

improvement or declined.  
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Figure 7. Individual growth lines of learners on meaning recognition and meaning recall tests 

 

 Note. The red and blue lines represent group mean 

 

Table 7 and Table 8 show students’ scores and growth for each frequency band from the 

meaning recognition and meaning recall tests. As might be expected, students know more 

frequent words than infrequent words, which can be observed in the general decline of students' 

scores as word frequency decreases. The authors of the UVLT test recommend a 29/30 

threshold for the mastery of the high frequency words (1000, 2000 and 3000) given their 

importance and 24/30 for the 4000 and 5000 levels. Only one student (0.97%) mastered the 

first 1000 band on both meaning recognition and meaning recall tests and none mastered the 

remaining frequency bands.  
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Table 7. Meaning recognition test mean scores and growth according to frequency band 

  1000 2000 3000 4000 5000 

Intermediate Week 1 8.12 3.76 1.98 2.76 2.06 

 Week 12 9.76 6.04 4 4.52 3.62 

 Growth 1.64 2.28 2.02 1.76 1.56 

       

Secondary Week 1 10.82 5.68 2.82 4.38 2.71 

 Week 12 12.12 7.18 3.09 4.44 2.56 

 Growth 1.29 1.50 0.26 0.06 -0.15 

Band max score 30; test max score 150 

Table 8. Meaning recall test mean scores and growth according to frequency band 

  1000 2000 3000 4000 5000 

Intermediate Week 1 3.52 1.04 0 0.22 0.12 

 Week 12 4.3 1.32 0.02 0.44 0.2 

 Growth 0.78 0.28 0.02 0.22 0.08 

       

Secondary Week 1 6.09 2.89 0.34 0.49 0.31 

 Week 12 7.00 3.26 0.46 0.91 0.94 

 Growth 0.91 0.37 0.11 0.43 0.63 

 

On both the first and second meaning recognition tests (Table 7), the highest growth occurred 

in the 2000 frequency band for both groups whereas the least growth occurred in the 5000 

band. In terms of meaning recall knowledge, the highest growth occurred in the first 1000 band 

whereas the least occurred in the 3000 band (Table 8). Figure 8 and Figure 9 compare meaning 
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recognition and meaning recall growth of the intermediate and secondary students on each 

frequency band. For intermediate students (Figure 8), meaning recognition vocabulary growth 

was larger than meaning recall in all frequency bands. Consistent growth can be seen in all 

bands for meaning recognition knowledge but not for meaning recall, where there is almost no 

growth in the 3000 band and a very small growth in the 5000 band. For secondary students 

(Figure 9), meaning recognition vocabulary growth was larger than meaning recall only in the 

first three frequency bands while meaning recall growth was larger on the 4000 and 5000 bands. 

Unlike intermediate students, there is no consistent growth of meaning recognition knowledge 

across all frequency bands. Overall, meaning recognition growth was generally larger than 

meaning recall for all students.  
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Figure 8. Intermediate students’ growth on the most frequent 5000 words

 

 

Figure 9. Secondary students’ growth on the most frequent 5000 words  
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4.5.2 The role of motivation, self-regulation and out-of-class exposure in vocabulary learning 

Table 9 shows the descriptive statistics for the individual differences. Students in both groups 

appear to be It shows that intermediate students expressed higher levels of autonomous 

motivation, controlled motivation and out-of-class exposure than the secondary students. The 

levels of self-regulation are almost identical.  

The results in Table 9 indicate high levels of autonomous motivation, with scores of 4.30 for 

Intermediate and 4.09 for Secondary learners out of a maximum of 5, showing that learners are 

primarily motivated by personal interest. Controlled motivation is moderate, with scores of 

3.72 (Intermediate) and 3.56 (Secondary), reflecting some influence of external factors. Out-

of-class exposure is relatively low for both groups (2.78 and 2.71), suggesting less engagement 

with the language outside formal learning environments. Self-regulation scores are high (4.59 

and 4.60 out of 6), indicating that learners generally manage and control their learning 

processes effectively. 

Table 9. Descriptive statistics of the individual differences by group 

 
Intermediate  Secondary   

 Mean  SD Mean  SD 

Autonomous Motivation  4.30 0.56 4.09 0.68 

Controlled Motivation  3.72 0.72 3.56 0.82 

Out-of-class Exposure 2.78 0.87 2.71 0.94 

Self-regulation 4.59 0.53 4.60 0.77 

Notes. Max score is 5 for autonomous motivation, controlled motivation and out-of-class 

exposure. Max score is 6 for self-regulation. 
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To answer the second research question, separate models were constructed for each of 

motivation, self-regulation and out-of-class exposure, before combining them in 

comprehensive models. All of the models had the same base model which consisted of fixed 

effects of time and grade and an interaction between the two, subject and item as random effects 

and by-subject random slopes for time. In the separate analysis, all three predictors were fitted 

in models first without interactions and next in two-way interactions with grade. The separate 

and comprehensive analyses were conducted once for meaning recognition knowledge and 

once for meaning recall knowledge.  

4.5.2.1 Separate models 

Starting with meaning recognition vocabulary knowledge, a model was fitted to examine the 

effect of autonomous motivation on student test scores. The autonomous motivation model had 

a significantly better fit compared to the base model (χ2 (1) = 9.76, p = .001). The model fit 

improved further with a two-way interaction between motivation and grade (χ2 (1) = 7.40, p = 

.006). The simple effect of autonomous motivation on the meaning recognition test scores was 

not significant (OR = 1.02, z = 0.55, p = .581), however the interaction between autonomous 

motivation and grade was significant (OR = 1.14, z = 2.76, p = .005). Simple slope analysis 

(using the interactions package) and visual inspection of the interaction (see Figure 10, left 

panel) showed that autonomous motivation had a significant positive effect on meaning 

recognition tests scores for secondary students (OR = 1.16, z = 4.20, p < .001) but not for 

intermediate (OR = 1.02, z = 0.55, p = .581). Controlled motivation, the second half of 

motivation in this study, did not have a significant effect on students’ meaning recognition 

tests’ scores with or without interactions (all ps >.05). 
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Figure 10. Interactions plots for autonomous motivation (left) and out-of-class exposure on 
meaning recognition tests (right) 

 

  

The effect of out-of-class exposure on students’ performance on the meaning recognition tests 

was examined by fitting a model which had significantly better fit compared to the base model 

(χ2 (1) = 20.14, p < .001). Adding an interaction between out-of-class exposure and grade 

further improved model fit significantly (χ2 (1) = 13.11, p < .001). Similar to autonomous 

motivation, the simple effect of out-of-class exposure was not significant (OR = 1.01, z = 0.80, 

p = .421) but there was a significant interaction between out-of-class exposure and grade (OR 

= 1.10, z = 3.72, p < .001). Simple slope analysis of the interaction showed that greater levels 

of out of class exposure significantly improved tests scores for secondary students (OR = 1.13, 
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z = 6.08, p < .001) but not for intermediate students (OR = 1.03, z = 0.80, p = .422; see Figure 

10, right panel).  

Self-regulation was fitted in a model which had a marginally signficant better fit than the base 

model (χ2 (1) = 3.84, p = .050). Including an interaction with grade did not improve model fit 

(p >.05). The findings showed a significant main effect of self-regulation on the odds of 

answering correctly on the meaning recognition tests (OR = 1.01, z = 1.97, p = .048). 

In terms of meaning recall vocabulary knowledge, a model was fitted to investigate the effect 

of autonomous motivation on students’ meaning recall tests scores. The model had significantly 

better fit compared to the base model (χ2 (1) = 12.71, p < .001), but did not improve 

significantly with a two-way interaction with grade (p > .05). The results of the model showed 

that higher levels of autonomous motivation did not have a significant effect on the odds of 

correct answers (OR = 1.24, z = 3.54, p = .059). Similar to meaning recognition, controlled 

motivation did not have a significant effect on students’ meaning recall tests scores with or 

without interactions (all ps >.05) 

The model for out-of-class exposure on students’ meaning recall test scores had signifcantly 

better fit compared to the base model (χ2 (1) = 4.74, p = .029). Adding an interaction between 

out-of-class exposure and grade improved model fit significantly (χ2 (1) = 7.97, p = .004). The 

results showed no significant simple effect of out-of-class exposure on meaning recall test 

scores (OR = 0.97, z = -0.587, p = .557) but showed a significant interaction between out-of-

class exposure and secondary grade (OR = 1.23, z = 3.07, p = .002). Results of the simple slope 

analysis revealed a significant improvement on test scores for secondary students with more 

frequent out-of-class exposure to English (OR = 1.19, z = 3.82, p < .001) but not for 

intermediate students (OR = 0.97, z = -0.63, p = .527). A model with self-regulation as a fixed 
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effect did not improve model fit significantly compared to the base model (χ2 (1) = 1.02, p = 

.310) nor did the model with an interaction with grade (p >.05).  

4.5.2.2 Comprehensive models 

All factors that were shown to be significant in the previous analysis were combined in 

comprehensive models to examine how they jointly affect meaning recognition and meaning 

recall vocabulary knowledge. The comprehensive models were then compared to the base 

models which consisted of time and grade and an interaction between the two as fixed effects, 

subject and item as random effects and by-subject random slopes for time.   

For meaning recognition vocabulary knowledge, the comprehensive model included an 

interaction between autonomous motivation and grade and another interaction between out-of-

class exposure and grade. The model fit was a significant improvement compared to the base 

model (χ2 (4) = 38.23, p < .001). The findings show that none of the three individual factors 

investigated had a significant main effect on meaning recognition  tests’ scores (Table 10). 

Only the interaction between out-of-class exposure and grade was significant (OR = 1.08, z = 

2.78, p = .005). Simple slope analysis showed that out-of-class exposure to English improved 

secondary students’ scores (OR = 1.10, z = 4.39, p < .001) but not intermediate students’ (OR 

= 1.03, z = 1.56, p = .119). Autonomous motivation did not show significant effect on students 

meaning recognition  tests’ scores nor its interaction with grade (all ps >.05). 
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Table 10. Comprehensive model output for meaning recognition vocabulary growth, 
motivation and out-of-class exposure 

Fixed effects β OR Std. Error Z value p 

(Intercept) -2.60 0.07 0.20 -12.74 < .001 

Week 12 test 0.62 1.86 0.16 3.83 < .001 

Secondary  -0.10 0.90 0.25 -0.38 0.702 

Out-of-class exposure 0.02 1.02 0.02 1.03 0.304 

Autonomous motivation  0.02 1.02 0.03 0.80 0.423 

Week 12 test * Secondary -0.03 0.96 0.25 -0.14 0.891 

Secondary * Out-of-class exposure 0.08 1.08 0.03 2.78 0.005 

Secondary * Autonomous motivation 0.05 1.05 0.05 1.12 0.264 

Random effects variance (subject = 1.29, item = 1.54) 

 

For meaning recall vocabulary knowledge, the structure of all models is similar to the meaning 

recognition analysis, with the comprehensive model consisting of autonomous motivation and 

an interaction between out-of-class exposure and grade. The comprehensive model had better 

fit compared to the base model (χ2 (3) = 19.28, p < .001). The results of the model (Table 11) 

show a significant effect for autonomous motivation on meaning recall knowledge. The odds 

of correct answers on the tests increased for students with higher autonomous motivation (OR 

= 1.17, z = 2.53, p = .011). The interaction between out-of-class exposure and grade was not 

significant on meaning recall tests scores (OR = 1.15, z = 1.82, p = .068)   
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Table 11. Comprehensive model output for recall vocabulary growth, motivation and out-of-
class exposure 

Fixed effects β OR Std. Error Z value p 

(Intercept) -7.93 0.00 0.52 -15.18 < .001 

Week 12 test 0.38 1.46 0.27 1.39 0.163 

Secondary  0.48 1.62 0.59 0.81 0.416 

Out-of-class exposure 0.00 1.00 0.05 -0.09 0.926 

Autonomous motivation  0.16 1.17 0.06 2.53 0.012 

Week 12 test * Secondary 0.31 1.37 0.39 0.81 0.419 

Secondary * Out-of-class exposure 0.14 1.15 0.08 1.82 0.068 

Random effects variance (subject = 6.48, item = 8.98) 

 

4.5.3  An extended analysis of students’ out-of-class exposure to English   

The out-of-class questionnaire involves several diverse components which might behave 

differently from one another (e.g., listening to songs is different from gaming in that the latter 

can involve interaction) whereas motivation and self-regulation components show perhaps 

more homogeneity (i.e., all components revolve around motivation or self-regulation). 

Therefore, the aim of this section is to delve into and analyze the nine components of out-of-

class exposure activities and examine their relationship with meaning recognition and meaning 

recall vocabulary knowledge.  

Figure 11 shows students’ response to the out-of-class exposure questionnaire. The four 

activities that students engage with most on a weekly basis (most frequent to least) are playing 

video games, watching movies with L1 subtitles, listening to songs and watching series with 

L1 subtitles. Conversely, 60% of the students reported that they never read books in English 
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out-of-class. Finally, viewing movies and series without L1 subtitles is not very common 

among Saudi EFL students.  

Figure 11. Results of the out-of-class exposure questionnaire 

 

 

Table 12 shows Spearman’s rho correlations between out-of-class exposure components and 

meaning recognition and meaning recall vocabulary test scores, as the data was not normally 

distributed. For meaning recognition knowledge, most of the surveyed sources of out-of-class 

exposure components had significant positive correlation with meaning recognition 

vocabulary. The only components that correlated significantly with meaning recall test scores 

were watching movies and series with subtitles, listening to songs, playing video games and 

visiting websites. They were also the only components that had significant correlation with 

both meaning recognition and meaning recall vocabulary knowledge.  
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Table 12. Correlations between the out-of-class exposure components and meaning recognition 

and meaning recall vocabulary test scores  

Input source Meaning recognition Meaning recall 

Movies 0.09 -0.13 

Movies + subtitles 0.23*** 0.16* 

Series 0.20** 0.10 

Series + subtitles 0.27*** 0.22** 

Songs 0.29*** 0.30*** 

Games 0.30*** 0.354*** 

Books 0.15* -0.069 

Comics 0.10 0.031 

Websites 0.28*** 0.221** 

* < p < .05, ** p < .01, *** p < .001 

 

4.5.3.1 Mixed effects models 

Similar to the previous analyses, a model was fitted for each component of the out-of-class 

exposure questionnaire. Next, the signficant components were combined in comprehensive 

models that were later compared to the full models with all components to assess their fit. The 

base model consisted of fixed effects of time and grade and an interaction between the two, 

subject and item as random effects and by-subject random slopes for time. For meaning 

recognition vocabulary knowledge, all the components had a significant effect on the meaning 

recognition tests except for watching movies and series without L1 subtitles and reading books 

(all ps >.05). A positive effect was found for watching movies (OR = 1.20, z = 2.48, p = .013) 

and series (OR = 1.24, z = 3.27, p = .001) with L1 subtitles. Similarly, playing video games 
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(OR = 1.40, z = 4.56, p < .001), listening to songs (OR = 1.32, z = 4.45, p < .001), visiting 

websites (OR = 1.29, z = 3.86, p < .001) and reading comics (OR = 1.23, z = 2.33, p = .019) 

all increased students’ odds of answering correctly on the meaning recognition tests. The six 

significant out-of-class exposure components were combined in one comprehensive model. 

There was no multicollinearity as the variance inflation factor (VIF) for all components was 

below 2. The full model (with all nine components) did not show significantly improved fit 

compared to the model with significant components only ( χ2 (3) = 5.38, p = .146). The results 

of the significant components model (Table 13) show that both playing video games (OR = 

1.21, z = 2.48, p = .013) and listening to songs (OR = 1.19, z = 2.26, p = .009) significantly 

improved students’ odds of answering correctly on the meaning recognition tests. Overall, 

watching English content (movies and series) and reading (books, comics and websites pages) 

did not significantly increase Saudi students’ odds of answering correctly on the meaning 

recognition tests.  

Table 13. Mixed effects output for meaning recognition and out-of-class exposure components   

Fixed effects β OR Std. Error Z value P 

Intercept  -2.61 0.07 0.18 -14.34 < .001 

Week 12 test 0.68 1.97 0.15 4.63 < .001 

Secondary  -0.08 0.93 0.22 -0.34 0.731 

Movies + subtitles -0.07 0.94 0.09 -0.76 0.446 

Series + subtitles 0.12 1.13 0.08 1.57 0.118 

Songs  0.17 1.19 0.07 2.62 0.009 

Games  0.21 1.24 0.09 2.49 0.013 

Comics  0.06 1.07 0.09 0.72 0.473 

Websites  0.06 1.06 0.08 0.77 0.441 

Week 12 test * Secondary -0.28 0.75 0.23 -1.25 0.211 
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Random effects variance (subject = 1.31, item = 1.43) 

In terms of meaning recall vocabulary knowledge, three of the nine components had significant 

effects on the tests when assessed individually. A positive effect was found for playing video 

games (OR = 1.99, z = 3.34, p < .001), listening to songs (OR = 1.70, z = 2.98, p < .002) and 

visiting websites (OR = 1.48, z = 2.10, p = .035) on the odds of answering correctly on the 

meaning recall tests. The three significant out-of-class exposure components were combined 

in one comprehensive model. There was no multicollinearity as the VIF score for all 

components was below 2. Unlike in meaning recognition knowledge, the full model (with all 

nine components) did show significantly improved fit compared to the model with significant 

components only ( χ2 (5) = 17.5, p = .003). The results of the full model (Table 14) show that 

listening to songs significantly increased the odds of giving a correct answer on the meaning 

recall tests (OR = 1.55, z = 2.22, p = .027). The odds of answering correctly on the meaning 

recall tests decreased significantly with the increase of watching movies without L1 subtitles 

(OR = 0.43, z = -3.50, p < .001). Similar to meaning recognition, watching and reading English 

content did not have significant positive effects on Saudi students meaning recall tests’ scores.  
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Table 14. Mixed effects output for meaning recall and out-of-class exposure components   

Fixed effects β OR Std. Error Z value P 

Intercept  -7.70 0.00 0.48 -15.95 < .001 

Week 12 test 0.41 1.51 0.26 1.59 0.112 

Secondary  -0.18 0.83 0.56 -0.33 0.741 

Movies  -0.85 0.43 0.24 -3.50 < .001 

Movies + subtitles -0.27 0.76 0.23 -1.15 0.249 

Series  0.35 1.42 0.25 1.37 0.170 

Series + subtitles 0.28 1.33 0.21 1.37 0.170 

Songs  0.44 1.55 0.20 2.22 0.027 

Games  0.42 1.53 0.24 1.75 0.079 

Books  -0.28 0.75 0.24 -1.19 0.236 

Comics  0.08 1.08 0.23 0.34 0.735 

Websites  0.23 1.26 0.23 1.00 0.317 

Week 12 test * Secondary 0.14 1.15 0.39 0.37 0.712 

Random effects variance (subject = 5.77, item = 9.21) 

 

4.6 Discussion 

The first research question asked how many words Saudi EFL intermediate and secondary 

students learn over a school semester to the meaning recognition and meaning recall level. 

Results showed a significant increase of 9.26 (308 word-families) on the meaning recognition 

tests for intermediate students and a nonsignificant increase of 2.97 (99 word-families) for 

secondary students. In terms of meaning recall, results showed a significant, albeit small, 

increase for both groups with an increase of 1.38 (46 word-families) for intermediate students 

and 2.46 (82 word-families) for secondary students over the school semester.  
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Intermediate students’ meaning recognition vocabulary growth was three times larger than 

secondary students. One potential factor has to do with the textbooks used and the number of 

new words presented at every grade (Alsaif & Milton, 2012). Textbooks at the secondary level 

in Saudi Arabia were previously found to have less new vocabulary introduced and include 

more repetition than textbooks from earlier grades (Alsaif & Milton, 2012a). It was found that 

grade 10 (the level of secondary students in this study) had the least new word-families 

introduced (fewer than 200) while grade 9 (the intermediate students in this study) had the 

second largest number of new word-families presented (around 900). In fact, the average 

number of word families introduced at a single intermediate year was larger than the total 

number of word-families introduced at all three years of secondary education combined (790). 

Alsaif and Milton (2012) suggest that diminishing the numbers of new words introduced in 

secondary education seems unwise and might run the risk of halting the learning progress of 

secondary students. The findings of the current study give further support to their position as 

the secondary students showed no significant growth over the school semester on meaning 

recognition knowledge. Although the textbooks might have changed throughout the years, 

based on the findings here, the same strategy (reducing the amount of new vocabulary 

introduced) seems to be followed today.  

Intermediate students’ meaning recognition vocabulary gains over a single school semester 

seem relatively large when compared to the reported 400 word-families annual gain of other 

EFL learners (Webb & Chang, 2012). This might give an indication that intermediate students 

are performing very well when it comes to vocabulary learning. However, a more 

representative picture of Saudi EFL students’ vocabulary knowledge can be obtained by 

examining their scores on the frequency bands and their overall test score. The results revealed 

clear deficiencies in mastering the highest frequency words after more than six years of 

instruction. Only one student out of 103 (0.97%) mastered words from the first 1000 frequency 
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band, and none mastered the remaining bands. Similar findings emerge when students’ overall 

score is examined. The findings suggest that Saudi EFL learners finish intermediate school 

with an overall meaning recognition score of around 930 word-families and an overall meaning 

recall score of around 209 word-families. On the other hand, secondary students finish the first 

year with an overall meaning recognition score of around 979 word-families and an overall 

meaning recall score of around 418 word-families. Both groups have a meaning recognition 

overall score below 1000 and a meaning recall overall score under 500. The meaning 

recognition vocabulary scores found in this study are very close to the 1000 word-families 

figure reported in two of the three previous studies conducted with secondary Saudi students 

from different cities10 (see Table 3 Alhaj et al., 2019; Al-Hazemi, 1993; see Table 3). Research 

suggests that 2000 to 3000 word-families is a necessary component to understand 95% of daily 

conversations, movies and newspapers (van Zeeland & Schmitt, 2013). Based on their current 

overall vocabulary scores, Saudi intermediate and secondary students are likely to face serious 

comprehension difficulties when reading and listening to unmodified or ungraded input. To 

summarize, although intermediate students had relatively good growth over three months of 

language learning, their knowledge of high frequency words and overall vocabulary (and that 

of secondary students) remained modest. 

There are several reasons behind the low vocabulary knowledge of Saudi EFL students, one of 

which might be the lack of exposure to large amounts of input in English: a situation commonly 

found in many EFL contexts (Siyanova-Chanturia & Webb, 2016). For example, Table 9 has 

shown relatively low exposure to English out-of-class with most students engaging once a 

month with English language activities such as watching movies and reading English books.   

 

10 Alhaj et al. (2019) was conducted in Abha (south) while Al-Hazemi (1993) was conducted in Riyadh, the capital 
of Saudi Arabia (center). The current study was conducted in Tabuk, in the north of Saudi Arabia. 
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In terms of school instruction, the current 3 – 3.45 hours of weekly English instruction Saudi 

school-level students receive do not seem to be sufficient to help them learn even the highest 

frequency vocabulary (first 1000 word families) after many years of instruction. Another factor 

could be related to teaching and how vocabulary is handled in class. School teachers in Saudi 

Arabia seem to lack awareness in how to develop students’ vocabulary (Altalhab, 2014; Sonbul 

et al., 2022). For example, it has been noted that school teachers in Saudi Arabia often pay no 

attention to teaching unknown words in context (Sonbul et al., 2022). These factors are 

obviously not exhaustive and other factors such as learning in overcrowded classes play a role 

in the low vocabulary and language knowledge of Saudi EFL students (Alrabai, 2016).  

Table 6 shows relatively large SD values. Studies indicate that classrooms commonly exhibit 

wide vocabulary variability due to differing levels of exposure and due to individual differences 

among learners (e.g., Dóczi & Kormos, 2015; Kim & Webb, 2022; Webb and Chang, 2012). 

For example, Webb and Chang (2012) found that one group of participants acquired as few as 

18 words over the course of a year, while another group learned up to 430 word-families. 

Therefore, it’s normal for some students to possess larger vocabularies, resulting in high 

standard deviations 

The second research question investigated the role of out-of-class exposure, self-regulation and 

motivation in vocabulary learning. Results of comprehensive models showed that students with 

higher autonomous motivation learned more words to the meaning recall level regardless of 

grade. These findings confirm the important role of autonomous motivation in vocabulary 

knowledge development as students with higher levels of autonomous motivation are more 

likely to pursue opportunities to learn language and expand their vocabulary knowledge 

(Alamer, 2021a; Y. Zhang et al., 2017). Meanwhile, no significant effect was found for 

autonomous motivation on meaning recognition vocabulary knowledge. One possible 

explanation is that given that recalling a word from memory is more challenging compared to 
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recognizing it (González-Fernández & Schmitt, 2019; Laufer & Goldstein, 2004), the impact 

of autonomous motivation might be more noticeable in the act of recalling compared to 

meaning recognition. In other words, more autonomously motivated learners seem to be better 

distinguished from less motivated learners when the task is more challenging. In a study 

examining the relationship between motivation and perceived task complexity, Kyndt et al. 

(2011, p. 146) found that “ [a]pparently, motivation for learning, more specifically autonomous 

motivation, is only significant or important when students are placed in a context that is 

designed to have a high workload”. Additionally, research from cognitive 

psychology, motivational and social psychology and the neurosciences provide evidence that 

motivation varies dynamically with task complexity (Jurczyk et al., 2019).  

Controlled motivation did not have a significant influence on students’ scores either on 

meaning recall or on meaning recognition vocabulary. The finding is not surprising given that 

previous studies mostly found negative or no effect of controlled motivation on language 

learning outcomes (Alamer, 2021a; Liu, 2007; Noels et al., 1999; F. X. Wang, 2008). Students 

driven by controlled motivation find less pleasure and interest in language learning compared 

to students with autonomous motivation therefore they are less likely to seek opportunities to 

learn language in-class and out-of-class (Noels et al., 2019).  

Few studies have examined the role of self-regulation in vocabulary learning, despite this being 

introduced to vocabulary research more than 15 years ago (Rose et al., 2018). Given the 

incremental and lengthy nature of vocabulary learning where students are expected to learn 

thousands of words, self-regulation skills such as planning and monitoring vocabulary learning 

become very relevant. This is supported by findings showing significant correlations between 

self-regulation and language learning outcomes (Seker, 2016). The present results, however, 

showed no significant effect for self-regulation on vocabulary learning in the comprehensive 

models. One possibility could be that the instrument used needed some adaptation before being 
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used in different contexts. For example, Mizumoto & Takeuchi (2011) adapted the SRCvoc 

instrument to the Japanese context and found that the factor structures were different from the 

original study. Therefore, adapting the instrument to the Saudi context through construct 

validation using EFA or confirmatory factor analysis and making adjustments accordingly 

might show more of an effect of this factor (see Alamer et al., 2024). 

Results revealed higher gains for secondary students with more frequent out-of-class exposure 

on meaning recognition vocabulary knowledge. The results are in line with previous research 

which highlights the positive effect of out-of-class exposure on learners’ vocabulary 

knowledge (De Wilde et al., 2019; Peters, 2018; Sundqvist, 2009). When all components of 

out-of-class exposure were combined in comprehensive models, listening to songs and playing 

video games emerged as significant predictors of vocabulary learning. Listening to songs in 

particular was the only source of input that had a significant effect on both meaning recognition 

and meaning recall vocabulary. Pavia et al. (2019) found a significant effect for listening to 

songs on both recognition and recall spoken vocabulary knowledge. They list a number of 

features that make listening to songs an important source of vocabulary learning such as the 

repetitive nature of this activity. Repetition in turn is a key condition in promoting vocabulary 

learning (Pellicer-Sánchez, 2016; Uchihara et al., 2019; Webb, 2007b). In contrast, watching 

movies without subtitles was significantly associated with lower test scores. It is generally not 

recommended for beginners with vocabulary knowledge below 2000 word-families (95% 

coverage) to watch movies without subtitles for learning given the overwhelming number of 

unknown words they need to decode to understand the content (Webb & Rodgers, 2009a). It 

seems that the low proficiency students followed the unproductive strategy of watching movies 

without subtitles whereas the more proficient students appear to have avoided it. 

Intermediate students’ out-of-class exposure did not have a significant effect on their test 

scores. This might be related to intermediate students having exposure to more words in-class 
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than secondary students, possibly making out-of-class exposure less influential. Secondary 

students on the other hand have fewer words available to them, therefore out-of-class exposure 

seems to be a significant source of vocabulary learning. Since seeking language learning 

opportunities out-of-class requires more motivation (Bailey, 2011), this may explain why 

motivation had a significant effect for secondary students but not for intermediate students.  

Individual differences also can explain the scores of the highest scoring students in the study 

(see Figure 7). A closer inspection of his response to the questionnaires shows that in 

comparison to the secondary group average (see Table 3), he reported higher levels of 

autonomous motivation (4.30), expressed lower levels of controlled motivation (2.50), higher 

levels of out-of-class exposure (3.78) and self-regulation (3.70). These findings highlight the 

key role of individual differences in explaining variation in vocabulary achievement. 

Despite cultural differences, young language learners today might not be very different in their 

out-of-class exposure to English. A comparison between Saudi and Flemish learners of English 

(Peters, 2018a) shows a number of similarities. For example, the most frequent activities in 

both groups included watching movies and shows, listening to songs and playing video games, 

while the least frequent activities were reading books and magazines. The fact that extensive 

reading is not very common among Saudi and Flemish learners makes us question its appeal to 

learners and in turn its effectiveness. Even if there exists large evidence supporting the 

effectiveness of extensive reading in controlled experiments (Nation & Waring, 2020), its 

effectiveness is inherently linked to (and limited by) students’ interest in doing it. If learners in 

other contexts also do not voluntarily engage with extensive reading then this may warrant a 

reconsideration of its perhaps overemphasized status in SLA. One example of this 

overstatement is Nation’s (2022, p. 590) suggestion that “[t]he single most effective 

improvement that a teacher could make to a course on learning English as a foreign language 

is to include an extensive reading program”. A key message perhaps here is that researchers 
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and instructors should take into consideration students’ preferences when recommending 

language learning activities (especially out-of-class) and not rely solely on which activity is 

more effective on paper.   

4.7 Pedagogical implications 

Vocabulary researchers over the years have provided practical recommendations to improve 

learners’ vocabulary knowledge (Barclay & Schmitt, 2019; Nation, 2020; Schmitt, 2008; 

Siyanova-Chanturia & Webb, 2016; Webb & Nation, 2017). The findings of this study 

highlight three key pedagogical implications. Firstly, an intentional vocabulary learning 

component should be included in EFL language learning programs to assist learners master the 

highest frequency words. This can take several forms, the most effective of which are 

flashcards and wordlists (Webb et al., 2020). Secondly, learners should be encouraged to 

increase their exposure to English out-of-class through activities they prefer such as playing 

video games, watching movies and listening to songs which have the potential to promote their 

incidental vocabulary learning. Lastly, for learners to engage effectively in intentional and 

incidental vocabulary learning (especially out-of-class), they need to be intrinsically motivated. 

Jones et al. (2009) suggest a number of activities that can be applied in foreign language 

classrooms to promote learners’ intrinsic motivation. What might prove fruitful in terms of 

increasing learners’ motivation in learning the highest frequency words is breaking the words 

down into a smaller more manageable number by focusing, for example, on learning the 

Essential Word List (EWL; Dang & Webb, 2016) in the early stages. Similarly, informing 

learners that the EWL represent 75% of English might help in improving their motivation and 

make the effort of learning these words seem more worthwhile. 
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4.8 Conclusion  

The vocabulary growth of EFL learners globally is low and slow (Siyanova-Chanturia & Webb, 

2016). Despite intermediate students making relatively good growth over the semester, they 

(along with the secondary students) fell short of mastering the highest frequency words and 

still had low overall meaning recognition and meaning recall vocabulary knowledge after more 

than six years of instruction. Variation in vocabulary learning can be partially accounted for by 

examining the individual differences among learners. Students who had more out-of-class 

exposure to English and higher motivation generally learned more words by the end of the 

semester. The findings from the present longitudinal study support the significant role of these 

factors in vocabulary knowledge development. A closer look at students’ out-of-class exposure 

to English showed that the most frequent activities students engage with weekly are playing 

video games, watching subtitled movies and series and listening to songs. On the other hand, 

the most infrequent activities are reading books, comics and watching unsubtitled movies and 

series. Although extensive reading is considered one of the most effective sources of language 

learning, 60% of the students reported that they never read English books or comics out-of-

class. Developing EFL learners’ knowledge of the highest frequency words is a priority in any 

language learning program. This needs to be developed through intentional and incidental 

learning in-class and out-of-class within an intrinsically motivating environment.  
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5. Study 2: Encouraging out-of-class vocabulary learning from 

digital flashcards through frequent quizzes 

 

 

The second study was planned to be an intervention study with the objective of improving 

Saudi students’ knowledge of the most frequent words. Results of the first study clearly showed 

that intermediate and secondary Saudi EFL students fell short of mastering even the first 1000 

frequency words. This means that Saudi EFL students will face serious difficulties even 

understanding daily spoken language (2000-3000 word-families are required for 95% 

coverage) (van Zeeland & Schmitt, 2013) and authentic written language (Nation, 2006). The 

goal of the second study was to address this issue through intentional vocabulary learning.  

5.1 Background 

Research on vocabulary has consistently shown that intentional learning of vocabulary results 

in more gains compared to incidental learning (Hulstijn, 2001; Laufer, 2003, 2005; see section 

3.1.5). Given the fact that high frequency vocabulary (most frequent 3000 word-families) 

represents the majority of language typically encountered by learners (around 93% coverage; 

Schmitt & Schmitt, 2014; see section 3.1.2), intentional learning of these words is clearly 

worthwhile. Intentional vocabulary learning can take several forms including learning from 

flashcards, wordlists and form-meaning matching (Morgan & Rinvolucri, 2004; Webb & 

Nation, 2017). A meta-analysis by Webb et al., (2020) examined the effectiveness of 

intentional vocabulary learning in developing form recall and meaning recall knowledge. 

Results revealed a 60% gain on meaning-recall test and a 58% gain on form-recall test. The 

gains however dropped to 39% and 25% on the delayed posttests. Despite the decrease on the 
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delayed posttests, the gains remain larger than the 9-18% gain from incidental learning reported 

in another meta-analysis (Webb et al., 2023). The study by Webb et al. (2020) also found that 

the most effective intentional vocabulary learning activities (as measured by effect size) were 

flashcards and wordlists. Studies comparing the two show that flashcard use generally results 

in more gains and it is preferred by learners (Yüksel et al., 2020; Zakian et al., 2022).  

5.1.1 Flashcard vocabulary learning  

Learning from flashcards typically entails creating connections between L2 words and their 

meanings (Nation, 2022). The meanings can take several forms including L2 definition, L1 

translation or pictures. What makes vocabulary learning from flashcards perhaps the most 

efficient technique in terms of retention is retrieval (Nation, 2022). Simply put, receptive 

retrieval in vocabulary occurs when a word is present without its meaning which the learner 

has to recall from memory while productive retrieval involves retrieving word form. This is 

perhaps why learning from flashcards is more effective than learning from wordlists (Yüksel 

et al., 2020; Zakian et al., 2022), since in wordlists the word and its meaning are presented 

together at the same time while in flashcards only one is available at a time (Nation, 2022). 

This simple technique has been supported by extensive research over the past decades (e.g., 

Barcroft, 2007; Karpicke & Roediger, 2008).   

Learning from flashcards involves several small yet important decisions to be made to increase 

its effectiveness (for a review see Nakata, 2020; Nation, 2022). Few of these are 

straightforward and the majority require careful examination depending on the context of 

learning. The more straightforward recommendations include, for instance, spacing the 

learning, which is more effective than massed learning for long-term retention (Baddeley, 

1990; Kornell, 2009). For example, learning a group of words over several days is more 

beneficial for long-term retention than learning them in one day. Another recommendation is 
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changing the order of the cards frequently to avoid serial learning where one word assists the 

recall of the following one (Nation, 2022). Other decisions such as choosing the number of 

words to be learned during a single study session and the direction of learning (receptive where 

meaning is recalled or productive where form is recalled) are debated and perhaps no one-size-

fits-all recommendations can be made. For example, Nakata (2016, 2020) recommends 

learning productively as receptive knowledge develops along the way in this direction but not 

the other way around while Nation (2022) recommends learning receptively first, arguing that 

receptive learning is usually easier for beginner learners. Both, however, agree that researchers 

and teachers should consider their context-specific factors (e.g., learners’ level, whether 

productive knowledge is a priority and time available for learning) when making choices 

regarding how flashcard learning is implemented.  

Digital flashcards perform the same function as paper flashcards but offer more options that 

might potentially make them more effective (for a review of flashcard apps, see Nakata, 2011). 

From a theoretical perspective, digital flashcards, especially in the form of a smartphone app, 

offer a number of advantages over traditional paper flashcards for learners such as automatic 

adaptive sequencing (where words that each learner finds more difficult are repeated more 

frequently), engagement (through gamification elements such as sounds and games), mobility 

(having the flashcards in an app is more convenient than carrying around physical ones) and 

assistance in remembering to learn (through notifications). However, empirical evidence does 

not conform precisely to the suggested theoretical advantages as studies comparing digital and 

paper flashcards show conflicting findings. Some studies have found an advantage for digital 

flashcards (Ashcroft et al., 2018; Xodabande, Asadi, et al., 2022; Xodabande, Iravi, et al., 2022; 

Xodabande, Pourhassan, et al., 2022), citing factors such as multimedia features (audio for 

pronunciation and picture definitions) as potential reasons, while others found no such 

advantage (Dizon & Tang, 2017; Nikoopour & Kazemi, 2014; Sage et al., 2019, 2020). The 
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conflicting findings seem to warrant a comprehensive synthesis such as a meta-analysis to 

investigate the advantages (or lack of) of digital flashcards over paper flashcards. Until such 

research is conducted, it is perhaps preferable to use digital flashcards in out-of-class settings 

if it is accessible to students. This is due to the range of advantages discussed earlier and other 

teacher-related advantages such as tracking the progress of every learner, the ease of creating 

the flashcards and the lower costs associated with digital flashcards. 

In terms of out-of-class vocabulary learning, several studies showed large and significant gains 

from flashcard learning (McLean et al., 2013; Xodabande, Pourhassan, et al., 2022; Zakian et 

al., 2022). One study by McLean et al. (2013) examined out-of-class vocabulary learning from 

digital flashcards over an academic year as measured by the Vocabulary Size Test (Nation & 

Beglar, 2007). Group one was required to spend two hours a week learning words from a 

flashcard website using their computers, the second (control) group was instructed to spend 

two hours a week on extensive reading and the third group did one hour of flashcard learning 

and one hour of extensive reading. Results showed growth of 1107 word-families for the 

flashcard only group, 75 word-families for the extensive reading group and 1147 for the 

flashcard plus extensive reading group. The findings show that the vocabulary gains from 

flashcard learning were ten times larger than extensive reading gains.  

Taken together, the findings from previous studies suggest that flashcards can be an effective 

intervention, and their deployment with low proficiency learners such as Saudi EFL students 

might help in improving their knowledge of high-frequency English words. However, one issue 

with including flashcards as an out-of-class learning activity is that learners might not be 

motivated enough to participate. A study by Platzer (2020) showed that 35% of the students 

did not access an online flashcards platform even once out-of-class. The number rises to 74% 

if out-of-class flashcard learning is not a mandatory course requirement (Seibert Hanson & 
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Brown, 2019). One way to encourage students to learn from flashcards in out-of-class settings 

is through frequent vocabulary quizzes. 

5.1.2 Testing effect  

Although testing is commonly seen as an assessment tool, research suggests that it can function 

as a learning tool too (Kanayama & Kasahara, 2018; Karpicke & Roediger, 2007, 2008). This 

is referred to as the testing effect and it is commonly divided into direct and indirect effects 

(Roediger & Karpicke, 2006). The direct effects of testing (commonly referred to as just the 

testing effect) describe the phenomenon in which taking a test on previously learned 

information leads to better retention than relearning (Yang et al., 2021). One of the studies that 

examined the testing effect in foreign language vocabulary learning is Roediger and Karpicke 

(2008), who asked English speaking college students to learn 40 Swahili words using digital 

flashcards in experimental settings. Students were assigned to one of three treatment groups. 

Once a student was able to answer a word correctly, the word was either dropped from further 

testing, dropped from further learning or dropped from further testing and learning. The results 

of a one-week delayed posttest showed that dropping words from further testing led to 

significantly lower long-term retention (80% to 36%) compared to dropping words from further 

learning (80% to 80%). That is, retention is increased if students continue to take quizzes 

frequently compared to frequently restudying. The findings suggest that testing is not merely a 

neutral assessment activity but can be a powerful learning tool that enhances the long-term 

retention of information.  

The indirect effects of testing refer to the other test-related effects such as the increased 

studying time resulting from frequent quizzing (Michael, 1991), the identification of gaps in 

knowledge (Amlund et al., 1986) and improved knowledge organization (Zaromb & Roediger, 

2010). More relevant to out-of-class vocabulary learning is the fact that testing paired with 
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class credits can function as an incentive to learn and perhaps increase study time (Michael, 

1991). Tuckman states:  

“in anticipation of a situation in which a person is required to perform, that person may 

expend considerable effort in preparation because of the mediation provided by the 

desire to achieve success or avoid failure. That desire would be said to provide incentive 

motivation for the person to expend the effort” (Tuckman, 1998, p. 142).  

This idea, that testing encourages more studying as measured by a test score, receives support 

from a meta-analysis study which showed that taking at least one test over a 15-week semester 

led to one half standard deviation increase on test scores compared to having no tests (Bangert-

Drowns et al., 1991). Other studies have also found that testing encourages students to prepare 

better before class by reading assigned material (Weinstein et al., 2014), increases study time 

(Yang et al., 2017) and increases attendance (Schrank, 2016). 

Overall, testing (with both its direct and indirect effects) seems to be an effective tool to 

improve students’ engagement with out-of-class vocabulary learning. This raises an important 

question which is how frequent these tests should be (e.g., weekly, biweekly or monthly) and 

what the effect is of different frequencies of quizzes on vocabulary learning.  

5.1.3 Quiz frequency  

Experimental psychological research on different quiz frequencies has been around since the 

early years of the 20th century (Beaulieu & Zar, 1986; Dustin, 1971; Keys, 1934; Palmer, 1974; 

Ross & Henry, 1939). One of the earliest studies was conducted by Keys (1934), who compared 

the effects of weekly and monthly quizzes on true and false subject-matter statements over a 

school semester. The results of his study showed that the weekly group scored 12% higher than 

the monthly group on final examination. On the contrary, Beaulieu and Zar (1986) found no 

advantage for weekly quizzes over monthly quizzes on a comprehensive test at the end of the 
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semester. In their study, 100 college students were assigned to either weekly (12 quizzes) or 

monthly quiz groups (3 quizzes) with both taking a comprehensive test at the end of the 

semester. There was a significant advantage for the weekly group on the first round of testing 

(the monthly group first test mean was 73.02; the weekly group mean score of the first six 

quizzes combined was 77.14). However, this advantage disappeared by the end of the semester 

on the comprehensive test (weekly mean score = 71.88; monthly mean score = 72.83). The 

authors suggest that students might have found the weekly quizzes tedious and possibly exerted 

less effort as the semester progressed. They postulated that weekly quizzes might have been 

too frequent and less frequent quizzes might be more optimal.  

Bangert-Drowns’ (1991) meta-analysis on the frequency of testing examined 35 studies with a 

minimum testing frequency of zero to a maximum of 48 tests during a semester. 29 studies 

found positive effects on criterion exams while six studies found negative effects. Of the 29 

studies with positive effects, 13 were statistically significant while only one from the negative 

effects was significant. In terms of the effect size, students who at least had one interim test 

during a semester scored one half standard deviation higher on a final test than students who 

had no interim test. This increase however comes with a diminishing return caveat in the sense 

that increasing the frequency of testing from one to two per semester leads to a small increase 

of 0.08 standard deviation. The findings show that having tests is effective but having frequent 

tests might not largely increase the testing effectiveness.  

The research on the frequency of quizzes is clear in that having quizzes results in more learning 

compared to no quizzes. The research however is less clear on the amount of additional learning 

resulting from the increased frequency of quizzes.  
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5.1.4 Students' perceptions of frequent quizzes and digital flashcard learning 

Contrary to popular belief, students across a number of studies have expressed positive 

perceptions of more frequent quizzes (Bangert-Drowns et al., 1991; Deck, 1998; Gokcora & 

DePaulo, 2018; Kika et al., 1992). Students in some studies reported that frequent quizzes 

helped them enjoy class more (Bangert-Drowns et al., 1991) and increased their confidence on 

final achievement tests (Gokcora & DePaulo, 2018). Students also appear to have a positive 

perception towards digital flashcard learning (Davie & Hilber, 2015; Sage et al., 2019, 2020) 

and mobile-assisted language learning (MALL) in general (Shadiev et al., 2017). By contrast, 

vocabulary learning from flashcards was described as a “bitter pill” in one study given that it 

was effective but not enjoyed by students (Seibert Hanson & Brown, 2019). Apart from a few 

exceptions, students in general seem to have a positive perceptions of frequent quizzes and 

digital flashcard learning.  

One of the studies that have examined the relationship between perceptions or attitude and 

language learning is Mantle‐Bromley (1995). She conducted a study with middle-school 

students in a short 9-week foreign languages program. The study aimed at 

maintaining/improving students’ attitudes and perceptions of French and Spanish speakers. 

They were divided into a treatment and a control group. The treatment group received culture-

related lessons designed using attitude-change theory. Results showed that the treatment group 

had significantly better perceptions and attitudes, as measured by questionnaires. Additionally, 

the study explored students' beliefs about language learning and found that many students had 

misconceptions that could impede their development in language learning.  

In terms of vocabulary, previous research suggests that learners’ perceptions regarding 

vocabulary learning from digital flashcards seems to be related to vocabulary learning (Sage et 

al., 2019, 2020; Seibert Hanson & Brown, 2019). For example, one of the research questions 
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in Sage et al.’s (2019) study examined the relationship between recall vocabulary knowledge 

and students’ perceptions of the vocabulary learning medium (paper vs. digital flashcards). The 

perceptions questionnaire in their study focused on learning satisfaction (extremely dissatisfied 

to extremely satisfied), perceived control (e.g., “How in control of the flashcards did you 

feel?”) and perceived difficulty (e.g., “How difficult was it for you to learn these words from 

flashcards?”). The researchers found that vocabulary recall was significantly correlated with 

perceptions. More specifically, recall knowledge correlated significantly with satisfaction (r = 

.48), control (r = .28) and difficulty (r = .64).  

The previous discussion suggests that learners’ perceptions of frequent quizzes and digital 

flashcard learning are generally positive. It also suggests that perceptions of the learning 

situation (e.g., quizzes and digital flashcard learning) correlates with language and vocabulary 

learning outcomes.    

5.2 The present study  

The previous discussion of the literature points out two key areas that have received little 

attention. First, it is unclear based on the available research how frequently quizzes should 

occur for optimal out-of-class vocabulary learning. Second, the majority of research on 

vocabulary learning from flashcards was conducted in-class, making it difficult to generalize 

the findings to out-of-class settings. This is unfortunate given that flashcard learning lends itself 

to being an out-of-class autonomously performed task. One advantage of having flashcard 

learning as an out-of-class activity lies in the fact that classroom time is usually limited in 

foreign language instruction (Lightbown & Spada, 2020) and it perhaps should be reserved for 

tasks that require assistance from the teacher or collaboration with other learners (see Richards, 

2015). Therefore, the present study aimed to address these gaps in the literature by examining 
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the effect of quiz frequency on vocabulary learning from digital flashcards in out-of-class 

settings.  

5.2.1 Method 

The current study aimed to increase Saudi EFL students’ knowledge of high frequency words 

through the use of digital flashcards in out-of-class settings. It investigated the role of quiz 

frequency and individual differences in out-of-class vocabulary learning from digital 

flashcards. The five research questions addressed were as follows: 

RQ1. Do frequent vocabulary quizzes (in any frequency) lead to globally more 

vocabulary learning compared to no quizzes? 

RQ2. Which of the three types of quizzes frequency (weekly, biweekly, monthly) result 

in more vocabulary learning by the end of the semester as measured by a posttest? 

RQ3. What role do individual differences, namely motivation and self-regulation, play 

in out-of-class vocabulary learning from digital flashcards?  

RQ4. Does more frequent quizzing lead to more studying as measured by the total 

number of minutes students spend learning from digital flashcards? Does study time 

affect vocabulary learning? 

RQ5. What are students’ perceptions of frequent quizzing and digital flashcards 

learning and how does their perceptions affect vocabulary learning? 

5.2.2 Participants  

First year secondary school male students aged 16-17 years from four classes participated in 

the study. The total number of students was 105 on meaning recall tests (weekly = 25, biweekly 

= 28, monthly = 26, no-quiz= 26) and 101 on meaning recognition (weekly = 25, biweekly = 

26, monthly = 25, no-quiz = 25). The number of students who took both the pretest and posttest 

was 76 on meaning recall (weekly = 20, biweekly = 19, monthly = 14, no-quiz= 23) and 70 on 
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meaning recognition (weekly = 18, biweekly = 15, monthly = 14, no-quiz = 23). The dataset 

with the students who took both the pretests and posttests (i.e., complete cases) was used to 

answer the first two research questions given that time (pretest/posttest) is important to test the 

effectiveness of the intervention while the larger dataset was used to answer the remaining 

research questions to retain more statistical power.  

The students receive five fifty-minute English classes per week and they have been learning 

English for seven years. All classes were identical in that they were taught by the same teacher, 

had the same textbooks and followed the same learning curriculum. An ethical approval from 

the University of Birmingham was granted before the study was conducted. 

5.2.3 The digital flashcard platform 

Conveniently, the majority of the effective techniques for learning from flashcards such as 

using retrieval and spaced repetitions (Nation, 2022) are often applied automatically in digital 

flashcards (Nakata, 2011). All four groups learned the target words through a digital flashcard 

platform called Brainscape using their phones (see Figure 12 for the app interface).  

Figure 12. The interface of Brainscape 
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The choice of the app was based on app criteria and research criteria. In terms of the app 

criteria, the app needed to meet most of the criteria suggested by Nakata (2011). Nakata 

reviewed a number of flashcard software programs based on 17 criteria, 6 of which were related 

to flashcard creation and editing and 11 were related to learning. The criteria are shown in Table 

15 below. As can be seen from the table, Brainscape checked most of the boxes indicating that 

it is an effective flashcard learning tool. In terms of the research criteria, Brainscape has an 

advantage over other commonly used apps such as Anki and Quizlet in that virtual classrooms 

can be created where researchers can remotely add, edit or remove items. The app also provides 

key information regarding students learning (e.g., how much time did students spend learning 

in minutes, the number of days spent learning, the number of unique words studied, the total 

number of words studied and mastery percentage level). A further advantage is that the app is 

free, unlike Anki which has no free version for iPhone operating system users.  

Four virtual classes were created on Brainscape for each treatment group where their activities 

were monitored (mainly tracking the time spent learning). The flashcards were prepared by the 

researcher. Students were given instructions on how to access and use the Brainscape app. 

Additionally, they were given a WhatsApp number for contact in case they faced any technical 

difficulties with learning from the app.  
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Table 15. Criteria for evaluating flashcard software used to evaluate Brainscape (Nakata, 2011) 

Criterion  Description  

Flashcard creation and editing  

Flashcard creation Can learners create their own flashcards ✓ 

Multilingual support Can the target words and their translations be created in any 

language? 
✓ 

Multi-word units Can flashcards be created for multi-word units as well as single 

words? 
✓ 

Types of information Can various kinds of information be added to flashcards 

besides the word meanings (e.g., parts of speech, contexts, or 

audios)? 

✓ 

Support for data entry  Does the software support data entry by automatically 

supplying information about lexical items such as meaning, 

parts of speech, contexts, or frequency information from an 

internal database or external resources? 

? 

Flashcard set Does the software allow learners to create their own sets of 

flashcards 
✓ 

Learning  

Presentation mode Does the software have a presentation mode, where new items 

are introduced and learners familiarize themselves with them? 
✓ 

Retrieval mode: Does the software have a retrieval mode, which asks learners 

to recall or choose the L2 word form or its meaning? 
✓ 

Receptive recall Does the software ask learners to produce the meanings of 

target words? 
✓ 

Receptive recognition Does the software ask learners to choose the meanings of 

target words? 

x 

Productive recall Does the software ask learners to produce the target word 

forms corresponding to the meanings provided? 
✓ 

Productive recognition Does the software ask learners to choose the target word forms 

corresponding to the meanings provided? 

x 

Increasing retrieval 

effort 

For a given item, does the software arrange exercises in the 

order of increasing difficult 
✓ 
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Generative use Does the software encourage generative use of words, where 

learners encounter or use previously met words in novel 

contexts? 

x 

Block size Can the number of words studied in one learning session be 

controlled and altered? 

? 

Adaptive sequencing Does the software change the sequencing of items based on 

learners’ previous performance on individual items? 
✓ 

Expanded rehearsal Does the software help implement expanded rehearsal, where 

the intervals between study trials are gradually increased as 

learning proceeds? 

✓ 

Note. ✓ = feature exists, x = absent,? = partially exists in Brainscape.  

 

5.2.4 Target words and tests 

The students learned 120 words, which seems a reasonable goal to learn during a school 

semester (within a three-semester system school year) given the 100 word semester gains of 

same-level students from the first study and the reported 400 words average annual gains of 

EFL learners (Webb & Chang, 2012).  

Although results from study 1 suggest that Saudi EFL students of a comparable level were not 

able to master the highest frequency words (1000 words), they are likely to know some of these 

words. If students by chance happen to know a large proportion of the target words then there 

might not be enough room for learning to occur. Therefore, this study included both high 

frequency words (1000-3000 frequency bands) and middle frequency words (4000 frequency 

band) to avoid a scenario where students score high on the pretests leaving little room for 

learning on the posttests.  

One approach to choosing target words from a frequency band is to choose them randomly and 

then construct a self-made test to measure the learning of these words. However, this might 
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raise concerns regarding the validity and reliability of the self-made tests. Another more 

reliable and efficient approach is to use words from a validated test such as The UVLT (Webb 

et al., 2017). This has two advantages. First, the words in such tests are usually carefully 

selected to represent as much as possible the words in a frequency band (e.g., matching the 

percentage of nouns and verbs in the test with their percentage in the frequency band). Second 

and more importantly, an already validated test exists for these words which is likely to be 

more reliable than a self-made test.  

Therefore, the 120 target words used in the present study come from the 1000-4000 levels of 

the UVLT (version B) which has been validated and used in several studies including study 1 

(Chapter 4). The UVLT and a recall version created from the test were used as pre and posttests 

in this study to measure students’ meaning recall and meaning recognition knowledge of the 

target words (Appendix 1 and Appendix 2). In other words, the UVLT served both as the test 

and its items as the target words in this study. Previous research has shown that bilingual 

vocabulary tests provide more reliability than monolingual ones, especially with low 

proficiency learners (Elgort, 2013). Thus, an Arabic version of the UVLT, which has been 

translated and reviewed by two translators with graduate degrees in translation, was used. The 

same study also found that cognates and loanwords can influence test scores significantly, thus 

they were replaced with non-cognate words from version A of the UVLT. Without this, it 

would not be possible to distinguish correct scores due to the intervention from correct scores 

due to the facilitative learning effect of loanwords (see section 2.2.1). The replacement was a 

cluster for a cluster (three target words with their six options, similar to Figure 4) instead of 

words for words to preserve the test structure and minimize changes (potential cognates 

identified: photograph, center, check, coach, weed, cap, super, junior, regime, vitamin, cave, 

scenario, soap, orchestra and tobacco). Cognates were not removed in study 1 because the aim 
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of that study was to measure learners vocabulary knowledge which loanwords are part of, hence 

they should be represented in the vocabulary knowledge estimates (Nation & Webb, 2011). 

5.2.5 Self-regulation, motivation and learners’ perceptions 

The same instruments used to measure self-regulation and motivation in the first study were 

used here. The SRCvoc instrument (Tseng et al., 2006) was used to measure students’ self-

regulation capacity in learning vocabulary (Appendix 3). The instrument uses 6-point Likert-

scale responses ranging from “strongly agree” to “strongly disagree”. A score of 4 (“slightly 

agree”) or above on any item indicates the possibility that a student has control over that 

dimension. The overall score of self-regulating capacity is obtained by calculating the total 

score of individual items. To measure motivation, the study used the STD-L2 (Alamer, 2021a), 

given that it has been validated in the Saudi context and found to be a reliable measure of L2 

motivation (Alamer, 2021b). The SDT-L2 (Appendix 4) has 20 items with a 5-point Likert-

type response format ranging from “strongly agree” to “strongly disagree”. Unlike self-

regulation, the motivation questionnaire does not have one overall score but consists of two 

main scales (autonomous and controlled motivation) which were used in the analysis. 

A questionnaire measuring students’ perceptions of frequent quizzing and digital flashcard 

learning was created (Appendix 5). The questionnaire includes three main scales: perceived 

effectiveness (students' beliefs about the effectiveness of frequent quizzes and flashcard 

learning), enjoyment (students' feelings about the quizzes and app), and future app use 

(students' intention to continue using the app). Perceived effectiveness and enjoyment scales 

each have six items (three for frequent quizzes and three for flashcard learning from the app) 

while future app use has three items. The instrument uses 5-point Likert-scale responses 

ranging from “strongly agree” to “strongly disagree”. All instruments were translated into 

Arabic and reviewed by two translators with graduate degrees in translation. 
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5.2.6 Treatment 

The four classes were assigned randomly to one of the four treatment groups shown in Figure 

13. Students either took quizzes weekly, biweekly, monthly or no quizzes. The quizzes were 

in the form of receptive meaning recognition (multiple choice) where the English words were 

supplied and students chose the equivalent Arabic word. Meaning recognition tests were 

chosen since they are more objective than meaning recall questions, take less class time to 

complete and are quicker to grade. The weekly group quizzes involved 15 multiple-choice 

questions testing all the 15 words introduced every week. Similarly, the quizzes of the biweekly 

and monthly groups included 15 questions but covered a random selection of all the untested 

words introduced to that point. One criterion for word selection for learning is frequency. For 

example, of the 15 weekly words to be learned, 3-4 were selected from each of the four 

frequency levels (1000-4000) so that every week students learn higher and lower frequency 

words equally.  

Figure 13. Types of treatments 

Class Quizzes 

frequency 

Number of total 

quizzes 

Number of words on 

each quiz 

Number of words 

covered in each quiz 

Credit per 

quiz 

1 Weekly 8 15 15 2% 

2 Biweekly 4 15 30 4% 

3 Monthly 2 15 60 8% 

4 No-quiz 0 0 0 0 

 

All the groups were required to do grade-related tasks totaling 16 course grades (i.e., 16% of 

total class credit). In the case of the weekly group, every individual quiz was worth two grades, 

four for the biweekly group and eight for the monthly group. Although the last group was not 

required to take quizzes, they were required to access the digital flashcard app once a week to 
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earn two grades. This is because a previous study found that two thirds of a class did not access 

a digital flashcards app even once when it was completely optional (Seibert Hanson & Brown, 

2019).  

5.2.7 Procedure 

Figure 14 presents an overview of the study procedure. In the first week of the semester, all 

students took the UVLT in both meaning recognition and meaning recall formats to control for 

their prior knowledge of the 120 target words. In addition, they completed the motivation and 

self-regulation questionnaires. In the same week, all groups were informed about the 

importance of high frequency vocabulary and the efficiency of learning from flashcards to 

justify the effort they will put in throughout the semester as well as instructions on how to 

access the digital flashcards. In the second week, actual learning began lasting for eight school 

weeks. A three-week break occurred between the third and fourth weeks of the experiment. 

Students were informed of the quizzes and their frequency beforehand. They were given 15 

minutes to complete them. Once they were finished, the students were asked to hand in the 

quizzes to the teacher and no feedback was given. On the tenth week, unannounced posttests 

which were identical to the pretests were administered along with the perceptions 

questionnaire. All tests and questionnaires were given in class in paper format. 
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Figure 14. Procedure overview 

School Weeks Weekly  

group 

Biweekly 

group  

Monthly  

group 

No-quiz 

group 

1 Vocabulary pretests  

Motivation and self-regulation questionnaires 

2 Quiz 1    

3 Quiz 2 Quiz 1   

Break week 1     

Break week 2     

Break week 3     

4 Quiz 3    

5 Quiz 4 Quiz 2 Quiz 1  

6 Quiz 5    

7 Quiz 6 Quiz 3   

8 Quiz 7   Quiz 2  

9 Quiz 8  Quiz 4    

10 Perceptions questionnaire 

Unannounced vocabulary posttests 

 

5.2.8 Analysis  

The results of the four groups on the frequent quizzes, vocabulary tests and questionnaires were 

analyzed using GLMM (Baayen et al., 2008) to answer the five research questions. GLMM 

can incorporate both fixed and random effects in one model which is particularly useful when 

individual variation between subjects is expected (Linck, 2016).  
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The dependent variables in this study were the UVLT and recall UVLT which were scored 

dichotomously (0 incorrect and 1 correct). For recall UVLT, 1 point was given if exact or close 

meaning was provided. For a small number of cases (mainly unclear handwriting), another 

rater was consulted, and an inter-rater agreement was reached on all of these cases. The models 

in this study were fitted with the subject and item (UVLT words) as random effects while time 

(pretest vs. posttest), group (weekly, biweekly, monthly and no-quiz), motivation and self-

regulation were fixed effects. To ensure an inclusive analysis of the individual differences, 

separate models were constructed for motivation and self-regulation before combining them in 

a comprehensive model. The analysis was conducted on the overall scores of self-regulation. 

Motivation does not have a single overall score but comprises two main scales (autonomous 

and controlled motivation) which were used in the analysis. For perceptions, each one of the 

five scales (quiz joy, quiz effectiveness, app joy, app effectiveness and future use) was analyzed 

separately. The models reported were chosen following a forward selection approach based on 

likelihood ratio tests.  

To test the differences between groups on the motivation, self-regulation and perceptions 

scales, a non-parametric ANOVA (i.e., The Kruskal–Wallis test) was computed given that the 

questionnaires did not meet the assumptions of one-way ANOVA.  

5.3 Results  

Table 16 shows the reliability of the two tests and the three questionnaires used in the study. 

All the instruments had good reliability with Cronbach alpha scores above 0.80.  
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Table 16. Reliability scores of the instruments used in the study.  

Instrument  Items Cronbach α 

UVLT pretest 120 .98 

UVLT posttest 120 .98 

Recall UVLT pretest 120 .98 

Recall UVLT posttest 120 .99 

Autonomous motivation  10 .91 

Controlled motivation 10 .82 

Self-regulation  20 .80 

Perceptions 15 .81 

 

5.3.1 RQ1. Do frequent vocabulary quizzes (in any frequency) lead to globally more 

vocabulary learning compared to no quizzes? 

The first research question asked whether the mere existence of quizzes leads to more 

vocabulary learning than no quizzes at all. To answer this question, the three quizzed groups 

(weekly, biweekly and monthly) were combined into one group (quiz group) and their results 

were compared to the no-quiz group. 

The descriptive statistics in Table 17 summarize these results and show that the two groups had 

very similar results on the recognition pretest. The average of the no-quiz group was 23.74 

while the quiz group average was 23.11. The scores of the two groups however differed on the 

posttest with the no-quiz showing virtually no difference (23.35) and appearing to make no 

gains (-0.39). In contrast, the quiz group scores increased on the posttest (37.51) and made 

relatively large gains (14.40) compared to the no-quiz group. In terms of the meaning recall 

test, the no-quiz group started with slightly lower scores on the pretest (5.52) compared to the 
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quiz group (8.06). The scores of both groups increased on the posttest with the quiz group 

scoring higher (14.08) than the no-quiz group (6.43). The gains of the quiz group were larger 

(6.02) than the no-quiz group (0.91).  
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Table 17. Meaning recognition and meaning recall tests score for the quiz and no-quiz groups 

  Pretest Posttest  Gain  

 
 

M SD CI M SD CI M SD CI 

Recognition No-quiz  23.74 15.17 [23.17, 24.31] 23.35 18.41 [22.66, 24.03] -0.39 9.18 [-4.36, 3.58] 

 Quiz 23.11 26.78 [22.41, 23.81] 37.51 34.24 [36.62, 38.40] 14.40 18.12 [9.09, 19.72] 

Recall No-quiz  5.52 9.80 [5.16, 5.89] 6.43 10.30 [6.05, 6.82] 0.91 2.37 [-0.11, 1.94] 

 Quiz 8.06 15.05 [7.69, 8.43] 14.08 26.14 [13.43, 14.72] 6.02 14.80 [1.94, 10.10] 

Note. CI = 95% confidence interval 
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To test the significance of these observations, mixed logistic models were fitted with subject 

and item as random effects and time of test (pretest and posttest) and group (quiz and no-quiz, 

with the no-quiz being the baseline), and the interaction between the two as fixed effects. 

Adding by-subject random slopes for time improved model fit significantly. The comparability 

of the two groups was checked and the pretest results showed no significant difference between 

the quiz and the no-quiz group on meaning recognition (b = -0.43, z = -0.91, p = .358) and 

meaning recall (b = 0.38, z = 0.32, p = .745).  

For meaning recognition knowledge, results showed no simple effects of test time (b = -0.06, 

z = -0.27, p = .782) but did show a significant interaction between test time and group (b = 

1.22, z = 4.18, p < .001). Pairwise comparisons using the emmeans package (with Bonferroni 

adjustment for multiple comparisons) showed that the quiz group scored significantly higher 

on the posttest than the pretest (b = 1.94, z = 4.60, p < .001) but the no-quiz group did not (b = 

0.67, z = -1.76, p = .078) (see Figure 15 left panel). In terms of meaning recall, a similar model 

to the meaning recognition was fitted. Results were also similar in that there were no simple 

effects of test time (b= 0.32, z = 1.84, p = .064) but a significant interaction between test time 

and group (b = 1.29, z = 6.26, p < .001). Pairwise comparisons showed that the quiz group 

scored significantly higher on the posttest (b = -1.62, z = -14.84, p < .001) but not the no-quiz 

group (b = -0.32, z = -1.84, p = .387) (see Figure 15 right panel). Having established that 

quizzes lead to significantly more vocabulary learning to the meaning recognition and meaning 

recall level compared to no quizzes, the second research question investigates the effect of 

different quiz frequencies on vocabulary learning.  
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Figure 15. Comparing the effect of quizzes on meaning recognition and meaning recall 
vocabulary learning from digital flashcards.  
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5.3.2 RQ2. Which of the three types of quizzes frequency (weekly, biweekly, monthly) result 

in more vocabulary learning by the end of the semester as measured by a posttest? 

Table 18 and 19 summarize the results of meaning recognition and meaning recall tests 

respectively for the three quizzed groups (weekly, biweekly and monthly). For meaning 

recognition, the biweekly group average score on the pretest was slightly lower (18.07) than 

the weekly (24.39) and monthly groups (26.86). This variation however diminished when the 

gains of the three groups are examined. Results showed similar gains for all groups with an 

average gain of 14.93 for the weekly group, 13.93 for the biweekly group and 14.39 for the 

monthly group. For meaning recall, the biweekly group score on the pretest was lower (3.74) 

than the weekly (11.45) and monthly (9.07) groups. The scores of all groups increased on the 

posttest with the weekly group scoring the highest (16.10) followed by the biweekly group 

(13.37) which had similar posttest scores to the monthly group (12.14). The gains of the 

biweekly group (9.63) were larger than the gains made by the weekly (4.65) and monthly (3.07) 

groups.  
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Table 18. Meaning recognition tests score  

 Pretest Posttest  Gain  
 

M SD CI M SD CI M SD CI 

Weekly 24.39 27.42 [10.75, 38.02] 38.78 40.35 [18.71, 52.72] 14.39 16.30 [6.28, 22.50] 

Biweekly 18.07 16.37 [9.00, 27.13] 32.00 33.09 [13.68, 50.32] 13.93 20.98 [2.31, 25.55] 

Monthly 26.86 35.69 [6.25, 47.47] 41.79 29.53 [24.73, 58.84] 14.93 18.41 [4.30, 26.56] 

Note. CI = 95% confidence interval 

 

Table 19. Meaning recall tests score  

 Pretest Posttest  Gain  
 

M SD CI M SD CI M SD CI 

Weekly 11.45 17.88 [3.08, 19.82] 16.10 28.90 [2.57, 29.36] 4.65 11.68 [-0.82, 10.12] 

Biweekly 3.74 8.56 [-0.39, 7.86] 13.37 29.08 [-0.65, 27.38] 9.63 21.02 [-0.50, 19.76] 

Monthly 9.07 17.55 [-1.06, 19.21] 12.14 19.55 [0.86, 23.43] 3.07 5.85 [-0.31, 6.45] 

Note. CI = 95% confidence interval 
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Before testing the significance of these observations, the comparability of the groups was 

checked through a logistic model and the results showed no significant difference between the 

groups on the meaning recognition pretest (all ps >.05). In terms of meaning recall, the score 

of the biweekly group on the pretest was significantly lower than the weekly (baseline) group 

(b = -4.13, z = -2.87, p = .004), while no significant differences existed between the weekly 

and monthly groups. 

For meaning recognition knowledge, results showed a significant simple effect for test time (b 

= 1.11, z = 3.47, p < .001) and no significant interaction between the posttest and the biweekly 

group (b = -0.37, z = -0.56, p = .575) or the posttest and the monthly group (b = -0.03, z = -

0.05, p = .954). Pairwise comparisons showed significant vocabulary learning for all groups 

with the log-odds of the weekly (b = -1.47, z = -4.45, p = .007), biweekly (b = -1.13, z = -3.18, 

p = .021) and monthly groups (b = -1.27, z = -3.48, p = .007) increasing significantly on the 

posttest. These findings suggest that the gains made by groups with fewer quizzes, namely the 

biweekly and monthly groups, were not significantly different from the gains made by the 

weekly group (see Figure 16, left panel). For meaning recall knowledge, results showed no 

significant simple effect of test time (b = -1.18, z = -1.79, p = .072) or significant interaction 

between the posttest and the monthly group (b = 1.36, z = 1.61, p = .107). As mentioned earlier, 

the biweekly group showed a significant difference on the pretest (b = -3.21, z = -2.36, p = 

.020) from the weekly group and also showed a significant interaction with test time (b = 2.35, 

z = 2.86, p = .004) indicating that their scores were lower on both the pretest and posttest than 

the weekly group. Pairwise comparisons indicated that none of the three groups showed a 

significant difference in their scores on the posttest (all ps >.05). These findings of meaning 

recall tests show that although the biweekly group scores were significantly lower on both the 

pretest and posttest from the weekly group, all groups were similar in that none of them 

improved significantly from the pretest to the posttest (see Figure 16, right panel).   
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Figure 16. Comparing the effects of the three types of quiz frequency on meaning recognition 
and meaning recall vocabulary learning.   
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An additional analysis was conducted on the meaning recognition and meaning recall 

vocabulary gains using linear models. The gain of every student was calculated by subtracting 

the posttest score from the pretest score (i.e., gain = posttest – pretest). The findings were 

similar to the results of the mixed effects models reported above (see Appendix 6). The no-

quiz group scores were significantly lower than the weekly (reference) group (b = -14.78, z = 

-2.93, p = .005). Meanwhile, the gains of the biweekly and monthly groups were not 

significantly different from the weekly group (all p > .05). For meaning recall, no significant 

differences were found across all groups (all p > .05). 

Taken together, the findings suggest no advantage for groups with more frequent vocabulary 

quizzes in meaning recognition and meaning recall vocabulary learning. All groups made 

significant vocabulary gains on meaning recognition knowledge, and, at the same time, all 

groups showed no significant learning to the meaning recall level.  

5.3.3 RQ.3 What role do individual differences, namely motivation and self-regulation, play in 

out-of-class vocabulary learning from digital flashcards? 

The section starts by analyzing students’ responses to the motivation and self-regulation 

questionnaires and explores if the groups differ significantly from one another in their 

responses. This is followed by logistic modeling to examine the effects of motivation and self-

regulation on meaning recognition and meaning recall vocabulary learning.   

5.3.3.1 Questionnaires analysis 

Table 20 shows the level of autonomous motivation, controlled motivation and self-regulation 

of students in each group. The biweekly group had higher average scores on all measures than 

the other groups. They demonstrated the highest autonomous motivation (4.28), controlled 

motivation (4.87) and self-regulation (4.00) levels.  
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To test the significance of these differences and other differences, the Kruskal–Wallis test was 

computed. For autonomous motivation, results showed a significant main effect for group (H 

(3) = 6.20, p <.001). Pairwise comparison (Dunn's Test) with Bonferroni adjustment for 

multiple comparisons showed that the biweekly group had significantly higher autonomous 

motivation level than the weekly (H = 69.54, p <.001) and monthly (H = 44.13, p <.001) groups 

but not the no-quiz group (H = 24.72, p =.555). The no-quiz group had significantly higher 

levels of autonomous motivation than the weekly group (H = 44.81, p =.014) but not the 

monthly group (H = 19.41, p = 1.000). 

Table 20. The levels of autonomous motivation, controlled motivation and self-regulation for 
each group.  
 

Autonomous motivation 
 

Controlled motivation Self-regulation 
 

M SD M SD M SD 

Weekly 3.83 0.65 3.41 0.66 4.53 0.91 

Biweekly 4.28 0.53 4.00 0.66 4.87 0.69 

Monthly 3.80 1.05 3.73 0.73 4.56 1.02 

No-quiz 4.04 0.84 3.58 0.92 4.73 0.57 

Note. Max score is 5 for autonomous motivation and controlled motivation. Max score is 6 for 

self-regulation. 

 

For controlled motivation, results showed a significant main effect for group (H (3) = 35.42, p 

<.001). Pairwise comparison showed that the biweekly group had significantly higher 

controlled motivation level than the weekly (H = 84.73, p <.001) and the no-quiz (H = 64.92, 

p <.001) groups but not the monthly group (H = 37.44, p =.099). The monthly group had 

significantly higher levels of controlled motivation than the weekly group (H = 47.28, p =.015) 

but not the no-quiz group (H = 19.41, p = 1.000).  
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Unlike the previous two scales, group scores on the self-regulation questionnaire were quite 

similar with the biweekly (4.87) and no-quiz (4.73) groups being more similar and higher than 

the weekly (4.53) and monthly groups (4.56). The results of a Kruskal–Wallis test showed no 

significant main effect for group (H (3) = 4.76, p = .123) on self-regulation levels.  

5.3.3.2 Separate mixed effects models 

Similar to the first study, separate models were constructed for motivation and self-regulation 

before combining them into a comprehensive model. All of the models had the same base 

model which consisted of fixed effects of time and group and an interaction between the two, 

subject and item as random effects and by-subject random slopes for time. The dependent 

variable in all models was the pretest and posttest scores. In the separate analysis, all predictors 

were fitted in models first without interactions, next in two-way interactions with group and 

finally in three-way interactions with group and time (three-way interactions that did not 

improve model fit significantly are not reported). The separate and comprehensive analyses 

were conducted twice, once for meaning recognition knowledge and once for meaning recall 

knowledge.  

Starting with meaning recognition, a model was fitted to examine the effect of autonomous 

motivation on student test scores. The autonomous motivation model had a significantly better 

fit compared to the base model (χ2 (1) = 12.12, p < .001). The model fit improved further with 

a two-way interaction between autonomous motivation and group (χ2 (1) = 8.50, p = .036). 

The simple effect of autonomous motivation on the meaning recognition test scores was not 

significant (b = -0.54, z = -0.54, p = .195), however the interactions between autonomous 

motivation and the biweekly (b = 1.82, z = 2.95, p = .003), monthly (b = 1.49, z = 2.90, p = 

.003) and no-quiz (b = 1.35, z = 2.52, p = .011) groups were significant. Simple slope analysis 

(using the interactions package) and visual inspection of the interaction (see Figure 17, left 
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panel) showed that autonomous motivation had a significant positive effect on meaning 

recognition test scores for the biweekly (b = 1.27, z = 2.47, p = .013), the monthly group (b = 

0.95, z = 3.05, p = .002) and the no-quiz group (b = 0.81, z = 2.30, p = .021) but not the weekly 

group (b = -0.54, z = -1.15, p = .247).  

Controlled motivation, the second half of motivation in this study, did not improve model fit 

compared to the base model (χ2 (1) = 0.84, p = .358). However, the model fit improved 

significantly with a two-way interaction between controlled motivation and group (χ2 (3) = 

13.98, p = .002). Results showed a negative simple effect of controlled motivation on the 

meaning recognition test scores (b = -1.78, z = -3.72, p < .001) and significant interactions 

between controlled motivation and the biweekly (b = 1.82, z = 2.95, p = .003) and monthly 

groups (b = 1.49, z = 2.90, p = .003) but not the biweekly group (b = 1.26, z = 1.92, p = .054). 

Simple slope analysis and visual inspection of the interaction (see Figure 17, right panel) 

showed that controlled motivation had a significant negative effect on meaning recognition test 

scores for the weekly group only (b = -1.78, z = -3.65, p < .001) while no significant effect was 

found for the other three groups (All ps > .05).  

Self-regulation did not have a significant effect on students’ meaning recognition test scores 

(χ2 (1) = 1.17, p = .278), or its interaction with group (χ2 (1) = 1.36, p = .713).   

Overall, the analysis of recognition vocabulary tests shows that students with higher 

autonomous motivation in the biweekly, monthly and no-quiz groups scored higher on the 

recognition tests but not the weekly group. In contrast, higher levels of controlled motivation 

had a significant negative effect on the test scores of the weekly group only. Finally, self-

regulation did not have a significant effect on test scores.  
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Figure 17. Interactions plots for the effect of autonomous motivation (left) and controlled 
motivation on meaning recognition (right).  

 

 

In terms of meaning recall vocabulary knowledge, a model was fitted to investigate the effect 

of autonomous motivation on meaning recall test scores. The model had a significantly better 

fit compared to the base model (χ2 (1) = 23.84, p < .001), but did not improve significantly 

with a two-way interaction (χ2 (3) = 1.38, p = .710). The results of the model showed that 

higher levels of autonomous motivation significantly increased the log-odds of correct answers 

on the tests for all students regardless of group (b = 2.31, z = 4.49, p < .001).  

Controlled motivation, on the other hand, did not have a significant effect on students’ meaning 

recall test scores with or without two-way interaction (all ps >.05). However, a model with a 

three-way interaction with group and time improved model fit significantly (χ2 (8) = 17.10, p 
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= .029). Results showed significant three-way interactions between controlled motivation, time 

and the weekly (b = -2.01, z = -3.63, p < .001), biweekly (b = 2.09, z = 2.31, p = .020) and the 

no-quiz groups (b = 1.89, z = 2.60, p = .009). Simple slope analysis of the three-way 

interactions showed that controlled motivation had a significant negative effect on the weekly 

group pretest (b = -2.37, z = -2.12, p = .034) and posttest (b = -4.38, z = -3.18, p = .001) (see 

Figure 18). Controlled motivation also negatively affected the test scores of the biweekly group 

on the pretest (b = -2.37, z = -1.99, p = .046) but not the posttest (b = -2.29, z = -1.61, p = .106). 

Finally, no significant effect was found for controlled motivation on the test scores of the 

monthly and no-quiz groups (All ps > .05) 

Figure 18. Three-way interaction between controlled motivation, group and time on meaning 
recall test.  
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The model for the effect of self-regulation on students’ meaning recall test scores had a 

significantly better fit compared to the base model (χ2 (1) = 4.50, p = .033). Adding an 

interaction between self-regulation and group did not improve model fit significantly (χ2 (3) = 

2.23, p = .525). The results showed a positive significant effect for self-regulation on meaning 

recall test scores regardless of group (b = 1.06, z = 2.21, p = .026).  

Overall, the analysis of meaning recall vocabulary test scores shows that students with higher 

autonomous motivation scored higher on the meaning recognition tests regardless of group. 

Controlled motivation had a significant three-way interaction with test time and group. Results 

showed that higher levels of controlled motivation had a significant negative effect on both the 

pretest and posttest scores of the weekly group. Results also showed that students in the 

biweekly group with higher controlled motivation scored significantly lower on the pretest 

scores but not the posttest. Finally, higher levels of self-regulation had a significant positive 

effect on test scores regardless of group.  

5.3.3.3 Comprehensive models 

All factors that were shown to be significant in the previous analysis were combined in 

comprehensive models to examine how they jointly affect meaning recognition and meaning 

recall vocabulary knowledge. The comprehensive models were then compared to the base 

models which consisted of the pretest and posttest scores as a dependent variable, time and 

group and an interaction between the two as fixed effects, subject and item as random effects 

and by-subject random slopes for time.   

For meaning recognition vocabulary knowledge, the comprehensive model included an 

interaction between autonomous motivation and group and another interaction between 

controlled motivation and group. The model fit was a significant improvement compared to the 

base model (χ2 (5) = 17.50, p = .003). The findings (Table 22) showed a negative simple effect 
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for controlled motivation on meaning recognition test scores (b = -2.00, z = -3.65, p < .001) 

and significant interactions between controlled motivation and the monthly (b = 1.80, z = 2.52, 

p = .011) and the no-quiz groups (b = 1.82, z = 2.76, p = .005). Simple slope analysis showed 

that controlled motivation had a significant negative effect on the test scores of the weekly (b 

= -2.10, z = -4.00, p < .001) and biweekly groups (b = -1.18, z = -2.67, p = .007) while no 

significant effects were found on the scores of the monthly (b = -0.18, z = -0.34, p = .661) and 

no-quiz groups (b = -0.18, z = -0.51, p = .607; see Figure 19 ). Autonomous motivation did not 

show a significant effect on students' meaning recognition test scores (b = 0.49, z = 0.93, p = 

.350) nor its interaction with group (all ps >.05). Overall, the comprehensive meaning 

recognition model showed that students in the weekly and biweekly groups with higher 

controlled motivation performed lower on the vocabulary test scores.  

 

 

 

 

 

 

 

 

 

 

 



 189 

Figure 19. Interaction plot between controlled motivation and group in the comprehensive 
meaning recognition model 
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Table 21. Comprehensive mixed effects model output for meaning recognition vocabulary.   

Fixed effects β Std. Error Z value P 

Intercept 2.60 1.69 1.53 0.126 

Posttest 1.24 0.28 4.40 < 0.001 

Biweekly -8.44 2.98 -2.84 0.005 

Monthly -8.37 2.37 -3.53 < 0.001 

No-quiz -7.81 2.14 -3.65 < 0.001 

Autonomous motivation 0.50 0.53 0.93 0.350 

Controlled motivation -2.01 0.55 -3.66 < 0.001 

Biweekly * Posttest -0.03 0.41 -0.08 0.932 

Monthly * Posttest 0.25 0.43 0.60 0.549 

No-quiz * Posttest -1.27 0.37 -3.44 0.001 

Biweekly * Autonomous motivation 1.42 0.78 1.82 0.069 

Monthly * Autonomous motivation 0.49 0.63 0.78 0.436 

No-quiz * Autonomous motivation 0.43 0.67 0.64 0.521 

Biweekly * Controlled motivation 0.67 0.73 0.92 0.355 

Monthly * Controlled motivation 1.80 0.72 2.52 0.012 

No-quiz * Controlled motivation 1.83 0.66 2.77 0.006 

Random effects variance (subject = 2.14, item = 1.00) 

 

For meaning recall vocabulary knowledge, the comprehensive model consisted of autonomous 

motivation, self-regulation and a three-way interaction between controlled motivation, time 

and group. The comprehensive model had a better fit compared to the base model (χ2 (7) = 

15.20, p = .033). The results of the comprehensive model (Table 22) showed a significant main 

effect for autonomous motivation on meaning recall vocabulary knowledge. The log-odds of 
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correct answers on the test increased for students with higher autonomous motivation 

regardless of group (b = 2.56, z = 4.43, p < .001). Controlled motivation showed a negative 

and significant simple effect on meaning recall test scores (b = -3.74, z = -3.62, p < .001). The 

two-way interactions between controlled motivation and group were significant for the monthly 

(b = 2.98, z = 1.97, p = .047) and the no-quiz groups (b = 2.64, z = 2.06, p = .039) but not the 

biweekly group (b = -0.10, z = -0.06, p = .950). The three-way interactions were significant for 

all four groups suggesting that the effect of controlled motivation varies depending on test time 

(see Figure 20). Simple slope analysis of the three-way interactions showed that controlled 

motivation had a significant negative effect on the weekly group pretest (b = -3.74, z = -3.62, 

p < .001) and posttest (b = -5.69, z = -4.22, p < .001). Similarly, controlled motivation 

negatively affected both the pretest (b = -3.84, z = -2.97, p = .003) and posttest scores (b = -

3.49, z = -2.23, p = .025) of the biweekly group. Finally, no significant effect was found for 

controlled motivation on the test scores of the monthly and no-quiz groups (All ps > .05). 

Overall, the comprehensive meaning recall model showed that students with higher levels of 

autonomous motivation scored higher on the vocabulary tests regardless of group. Also, it 

showed that students in the weekly and biweekly groups with higher controlled motivation 

performed lower on meaning recall test scores. 
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Figure 20. Three-way interaction between controlled motivation, group and time in the 
comprehensive meaning recall model.  
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Table 22. Comprehensive mixed effects model output for meaning recall vocabulary.   

Fixed effects β Std. Error Z value P 

Intercept -5.07 4.02 -1.26 0.208 

Posttest 5.97 1.83 3.26 0.001 

Biweekly -2.74 5.98 -0.46 0.647 

Monthly -9.78 5.44 -1.80 0.072 

No-quiz -10.72 4.53 -2.37 0.018 

Autonomous motivation 2.57 0.58 4.43 < 0.001 

Self-regulation 0.28 0.63 0.44 0.656 

Controlled motivation -3.75 1.03 -3.62 < 0.001 

Biweekly * Posttest -4.58 3.53 -1.30 0.195 

Monthly * Posttest -6.06 3.81 -1.59 0.112 

No-quiz * Posttest -5.69 2.51 -2.27 0.023 

Posttest * Controlled motivation -1.95 0.57 -3.44 < 0.001 

Biweekly * Controlled motivation -0.10 1.62 -0.06 0.951 

Monthly * Controlled motivation 2.98 1.51 1.98 0.048 

No-quiz * Controlled motivation 2.65 1.28 2.06 0.039 

Biweekly * Controlled motivation * posttest 2.30 1.00 2.30 0.021 

Monthly * Controlled motivation * posttest 2.10 1.06 1.98 0.048 

No-quiz * Controlled motivation * posttest 1.82 0.73 2.48 0.013 

Random effects variance (subject = 8.75, item = 7.11) 

 

Overall, results showed a significant and positive main effect for autonomous motivation on 

meaning recall but not meaning recognition. Moreover, controlled motivation had a significant 

negative effect only on the weekly and biweekly meaning recognition groups on both meaning 
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recognition and meaning recall tests. Finally, no significant effect was found for self-regulation 

on either meaning recognition or meaning recall. 

5.3.4 Students’ activity on Brainscape and vocabulary learning  

The previous sections focused on the direct effects of testing. In this section, the indirect effects 

of testing on vocabulary learning are discussed, that is, the effects of quizzes and quiz 

frequency on the learning behavior of students from the digital flashcards app. Additionally, 

the analysis examines the effects of students’ activity on vocabulary learning. The analysis is 

based on data extracted from the app and focuses on 1) the percentage of students joining the 

app per week for each group and 2) the total number of days and minutes students spent 

learning from the app (study time) for each group. First a preliminary analysis is conducted for 

each followed by a mixed effects analysis for study time.  

5.3.4.1 Preliminary analysis  

Of the 106 students participating in this study, slightly more than half (54%, N = 58) signed up 

for the digital flashcard app. Figure 21 shows the percentage of students enrolling in the digital 

flashcard app by week. It shows that the four groups differed notably in the percentage and 

time of joining the app. On the pretest week, where students were given instructions on how to 

access the app, the largest percentage of involvement was for the weekly group (77%), 

followed by the biweekly group (55%), next was the monthly group (35%) while the no-quiz 

group where the least to join the app (14%).  
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Figure 21. The percentage of students joining the app by group and week 

 

In week one, where the weekly group had their first quiz, the percentage of students joining the 

app increased slightly from 77% to 81%. Surprisingly, no increase in the number of new users 

was observed for the no-quiz group in week one even though their access was a classroom 

requirement (2% of course credit per week). A gradual increase in the percentage of 

involvement took place up to week three, followed by a plateau during the three weeks of 

school break where minor increases occurred. An increase in week four can be observed for 

the monthly group where they took their first quiz, the biweekly their second and the weekly 

group their fourth. Apart from a small increase in the weekly group, the involvement generally 

flattened out after week four until the end of the experiment.  

In summary, more than half of the students joined the app during the first week for the weekly 

and biweekly groups while reaching the same percentage took three weeks for the monthly 

group and a whole month for the no-quiz group. By the end of the experiment, the total 

percentage of students learning from the app was 92% for the weekly group, 72% for the 

biweekly group and 57% for both the monthly and no-quiz groups.  
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Analyzing study time as measured by the number of days and minutes students in each group 

spent learning from the app provides some insights into how the experiment condition (quizzes 

vs. no quizzes and quiz frequency) along with individual differences (motivation and self-

regulation) affect study time.  

Table 23 shows the total number of days students accessed the digital flashcard app for each 

group. On average, students in the biweekly group spent more days learning from the app than 

the other groups with an average of 6.34. Students in the weekly group were second, learning 

for 5.83 days on average during the experiment. The no-quiz was second to last with an average 

of 3.92 learning days. Finally, the monthly group was the group with the least learning days 

with an average of 2.52. A more detailed overview is shown in Table 23.   

Table 23. Descriptive statistics of the total number of days students spent learning from the 
flashcard app 

Group Min Max Median IQR Mean SD SE CI 

Weekly 0 16 5 5 5.83 4.69 0.60 [4.62, 7.05] 

Biweekly 0 13 7 6 6.34 3.92 0.59 [5.14, 7.56] 

Monthly 0 6 2 3 2.52 1.92 0.31 [1.89, 3.16] 

No-quiz 1 13 3 4 3.92 3.37 0.45 [3.02, 4.83] 

Note. CI = 95% confidence interval 

To test the significance of these differences, a Kruskal–Wallis test was used followed by post 

hoc tests. Results showed a significant main effect for group on the total number of study days 

(H (3) = 25.82, p <.001). Pairwise comparison (Figure 22) showed that the biweekly group had 

significantly higher study days than the monthly (H = 57.02, p <.001) and no-quiz (H = 36.61, 

p =.008) groups but not the weekly group (H = 12.40, p = 1.000). The weekly group had 

significantly higher levels of study days than the monthly group (H = 44.62, p <.001) but not 
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the no-quiz group (H = 19.41, p = 1.000). No significant difference existed between the 

monthly and the no-quiz groups (H = 20.41, p = .519).  

Figure 22. Number of study days for each group with pairwise comparisons. 

 

A more fine-grained measure of study time can be obtained by examining the minutes students 

spent learning on the app (Table 24). On average, students in the weekly group spent more 

minutes learning from the app than the other groups with an average of 21.46 across the whole 

term. Students in the biweekly group were second with an average of 12.79 minutes. The 

monthly group average was 8.37 learning minutes which was not markedly different from the 

no-quiz group average of 7.14 minutes. Overall, the total minutes of learning seem to increase 

as quiz frequency increases, although the results of a Kruskal–Wallis test showed no significant 

main effect for group on the total number of study minutes (H (3) = 5.69, p =.127).  
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Table 24. Descriptive statistics of the total number of minutes students spent learning from the 
flashcard app 

Group Min Max Median IQR Mean SD SE CI 

Weekly 0 98 8.5 37 21.46 29.47 3.80 [12.9, 29.1] 

Biweekly 0 55 9 11 12.79 15.21 2.32 [8.11, 17.5] 

Monthly 0 32 6 14.75 8.37 8.95 1.45 [5.43, 11.3] 

No-quiz 0 22 7 4 7.14 5.47 0.73 [5.68, 8.61] 

Note. CI = 95% confidence interval 

 

5.3.4.2 Modeling the effect of study time on vocabulary learning  

To examine whether study time as measured by days and minutes has a significant effect on 

meaning recognition and meaning recall vocabulary learning for each group, a series of mixed 

effects models were constructed. The mixed effects models here differ from the previous 

models in that they had the posttest as a dependent variable and the pretest as a control variable. 

This is because students’ scores on the pretest are of less relevance as they did not start learning 

from the app at the time of the pretest. The models also had group as a fixed effect while subject 

and item were included as random effects. These were followed by second models with an 

interaction between study time and group to see if the effect of study time varies by group. The 

analysis was conducted on 44 students who took both the pretest and posttest and learned from 

the digital flashcard app. 

For study time as measured by days, the model with study days showed improved model fit 

compared to the base model (χ2 (1) = 4.34, p = .037). The model did not improve further with 

a two-way interaction between study days and group (χ2 (3) = 3.57, p = .311). Results showed 

a significant and positive main effect for study days on meaning recognition test scores (b = 

0.07, z = 2.14, p = .032). For meaning recall, adding the total number of study days to the 
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model did not improve model fit significantly without an interaction (χ2 (1) = 2.74, p = .097) 

or with an interaction with group (χ2 (4) = 7.92, p = .094).  

Similar results were found for study time as measured by minutes. For meaning recognition 

knowledge, the model with study minutes showed improved model fit compared to the base 

model (χ2 (1) = 8.00, p = .004). The model did not improve further with a two-way interaction 

between study minutes and group (χ2 (3) = 5.43, p = .142). Results showed a significant main 

effect for study minutes on meaning recognition test scores (b = 0.02, z = 2.95, p = .003). For 

meaning recall, adding the total number of study days to the model did not improve model fit 

significantly without an interaction (χ2 (1) = 1.04, p = .307) or with an interaction with group 

(χ2 (4) = 6.68, p = .153). 

An additional analysis was conducted to examine the effect of motivation and self-regulation 

on the amount of time spent learning from the app. Due to convergence issues with mixed 

effects models, a multiple regression was constructed. Time on app was added as a dependent 

variable while autonomous motivation, controlled motivation and self-regulation were 

included as independent variables each in an interaction with group (i.e., two-way interactions). 

All the interactions were significant. Results of simple slope analysis (Figure 23) showed that 

autonomous motivation had significant positive effect on time on app for the monthly group (b 

= 6.17, t = 2.22, p =.028). In contrast, autonomous motivation had a significant negative effect 

on time on app for the weekly group (b = -17.67, t = -3.31, p =.001). This indicates that higher 

levels of autonomous motivation were associated with more time learning from the app for the 

monthly group but less learning for the weekly group. No significant effects were found for the 

biweekly and no-quiz groups (all ps >.05).  

Controlled motivation had a significant negative effect on time on app for the weekly (b = -

17.95, t = -3.17, p = <.002) and biweekly groups (b = -22.96, t = -6.12, p = <.001). These results 
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suggest that higher levels of controlled motivation were associated with spending less time on 

the app. No significant effects were found for the monthly and no-quiz groups (all ps >.05). 

Finally, self-regulation had a significant positive effect on time on app for the weekly (b = 

22.51, t = 5.28, p = <.001) and biweekly groups (b = 18.28, t = 2.18, p =.030).  suggesting that 

more self-regulated students spent more time learning from the app. Meanwhile, self-regulation 

had a significant negative effect on time on app for the monthly group (b = -11.12, t = -2.48, p 

=.014) suggesting that students in this group with higher levels of self-regulation spent less 

time on the app. No significant effects were found for the no-quiz group (p >.05).  

Figure 23. The effect of motivation and self-regulation on time spent on app 

 

In summary, the analysis overall showed that the groups differed significantly in the number 

of total days studied but not in the total number of minutes. Results also showed that increased 
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study time (as measured by both total study days and minutes) led to more significant 

vocabulary learning to the meaning recognition level but not meaning recall. Finally, the effects 

of motivation and self-regulation on app usage varied: autonomous motivation and self-

regulation increased usage in some groups while decreasing it in others, with controlled 

motivation generally reducing usage. 

5.3.5 Students' perceptions of quizzing and digital flashcards 

The final part of the analysis focuses on analyzing students’ perceptions and opinions regarding 

frequent quizzes and digital flashcard learning (the five scales were: quiz joy, quiz 

effectiveness, app joy, app effectiveness and future use). Similar to the previous section, the 

analysis starts by exploring the questionnaire and testing the significance of the differences 

among groups. This is followed by a second analysis which aims to explore the effects of these 

perceptions on students’ vocabulary tests scores using mixed effects modeling. Similar to the 

app activity analysis, the models were constructed with the posttest as a dependent variable and 

the pretest as a control variable. The analysis was conducted on 57 students who completed the 

perceptions questionnaire. When analyzing students’ perceptions of the app, 13 students were 

removed since the records showed that they did not access the app once (remaining students N 

= 44).  

5.3.5.1 Preliminary analysis 

Table 25 shows the descriptive statistics of students’ responses to the perceptions 

questionnaire. The biweekly group expressed higher levels of enjoyment with frequent quizzes 

(3.88) than the weekly (3.68) and monthly groups (3.60). A Kruskal–Wallis test showed a 

significant main effect for group on students’ responses on the quiz joy scale (H (2) = 6.68, p 

=.035). Post hoc analysis showed that the biweekly group enjoyed the quizzes significantly 

more than the monthly group (H = 27.18, p =.031) while all other pairwise comparisons were 
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not significant (all ps > .05). All three groups who received quizzes perceived them to be 

effective in vocabulary learning. The weekly group average was 3.99, the biweekly group 

average was 4.16 and the monthly average was 4.12. No significant differences existed among 

the three groups (H (2) = 3.30, p =.191).  

Table 25. Descriptive statistics of the perceptions questionnaire scales  

 Quiz joy Quiz eff.  App joy App eff. Future 
 

M SD M SD M SD M SD M SD 

Weekly 3.68 0.98 3.99 0.91 3.25 0.71 4.12 0.57 3.34 0.71 

Biweekly 3.88 0.78 4.16 1.02 3.71 0.50 4.22 0.89 4.21 0.50 

Monthly 3.60 0.82 4.12 0.70 2.83 0.52 3.76 0.85 3.28 0.52 

No-quiz - - - - 3.07 0.93 3.83 0.85 3.24 0.93 

Notes. eff. = effectiveness. Max score for all scales = 5.  

 

Students' responses on the app enjoyment scale showed that the weekly (3.25) and biweekly 

(3.71) groups expressed higher levels of enjoyment with the app than the monthly (2.83) and 

the no-quiz groups (3.07). A Kruskal–Wallis test showed a significant main effect for group 

on students’ responses on the app joy scale (H (3) = 24.33, p < .001). Post hoc analysis showed 

that the biweekly group enjoyed the app significantly more than the weekly (H = 31.07, p 

=.024), monthly (H = 59.96, p < .001) and the no-quiz group (H = 21.00, p =.001) while all 

other pairwise comparisons were not significant (all ps > .05).  

Results of the app perceived effectiveness scale showed that both the weekly group (4.12) and 

the biweekly group (4.22) expressed higher levels of perceived effectiveness than the monthly 

(3.76) and no-quiz groups (3.83). A Kruskal–Wallis test showed a significant main effect for 

group on students’ responses on the perceived app effectiveness scale (H (3) = 9.87, p = .019). 
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Post hoc analysis showed that the biweekly group perceived the app to be significantly more 

effective than the no-quiz group (H = 28.78, p =.044) while all other pairwise comparisons 

were not significant (all ps > .05) 

Finally, the future scale, which investigates students’ willingness to continue future vocabulary 

learning from the app, showed that the biweekly group was different from the other groups in 

showing a higher level of intention to continue learning from the app after the end of the 

experiment (4.21). The weekly group expressed slightly higher intentions to learn vocabulary 

from the app in the future (3.34) than the monthly (3.28) and the no-quiz groups (3.24). A 

Kruskal–Wallis test showed a significant main effect for group on students’ responses on the 

quiz joy scale (H (3) = 16.26, p < .001). Post hoc analysis showed that the biweekly group 

expressed significantly more willingness to continue learning from the app than the weekly (H 

= 34.39, p =.007), monthly (H = 41.46, p =.007) and no-quiz groups (H = 38.16, p =.001) while 

all other pairwise comparisons were not significant (all ps > .05).  

5.3.5.2 Modeling the effect of students’ perceptions of frequent quizzes and digital flashcard 

learning on vocabulary learning  

The analysis here is similar to the analysis in study time. The models included the posttest 

scores as a dependent variable with the pretest scores as a covariate and the five perceptions 

scales as fixed effects (quiz joy, quiz effectiveness, app joy, app effectiveness and future use). 

The scales were analyzed separately, once without interactions and second with interactions 

with group. The models had vocabulary test scores as dependent variables which assumes that 

they are predicted by students’ perceptions. However, the relationship could also be perceived 

in the opposite direction in which vocabulary scores predict students’ perceptions. In other 

words, it is possible that a more positive perceptions leads to higher test scores but it is also 

possible that higher test scores lead to a more positive perceptions. It is not possible to 
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determine the direction of effects in regression analysis (Field et al., 2012). The analysis here 

is conducted with the hypothesis that having more positive perceptions of a learning technique 

can have an effect on the learning outcome (see section 5.1.4) 

Students’ quiz enjoyment did not improve meaning recognition model fit significantly (χ2 (1) 

= 1.03, p = .308) nor the model with an interaction with group (χ2 (3) = 4.45, p = .216). The 

same for meaning recall, quiz joy levels did not have a significant effect on test scores in the 

model without an interaction with group (χ2 (1) = 1.47, p = .225) or with an interaction (χ2 (3) 

= 2.02, p = .566). Students’ quiz perceived effectiveness did not improve meaning recognition 

model fit significantly (χ2 (1) = 1.46, p = .226) nor the model with an interaction with group 

(χ2 (2) = 1.86, p = .393). For meaning recall, quiz perceived effectiveness improved model fit 

significantly (χ2 (1) = 6.18, p = .012), but not the model with an interaction with group (χ2 (2) 

= 2.32, p = .312). Results showed that quiz perceived effectiveness had a significant main effect 

on meaning recall test scores (b = 1.52, z = 2.37, p = .017). Students who perceived the frequent 

quizzes to be effective had higher meaning recall vocabulary test scores regardless of which 

quiz frequency group they were in.   

Perceived app enjoyment did not improve meaning recognition model fit significantly (χ2 (1) 

= 0.27, p = .601) nor did the model with an interaction with group (χ2 (4) = 7.22, p = .124) The 

same for meaning recall, the inclusion of perceived app enjoyment did not improve model fit 

significantly in the model without an interaction with group (χ2 (1) = 2.20, p = .137) nor the 

model with an interaction (χ2 (4) = 2.88, p = .577). Perceived app effectiveness ratings did not 

improve meaning recognition model fit significantly (χ2 (1) = 0.10, p = .745) nor the model 

with an interaction with group (χ2 (4) = 1.12, p = .890). The same for meaning recall, the 

inclusion of perceived app effectiveness did not improve model fit significantly in the model 

without an interaction with group (χ2 (1) = 0.23 p = .625) or the model without an interaction 

(χ2 (4) = 3.4, p = .493). Finally, Students’ willingness to keep using the app in the future did 
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not improve meaning recognition model fit significantly (χ2 (1) = 0.34, p = .554) nor the model 

with an interaction with group (χ2 (4) = 4.11, p = .390). The same for meaning recall, the 

inclusion of perceived app effectiveness did not improve model fit significantly in the model 

without an interaction with group (χ2 (1) = 0.00 p = .953) or the model with an interaction (χ2 

(4) = 6.63, p = .156). 

Overall, the analysis showed that the biweekly group had the highest positive perceptions of 

both quizzes and digital flashcard learning followed by the weekly group. Students in general 

showed more agreement on the effectiveness of both quizzes and digital flashcards than on 

enjoyment. Only students’ perceptions of the effectiveness of frequent quizzes had a significant 

positive effect on vocabulary test scores (meaning recall). Finally, students (except for the 

biweekly group) were neutral about continuing to learn vocabulary from the app in the future.  

5.4 Discussion  

The aim of the second study was to find an effective intervention for EFL students struggling 

with learning high frequency vocabulary. The results of the first study showed clear limitations 

in Saudi EFL learners’ knowledge of high frequency words in that less than 1% of the students 

were able to master the first most frequent 1000 words. Flashcards offer an effective and 

efficient way of learning words and digital flashcards in particular can be applied out-of-class 

given that class time is limited in many EFL classes. However, studies have found that the 

majority of students do not engage in out-of-class vocabulary learning if it is optional, thus 

class credits were used in the past to motivate them to study (Seibert Hanson & Brown, 2019). 

Still, using class credit only as a means of getting students to study suffers from a number of 

limitations. First, students might access the digital flashcards just to get the credits and do not 

necessarily learn since they do not have to demonstrate their learning. Second, tracking who 

studied and who did not might be laborious and add more workload to the already busy 
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schedule of many EFL teachers. Results overall showed that combining digital flashcard 

learning with frequent in-class quizzes can be effective and can lead to better vocabulary 

learning than relying on class credit only.  

5.4.1 The effect of quizzes 

Based on the direct and indirect benefits of testing (Roediger et al., 2011), it was hypothesized 

that the quiz group would outperform the no-quiz group. Results confirmed this hypothesis and 

showed that pairing out-of-class flashcard learning with quizzes resulted in significant 

vocabulary learning to the meaning recognition (mean gain = 14.40) and meaning recall level 

(mean gain = 6.02). On the other hand, the no-quiz group did not learn vocabulary significantly 

by the end of the semester either to the meaning recognition (mean gain = -0.39) or meaning 

recall level (mean gain = 0.91). The main factor perhaps that led to the significant gains of the 

quiz group and the nonsignificant gains of the no-quiz is the testing effect (Karpicke & 

Roediger, 2007) . Taking quizzes seemed to enhance word retention for the quizzed group 

while no such advantage was available for the no-quiz group. One of the main reasons why 

taking a quiz improves retention is the fact that taking quizzes provides opportunities for 

retrieval practice. As discussed before 5.1.2, retrieval practice is the process of recalling 

previously stored information which has been shown to enhance learning (Barcroft, 2007). 

Students who received quizzes had the opportunity to retrieve the target words during quizzes 

which might have helped them remember these words on the vocabulary posttests and score 

higher than students who received no quizzes.   

The finding that the no-quiz group made no significant gains is not in line with Seibert Hanson 

and Brown's study (2019) which found that class credits alone were enough to motivate 

students to study. Keeping in mind the fact that the present study allocated more class credit 

(16%) than the Seibert Hanson and Brown study (10%), this still was not enough to generate 
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significant vocabulary learning for the no-quiz group. This finding suggests that class credits 

alone are not enough to motivate students to learn vocabulary out-of-class from digital 

flashcards in all contexts and perhaps a more effective approach would be the inclusion of 

frequent in-class quizzes. The lack of significant gains might be due to the fact that the average 

study time per week for the students in this study was three times smaller than the average 

study time per week for the students in Seibert Hanson and Brown's study (2019). Results of 

the study time analysis showed that the average number of study days per week for the students 

in this study was 0.60 days per week while the average for the participants in the Seibert Hanson 

and Brown study was 1.72 days per week (SD = 1.93). Although the students in the no-quiz 

group reported that they were motivated, their motivation level might not have been strong 

enough to study vocabulary out-of-class to make significant gains. Overall, these findings 

suggest that supplementing out-of-class flashcard learning with in-class quizzes not only 

enhances learning, but in some cases might be necessary for learning.  

5.4.2 The effect of quiz frequency  

The second research question investigated the key question of how frequently quizzes should 

be given to students (i.e., weekly, biweekly or monthly). The weekly group had a number of 

potential advantages over the biweekly and monthly groups. First, they were quizzed on all 120 

words, unlike the biweekly and monthly groups who were quizzed on a random sample of the 

target words (biweekly: 60, monthly 30) potentially enhancing the advantage gained from the 

testing effect. Relatedly is the fact that they had more in-class exposure to the target words 

given that they had eight quizzes in total which is twice as many as the biweekly group and 

four times as many as the monthly group. 

Results however showed that the gains of the weekly (14.39) biweekly (13.93) and monthly 

groups (14.93) on meaning recognition vocabulary were very similar. Likewise, the gains of 
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the weekly (4.65) biweekly (9.63) and monthly groups (3.07) on meaning recall vocabulary 

were not significantly different from one another. These findings are in line with Bangert-

Drowns’ (1991) meta-analysis study on quiz frequency which found that having one quiz 

during a semester is effective but having more does not lead to more substantial learning.  

Despite the potential advantages associated with more frequent quizzes, students in the weekly 

group did not learn significantly more vocabulary than groups with less frequent quizzes. One 

potential explanation for why the groups with less frequent quizzes made comparable 

vocabulary gains might be related to the whole and part learning distinction (Nakata & Webb, 

2016). The whole learning of, for instance, 50 words would involve learning all of these words 

together while part learning would involve splitting these 50 words into for example five blocks 

each containing 10 words. Research suggests that whole learning is more effective than part 

learning due to longer spacing between when a word is met and the next repetition (the lag 

effect; Kornell, 2009; Nakata & Webb, 2016). The students in the monthly group had the 

advantage of longer lags (59 words until next repetition) while the weekly group had shorter 

lags (14 words until next repetition). Similarly, the biweekly group had longer lags (29 words 

until next repetition) than the weekly group. The lag effect could be perhaps what enabled the 

groups with less frequent quizzes to have vocabulary gains similar to the weekly group. The 

fact that three groups were not significantly different from one another might indicate that 

different quiz frequencies come with different advantages11. More frequent quizzes seem to 

amplify the testing effect in that there is a chance for more words to be tested while less frequent 

quizzes seem to have the advantage of within-session spacing or the lag effect (Kornell, 2009).  

Another explanation might come from the fact that quizzes in this study were non-cumulative 

(i.e., previously tested items did not appear in subsequent quizzes). Thus, more frequent 

 

11 Assuming that only a sample of words are tested with less frequent quizzes and not all words.  
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quizzes in this case do not have spacing (i.e., distributed retrieval) advantage over less frequent 

quizzes. Gurung and Burns (2019, p. 739) state that “distributing study sessions across time 

does not constitute spaced practice if different material is studied in those sessions”. No study 

appears to have investigated the effect of quiz frequency with cumulative quizzes. However, 

studies comparing cumulative to non-cumulative weekly quizzes show an advantage for 

cumulative testing (Nakata et al., 2021). Nakata et al. (2021) compared cumulative weekly 

quizzes to non-cumulative weekly quizzes. Both groups were required to learn 10 target words 

every week over a school semester. Also, both groups were quizzed receptively and 

productively on the words introduced on the previous week. However, only the cumulative 

group was quizzed on the words introduced on all previous weeks. Results of comprehensive 

posttests showed that cumulative quizzes were twice (receptive recall) and three times 

(productive recall) more effective than non-cumulative quizzes. When quizzes are cumulative, 

then more frequent quizzes might show an advantage over less frequent quizzes possibly due 

to increased opportunity for retrieval practice (i.e., studying the same word more, over 

distributed periods of time). The lack of increased distributed retrieval might be another 

explanation for the lack of advantage for more frequent quizzes in this study.  

Results of the comparison between the quiz and no-quiz groups showed significant vocabulary 

gains on meaning recognition and meaning recall. When the quizzed groups (weekly, biweekly 

and monthly) were analyzed separately, the effect of quizzing was limited to meaning 

recognition knowledge but not meaning recall. This could be explained in terms of transfer-

appropriate processing theory (Morris et al., 1977), which posits that memory performance is 

enhanced when the cognitive processes used during learning match those required during 

testing, as the weekly quizzes were administered in a meaning recognition format. 

Additionally, this might be due to students in all groups not spending much time learning from 

the app to the level that results in significant and deeper learning to the meaning recall level. 
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Despite the seemingly low learning time from the app, students in the quizzed groups managed 

to learn words significantly to the meaning recognition level. This suggests that digital 

flashcard learning paired with frequent in-class quizzes can be very helpful in forming initial 

associations between words and their meanings which could be deepened later through more 

retrievals and various encounters (Webb & Nation, 2017).  

5.4.3 The role of individual differences 

The aim of the third research question was to examine the effects of autonomous motivation, 

controlled motivation and self-regulation on digital flashcard learning in out-of-class settings. 

One of the main purposes of including a no-quiz group was to test whether relying on students’ 

motivation levels and self-regulation skills alone would lead to significant vocabulary learning 

without the need for frequent quizzes. The results from the first research question clearly 

showed that this was not the case. There is yet a possibility that the lack of significant 

vocabulary gains was not due to a lack of quizzes but perhaps that the no-quiz group had lower 

motivation and self-regulation levels than the other three quizzed groups. The following 

discussion focuses only on the results of the best-fit comprehensive models.  

The four groups differed significantly in their autonomous motivation levels. Although the 

biweekly group was significantly more autonomously motivated than the weekly and monthly 

groups, they were not more autonomously motivated than the no-quiz group. Results of the 

comprehensive models showed that autonomous motivation had a positive and significant main 

effect on meaning recall test scores but not meaning recognition. Results also showed that the 

gains the quizzed groups made remained significant even after controlling for autonomous 

motivation. The fact that the no-quiz group did not demonstrate significantly lower autonomous 

motivation levels than the other three groups, and that the gains of quizzed groups remained 

significant while controlling for autonomous motivation, suggests that the learning gains are 
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robust and not heavily dependent on students’ autonomous motivation. In other words, the 

inclusion of quizzes seems to lead to significant gains regardless of students’ autonomous 

motivation. Based on this study findings, being autonomously motivated alone did not lead to 

significant vocabulary learning while being quizzed frequently led to significant vocabulary 

learning. Autonomous motivation alone might not be enough for vocabulary learning in out-

of-class settings, and students might need an additional incentive to learn which in-class 

quizzes appear to offer. This might be due to frequent quizzes providing students with a more 

influential drive to learn than autonomous motivation. Another possibility is that even 

motivated students might find it difficult to maintain their language learning motivation for an 

extended period of time especially in an out-of-class context (García Botero et al., 2019). 

Frequent and regular quizzes seem to help students be more consistent in their out-of-class 

learning.  

Similarly, the possibility that the lack of significant gains for the no-quiz group was because 

they were possibly mainly driven by controlled motivation (which tends to lead to lower 

language learning outcomes; Alamer, 2021a) was not supported by the study findings either. 

The controlled motivation scale results showed that the no-quiz group did not demonstrate 

significantly higher levels of controlled motivation than the other three groups. In fact, the 

results of both meaning recognition and meaning recall models showed that controlled 

motivation had a significant negative effect only on the weekly and biweekly groups. These 

negative effects however did not prevent students in these groups from learning vocabulary 

significantly, nor did they lead to lower gains compared to the monthly group. This finding, 

coupled with the autonomous motivation findings, suggests that the effect of motivation 

seemed to be overshadowed by the testing effect. Again, it seems that what mattered most was 

not students’ motivation levels but whether they were in a class that had quizzes. Similar 

findings were reached in Seibert Hanson and Brown (2019) who found that using for grades 
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digital flashcard learning in an out-of-class context led to significant vocabulary learning even 

after controlling for motivation. Overall, the findings suggest that digital flashcard learning 

paired with in-class quizzes can be very effective and robust, displaying minimal sensitivity to 

variations in students’ motivation levels.  

Of course, the above discussion does not imply that the effect of motivation should be ruled 

out entirely, but points out that higher levels of autonomous motivation alone did not 

compensate for the absence of quizzes. Having said that, motivation did affect the amount of 

learning. Students with more autonomous motivation learned more vocabulary to the meaning 

recall level regardless of group. The finding is consistent with study one results and with 

research on vocabulary that higher levels of autonomous motivation often lead to more 

vocabulary learning (Alamer, 2018; J. H. Lee et al., 2022; Y. Zhang et al., 2017). In contrast, 

controlled motivation had negative effects on the scores of the weekly and biweekly groups 

while no significant effects were found for the monthly and the no-quiz groups. This finding is 

in agreement with previous studies which mostly found either negative or no effect for 

controlled motivation on language learning outcomes (Alamer, 2021a; Liu, 2007; Noels et al., 

1999; F. X. Wang, 2008), including study one which found no significant effects. The findings 

of both autonomous and controlled motivation in this study lend general support to the self-

determination theory conceptualization of motivation (Ryan & Deci, 2017). In this study, 

students who learn English because it is intrinsically rewarding or desirable managed to learn 

vocabulary significantly more to the meaning recall level. On the other hand, students who 

reported learning English for external reasons such as guilt or grades learned significantly 

lower vocabulary on both meaning recognition and meaning recall. Overall, students who learn 

English because they want to (autonomous motivation) learned more words than students who 

learn English because they have to (controlled motivation).  
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Self-regulation was also investigated in this study to examine its effect of vocabulary learning 

from digital flashcards in out-of-class settings. The levels of self-regulation of the four groups 

were compared using non-parametric ANOVA and the results showed no significant 

differences between the groups. The fact that self-regulation was similar across all groups also 

rules out the possibility that the gains made by the quiz groups were because they had better 

self-regulation skills than the no-quiz group. Results of comprehensive mixed effects models 

showed no significant effect for self-regulation on meaning recognition or meaning recall 

knowledge in the comprehensive models. The findings also support the results of the first study, 

which found no significant effects for self-regulation on meaning recognition or meaning recall 

in the comprehensive models. Thus, the present finding serves as a replication for study one as 

it was conducted with students from the same school and grade level. As suggested in study 

one, the instrument might require adaptation to the Saudi context before providing meaningful 

insights into the self-regulation strategies employed by Saudi EFL students.    

 Overall, the investigation suggests that the integration of digital flashcard learning with in-

class quizzes can lead to significant vocabulary gains that appear to be robust against individual 

variations in motivation and self-regulation.  

5.4.4 Study time  

One of the advantages of using digital flashcards in this study is that students’ learning behavior 

can be tracked. Two key pieces of information were extracted from the app, namely the first 

time students accessed the app and the total amount of time spent learning (in days and minutes; 

see section 5.2.3). Results of when each group accessed the app for the first time (Figure 21) 

showed that the majority of the students in the weekly and biweekly groups joined the app in 

the first week. In contrast, it took a full month for half of the students in the no-quiz group to 
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initiate learning from the app. This suggests that more frequent quizzes might lead to earlier 

engagement with vocabulary learning in out-of-class settings.  

By the end of the experiment, more than 40% of the students in the monthly and no-quiz group 

did not access the app once throughout the semester. In contrast, the groups that had more 

frequent quizzes demonstrated a higher rate of involvement in learning from the app, with only 

8% of students not registering in the app in the weekly group and 28% in the biweekly group. 

This finding indicates that higher quiz frequency seems to correspond to higher involvement 

rates yet this did not lead to more significant gains.   

On a more individual level, students in this study varied in the amount of time spent learning 

from the app with some spending up to 98 minutes throughout the semester while others 

spending only few minutes. Motivation and self-regulation were the two sources of individual 

variation that were examined in this study. The analysis showed that students in the weekly 

and biweekly groups with higher levels of self-regulation spent more time on the app. This fits 

with framework of self-regulated learning which suggest that more self-regulated learners are 

more effective in their learning (e.g., planning learning and avoiding distraction, see section 

2.3.2). In terms of motivation, higher levels of autonomous motivation were associated with 

spending more time on the app for the monthly group. This finding is reasonable since students 

driven by autonomous motivation tend to find pleasure in language learning and are more likely 

to spend more effort during learning (Alamer, 2021a). In contrast, results showed that students 

with high controlled motivation spent less time on the app. Students with higher levels of 

controlled motivation tend to spend less time studying materials (Kusurkar et al., 2013) 

possibly due to lack of interest and enjoyment. What was rather unexpected, was that higher 

levels of autonomous motivation and self-regulation had negative effects on the amount of 

study time for the weekly group and monthly group respectively. As discussed above, these 

factors are usually associated with more effective learning. However, it is possible for 
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motivated students to lack engagement (i.e., translating motivation to action) due to factors 

such as the challenge of language learning and competing priorities in learners’ lives (Hiver et 

al., 2020; Teravainen-Goff, 2022). Similarly, some students might benefit from more training 

in self-regulation to be more effective learners especially in out-of-class settings where they 

are more responsible for their own learning (García Botero et al., 2019). These factors might 

explain the low study time of some motivated and self-regulated students in this study.   

The discussion of the first research question explained the advantage of the quizzed groups 

only in terms of the direct effects of testing (i.e., the testing effect). However, research points 

out to the indirect effects of testing (most notably increased study time) as a possible additional 

explanation for the outperformance of tested groups. The use of digital flashcards allows us to 

separate the direct effect of testing (i.e., retrieval practice) from a chief indirect effect of testing 

(i.e., increased study time) in naturalistic settings and check such a conclusion. In particular, 

the analysis of students’ activity on the app and the total number of days and minutes students 

spent learning provide useful insights. The results showed that despite the fact that the weekly 

and biweekly groups’ total number of days spent learning was significantly larger than the no-

quiz group, the monthly group had fewer study days than the no-quiz group. That is, although 

students in the monthly group studied fewer days on the app than students in the no-quiz group, 

they scored significantly higher on the meaning recognition posttest. The monthly group 

vocabulary gains were also not significantly different from the weekly and biweekly groups 

who spent more time learning from the app than the monthly group. Additionally, the study 

time as measured by minutes showed no significant differences between all groups. These 

findings combined suggest that the direct effects of testing (i.e., retrieval practice) might have 

been the key driving force in the testing effect and not the indirect effects of testing (i.e., 

increased study time) in this study. This conclusion receives support from numerous 

experimental studies which found significant learning resulting from the testing effect after 
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controlling for time (e.g., Robey, 2019). It should be noted, however, that some students might 

have learned the target words outside of the app, resulting in less study time, which in turn 

might have downplayed the influence of study time on vocabulary gains.  

Mixed effects models were fitted to examine the effects of study time (as measured by days 

and minutes) on meaning recognition and meaning recall vocabulary. Results showed positive 

significant effects for study time as measured by both study days and minutes on meaning 

recognition vocabulary knowledge but not meaning recall. The finding that the more time 

students spend learning from a flashcard app the more vocabulary is learned is reasonable 

according to the crude principle of time on task (i.e., the more time spent on a task the more 

learning happening) and has also been found in other studies (Seibert Hanson & Brown, 2019). 

The lack of significant effect for study time on meaning recall vocabulary knowledge might be 

due to the fact that learning vocabulary to the meaning recall level is more difficult than 

learning vocabulary to the meaning recognition level (Laufer & Goldstein, 2004). Additionally, 

as suggested earlier, students in the present study did not overall spend much time learning 

from the app, which could have resulted in the nonsignificant effect on meaning recall test 

scores.   

In summary, it appears that the primary driver of the advantage seen in the quizzed group is 

the direct effect of testing, rather than the indirect effect of increased study time. Additionally, 

it seems that the more time students spend on the flashcard app the more vocabulary they learn 

to the meaning recognition level. 

5.4.5 Students’ perceptions of quizzes and digital flashcards   

At the end of the experiment, students were given a questionnaire to measure their perceptions 

of frequent quizzes and digital flashcard learning. The questionnaire focused on whether 

students perceived quizzes and digital flashcard learning as being effective and enjoyable. 
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Quizzes had two scales (perceived effectiveness and enjoyment) while digital flashcard 

learning from the app had three scales (perceived effectiveness, enjoyment and future use).  

All three quizzed groups seemed to enjoy frequent quizzes to some degree. The biweekly group 

showed significantly higher levels of enjoyment compared to the monthly group but not the 

weekly group. This might be due to the biweekly group reporting higher autonomous 

motivation than the other groups and therefore being more positive toward quizzes in general. 

Similarly, all groups tended to perceive frequent quizzes as being effective for vocabulary 

learning without significant differences. There seems to be more agreement on quiz 

effectiveness than on quiz enjoyment. Overall, the findings are in line with previous studies 

which found that quizzes were generally perceived positively by learners (Bangert-Drowns et 

al., 1991; Deck, 1998; Kika et al., 1992). 

Students were generally neutral regarding app enjoyment. Although the majority of studies 

have found positive perceptions of digital flashcard learning (Davie & Hilber, 2015; Sage et 

al., 2019, 2020), a small number of studies found negative perceptions (Seibert Hanson & 

Brown, 2019). The students in one study (Sage et al., 2020) who had positive perceptions of 

learning from flashcards described a digital flashcard app (Quizlet) as being fun, useful, helpful 

and convenient. In contrast, students in another study (Seibert Hanson & Brown, 2019) who 

had negative perceptions described a digital flashcard app (Anki) as being unengaging and 

basic. The students in the present study seem to sit somewhere in between these studies but 

lean more towards having a positive perceptions. One possibility for the lack of a negative 

perceptions might be because the interface of the app used here (Brainscape) appears to be 

more engaging than Anki and resembles Quizlet in design. At the same time, the lack of a clear 

positive perceptions aligns with the bitter pill view of digital flashcard learning in the sense 

that students in this study saw learning to be effective but not particularly enjoyable. The lack 

of a clear positive perceptions for digital flashcard learning might be attributed to the general 
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repetitive and monotonous nature of learning tens of words. The two qualities of monotony and 

repetitiveness have been linked to boredom in second language research (Kruk et al., 2021) but 

their negative effects might be offset by perceived effectiveness. Students in all groups tended 

to agree that the app was effective for vocabulary learning without much variation. Finally, 

students were asked directly about their willingness to continue learning from the app in the 

future. Results showed that all groups (except for the biweekly group) were neutral regarding 

continued app learning. This aligns with their neutral assessment of how much they enjoyed 

using the app. Only the biweekly group showed a significantly higher willingness to keep 

learning from the app in the future. This could be attributed to the fact that they showed a higher 

level of app enjoyment than the other groups.  

Overall, there was more agreement among students on the effectiveness of both frequent 

quizzes and digital flashcard learning but less agreement on quiz enjoyment and even less 

agreement on app enjoyment. In addition, all groups except for the biweekly group were neutral 

about future learning from the app.  

Results of mixed effects models aimed to examine the effect of students’ perceptions of quizzes 

and digital flashcard learning on meaning recognition and meaning recall vocabulary learning. 

The five scales (quiz joy, quiz effectiveness, app joy, app effectiveness and future use) were 

included as fixed effects each in a separate model. Results showed no significant effect for quiz 

joy on meaning recognition or meaning recall vocabulary. Similarly, there was no significant 

effect for app enjoyment on meaning recognition or meaning recall tests. Quiz perceived 

effectiveness had a significant positive effect on meaning recall test scores regardless of group. 

This finding indicates that students who held positive perceptions of the effectiveness of 

frequent quizzes seem to learn more vocabulary to the meaning recall level. As suggested 

before, this can be seen the other way around in which performing well on the quizzes might 

have led students to develop a more positive perceptions of frequent quizzes. Finally, both 
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students’ perceived app effectiveness and willingness to continue using the app in the future 

did not significantly predict meaning recognition or meaning recall test scores. Overall, results 

of mixed effects models seem to suggest that students’ perceptions regarding the effectiveness 

of a learning technique seems to have more impact on vocabulary learning than their 

perceptions regarding its enjoyment. The implications of this and other findings on pedagogy 

are discussed in the next section.  

5.5 Pedagogical implications  

Flashcard learning is possibly the most efficient way of learning vocabulary (Webb et al., 

2020). However, language learners seem to have issues initiating and maintaining learning 

from digital flashcards (Seibert Hanson & Brown, 2019). Thus, it is perhaps useful that 

flashcard learning is guided by the teachers in the early stages (Nation, 2022). One effective 

way of doing this based on the study findings is by introducing digital flashcards as an out-of-

class activity with in-class quizzes. The current study presents a number of pedagogical 

implications that might improve students’ vocabulary learning and learning from digital 

flashcards.  

The first finding showed that class credits alone were not enough to encourage students to learn 

vocabulary out-of-class. What this means for teachers is that relying on class credits alone 

might not be sufficient and an additional incentive might be needed. This additional incentive 

can take the form of in-class quizzes, given that the groups who had quizzes in this study 

learned vocabulary significantly while no significant gains were observed in the no-quiz group.  

Another useful finding is that supplementing digital flashcard learning even with one quiz a 

month can lead to significant vocabulary gains. The gains from taking one quiz a month were 

similar to the gains resulting from taking a quiz every week or every two weeks. This finding 

suggests no added value for more frequent quizzes. Based on this study, it seems that teachers 
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can opt for lower frequency quizzes without missing out on significant vocabulary gains. More 

frequent quizzes add extra workload to the already busy schedule of many language teachers. 

Therefore, it might be more practical to give students fewer quizzes as they appear to result in 

similar gains to more frequent quizzes.  

Lack of motivation (or demotivation) is a major issue in many language learning classrooms 

(Tanaka, 2017). Similarly, students might not be readily able to self-regulate their learning and 

might struggle even more in out-of-class learning with technology (García Botero et al., 2021). 

The present study provided some positive results and showed that students made significant 

vocabulary gains even after controlling for motivation and self-regulation. This suggests that 

combining out-of-class digital flashcards with in-class quizzes can result in robust vocabulary 

learning that does not seem to be thwarted by students’ motivation or self-regulation levels.  

Although motivation did not undermine the learning gains, it had effects on the amount of 

learning. Students’ gains were positively and negatively affected by their motivation levels. 

Thus, vocabulary learning from flashcards is maximized when students are autonomously 

motivated and minimized when they are driven by controlled motivation. Fostering 

autonomous motivation among students can lead to more optimal results when implementing 

digital flashcards as an out-of-class activity. Within the framework of SDT, autonomous 

motivation needs to be catered for by satisfying students’ basic psychological needs (BPN) 

which are “innate psychological nutriments that are essential for ongoing psychological 

growth, integrity, and well-being” (Deci & Ryan, 2000, p. 229). The three components of BPN 

are autonomy, competence and relatedness (Deci & Ryan, 2000; Ryan & Deci, 2017). 

Autonomy refers to the feeling of volition and being in control in pursuing tasks that are 

personally meaningful. The term competence is used to refer to the feeling of being capable in 

carrying out tasks successfully and effectively. Relatedness refers to the feeling of belonging 

and being part of a community. Within the context of vocabulary learning from digital 
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flashcards, students’ need for autonomy can be nourished by for example allowing them to 

choose which words they wish to learn to make their learning more personalized (while making 

sure they are aware of the importance of high and mid-frequency words). Students' sense of 

competence can be developed by for example starting with a small number of words to learn 

at the beginning and then they can work their way up by making incremental increases. Finally, 

students’ sense of relatedness can be fostered by for example allowing peer assessment in 

which students grade the quizzes of their classmates leading to more collaborative learning.  

Students are not passive recipients of information and their perceptions and reactions towards 

instructional techniques matter (Mantle‐Bromley, 1995). The study found that students who 

had a positive perception regarding the effectiveness of frequent quizzes learned more 

vocabulary. Therefore, informing students about the benefits and effectiveness of frequent 

quizzes might enhance their vocabulary learning.  

Although not an implication directly from this study, it is worth pointing out that while learning 

from flashcards is an effective and efficient way of learning vocabulary, it is important to 

remember that it should be part of a balanced language learning program (Nation, 2007; Webb 

& Nation, 2017). This involves creating opportunities for learners to learn vocabulary both 

intentionally (e.g., flashcards or vocabulary learning activities) and incidentally (e.g., reading 

and listening).    

5.6 Conclusion  

As stated in the introduction, the aim of the current intervention study was to help language 

learners improve their vocabulary learning. Classroom time for language instruction is usually 

limited to a few hours a week. It was hypothesized that supplementing out-of-class flashcard 

learning with in-class quizzes will lead to more effective vocabulary learning. The first finding 

showed that the group who had no quizzes did not learn vocabulary significantly from the 
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pretest to the posttest. In contrast, the groups who had quizzes learned vocabulary significantly 

to the meaning recognition level. This finding indicates that quizzes not only enhance learning 

but might be necessary for learning from digital flashcards to be successful in some contexts. 

Another goal of the study was to investigate the effect of quiz frequency (weekly, biweekly 

and monthly) on vocabulary learning. Results showed no significant differences in the learning 

gains between the three groups, suggesting that more frequent quizzes do not necessarily lead 

to more vocabulary learning. The gains that students in the quiz groups made were robust 

against individual differences. The quiz groups’ gains were significant even after controlling 

for motivation and self-regulation. At the same time, motivation had significant effects on the 

amount of gains. More autonomously motivated students learned more vocabulary to the 

meaning recall level while students driven by controlled motivation learned less vocabulary to 

both meaning recognition and meaning recall levels. The amount of time that students spent 

learning from the app had a significant positive effect on meaning recognition vocabulary 

learning. Finally, students’ positive perceptions of the effectiveness of quizzes had a positive 

effect on meaning recall vocabulary learning.  
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6. General discussion and conclusion 

 

 

The overarching goal of the thesis was to investigate how vocabulary develops in a foreign 

language learning context and how this development can be improved. The thesis consists of two 

studies. Study one investigated vocabulary growth in an EFL context and examined how individual 

differences affect learning. Study two aimed to find ways to improve vocabulary learning in an 

EFL context. The first study helped in identifying that the majority of Saudi EFL students were 

having difficulties learning the highest frequency vocabulary (most frequent 1000 words). This 

was followed by the second study which focused on boosting their knowledge of high frequency 

words through intentional vocabulary learning using digital flashcards and frequent quizzes. The 

chapter begins by summarizing and discussing the main findings from the two studies. This is 

followed by a discussion of the overall implications, limitations and suggestions for future research 

and a conclusion.  

6.1 Discussion of the main thesis findings  

The aim of the first study was to examine how meaning recognition and meaning recall vocabulary 

knowledge develop over a school semester (12 weeks) and examine the role of individual 

differences, specifically out-of-class exposure, self-regulation and motivation in vocabulary 

learning. The participants were Saudi intermediate (16 years old) and secondary (17 years old) 

EFL learners. Results of meaning recognition tests showed that the intermediate students learned 

approximately 309 word-families (a significant gain) while the secondary students’ gains of 99 

word-families were not significant. Meaning recall gains were significant but lower for both 
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groups, where the intermediate students learned approximately 46 word-families while the 

secondary students learned around 82 word-families.  

One way of evaluating the vocabulary growth of Saudi learners is by comparing their performance 

against a mastery level. It is reported that the Saudi Ministry of Education expects students to have 

a vocabulary size of around 3000 English words by the time they finish secondary education (Al-

Masrai & Milton, 2012). This threshold seems reasonable given that previous studies showed that 

students can understand daily discourse if they know the most frequent 3000 word-families (van 

Zeeland & Schmitt, 2013). The secondary students in this study finished the first year knowing 

979 word-families to the meaning recognition level. If they continue with the same rate of learning 

of 99 word-families per semester (99 x 3 semesters = potentially 397 words a year), they might 

finish secondary education with a vocabulary knowledge of around 1773 word-families which is 

far below the objective of the Ministry of Education. Similarly, although the intermediate students’ 

meaning recognition growth was three times larger than that of the secondary students, their 

growth might decrease to the same level of the secondary students when they go to secondary 

education. One reason for this may be because textbooks in Saudi Arabia seem to introduce many 

words during intermediate years but then introduce fewer words during secondary education. The 

textbooks of secondary education seem to focus mainly on recycling previously introduced words 

which appears to come at the expense of learning new words based on study one findings. 

Additionally, after more than six years of instruction, only one student was able to master the first 

1000 frequency band, and none mastered the remaining bands. Taken together, these findings 

suggest that vocabulary growth in an EFL context can be low and slow (Siyanova-Chanturia & 

Webb, 2016), and that students after many years of school instruction might not even develop good 

knowledge of the highest frequency band (i.e., most frequent 1000 word-families).  
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The low vocabulary knowledge of Saudi EFL learners is primarily due to the fact that Saudi 

students (like many EFL students globally) typically have limited exposure to English both in and 

out-of-class (Milton & Meara, 1998; Nurweni & Read, 1999; Siyanova-Chanturia & Webb, 2016; 

Webb & Chang, 2012). Additionally, although students in study one reported high levels of 

autonomous motivation, this might not necessarily translate to actions (i.e., engagement; Hiver et 

al., 2020). Teravainen-Goff (2022) notes that even some motivated students might fail to engage 

with language learning both in and out-of-class. To explain why, he surveyed 39 learners and 

teachers in England and Finland. Results revealed a number of reasons including disengaging 

classroom tasks and activities, the challenge of language learning and competing priorities in 

learners’ lives. Although Saudi EFL learners reported higher levels of motivation, they may not 

engage or seek vocabulary learning opportunities perhaps due to the same reasons reported in 

Teravainen-Goff’s study. Teachers also play a key role in students’ vocabulary learning (e.g., 

planning how words are introduced and recycled; Webb & Nation, 2017). Studies on teachers in 

Saudi Arabia show that pre-service (Al-Masrai & Milton, 2012) and in-service English language 

teachers appear to have limited vocabulary knowledge (Alfairouz, 2015). Both studies report a 

vocabulary size of 5000 word-families and under, which is below the vocabulary size needed for 

unassisted language use (6000-7000 word-families for listening and 8000-9000 word-families for 

reading; Nation, 2006). Teachers also seem to have limited awareness of effective vocabulary 

instructional practices such as spacing word retrievals and the use of L1 translation (Sonbul et al., 

2022).  

The second study aimed to address the issue of limited vocabulary knowledge of Saudi EFL 

students and help them boost their knowledge of high frequency vocabulary. A meta-analysis 

found that flashcard learning was the most effective form of intentional vocabulary learning as 
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measured by effect size (Webb et al., 2020). It was assigned as an out-of-class activity given the 

limited time of many foreign language classes where students were asked to learn vocabulary from 

a digital flashcards app on their personal phones. To make sure that students actually learned from 

the app, in-class quizzes were employed. However, it was unclear based on the available research 

how frequently quizzes should occur for optimal out-of-class vocabulary learning. The second 

study aimed to address this gap by first examining the effect of quizzing (quiz vs. no-quiz) 

followed by an examination of the effect of quiz frequency (weekly, biweekly and monthly) on 

meaning recognition and meaning recall vocabulary learning over a school semester (12 weeks). 

It also examined the effect of motivation, self-regulation and perceptions on vocabulary learning. 

The first key finding was that the groups that were given frequent in-class quizzes learned 

vocabulary significantly to the meaning recognition level on the posttest while the group who did 

not receive quizzes did not make any significant vocabulary gains. The second key finding was 

that all three quiz frequency groups (weekly, biweekly and monthly) made similar vocabulary 

learning gains without any significant differences. Finally, all four groups (weekly, biweekly, 

monthly and no-quiz) did not learn vocabulary significantly to the meaning recall level by the end 

of the semester.  

The first finding shows that students’ willingness to engage in out-of-class language learning (i.e., 

extra-curricular learning see section 2.3.1) should not be taken for granted (Seibert Hanson & 

Brown, 2019). Although the students in the no-quiz group were assigned to learn from the app for 

course credit (16% - equivalent to the course credit earned by groups who took regular quizzes), 

this was still not enough to get them to learn effectively from the app to the level where they made 

significant vocabulary gains. In contrast, the quiz groups were able to learn vocabulary 

significantly by the end of the semester, possibly due to the testing effect (Roediger & Karpicke, 
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2006). This broadly suggests that for out-of-class language learning to be effective, employing 

tools such as quizzes may be needed to ensure students genuinely engage with the assigned 

materials.  

The effect of quiz frequency on vocabulary learning has not been explored much in SLA. The 

studies in psychology are also not conclusive as to whether more quizzes lead to more learning 

(Bangert-Drowns et al., 1991; Beaulieu & Zar, 1986; Dustin, 1971; Keys, 1934; Palmer, 1974; 

Ross & Henry, 1939; Yang et al., 2021). The findings in this study showed that all three quiz 

frequency groups (weekly, biweekly and monthly) learned vocabulary similarly, suggesting that 

increasing quiz frequency does not necessarily increase vocabulary learning. This finding is in line 

with Bangert-Drowns’ (1991) meta-analysis on quiz frequency, which found that having one quiz 

during a semester is effective but having more does not lead to more substantial learning. The 

weekly group had a number of potential advantages over the biweekly and monthly groups. First, 

they were quizzed on all 120 words over the course of the semester, unlike the biweekly and 

monthly groups who have been quizzed on a random sample of the target words (biweekly: 60, 

monthly 30) which might be expected to boost the advantage gained from the testing effect. 

Related is the fact that they had more in-class exposure to the target words given that they had 

eight quizzes in total which is twice as many as the biweekly group and four times as many as the 

monthly group. However, offering fewer quizzes for the same set of words seems to have a 

mechanism that compensates for the lack of these advantages. As suggested in the second study, 

the groups with fewer quizzes seemed to have benefitted from within-session spacing  (i.e., lag 

effect; Kornell, 2009; Nakata & Webb, 2016). Where the weekly group was required to study 15 

words before every quiz, the biweekly group was required to study 30 words and the monthly 

group 60 words. This increase in block size (which increases within-session spacing) has been 
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found to enhance vocabulary learning (Kornell, 2009; Nakata & Webb, 2016). Based on the results 

of study 2, the lower opportunities for retrieval practice and less exposure time associated with 

less frequent quizzes seem to be offset by the lag effect. 

Another explanation might be related to the fact that the quizzes in this study were non-cumulative 

(i.e., previously tested words were not included in subsequent quizzes). Thus, more frequent 

quizzes did not have a spacing advantage over less frequent quizzes. As suggested by Gurung and 

Burns (2019), distributing study sessions over time does not qualify as spaced practice if different 

materials are studied during those sessions. The spacing effect, which can enhance vocabulary 

learning and retention (Nakata, 2008, 2020), was not greater with more frequent quizzes. The 

absence of enhanced distributed retrieval could be another reason why more frequent quizzes did 

not have an advantage in this study. 

6.1.1 Meaning recognition and meaning recall growth  

Examining the growth of recognition and recall vocabulary is central to understanding how 

vocabulary knowledge develops over time given that the two appear to be two distinct constructs 

and develop differently (González-Fernández & Schmitt, 2019; Laufer & Goldstein, 2004; Stewart 

et al., 2024). The first study is one of the few studies that examined how both meaning recognition 

and meaning recall vocabulary knowledge of the form-meaning link develops over time (Dóczi & 

Kormos, 2015). As expected, the findings showed that meaning recall vocabulary knowledge of 

the form-meaning link meaning lags behind meaning recognition vocabulary. The combined 

meaning recall vocabulary growth of both intermediate and secondary students (128 word-

families) was three times lower than their meaning recognition growth (407 word-families). This 

is likely due to recall knowledge being more difficult than recognition (Laufer & Goldstein, 2004). 

One common explanation for the difficulty associated with recall comes from the two-stage theory 
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(J. Brown, 1976; Mandler, 2008). According to this theory, the process of recall involves two 

stages, starting with a search process followed by a decision process. What makes recognition 

easier is that it only involves the second stage (i.e., the decision process) and not the first. Recall 

is thus more prone to error or failure given that it involves more complex processes compared to 

the simpler process of recognition (Lachman & Forsberg, 1981). In a critical review of previous 

research, Mandler (2008) argues that the two-stage model (also referred to as the dual-process 

model) still provides a satisfactory explanation for the differences in recall and recognition 

memory.  

In terms of vocabulary research, the finding that meaning recall growth lags behind meaning 

recognition is in line with González-Fernández and Schmitt’s study (2019) where recognition and 

recall knowledge were found to be fundamentally distinct vocabulary constructs. In their cross-

sectional study, González-Fernández and Schmitt examined how recognition and recall knowledge 

of the form-meaning link, derivations, multiple meanings and collocations develop in 144 Spanish 

EFL learners with varying levels of proficiency. They used implicational scaling analysis to 

identify if some aspects of vocabulary knowledge (e.g., form-meaning) are acquired before others 

(e.g., knowledge of multiple meanings). SEM was also used to examine the relationship between 

the word knowledge components. Results of the implicational scaling showed that recognition 

knowledge was easier to acquire than recall across all four tested aspects of vocabulary knowledge 

as shown below (easier to more difficult; González-Fernández and Schmitt, 2019, p.13): 
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Form–Meaning link meaning recognition > Collocate form recognition > 

Multiple-Meanings meaning recognition > Derivative form recognition > 

Collocate form recall > Form–Meaning link form recall > Derivative form 

recall > Multiple-Meanings recall 

 

Additionally, the best-fit SEM model was a unidimensional construct of vocabulary, where recall 

and recognition were two different components loading onto the general vocabulary dimension. 

The findings of the first study provide support for this implicational scaling using longitudinal data 

in that students’ meaning recognition vocabulary growth was larger than their meaning recall 

vocabulary growth (i.e., meaning recognition is easier than meaning recall). By showing that 

meaning recall growth lags behind meaning recognition due to learning to the meaning recall level 

being more difficult than meaning recognition learning, the first study is one of the few studies 

that have used longitudinal data to give support for the implication scaling in the form-meaning 

link aspect of vocabulary knowledge which has been proposed before based on cross-sectional 

data (Dóczi & Kormos, 2015; González-Fernández & Schmitt, 2019; Laufer & Goldstein, 2004).  

The closest (and seemingly only) longitudinal study that compares meaning recognition and 

meaning recall knowledge is a study by Ozturk (2012) who compared receptive (meaning 

recognition) and productive (form recall) growth. She used both cross-sectional data (n = 55) and 

longitudinal data (n=17) with a period of three years between the two tests to measure the 

vocabulary growth of advanced EFL learners in a university in Turkey. The study used the VLT 

(Schmitt et al., 2001) and the Productive Levels Test (Laufer & Nation, 1999). One issue when 

comparing receptive and productive knowledge using different test formats (meaning recognition 
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and meaning recall) is that the findings might be biased toward receptive knowledge since 

recognition tests are easier than recall tests (Webb, 2005). A better approach to avoid this bias is 

the use of identical test formats (e.g., receptive recall vs. productive recall or receptive recognition 

vs. productive recognition) when comparing receptive and productive vocabulary knowledge 

(Webb, 2005). Also, the tests used have different words which might introduce uncontrolled 

variation due to word-related differences. The use of identical target words eliminates this 

unwanted variation. With these limitations in mind, the results showed no significant gains on the 

receptive tests on both the cross-sectional and longitudinal data. In contrast, students made 

significant gains on the recall test (10% increase). Ozturk explained this by suggesting that the 

participants were advanced (receptive test scores generally ranged from 24-28 out of 30 in the high 

frequency bands) which potentially left little room for improvement to be detected (i.e., a ceiling 

effect, see section 2.2.1 for potential issues in vocabulary growth assessment).  

Relevant to the recognition and recall distinction is the fact that the testing effect (i.e., improved 

retention from taking a test) in the second study was limited to meaning recognition knowledge 

but not meaning recall. This was explained in terms of transfer-appropriate processing theory 

(Morris et al., 1977), which suggests that memory performance is enhanced when the cognitive 

processes used during learning match those required during testing, as the weekly quizzes were 

administered in a meaning recognition format. Another factor might be that recall knowledge 

mastery is more difficult than recognition mastery. Since learning to the recall level likely takes 

more time than learning to the recognition level, the low study time might additionally explain 

why gains were limited to meaning recognition. Study time analysis showed that students did not 

spend much time learning from the app, averaging 0.60 days a week which is nearly three times 
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less than the average learning time in a similar study (Seibert Hanson & Brown, 2019). These 

factors could explain the limited gains in meaning recall knowledge.  

Overall, the findings of Ozturk (2012) Laufer & Goldstein, (2004), González-Fernández and 

Schmitt (2019) and the present study show that recall vocabulary knowledge lags behind 

recognition. The present study is one of the few studies that show this for form-meaning link 

knowledge using longitudinal data. 

6.1.2 Individual differences in vocabulary learning  

As might be expected, learners in both studies differed in their learning with some performing very 

well while others made virtually no progress. Four individual differences have been investigated 

in this study: out-of-class exposure, motivation, self-regulation and perceptions. The two common 

across the two studies were motivation and self-regulation.  

In terms of out-of-class exposure, Pellicer-Sánchez (2019) notes that previous studies on 

vocabulary growth (e.g., Webb & Chang, 2012) examined only the effect of in-class exposure on 

vocabulary learning and did not take into account out-of-class exposure. Study one is the first study 

that takes into account out-of-class exposure and other key individual differences, namely 

motivation and self-regulation, to jointly explain variation in vocabulary learning among EFL 

students using longitudinal data. Several studies have generally shown that out-of-class exposure 

can lead to vocabulary learning (Arndt & Woore, 2018; Feng & Webb, 2020; Peters, 2018, 2019; 

Peters & Webb, 2018; see section 3.3.1). Study one investigated seven common sources of out-of-

class language exposure (songs, movies, TV programs, games, books, magazines, and websites) 

using the ESLC questionnaire (Peters, 2018). The two sources that had significant positive effects 

on meaning recognition vocabulary learning in the Saudi context were playing video games and 
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listening to songs. Listening to songs in particular had a significant effect on both meaning 

recognition and meaning recall vocabulary knowledge. Previous experimental research such as 

Pavia et al. (2019) found that listening to songs can lead to meaning recognition and meaning recall 

vocabulary learning.  

The finding in this study on the positive effects of gaming is also echoed in de Wilde and 

Eyckman’s study (2017) which showed a small but significant positive effect for the amount of 

gaming on vocabulary test scores. Both listening to songs and playing video games offer additional 

sources of input for incidental vocabulary learning. Listening to songs can be useful for vocabulary 

learning given that people tend to listen to the same song multiple times (Abbott, 2002; Conrad et 

al., 2019) which enhances one of the key conditions of word learning, i.e., repetition (Uchihara et 

al., 2019; Webb, 2007b). Playing video games also has certain features that help in vocabulary 

learning, one key of which is the opportunity to develop both receptive and productive vocabulary. 

Most types of out-of-class exposure (reading, viewing and listening to songs) are receptive in 

nature and lack interaction which might reduce the opportunities for productive language skills to 

develop. Video games on the other hand (especially when there is high interaction between the 

players such as MMORPGs) offer opportunities for productive vocabulary (Janebi Enayat & 

Haghighatpasand, 2019) and language skills to develop (Jabbari & Eslami, 2023). For example, 

Jabbari and Eslami (2023) analyzed interactions and negotiation of meaning12 episodes between 

MMORPGs players over six months (59.96 hours of recorded audio and nine hours of screen-

recorded gaming sessions). They found that playing MMORPGs games offers ample opportunities 

for comprehensible input, producing comprehensible output and attention to L2 form, all of which 

 

12 Negotiation of meaning is the process of resolving communication breakdown. SLA research suggests negotiation 
of meaning brings learners’ attention to L2 form which can facilitate language development (Long, 1983).  
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SLA research suggests as being conducive for language learning (Gass & Mackey, 2007; Gass & 

Selinker, 2008).  

The analysis of students' out-of-class language exposure also revealed which English language 

input they actually engage with. The activities Saudi EFL students engage with most frequently 

are (from most to least frequent) playing video games, watching movies with L1 subtitles, listening 

to songs and watching series with L1 subtitles. Despite cultural differences, the type and frequency 

of Saudi EFL out-of-class exposure are very similar to Flemish EFL learners (Peters, 2018). For 

example, the most frequent activities in both groups included watching movies and shows, 

listening to songs and playing video games, while the least frequent activities were reading books 

and magazines. This might be one impact of globalization in which the widespread availability of 

media and technology have contributed to a global culture (Crystal, 2017). Movies and video 

games for instance are often produced and distributed globally reaching diverse populations 

(Godwin-Jones, 2018). This exposure seems to create shared experiences and interests among 

teenagers across different cultures. Additionally, the fact that young Saudi and Flemish EFL 

learners prefer spending time online (e.g., watching movies and playing games) more than reading 

books seems to suggest that they find these activities more fun and entertaining. The activities that 

are both effective and enjoyable are more likely to be useful for vocabulary learning than the 

activities that are only effective (e.g., reading in this study) primarily due to motivation. When 

learners derive pleasure from an activity, they are more inclined to invest time in it. This aligns 

with Krashen's optimal input hypothesis (1982), which argues that comprehensible input alone is 

not enough for language learning and that input should also be interesting. Meanwhile, the findings 

of the current study do not align with his view (Krashen, 2004) that language learners and young 

people in general find reading for pleasure enjoyable as evident by their reported low reading rates. 
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The decline of reading among younger people is also present in other countries such as the US and 

the UK. In the US, there was nearly a 50% decrease in reading among children in 2020 compared 

to 1984 which is the least in decades (National Center for Education Statistics, 2020). Reading for 

pleasure is also at record lowest among children and young people in the UK with a 38% decline 

in reading for pleasure in 2023 (National Literacy Trust, 2023). Smartphones and social media are 

among the main cited reasons for this decline. 

The fact that extensive reading is not very common among Saudi and Flemish learners brings to 

attention a potential limitation. Enthusiastic views on the advantages of extensive reading such as 

Nation’s (2022, p. 590) suggestion that “[t]he single most effective improvement that a teacher 

could make to a course on learning English as a foreign language is to include an extensive reading 

program” perhaps need to take into account the limitation above. In addition, previous 

experimental research on extensive reading in the Saudi context did not show remarkable results, 

as shown in Al-Homoud and Schmitt’s study (2009) which showed that extensive reading was not 

superior to intensive reading. The lack of appeal for L2 extensive reading might be because reading 

for pleasure in either L1 or L2 is not common among Saudi individuals (Al-Homoud & Schmitt, 

2009; AL-Qahtani, 2016; Alroqi et al., 2022; GASTAT, 2018). Overall, the finding that extensive 

reading was the activity students least engaged with and the findings from Al-Homoud and 

Schmitt’s study (2009) in addition to the low rates of reading for pleasure makes it less certain that 

extensive reading will be “the single most effective improvement” in the Saudi EFL context and 

perhaps in other contexts. Extensive viewing appears to be a viable option given that most students 

in this study reported more engagement with watching movies and TV shows (see section 2.3.1.2 

for some points to consider). 
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Motivation is an important factor that could explain why some students in both studies learned 

more vocabulary than others. Several studies have shown that motivation is a strong predictor of 

vocabulary achievement (Alamer, 2021a; Elley, 1989; Gardner et al., 1985; Tseng & Schmitt, 

2008) as well as more general language skills (Jodai et al., 2014; Spolsky, 2000; see section 3.3.3). 

Both studies used the self-determination theory (Ryan & Deci, 2017) to better understand the role 

of motivation in vocabulary learning. As discussed in section 2.3.3, the theory conceptualizes 

motivation as a series of orientations along a continuum from non-self-determined to self-

determined. It makes a key distinction between autonomous motivation (doing something because 

it’s personally rewarding or important) and controlled motivation (doing something due to 

personal obligation, external reward or to avoid external punishment). 

Autonomous motivation had a significant positive effect on meaning recall vocabulary in both 

studies. The finding is consistent with research on vocabulary that higher levels of autonomous 

motivation seem to lead to more vocabulary learning (Alamer, 2018; J. H. Lee et al., 2022; Y. 

Zhang et al., 2017). At the same time, there were no significant effects for autonomous motivation 

on meaning recognition vocabulary knowledge in both studies. This could be related to recall 

vocabulary learning being more difficult than recognition vocabulary learning (González-

Fernández & Schmitt, 2019; Laufer & Goldstein, 2004). More autonomously motivated learners 

seem to be better distinguished from less motivated learners when the task is more difficult (Kyndt 

et al., 2011). Jurczyk et al., p. (2019, p. 295) points out that “[d]iverse psychological theories 

suggest a direct link between task difficulty and motivation, namely a dynamic increase in 

motivation with increasing task difficulty”. They reviewed studies from cognitive 

psychology, motivational and social psychology and the neurosciences showing that motivation 

varies dynamically with task complexity (Jurczyk et al., 2019). The increased difficulty associated 
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with meaning recall tests could have been the reason why autonomous motivation showed an effect 

on meaning recall tests scores but not on meaning recognition tests scores in this study.  

Most previous studies found either negative or no effect of controlled motivation on language 

learning outcomes (Alamer, 2021a; Liu, 2007; Noels et al., 1999; F. X. Wang, 2008). The results 

of the present study match those studies in that controlled motivation had a significant negative 

effect on the weekly and biweekly groups in the second study and no significant effects in the first 

study. The findings of both studies generally lend support to the self-determination theory 

conceptualization of motivation (Ryan & Deci, 2017). Students in both studies who learn English 

because it is intrinsically rewarding or desirable managed to learn vocabulary significantly more 

to the meaning recall level. On the other hand, students in the second study who reported learning 

English for external reasons such as guilt or grades learned significantly less vocabulary on both 

meaning recognition and meaning recall levels.  

The comprehensive models in both studies did not show significant effects for self-regulation on 

vocabulary learning as measured by the SRCvoc instrument (Tseng et al., 2006). One possible 

reason for this could be the instrument used here. Several studies have reported issues establishing 

the construct validity of the SRCvoc with making significant changes to the factors structure 

(Mizumoto & Takeuchi, 2011; Yeşilbursa & Bilican, 2013). For example, Mizumoto and Takeuchi 

(2011) obtained poor model fit for the SRCvoc when was used with 443 EFL learners in Japan. 

They only achieved good model fit after removing two of the five instrument constructs 

(i.e., commitment control and satiation control). The fact that several studies failed to establish the 

construct validity of the SRCvoc instrument without major modifications indicates potentially to 

issues in the instrument. The fact that both study 1 and study 2 showed no effects for SRCvoc 

could be due to the use of SRCvoc as a measure of self-regulation.  
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Overall, the findings on the role of individual differences in vocabulary learning from the two 

thesis studies showed that students who learned more vocabulary throughout the semesters tended 

generally to have higher out-of-class exposure to English (as study one showed) and higher 

motivation levels (as found in both studies). Self-regulation, on the other hand, did not predict 

vocabulary learning in both the first and the second study (in the comprehensive models) possibly 

due to instrument adaptation (see study 1 discussion, section 4.6).  

6.1.3 Textbooks  

The first study showed that secondary students had significantly less vocabulary growth compared 

to intermediate students despite having one more year of instruction and having an extra class 

every week. One potential factor that has been discussed in this thesis is the possibility that the 

school textbooks might be hindering the vocabulary growth of secondary students by not 

introducing enough new words at this stage. Alsaif and Milton (2012, p. 28) suggest that:  

“The decision by the textbook writers to diminish the volumes of vocabulary input after 

this point [intermediate years] appears very short-sighted. If learners are not expanding 

their vocabulary at this stage [secondary years], then they may well not progress in their 

language learning overall”.  

Given that textbooks are likely the major source of vocabulary learning in an EFL classroom (due 

to limited input; Jordan & Gray, 2019; Milton & Vassiliu, 2000), it is not improbable that they 

could hinder vocabulary development. The implications of this finding and other findings are 

discussed in the next section.  
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6.2 Implications 

The thesis offers important implications for vocabulary pedagogy and research. The main 

implication of study one is that vocabulary growth in an EFL context mostly does not take care of 

itself, as assumed by some language teachers, textbook developers and researchers (Bergström et 

al., 2021; Laufer, 2003, 2005, 2006, 2009; Nation, 2022; Schmitt & Schmitt, 2020; Webb & 

Nation, 2017) and that even after many years of school instruction, students might still not develop 

a good knowledge of the highest frequency vocabulary (i.e., the most frequent 1000 word-

families). Vocabulary, as suggested by vast research (Clenton & Booth, 2020; Nation, 2022; 

Schmitt, 2020; Schmitt et al., 2017; see section 2.1.4) is central for language comprehension and 

production and a lack of substantial vocabulary progress is a serious indicator of a lack of overall 

language progress (Milton, 2009; Nation, 2022; Schmitt & Schmitt, 2020).  

To address this low development in high frequency vocabulary, an intentional vocabulary learning 

component should be included in an EFL language learning program to assist learners in mastering 

the highest frequency words (Webb & Chang, 2012; Webb & Nation, 2017). This can take several 

forms, the most effective of which for retention are flashcards and wordlists (see section 6.1.1; 

Webb et al., 2020). Flashcard learning can be implemented in-class, but if classroom time is 

limited, which is the case in many EFL contexts (Lightbown & Spada, 2020), it can be assigned 

as an out-of-class activity. One of the main implications of the second study is that students might 

not engage with out-of-class language learning even if course credits were used. Therefore, it 

recommended, based on the findings of the second study, to supplement out-of-class flashcard 

learning with in-class quizzes as this led to significant vocabulary learning.  

The second main implication of study two is the finding that more frequent quizzes do not seem 

to lead to significantly more vocabulary learning. Based on this finding, it seems that teachers can 
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choose lower frequency quizzes without missing out on significant vocabulary gains. More 

frequent quizzes add extra workload to the already busy schedule of many language teachers. 

Therefore, from a strictly vocabulary gain perspective, it might be more practical to give students 

fewer quizzes as they appear to result in similar gains to more frequent quizzes. Although no 

additional vocabulary gains were found for more frequent quizzes, there are some advantages 

associated with more frequent quizzes that might make them desirable such as increased class 

attendance (Schrank, 2016), which has a relatively strong and positive association with class 

grades (Credé et al., 2010). On the other hand, more frequent quizzes do have some issues such as 

taking time away from learning (Roediger et al., 2011) which might be a problem given the limited 

time available for foreign language instruction in many contexts. Instructors should consider these 

and other factors when deciding on the optimal quiz frequency that suits their context. Apart from 

these main implications, there are other important implications worth discussing. These focus on 

out-of-class exposure, motivation, promoting recall mastery of words and improving how 

vocabulary is treated in textbooks.  

6.2.1 Out-of-class exposure and motivation  

Students should be encouraged to increase their exposure to English out-of-class through activities 

they prefer such as playing video games, watching movies and listening to songs, which have the 

potential to promote their incidental vocabulary learning (Peters, 2018, 2019; Peters & Webb, 

2018). Seeking and engaging with opportunities for vocabulary learning in out-of-class settings 

requires motivated students. Both studies highlighted the importance of autonomous motivation in 

vocabulary learning. For learners to engage more effectively in intentional and incidental 

vocabulary learning, they need to be autonomously motivated. Students’ autonomous motivation 

needs to be nourished by fulfilling their three basic psychological needs of autonomy, competence 
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and relatedness (Alamer, 2021a; Noels et al., 2019). Jones et al. (2009) suggest a number of 

activities (e.g., creating assignments of varying difficulties) that can be applied in foreign language 

classrooms to promote learners’ autonomous motivation. Within the context of vocabulary 

learning from digital flashcards, students’ need for autonomy can be nourished by, for example, 

allowing them to choose which words they wish to learn to make their learning more personalized 

(while making sure they are aware of the importance of high and mid-frequency words). Students' 

sense of competence could be developed by starting with a small number of words to learn at the 

beginning and then they can work their way up by making incremental increases. Finally, students’ 

sense of relatedness could be fostered by, for example, allowing peer assessment (Wilkinson, 

2020) in which students grade the quizzes of their classmates, leading to more collaborative 

learning.  

6.2.2 Promoting recall mastery 

Recall mastery of words is important for language use (Nation, 2022) and might be a better 

predictor of reading comprehension than word recognition (McLean et al., 2020; Stewart et al., 

2024; Stoeckel et al., 2019). Since the results of the first study showed that meaning recall 

vocabulary knowledge growth lags behind meaning recognition, one effective way of enhancing 

recall memory of words may be to use retrieval during learning (Barcroft, 2007; Nakata, 2016) as 

in flashcard learning (see section 5.1.1). The second study showed significant vocabulary learning 

to the meaning recall level when the quiz groups were combined together and compared to the no-

quiz group. However, the gains were not very robust (they were nonsignificant when each group 

was analyzed individually), potentially due to the fact that students in general did not spend much 

time learning from the app. The time students spent learning words from the app might not have 

been enough to generate deeper learning that is required for recall retrieval. In addition to 
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flashcards, studies suggest other techniques to enhance recall such as the use of vocabulary strategy 

instruction (e.g., linking a new word to a previously learned word) which might help in learning 

vocabulary to the recall level (Atay & Ozbulgan, 2007).  

In terms of theory, any conceptualization of vocabulary knowledge development needs to take into 

account the findings from both studies that meaning recognition and meaning recall knowledge 

develop differently (González-Fernández & Schmitt, 2019). Meaning recall growth was three 

times smaller than meaning recognition growth in study one and two times smaller in study two. 

These findings need to be considered when developing a model or a theory of how vocabulary 

knowledge develops in L2.   

6.2.3 Textbooks 

Secondary textbooks in Saudi Arabia need to be reviewed to check if they provide adequate 

vocabulary because the findings of study 1 showed that the secondary students made very little 

vocabulary growth compared to the intermediate students. This warrants a review because the 

same issue of introducing little vocabulary noted by Alsaif and Milton (2012) a while ago seems 

to persist today. Milton and Hopwood (2022) note that many language learning textbooks lack a 

principled approach to vocabulary learning, which could be the case in the Saudi context. A similar 

situation appears to exist in the UK context but on the level of the curriculum. Milton and Hopwood 

(2022) showed that relatively little vocabulary is being introduced in the UK foreign language 

curriculum (1200-1700 words), based on the idea that focusing on high frequency words only is 

enough to communicate in a wide variety of situations which will save teaching time and make 

language learning more accessible. Milton and Hopwood (2022) rightly argue that the choice of 

minimizing vocabulary to a small set misses the fact that vocabulary in the thousands is needed 

for language learners to use language receptively and productively (see section 2.1.4). The very 
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limited vocabulary development of secondary students (study 1) needs attention from the Saudi 

Ministry of Education. This is to understand more about why it is happening in the sample school 

across two years and whether the same situation exists in other secondary schools.  

Overall, both thesis studies provide novel and important implications for pedagogy and research. 

Three are of major importance. First, EFL students after many years might not even master the 

most frequent 1000 word-families. Second, out-of-class flashcard learning supplemented with in-

class quizzes can be an effective approach to help students struggling with learning high frequency 

vocabulary. Finally, it seems that teachers have the option to conduct quizzes less frequently 

without a significant decrease in vocabulary gains given that more frequent quizzes did not lead to 

more vocabulary learning.   

6.3 Limitations and future research 

The two thesis studies provide valuable findings about how vocabulary develops in a foreign 

language context and how this development can be enhanced. The findings nonetheless need to be 

interpreted with some limitations in mind. Suggestions for future research are embedded in the 

discussion to help overcome some of these limitations and explore new areas. 

The first study explored receptive vocabulary growth (meaning recognition and meaning recall) 

but did not investigate productive vocabulary growth. Given that the two usually develop 

differently (Laufer, 1998), future research should examine how different the development of 

receptive and productive vocabulary is (Pellicer-Sánchez, 2019; Schmitt, 2019). Future research 

should also go beyond form-meaning knowledge and explore longitudinally how other aspects of 

vocabulary knowledge (e.g., multiple meanings and collocations) develop over time (González-

Fernández & Schmitt, 2020; Schmitt, 2019). Due to time constraints, the bilingual vocabulary tests 
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were not piloted. Relatedly, the scoring of the meaning recall tests was done by the author only. 

Future research should include another trained rater during scoring meaning recall tests and 

calculate inter-rater agreement (e.g., Kappa) to enhance scoring reliability. Due to gender 

segregation in public education in Saudi Arabia, the participants were male students only. The 

limited research on the effect of gender on vocabulary knowledge development shows mixed 

findings with some studies showing significant differences (Alqarni, 2019) while others showing 

nonsignificant differences (S. Lee, 2020; Simos et al., 2012). For instance, Lee (2020) found no 

significant gender differences in vocabulary breadth and depth among Korean EFL learners. In 

contrast, Alqarni (2019) found that Saudi male students scored significantly higher on all levels of 

the vocabulary levels test. In terms of the individual differences, female students might be different 

in aspects such as their preference for out-of-class activities. Girls for instance spend often less 

time playing video games compared to boys (Sundqvist & Wikström, 2015). Future work should 

aim to collect data from both male and female schools to enhance the generalizability of findings. 

Similarly, although Saudi schools across the kingdom are mostly similar (e.g., similar hours of 

English instruction; Al-Hoorie, Shlowiy, et al., 2021) and the vocabulary sizes of secondary 

students found in study 1 were very similar to previous studies conducted in other cities (see 

section 4.6), other factors such as higher socio-economic status (SES) in other major Saudi cities 

(e.g., Jeddah or Dammam) might lead to higher EFL proficiency (Huang et al., 2018). More data 

from other Saudi cities will be useful to check the generalizability of the first study findings and 

reduce uncertainty. 

The second study has shown that digital flashcard learning can be significantly improved when 

paired with in-class quizzes. Similar to study one, it investigated the form-meaning link knowledge 

only. Although it is the most important aspect of vocabulary knowledge (Laufer & Goldstein, 
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2004), there are other important aspects of knowing a word such as knowledge of the spoken form, 

multiple meanings and derivations. For knowledge of spoken form for instance, future research 

can focus on making quizzed flashcard learning more effective by for example using spoken 

quizzes instead of written quizzes. This might help in learning both the spoken and written form 

of words. A study that compared the effect of the two types of quizzes (spoken vs. written) on 

vocabulary learning from a wordlist found that spoken quizzes led to significantly higher scores 

on a final vocabulary listening test (Uchihara, 2023). At the same time, the scores of both groups 

were similar on a final written test suggesting similar gains. The second study, like the first, 

focused on receptive knowledge and did not include productive knowledge measures. Future 

research should explore whether the receptive vocabulary gains found in this study extend to 

productive knowledge and other aspects of vocabulary knowledge.  

Being conducted in classroom settings, there was a three-week break during the experiment (see 

Figure 14) which might have some effect on the study. Future work should aim to run the 

experiment over consecutive weeks if possible to minimize any influence on learning.   

The three quiz groups varied in terms of the number of items tested. The weekly group was quizzed 

on all 120 items, the biweekly on 60 items and the monthly on 30 items. It is not possible to control 

for the number of quizzed items while at the same time control for the number of items appearing 

on the quizzes. Future research should examine the effect of quizzing all groups on all items while 

allowing the length of the frequent quizzes to vary (e.g., number of items on weekly quizzes would 

be 15, biweekly would be 30 items and the monthly quizzes would consist of 60 items). The 

downside of this design is that the less frequent quizzes would take much longer time to complete 

given that they consist of more items (i.e., weekly = 15 and monthly = 60 items).  
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Due to technological limitations, the data on how much time students spent learning per week was 

not very accurate. This information would have provided useful insights as it would have 

contributed to answering questions like, do students in the biweekly and monthly groups space 

their learning? Does study time increase or decrease every week? Future research could use an 

alternative app such as Anki since it provides these kinds of information while keeping in mind its 

limitations (see section 5.2.3).  

The comprehensive models in both studies did not show significant effects for self-regulation on 

vocabulary learning as measured by the SRCvoc instrument (Tseng et al., 2006). One possible 

reason for this could be due to the instrument used here and the lack of adaption in the Saudi 

context in this thesis. Several studies have reported issues establishing the construct validity of the 

SRCvoc without making significant changes to the factors structure (Mizumoto & Takeuchi, 2011; 

Yeşilbursa & Bilican, 2013). For example, Mizumoto and Takeuchi (2011) obtained poor model 

fit for the SRCvoc when was used with 443 EFL learners in Japan. They only achieved good model 

fit after removing two of the five instrument constructs (i.e., commitment control and satiation 

control) which is considered major changes that make it less clear whether the findings provide 

support for the construct validity of SRCvoc (Alamer et al., 2024). The fact that several studies 

failed to establish the construct validity of the SRCvoc instrument without major modifications 

indicates potentially to issues in the instrument and the need for extensive adaptation. Others 

however argue that the issue with SRCvoc adaptation is methodological and argue for the use of a 

different validation approach such as confirmatory composite analysis instead of confirmatory 

factor analysis (Alamer et al., 2024). Alamer et al. (2024) obtained good model fit for SRCvoc 

though confirmatory composite analysis but not confirmatory factor analysis without 

modifications to the instrument factors structure. Nevertheless, the lack of significant effects for 
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SRCvoc in both study 1 and 2 and the findings from other adaption studies indicate that need for 

future research to conduct extensive adaption before using the instrument in a new context.  

While the second study considered key factors such as individual differences, there are other 

factors that were not covered that may moderate the effect of quizzes on digital vocabulary 

learning. These can include for instance the percentage of class credit allocated for digital flashcard 

learning and the number of words to learn. A useful starting point perhaps is to examine the 

moderators that were found significant in meta-analyses on the testing effect (Yang et al., 2021). 

Some of the significant moderating factors found include whether feedback was offered and 

whether a test was administered in or out-of-class. Knowing more about these factors might be 

useful in raising awareness of potential confounds and perhaps in mitigating their negative effects. 

It can also highlight some potential learning enhancers (such as giving feedback) which might 

make learning more effective.  

6.4 Conclusion  

The thesis has provided a number of findings and recommendations that have the potential to 

improve L2 vocabulary learning in EFL contexts. Study 1 has shown that vocabulary learning can 

be very limited in foreign language contexts and leaners may not even master the most frequent 

1000 words after many years of instruction. Those who thrive in this context tend to be more 

autonomously motivated and have higher out-of-class exposure to English. Study 2 has shown that 

vocabulary learning can be significantly enhanced by supplementing flashcard learning with in-

class quizzes. It has also shown that more frequent vocabulary quizzes do not necessarily lead to 

more vocabulary learning.  
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What is important in the next stage is for these findings to find their way into the classroom. This 

concern is warranted since there appears to be a gap between SLA researchers and teachers (Borg, 

2010; R. Ellis, 2010; Sato & Loewen, 2019a, 2022; Spada, 2015; Spada & Lightbown, 2022). This 

gap can lead teachers to depend on their personal experiences which might not lead to optimal 

language learning (Sato & Loewen, 2022). One reason for this gap is the perceived lack of 

relevance of some SLA research to the classroom (Spada, 2015). SLA researchers are described 

as being “removed from day-to-day classroom practice and oriented to more abstract variables” 

(Spada & Lightbown, 2022, p. 635). This position seems to be reinforced by the finding that only 

one third of research published in two SLA journals (Studies in Second Language Acquisition and 

Language Learning) from 1990 to 2010 was conducted in regular classroom contexts (Plonsky, 

2013). The present study aimed to overcome this by conducting both studies in naturalistic 

classroom settings to increase the ecological validity of the findings while adhering to scientific 

rigor as much as possible (Sato & Loewen, 2019b).  

Another reason for the gap between research and practice is due to teachers’ limited access to SLA 

research. The three main barriers are the lack of physical access to research (e.g., expensive 

paywalls to read journal articles), the low readability of articles due to the technical nature of 

academic writing and teachers’ lack of time to read research (Sato & Loewen, 2019a). One solution 

that has been proposed to tackle these obstacles is the Open Accessible Summaries in Language 

Studies (OASIS) initiative (Alferink & Marsden, 2023). OASIS aims to bridge the gap between 

research and pedagogy by allowing researchers to share a non-technical summary of their research 

which covers the topic of study, its importance, the methodology used and the findings. OASIS 

has more than 1350 articles with 8-12 articles added every week (Alferink & Marsden, 2023). The 

fact that these summaries are free, non-technical and short might help minimize the research-
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practice gap. In terms of the current thesis, a non-technical and plain summary of the findings 

made in this thesis will be shared on the OASIS website and on social media platforms to maximize 

teachers’ accessibility.  

In conclusion, the thesis overall makes valuable contributions to both vocabulary theory and 

practice. The first study enhances our understanding of the nature of vocabulary knowledge by 

examining vocabulary growth longitudinally. The second study offers practical recommendations 

to help language learners learn vocabulary more effectively. The two studies combined make 

important strides in advancing L2 vocabulary research.   
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APPENDICES 

Appendix 1. The Updated Vocabulary Levels Test (Bilingual - Arabic)  

تادرفملا سایق رابتخا  

 

............................................................................................................................. :يبرعلاب يعابرلا مسلاا  

 

................................................................................................................................................. :لصفلا  

 

 عم بسانتت يتلا ةیزیلجنلإا ةملكلا تحت )ü ( حص ةملاع عض .ةیزیلجنلإا ةغللا يف ةدیفملا تاملكلاب كتفرعم رابتخلاا هذھ سیقی
  :يلاتلا لاثملل رظنا .ةیبرعلا ةملكلا

 

 game Island Mouth Movie Song Yard 
ةریزج        

مف        
ةینغأ        

 

 :لكشلا اذھب قباسلا قودنصلا ىلع ةباجلإا نوكت

 

 game Island Mouth Movie Song Yard 
ةریزج   ü     

مف    ü    
ةینغأ      ü  
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1,000 Word Level  
 choice computer garden photograph price week 
رعس        
ةروص        
ةقیدح        

 
 eye father night van voice year 
نیع        
بأ        
لیل        

 
 center note state tomorrow uncle winter 

لاخ/مع        
طسو        
ةركذم        

 
 box brother horse hour house plan 
خأ        
ةعاس        
ةطخ        

 
 animal bath crime grass law shoulder 
بشع        

مامّح        
فتك        

 
 drink educate forget laugh prepare suit 

زھّجی        
كحضی        

ىسنی        
 

 check fight return tell work write 
لمعی        
دوعی        
دكأتی        
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 bring can reply stare understand wish 
دری        

رضحی        
ةلیوط ةرتف ءيشل رظنی        

 
 alone bad cold green loud main 

يسیئر        
ئیس        
دراب        

 
 awful definite exciting general mad sweet 

فورعم وأ ددحم ءيش        
ماع        
عینش        
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2,000 Word Level 

 coach customer feature pie vehicle weed 
ةزیم        
بردم        

سبای بشع        
 

 average discipline knowledge pocket trap vegetable 
راضخ        
ةفرعم        
طسوتم        

 
 circle justice knife onion partner pension 

يرئاد        
نیكس        
لدع        

 
 cable section sheet site staff tank 
ءزج        
عقوم        

ریرسلا فشرش        
 

 apartment cap envelope lawyer speed union 
فرظ        
ةعبق        

ةقش        

 
 argue contribute quit seek vote wrap 

فّلغی        
مھاسی        
بلطی        

 
 avoid contain murder search switch trade 

يوتحی        
ثحبی        
بنجتی        
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 bump complicate include organize receive warn 

ملتسی        
مدصی        
لمشی        

 
 available constant electrical medical proud super 

روخف        

عئار        
رمتسم        

 
 environmental junior pure rotten smooth wise 

نفعتم        
سلس        
ئدتبم        
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3,000 Word Level 

 angle apology behavior bible celebration portion 
كولس        
لافتحا        
راذتعا        

 
 anxiety athlete counsel foundation phrase wealth 
ةرابع        

ةراشتسا        
ةورث        

 
 agriculture conference frequency liquid regime volunteer 

ةعارز        
ماظن        
عوطتم        

 
 asset heritage novel poverty prosecution suburb 
رقف        

ثوروم        
دیفمو ةمیق وذ        

 
 audience crystal intelligence outcome pit welfare 
ءاكذ        
ةرفح        
روھمج        

 
 consent enforce exhibit retain specify target 

قفاوی        
ددحی        
ضرعی  

 
      

 
 accomplish capture debate impose proceed prohibit 

ضبقی        
مدقتی        
شقانی        
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 absorb decline exceed link nod persist 

رمتسی        
زواجتی        
صتمی        

 
 approximate frequent graphic pale prior vital 

يبیرقت        
لبق        
رركتم        

 
 consistent enthusiastic former logical marginal mutual 

كسامتم وا تباث        
قباس        
لدابتم        
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4,000 Word Level 
 cave scenario sergeant stitch vitamin wax 

نیماتیف        
فھك        

ویرانیس        
 

 candle diamond gulf salmon soap tutor 
نوباص        
ملعم        
ساملأ        

 
 agony kilogram orchestra scrap slot soccer 

ةیقیسوم ةقرف        
ةحتف        
رشقی        

 
 crust incidence ram senator venue verdict 

ةرشق        
مكح        
ةحاس        

 
 alley embassy hardware nutrition threshold tobacco 
ةرافس        
غبت        
قاقز        

 
 fling forbid harvest shrink simulate vibrate 
عنمی        
شمكنی        
يمری        

 
 activate disclose hug intimidate plunge weep 

حیصی        
ارس يشفی        

جمانربلا لّعفی        
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 diminish exaggerate explode penetrate transplant verify 
رجفنی        
صلقتی        
عرزی        

 
 adjacent crude fond sane spherical swift 

رواجم        
لقاع        
عیرس        

 
 abnormal bulky credible greasy magnificent optical 

قوثوم        
تّیزم وأ ينھد        

يعیبط ریغ        
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5,000 Word Level 
 gown maid mustache paradise pastry vinegar 
بنش        

سودرف        
تانجعم        

  
 asthma chord jockey monk rectangle vase 

ةیرھزم        
ةمغن        

لیطتسم        

 
 batch dentist hum lime pork scripture 

رضخأ نومیل        
ندندی        

ریزنخلا محل        
 

 amnesty claw earthquake perfume sanctuary wizard 
رطع        
رحاس        
ذلام        

 
 altitude diversion hemisphere pirate robe socket 

عافترا        
ءادر        

ناصرق        
 

 applaud erase jog intrude notify wrestle 
ربخی        
محتقی        
حسمی        

 
 bribe expire immerse meditate persecute shred 

عطقی        
يھتنی        
لمأتی        

 



 325 

 
 commemorate growl ignite pierce renovate swap 

لعشی        
لدبی        
بقثی        

 
 bald eternal imperative lavish moist tranquil 
ئداھ        
علصأ        
بطر        

 
 diesel incidental mandatory prudent superficial tame 

ضوری        
يرابجا        

میكح        
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Appendix 2. The Recall Updated Vocabulary Levels Test (Bilingual - Arabic) 

 

  ةعئاشلا ةیزیلجنلإا تادرفملا سایق رابتخا
 

............................................................................................................................. :يبرعلاب يعابرلا مسلاا  

 

................................................................................................................................................. :لصفلا  

 

 

 

 ةیبرعلا ةغللا ىلا ةیزیلجنلإا تاملكلا ةمجرت كنم بولطملا .ةیزیلجنلإا ةغللا يف ةدیفملا تاملكلاب كتفرعم رابتخلاا هذھ سیقی 
:يلاتلا لاثملا يف امك  

 

 

1.  Good  ......................................................................................................................  
2.  Water ......................................................................................................................  

3.  Apple  ......................................................................................................................  

 

 

 :يلاتلاك ةقباسلا ةلئسلأا ىلع ةباجلإا نوكت

 

1.  Good  ............................................................دیج..........................................................  
2.  Water ...........................................................ءام............................................................  

3.  Apple  .........................................................حافت.............................................................  
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1,000 Word Level 

1.  price ......................................................................................................................  
2.  photograph ......................................................................................................................  

3.  garden ......................................................................................................................  

4.  eye ......................................................................................................................  
5.  father ......................................................................................................................  

6.  night ......................................................................................................................  

7.  uncle ......................................................................................................................  
8.  center ......................................................................................................................  

9.  note ......................................................................................................................  

10.  brother ......................................................................................................................  

11.  hour ......................................................................................................................  
12.  plan ......................................................................................................................  

13.  grass ......................................................................................................................  

14.  bath ......................................................................................................................  
15.  shoulder ......................................................................................................................  
16.  prepare ......................................................................................................................  
17.  laugh ......................................................................................................................  
18.  forget ......................................................................................................................  
19.  work ......................................................................................................................  
20.  return ......................................................................................................................  
21.  check ......................................................................................................................  
22.  reply ......................................................................................................................  
23.  bring ......................................................................................................................  
24.  stare ......................................................................................................................  
25.  main ......................................................................................................................  
26.  bad ......................................................................................................................  
27.  cold ......................................................................................................................  
28.  definite ......................................................................................................................  
29.  general ......................................................................................................................  
30.  awful ......................................................................................................................  
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2,000 Word Level 

1.  feature ......................................................................................................................  
2.  coach ......................................................................................................................  

3.  weed ......................................................................................................................  

4.  vegetable ......................................................................................................................  
5.  knowledge ......................................................................................................................  

6.  average ......................................................................................................................  

7.  circle ......................................................................................................................  
8.  knife ......................................................................................................................  

9.  justice ......................................................................................................................  

10.  section ......................................................................................................................  

11.  site ......................................................................................................................  
12.  sheet ......................................................................................................................  

13.  envelope ......................................................................................................................  

14.  cap ......................................................................................................................  
15.  apartment ......................................................................................................................  
16.  wrap ......................................................................................................................  
17.  contribute ......................................................................................................................  
18.  seek ......................................................................................................................  
19.  contain ......................................................................................................................  
20.  search ......................................................................................................................  
21.  avoid ......................................................................................................................  
22.  receive ......................................................................................................................  
23.  bump ......................................................................................................................  
24.  include ......................................................................................................................  
25.  proud ......................................................................................................................  
26.  super  ......................................................................................................................  
27.  constant ......................................................................................................................  
28.  rotten ......................................................................................................................  
29.  smooth ......................................................................................................................  
30.  junior ......................................................................................................................  
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3,000 Word Level 

1.  behavior .................................................................................................................  
2.  celebration .................................................................................................................  

3.  apology .................................................................................................................  

4.  phrase .................................................................................................................  
5.  counsel .................................................................................................................  

6.  wealth .................................................................................................................  

7.  agriculture .................................................................................................................  
8.  regime .................................................................................................................  

9.  volunteer .................................................................................................................  

10.  poverty .................................................................................................................  

11.  heritage .................................................................................................................  
12.  asset  .................................................................................................................  

13.  intelligence .................................................................................................................  

14.  pit .................................................................................................................  
15.  audience .................................................................................................................  
16.  consent .................................................................................................................  
17.  specify .................................................................................................................  
18.  exhibit .................................................................................................................  
19.  capture .................................................................................................................  
20.  proceed .................................................................................................................  
21.  debate .................................................................................................................  
22.  persist .................................................................................................................  
23.  exceed .................................................................................................................  
24.  absorb .................................................................................................................  
25.  approximate .................................................................................................................  
26.  prior .................................................................................................................  
27.  frequent .................................................................................................................  
28.  consistent  .................................................................................................................  
29.  former .................................................................................................................  
30.  mutual .................................................................................................................  
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4,000 Word Level 

1.  vitamin ......................................................................................................................  
2.  cave ......................................................................................................................  

3.  scenario ......................................................................................................................  

4.  soap ......................................................................................................................  
5.  tutor ......................................................................................................................  

6.  diamond ......................................................................................................................  

7.  orchestra ......................................................................................................................  
8.  slot ......................................................................................................................  

9.  scrap ......................................................................................................................  

10.  crust ......................................................................................................................  

11.  verdict ......................................................................................................................  
12.  venue ......................................................................................................................  

13.  embassy ......................................................................................................................  

14.  tobacco ......................................................................................................................  
15.  alley ......................................................................................................................  
16.  forbid ......................................................................................................................  
17.  shrink ......................................................................................................................  
18.  fling ......................................................................................................................  
19.  weep ......................................................................................................................  
20.  disclose ......................................................................................................................  
21.  activate ......................................................................................................................  
22.  explode ......................................................................................................................  
23.  diminish ......................................................................................................................  
24.  transplant ......................................................................................................................  
25.  adjacent ......................................................................................................................  
26.  sane ......................................................................................................................  
27.  swift ......................................................................................................................  
28.  credible ......................................................................................................................  
29.  greasy ......................................................................................................................  
30.  abnormal ......................................................................................................................  
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5,000 Word Level 

1.  mustache ......................................................................................................................  
2.  paradise ......................................................................................................................  

3.  pastry ......................................................................................................................  

4.  vase ......................................................................................................................  
5.  chord ......................................................................................................................  

6.  rectangle ......................................................................................................................  

7.  lime ......................................................................................................................  
8.  hum ......................................................................................................................  

9.  pork ......................................................................................................................  

10.  perfume ......................................................................................................................  

11.  wizard ......................................................................................................................  
12.  sanctuary ......................................................................................................................  

13.  altitude ......................................................................................................................  

14.  robe ......................................................................................................................  
15.  pirate ......................................................................................................................  
16.  notify ......................................................................................................................  
17.  intrude ......................................................................................................................  
18.  erase ......................................................................................................................  
19.  shred ......................................................................................................................  
20.  expire ......................................................................................................................  
21.  mediate ......................................................................................................................  
22.  ignite ......................................................................................................................  
23.  swap ......................................................................................................................  
24.  pierce  ......................................................................................................................  
25.  tranquil ......................................................................................................................  
26.  bald ......................................................................................................................  
27.  moist ......................................................................................................................  
28.  tame ......................................................................................................................  
29.  mandatory ......................................................................................................................  
30.  prudent ......................................................................................................................  
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Appendix 3. Self-Regulating Capacity in Vocabulary Learning’ Scale (SRCvoc; Tseng et al., 

2006)  

Item Learning experience 

1. Once the novelty of learning vocabulary is gone, I easily become impatient with it. 

2. When I feel stressed about vocabulary learning, I know how to reduce this stress. 

3. When I am studying vocabulary and the learning environment becomes unsuitable, I 

try to sort out the problem. 

4. When learning vocabulary, I have special techniques to achieve my learning goals. 

5. When learning vocabulary, I have special techniques to keep my concentration 

focused. 

6. I feel satisfied with the methods I use to reduce the stress of vocabulary learning. 

7. When learning vocabulary, I believe I can achieve my goals more quickly than 

expected. 

8. During the process of learning vocabulary, I feel satisfied with the ways I eliminate 

boredom. 

9. When learning vocabulary, I think my methods of controlling my concentration are 

effective. 

10. When learning vocabulary, I persist until I reach the goals that I make for myself. 

11. When it comes to learning vocabulary, I have my special techniques to prevent 

procrastination. 

12. When I feel stressed about vocabulary learning, I simply want to give up. 

13. I believe I can overcome all the difficulties related to achieving my vocabulary 

learning goals. 
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14. When learning vocabulary, I know how to arrange the environment to make learning 

more efficient. 

15. When I feel stressed about my vocabulary learning, I cope with this problem 

immediately. 

16. When it comes to learning vocabulary, I think my methods of controlling 

procrastination are effective. 

17. When learning vocabulary, I am aware that the learning environment matters. 

18. During the process of learning vocabulary, I am confident that I can overcome any 

sense of boredom. 

19. When feeling bored with learning vocabulary, I know how to regulate my mood in 

order to invigorate the learning process. 

20. When I study vocabulary, I look for a good learning environment. 

Note: Commitment control: items 4, 7, 10, 13; metacognative control: items 5, 9, 11, 16; 

satiation control: items 1, 8, 18, 19; emotion control: items 2, 6, 12, 15; environmental control: 

items 3, 14, 17, 20. 
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Appendix 4. Self-Determination Theory of Second Language Scale (SDT-L2; Alamer, 2021) 

 

Why are you learning English? 

Autonomous motivation 

Intrinsic orientation  

Because I enjoy learning English.  

Because of the pleasure I get when hear and read English.  

For the satisfaction I feel when I use English.  

For the enjoyment I experience when I achieve a new goal in English learning.  

Because learning English is a fun activity in and of itself. 

 

Identified orientation  

Because learning English is important for my personal growth. 

Because learning English can open new opportunities and possibilities for me. 

For the value it holds in my self-development.  

Because learning English is important for my current and future studies.  

Because learning English allows me to read and hear English-based materials that are necessary 
for my personal success.  

 

Controlled motivation 

Introjected orientation  

Because I would feel guilty if I didn’t understand English.  

Because I would feel ashamed if I’m not successful in English learning like my 
friend(s)/family. Because people around me (the teacher/peers/parents) expect me to learn 
English.  

Because people around me (the teacher/peers/parents) would think I’m a failure if I didn’t 
speak English. 

Because I feel pressured by the people around me (the teacher/peers/parents) to learn English.  

 

External orientation  

Because I want to get a prestigious job that requires English proficiency.  
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Because I want to get better marks in the English course.  

Because English is just a required course that I want to pass. 

Because I don’t want to fail the final exam in the English course.  

Because there will be negative consequences if I fail to learn English.  
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Appendix 5. Frequent quizzes and app vocabulary learning questionnaire.  

Perceived app effectiveness scale 

Vocabulary learning from the app was very useful. 

I learned many words from the app.  

Having the words in my phone made it easy to learn them.  

App enjoyment scale 

Vocabulary learning from the app was fun.  

The app design promotes vocabulary learning.  

The vocabulary learning experience from the app was joyful.   

Perceived quizzes effectiveness scale 

Quizzes helped me learn vocabulary.  

Having quizzes motivated me to learn vocabulary.    

Quizzes enhanced my vocabulary learning.  

Quizzes enjoyment scale 

Quizzes were annoying.  

I enjoyed quizzes during the semester.  

I was glad that we had quizzes.  

Future app learning  

I will keep learning vocabulary from the app in the future.  

I have no intention to stop learning vocabulary from the app.  

Vocabulary learning from the app will become part of my future routine.   
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Appendix 6. Linear models output for growth analysis  

Recognition growth linear model  

Fixed effects β Std. Error Z value p 

(Intercept) 14.39 3.78 3.81 < .001 

biweekly -0.46 5.60 -0.08 0.935 

monthly 0.54 5.71 0.09 0.925 

no-quiz -14.78 5.04 -2.93 0.005 

 

Recall growth linear model  

Fixed effects β Std. Error Z value p 

(Intercept) 4.65 2.78 1.67 0.098 

biweekly 4.98 3.98 1.25 0.215 

monthly -1.58 4.33 -0.36 0.716 

no-quiz -3.74 3.80 -0.98 0.328 

 

 

 

 

 

 

 

 

 

 

 

  


