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Abstract

Human-in-the-Loop Cyber-Physical Systems (HitLCPS) allow individuals to as-
sume diverse roles within the system, interacting with various Cyber-Physical Sys-
tem (CPS) components to achieve common objectives. Engineering HitLCPS presents
several challenges. Firstly, orchestrating services involving humans and machines as
service providers requires considering human values and the distinct characteristics
of humans and machines. Secondly, as self-adaptive systems, CPS must adapt to
environmental contexts characterised by various uncertainties to achieve their goals.

This thesis presents a conceptual reference model for HitLCPS that considers the
diverse roles of humans in the CPS and their characteristics, which involve human
values. We also demonstrate how to incorporate three distributive justice principles
into task allocation in human-machine contexts. Lastly, we propose a framework for
decision-making under uncertainty resulting from different levels of observability in
the environment. Specifically, we introduce a multi-reward Markov decision process
for mixed observabilities, which is evaluated using scenarios such as remote data
mirroring and credit card payment systems.

Digital twin architecture offers flexibility for experimenting with various what-
if scenarios and simulating scenarios that real-world datasets may not capture.
We utilise digital twins to conduct comprehensive evaluations and to enable self-
adaptation in HitLCPS through our proposed methods.

Evaluation results indicate that our proposals perform favourably compared to
the baselines. Our reference model provides a high level of completeness, adaptabil-
ity, accuracy, clarity, and consistency; our multi-objective fairness approach yields
better overall fairness in various scenarios; and our decision-making framework can

better satisfy the non-functional requirements and provide better trade-offs.
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Chapter 1

Introduction

1.1 Motivation

The increasing availability and ongoing integration of enabling technologies have
led to the evolution of Cyber-physical systems (CPS) from traditional embedded
systems to modern large-scale distributed systems [§]. This, therefore, implies that
CPS has all the complexities usually associated with modern large-scale distributed
systems. CPS must be able to handle uncertainty and change during operation,

control their emergent behaviour, and be scalable and resistant to threats [8].

Engineering self-adaptation in CPS is a challenging task because of the complex,
dynamic, uncertain, and resource-constrained nature of this system [9]. Humans
have been actively or passively involved in CPS [I0]. In the Human-in-the-Loop
CPS (HitLCPS), humans participate in the control, decision-making, or monitoring
processes along with the automated components [11]. However, the presence of
humans in the HitLCPS also raises concerns and requirements related to safety,

ethics, and values [12].

Recent works have promoted human values in software engineering [13] [14], [15]

1



1.1. Motivation Chapter 1

16]. Human values are life goals that indicate what matters to an individual [13]
and serve as the principles that guide decision-making at the individual, group, and
organisational levels [17]. However, human values have not been given the attention
they deserve. Specifically, no established software engineering procedures provide
guidelines on defining, refining, and monitoring human values during the software
development process [16], in particular self-adaptive systems. Failure to account
for human values in software systems can lead to user dissatisfaction and negative

socioeconomic consequences [1§].

Meanwhile, recent advances in computing and the emergence of enabling tech-
nologies have been shifting Industry 4.0 to Industry 5.0 and developing various ways
for humans to be involved in human-machine collaboration. One form of human-
machine collaboration in CPS is human-machine service provisioning, where humans
and machines collaborate to deliver services. Industry 5.0 focuses on three intercon-
nected core values: human-centricity, sustainability, and resilience [19]. It is not
technology-driven, as in Industry 4.0, but more as a value-driven initiative that
drives technological transformation with a particular purpose [19]. CPS is one of
the underlying technologies of Industry 5.0 where human-machine interaction and
collaboration can be established, supported by digital twins and simulation [20].
Digital twins have been widely explored to mediate human-machine interaction by

handling it virtually or emulating possible modes of interaction [21].

Motivated by these facts, this thesis aims to contribute to a model and framework
for self-adaptation in HitLCPS leveraging digital twins as part of the methodology
and medium for evaluating the proposed adaptation mechanisms. We begin by
examining the role of humans in HitLCPS and identifying values and attributes
that impact these roles to build a reference model for HitLCPS. Additionally, we
explore fairness as a value that can enhance worker performance in human-machine

collaboration. Lastly, we propose a framework for self-adaptation that can be utilised



Chapter 1 1.2. Problem Statement

in various domains, taking into account the different nature of the observability of
NFRs in HitLCPS. We use digital twins to enable self-adaptation and evaluate our

proposals’ effectiveness on different scales by simulating various scenarios.

1.2 Problem Statement

In HitLCPS, humans and machines work together to achieve shared objectives. Hu-
man roles are diverse, ranging from decision makers (e.g., operators, users, supervi-
sors) to executors (e.g., monitored workers). Understanding the unique attributes

of humans and machines is essential for creating an effective partnership.

Many sociological studies [22], 23] highlight that human motivation is individu-
alistic and is influenced by many other factors, including but not limited to human
values (e.g., prestige, social justice, etc.). Furthermore, the ethical aspects are the
key elements that govern the operation of HitLCPS [11], which is closely linked to
human values [17]. Extracted as NFRs, human values should guide the adaptation

process to ensure their fulfilment [13].

NFRs play essential roles in ensuring that the system not only performs its in-
tended functions but also in a safe, reliable, efficient way and satisfies other users’
requirements (e.g., human values). However, satisfying all NFRs is challenging be-
cause they are influenced by several factors that can be unpredictable, such as human
behaviour, environmental conditions, and system variability, which all introduce un-

certainty into the system’s operation.

In HitLCPS, uncertainty can stem from limited knowledge or an incomplete un-
derstanding of the system (i.e., epistemic), as well as from the inherent variability

or randomness within it (i.e., aleatory) [24]. Therefore, developing a comprehen-

3



1.2. Problem Statement Chapter 1

sive model is essential for reducing uncertainty. This model enhances understanding

of the system and accounts for the inherent randomness in environmental factors,

enabling the system to make robust decisions and operate effectively despite vari-

ability.

In this regard, the goal of this thesis is to address the following problems present

in the existing works:

Problem 1.

Problem 2.

Problem 3.

Existing literature only covers the limited roles of humans in HitLCPS
by treating humans only as service consumers. Therefore, a more com-
prehensive model in the Everything-as-a-Service paradigm that covers
diverse roles of humans and considers the unique characteristics of hu-

mans and machines is necessary.

Human values (sc., fairness) are necessary to consider in human-machine
service provisioning within HitLCPS. Nevertheless, existing task alloca-
tion strategies that promote fairness primarily focus on workers with
similar characteristics (i.e., homogeneous). Novel approaches are re-
quired to cater to fairness in the increasing prevalence of heterogeneous
worker fleets involving autonomous robots/vehicles and humans as ser-

vice providers.

HitLCPS often has mixed-observable NFRs, where some NFRs are fully
observable while others are partially observable due to sensors’ limita-
tions or limited available data to process (related to human/human val-
ues—e.g., user satisfaction, emotion, etc.—or system-related—e.g., reli-
ability, security, etc.). Current approaches for addressing self-adaptation
in HitLCPS to satisfy NFRs amidst uncertainties only consider a uni-
form level of observability of the NFRs, either fully observable or par-

tially observable; this leads to suboptimal performance and trade-offs in
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environments with a mixed-observability level of NFRs, necessitating a

new approach.

1.3 Research Questions

This thesis addresses the following research questions:

RQ1. How can human-machine collaboration in CPS be engineered for self-
adaptation that involves support from humans and machines? What

human aspects/properties should be considered?

RQ2. How can human-machine service provisioning be continuously adapted
to remain optimal considering human values (sc., fairness) and the con-

straints of humans and machines?

RQ3. Given that uncertainties can potentially breach the NFRs of human-
machine services and necessitate a trade-off, how can these uncertainties
be anticipated and the trade-offs dynamically optimised during service

provisioning?

1.4 Thesis Objectives and Contributions

This thesis aims to provide a reference model and a framework for self-adaptation
in HitLCPS that considers human values and attributes in response to the problems

identified and research questions formulated.

The thesis contributes to the field of software engineering concerning Hit LCPS.
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Specifically, it focuses on advancing the understanding of engineering self-adaptation
mechanisms that consider human value, preferences, and uncertainties in HitLCPS;
utilising digital twin technology to enable self-adaptation and as a medium for eval-

uation.

The major contributions are the following:

e The reference model for humans as service providers in HitLCPS: This
study identifies the challenge of integrating Human-as-a-Service in CPS ser-
vice composition, highlighting its significance. We introduce a reference on-
tology model for service-oriented architecture (SOA) within HitLCPS and the
broader Everything-as-a-Service context. This innovative model encompasses
human dynamics, treating humans as collaborative service providers alongside
machines and extending traditional service composition paradigms to enable

human-machine collaborations.

e Fairness-aware human-machine service provisioning: The primary challenge
in defining fairness in human-human and human-machine task allocation lies
in reaching a consensus among stakeholders on what constitutes fairness. Ad-
ditionally, heterogeneous capabilities necessitate a novel approach, as existing
fairness frameworks typically focus on homogeneous capabilities. We develop a
novel task allocation for heterogeneous human-machine collaboration in a com-
petitive economy involving a diverse fleet of workers, spanning both human-
human and human-machine interactions, by explicitly considering three dis-
tributive justice principles (i.e., equity, equality, and need). Equity, equality,
and need are defined to conceptualise fairness, and we adopt widely used in-
dices to formulate corresponding metrics to quantify unfairness. We use the
Gini coefficient to measure inequality, the coefficient of Variation to measure

inequity, and Jain’s fairness index to measure need-unfairness. A reference



Chapter 1 1.5. Publications

architecture of digital twins for heterogeneous crowdsourced logistics is intro-

duced to find balanced tradeoffs between equity, equality, and need.

e The Markovian framework for managing NFRs tradeoff under uncertainties:
We present a novel framework based on Markov models that surpasses existing
work by addressing the heterogeneous observability of NFRs while managing
conflicts under uncertainty. This framework acts as a guide for self-adaptive
system (SAS) designers, aiding their decision-making based on NFRs metrics
observability and uncertainty considerations. To support this framework, we
also introduce the Multi-Reward MOMDP (MR-MOMDP), which advances
the traditional MOMDP model by accommodating multiple objectives in a

mixed-observability environment using vector rewards.

1.5 Publications

The contents of this thesis have been partially or completely derived from the pa-
pers published /communicated during the PhD, as listed below. This thesis should
be considered the ultimate reference for the details and ideas presented in these

publications.

e Published

1. A Conceptual Reference Model for Human as a Service Provider in
Cyber Physical Systems
H.T.N. Ignatius, R. Bahsoon
2021 IEEE/ACM International Symposium on Software Engineering for
Adaptive and Self-Managing Systems (SEAMS), In conjunction with 43rd

International Conference on Software Engineering (ICSE’21). Publica-
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tion date: 29 June 2021.

https://doi.org/10.1109/SEAMS51251.2021.00012

2. Equity, Equality, and Need: Digital Twins Approach for Fairness-Aware
Task Assignment of Heterogeneous Crowdsourced Logistics
H.T.N. Ignatius, R. Bahsoon
IEEE Transactions on Computational Social Systems (TCSS). Publica-
tion date: 13 October 2023
https://doi.org/10.1109/TCSS.2023.3321940

e Communicated

1. SPECTRA: a Markovian Framework for Managing Non-Functional Re-
quirements Tradeoffs with Diverse Levels of Observability in Self-Adaptive
Software Systems
H.T.N. Ignatius, H. Samin, R. Bahsoon, N. Bencomo
ACM Transactions on Autonomous and Adaptive Systems (TAAS) (Un-

der review)

1.6 Thesis Roadmap and Storyline

Figure illustrates the thesis roadmap and storyline as follows:

e Chapter 2. Self-Adaptation and Digital Twins for HitLCPS This chapter
contains a survey of the current literature and state-of-the-art approaches to
identify gaps in the HitLCPS domain, specifically in cognition/capability, mo-
tivation, and predictability. We also explore how digital twins have been de-
veloped for HitLCPS, discuss how digital twins can enable self-adaptation in

HitLCPS, and provide a taxonomy.
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Chapter 2
Self-Adaptation and
ey el »|  Digital Twins for
HITCLPS
(Literature Review)
4’ Chapter 4 Chapter 5
Chapter 3 Fairness-Aware Task SPECTRA: a Markovian
Conceptual Reference .| Allocation in HITLCPS: a .| Framework for Managing
Model for HITLCPS " Heterogensous | NFR Tradeoffs with Diverse
{Answering: RQ1) Crowdsourcing Case Levels of Observability
{Answering: RQ2) {Answering: RQ3)
v
Chapter 6

Chapter 7
Appraisal, Concluding
Remarks, and Future Directions

Exploring SPECTRA within
the Context of HITLCPS
{Answering: RQ3)

Y

Figure 1.1: Thesis roadmap

e Chapter 3. Conceptual Reference Model for HitLCPS In Chapter 2, we
highlight the importance of anticipating differences in human and machine
capabilities to enable collaboration between humans and machines in service
composition. This chapter presents a classification of human-as-a-service in
CPS and introduces a Service Oriented Architecture (SOA) ontology model
for the HitLCPS environment. The model considers humans’ unique char-
acteristics and dynamics as service providers or collaborators adopted from
O*NET Framework [6]. To demonstrate the practicality of our conceptual ref-
erence model, we provide a use case from the medical domain and implement
the reference model as a semantic information model following OWL-S [25]
and using Protégé [20] editor. We evaluate the ontological contribution of our
model based on criteria such as accuracy, completeness, adaptability, clarity,

and consistency. Portions of this chapter have been published in [27].

e Chapter 4. Fairness-Aware Task Allocation in HitLCPS: a Heterogenous
Crowdsourcing Case
Based on Chapter 3, we comprehend that human capability is influenced by

9
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various characteristics and values of individuals, and one prominent factor is
fairness. Numerous studies in the field of social economics indicate a positive
correlation between fairness and job satisfaction. In conventional workplaces,
fairness is widely recognised as a driving force behind human motivation, loy-
alty, and productive collaboration. However, contemporary fairness-aware task
allocation approaches have mostly focused on homogeneous workers, with eq-
uity or equality being the sole fairness requirement. With the rising trend of
diverse worker fleets consisting of autonomous robots/vehicles and human-in-
the-loop as service providers (e.g., crowdsourced logistics), novel approaches

are necessary [28].

In this chapter, we introduce our proposed fairness-aware task allocation strat-
egy for heterogeneous workers that takes into account equity, equality, and
need. We accomplish this by applying our principles to the maximum-weight
bipartite matching algorithm and evolutionary approach implemented on a
digital twin to enable runtime adaptation. We also utilise digital twins to gain
a comprehensive understanding of the system’s performance by examining var-
ious incentive scenarios. We evaluate the overall unfairness, workers” income,
and the quantity of expired tasks to determine how effective our approach is.

The content of this chapter is derived from our earlier work published in [2§].

e Chapter 5. SPECTRA: a Markovian Framework for Managing NFR Trade-

offs with Diverse Levels of Observability

In Chapter 4, we employed three fairness principles specified as NFRs with
directly measurable metrics/indexes. However, while many NFRs can be di-
rectly and fully observed, some are only partially observable. Existing solutions
typically consider homogeneous observability, with all the NFRs under inves-
tigation being either fully or partially observable. Moreover, existing solutions

tend to adopt a single objective approach with scalar rewards, which conceals
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the individual priorities of each NFR.

This chapter introduces SPECTRA as a framework rooted in the multi-objective
Markov decision process (MDP) [29, [30], employing vector rewards to explic-
itly portray multiple Non-Functional Requirements (NFRs) and their prioriti-
sation during decision-making. As a companion to SPECTRA, we introduce
MR-MOMDP, an MDP model with vector reward for mixed-observability en-
vironments. SPECTRA is purposefully designed to navigate trade-offs among
NFRs within dynamic settings encompassing varying NFR observability. The
chapter illustrates how mixed-observable NFRs within a remote data mirror-
ing system can be modelled during the design phase and optimised at runtime
using a digital twin architecture. Our approach is evaluated by quantifying
the expected total reward, size of the Convex Coverage Sets (CCS), target
satisfaction level, and the number of constraint violations. The content of this

chapter has been submitted to a journal as [31].

e Chapter 6. Exploring SPECTRA within the Context of HitLCPS

To complement Chapter 5, this chapter utilises a case study of a credit card
payment system, illustrating a scenario of HitLCPS where humans function
as service consumers. The evaluation is conducted through a digital twin
architecture extending MultiMAUS [32], a specialised simulator designed for
online credit card transactions with multi-modal authentication features. In
this system, users assume the role of service customers, encompassing both

genuine and fraudulent customers.

We introduce a novel heuristic authentication approach for MultiMAuS, dubbed
as “Dynamic” and showcase the utilisation of the SPECTRA framework for
specifying NFRs and facilitating self-adaptive authentication. Test outcomes
indicate that SPECTRA surpasses built-in methods by offering superior trade-

offs, notably enhancing the performance of Dynamic, particularly in scenarios

11
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characterised by a higher frequency of fraudulent activities.

e Chapter 7. Appraisal, Concluding Remarks, and Future Directions

This chapter evaluates the thesis in general by explaining how research ques-
tions were addressed, along with reflections on research pertaining to compu-
tational overhead, the feasibility of the proposed solutions, and digital twins.
Finally, this chapter concludes the thesis by summarising the main contribu-

tions and discussing potential research directions.
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Chapter 2

Self-Adaptation and Digital Twins for
HitLCPS

HitLCPS is a self-adaptive system dealing with dynamic environments and uncer-
tainties from various sources. Humans play essential roles in HitLCPS, which has
some additional challenges compared to traditional CPS. Meanwhile, the digital twin
has emerged as a pivotal technology crucial for capturing the dynamic and complex
nature of CPS environments. Digital twins have been explored as new modalities
to enable self-adaptation [33] as a controller (i.e., autonomous manager, managing
system) or as an extra layer to allow lifelong adaptation [3])] by simulating and exe-
cuting what-if scenarios without affecting the real asset (i.e., physical system). This
thesis demonstrates the use of digital twins to enable self-adaptation in several do-
mains using various techniques and methods to overcome problems that we identified

from the literature.

This chapter provides background information on self-adaptation, CPS, human-
in-the-loop, digital twins, and their interrelationships. We discuss how digital twins
can help with the self-adaptation of HitLCPS and present a taxonomy of digital twins

for HitLCPS. It also includes a literature review to identify gaps in the HitLCPS
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domain, focusing on cognition/capability, motivation, and predictability.

2.1 Self-Adaptive Cyber-Physical Systems

We begin this chapter by discussing the basic concepts of CPS and self-adaptation,
including definitions, a conceptual model, and adaptation properties and patterns

that can be applied.

2.1.1 Definitions

National Science Foundation (NSF) defines CPS as “engineered systems that are
built from and depend upon the seamless integration of computation and physi-
cal components” [35]. CPS refers to the integration of computation, networking,
and physical processes. Embedded computers and network monitors in cyberspace
control the resources and processes in the physical space, such as sensors, robots,
and vehicles. There are feedback loops between the physical space conditions and
computing in cyberspace, which affect each other [36]. CPS are employed in many
aspects of our lives, from communication to transportation. As feedback systems,
they require some form of intelligence to take adaptive and predictive actions to

enhance their service quality.

CPS is a self-adaptive system by nature. A self-adaptive system (SAS) is a
system with the capacity to modify its behaviour based on its understanding of
its environment and internal state [37]. It independently determines how to adjust
or restructure itself to accommodate alterations in its surroundings and conditions

with minimum external intervention. SAS effectively manages changes in external
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conditions, resource availability, workloads, demands, and unforeseen failures [1J.

The diagram in Figure[2.T]illustrates how a CPS can function as a SAS. The phys-
ical layer represents the external environment that the SAS interacts with, where
the effects of adaptation decisions are observed and evaluated. The cyber layer con-
sists of the managing system, managed system, and adaptation goals. The managed
system includes application codes that enable the system’s domain functionality
through sensors and effectors in the physical layer. The managing system includes
the adaptation logic that manages one or more adaptation goals [I]. These adap-
tation goals are the managing system’s concerns over the managed system, usually

associated with the software quality attributes of the managed system [1].

Adg[oigt;on E D) Managing System
I
Se?se ____________ :L Adaptation ~ Cyber Layer |
; T Information :
|-> O— Managed System
W
_________ ?xéﬁ/Effect R
Environment Physical
Layer

Figure 2.1: Conceptual model of a CPS as a self-adaptive system. Adapted from [I]

2.1.2 Adaptation Properties

When dealing with constantly changing environments, it is crucial for CPS to operate
independently, relying less on human involvement and becoming more self-adaptive.
This increases their efficiency and guarantees their resilience and effectiveness in

responding to any situation.
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Self-adaptation is the ability of the system to overcome dynamics and uncertain-

ties. Adaptivity properties are known as self-* properties, which includes:

e Seclf-configuring is the ability to automatically and dynamically reconfigure
in response to alterations through the installation, update, integration, and

assembly /disassembly of software entities [3§].

e Self-healing is closely associated with self-diagnosis and self-repair. It involves
the capacity to detect, diagnose, and respond to disturbances, as well as the
ability to proactively identify potential issues and take appropriate measures

to avert failures.|[3§].

e Self-optimising, also known as self-tuning or self-adjustment, involves the abil-
ity to oversee performance and resource allocation to satisfy requirements from

different users [3§].

o Self-protecting refers to the ability to identify security breaches and respond to
their consequences, encompassing two key dimensions: protecting the system
against malicious attacks and proactively anticipating issues to prevent them

or reduce their impact.[38].

One property that has been widely discussed in the literature is self-awareness.
Some literature views the self-adaptive system as self-aware and vice versa [39)].
However, some argue that a self-aware system has distinct characteristics from a self-
adaptive system. Chen et al. [40] and Faniyi et al. [41] share a common definition
of self-awareness as the ability of the system to obtain knowledge about its current
state and the environment. Therefore, a self-aware system can also determine how

other components of the system perceive it.

In addition to self-awareness and self-adaptivity, for a comprehensive under-

standing of the adaptive behaviour of CPS, self-adaptive CPS should also possess a
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self-explainability property [42]. This property ensures that the system can explain

and justify its actions and decisions.

This thesis focuses solely on self-adaptive systems, specifically self-optimising
systems. We aim to propose a self-optimising method that considers the objectives
and NFRs of HitLCPS. Although self-adaptivity requires context information to
achieve adaptation, we do not consider our work a self-aware system because we are
not concerned about how other components perceive it. Furthermore, our thesis does
not use online learning strategies to update its knowledge/model, as [41] suggests

for designing self-aware systems.

2.1.3 Adaptation Pattern

Adaptation in CPS is made in a cross-layer that combines different adaptation mech-
anisms within and across layers, generally using multiple feedback loops [§]. MAPE-
K (Monitor-Analyse-Plan-Execute-Knowledge) feedback loop, introduced by IBM
[43], has been a prevalent mechanism for self-adaptation adopted in many CPS.
The monitor component offers mechanisms for gathering, aggregating, filtering, and
reporting information from a managed resource/subsystem(s). The analysis com-
ponent includes techniques for correlating, forecasting, and modelling complex situ-
ations using the data gathered from the monitoring function. The plan component
constructs the best plan or actions required to achieve the objectives according to
the result of the analysis component and available policies. Lastly, the execute com-

ponent controls the execution of a plan while considering dynamic updates.

The diverse and complex problems of self-adaptive systems require different solu-
tions and architectures. Several patterns of interacting control loops in self-adaptive

systems have been identified by [44]. Each pattern shows a unique particular way
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Managing System

Request for

change
Analyse Plan
Symptom Change Plan
Monitor Execute
Managed

Subsystem(s)
Figure 2.2: MAPE Master/Slave Pattern.

to orchestrate the MAPE control loops, as follows:

e Hierarchical Control are controlled by a multi-layer hierarchical control struc-

ture where complete MAPE loops are present at all hierarchy levels [44]. The
higher the layer, the longer the time scale it will operate as it has a more global

vision than the lower layer [44].

Master/Slave pattern, as shown in Figure presents a hierarchical control
where a single master analyses the problem/situation and plans an optimal
solution using the data sent from the monitor component at multiple slaves
[44]. The plan component coordinates with the execute component on the

slaves to implement the solution at the managed subsystems [44].

Regional Planner is where several local hosts are hierarchically related to a sin-
gle regional host [44]. The local hosts are responsible for monitoring, analysing,
and execution, whereas the regional host is responsible for planning and su-

pervising local hosts [44].

18



Chapter 2 2.1. Self-Adaptive Cyber-Physical Systems

e Fully Decentralised is where each host implements a complete MAPE loop,
whose local M, A, P, and E components coordinate their operation with cor-

responding peer components of the other hosts [44].

e Information sharing. Each host owns MAPE components in this pattern and
only shares the M component [44]. Any further action by P and E components

is performed by each host regardless of the other hosts [44].

This thesis emphasises hierarchical control and the master/slave pattern, de-
pending on the perspective. From a general CPS perspective, each intelligent node
has its own MAPE feedback loop. However, they may be located in different lay-
ers with different purposes and objectives. Through a more fine-grain view, i.e.,

considering only a particular feedback loop, we may observe a master/slave pattern.

To comprehensively address the complexities of self-adaptation in CPS, several
primary issues must be tackled, including the coordination of adaptation mecha-
nisms within and across layers and ensuring system-wide consistency of adaptation
[8]. According to Zeadally et al. [45], adaptation in CPS can occur at all layers
by considering tight coupling to align subsystem behaviour with the overall result.
Adaptation in the Cyber layer is carried out concerning CPS behaviour as a whole.
Adaptations in this layer are commonly based on MAPE-K and can be done by
agents using adaptive control algorithms/models such as Markov or Petri nets [45].
Adaptation in the Physical layer is generally self-adaptive operation behaviour ac-
cording to a particular context [45]. This research also incorporates MAPE-K at
the Cyber layer as a Master, utilising an evolutionary approach and Markov models,
as discussed in later chapters. The execution command sent by the Master on the
Cyber layer is carried out by the Slave on the Physical layer to adapt its behaviour

based on the context.
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Krupitzer et al. [2] categorised existing engineering approaches for self-adaptive
systems into five dimensions, namely reason, time, technique, level, and adaptation
control, as shown in Figure [2.3] Reasons for adaptation can be changes in context,
in the system’s resources, or triggered by the user (e.g., changing goals). Based on
the time dimension, adaptation can be proactive or reactive. Adaptation can use
various techniques, such as parameter adaptation (e.g. changing goals, changing
models), structure adaptation (e.g. adding/removing additional control loops), or
context adaptation. Krupitzer et al. identified different levels of adaptation, namely
the application and system software level (cyber), communication (network), and
physical (managed resources, context). They divided adaptation control into three
categories: an approach, decision criteria, and degree of decentralisation. Referring
to the taxonomy in Figure 2.3} in this research, we demonstrate self-adaptation by
changing context and resources. We use decision criteria (i.e., models) and adapta-
tion parameters to develop a reactive adaptation approach at the software system

level.

Context
Resources

Application

System Software

Communication

Reactive

( Managed Resources

Decision Criteria )—( Adaptation Control )

Degree of }/
Decentralisation

Self-Adaptation

Technique

Figure 2.3: Self-Adaptation Taxonomy [2]

Musil et al. [46] define three patterns of self-adaptation in CPS, namely Synthesis-
Utilize, Synthesis-Command, Collect-Organize. In Synthesis-Utilisation, informa-

tion collected from the physical layer is processed and synthesised in the MAPE
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layer, and the results are utilised by agents (autonomous entities) in the application
layer to optimise their service through collaboration. Under the Synthesis-Command
pattern, the synthesis results on the MAPE layer are commands sent to particular
agents to act and configure locally. In Collect-Organise, the information collected
is used to generate and update global models in the MAPE layer, followed by ad-
justments by autonomous agents in the application layer using a self-organisation
mechanism based on new local and global models. The works offered in this the-
sis adhere to the Synthesis-Command paradigm for implementing the Master /Slave

pattern discussed previously.

2.2 Human-in-the-Loop CPS

The term Human-in-the-Loop has been widely used in the literature, ranging from
Al to CPS. Human-in-the-Loop has been defined in AT and ML as the involvement
of humans in the learning process and knowledge production [47]. Human-in-the-
Loop CPS (HitLCPS) typically consists of a loop involving a human component,
cyber component, and physical environment [4]. HitLCPS can also be referred to
as Cyber-Physical-Human-System (CPHS) [10] or Cyber-Physical-Social-Systems
(CPSS) [48]. Researchers often use these terms interchangeably to describe the
interaction between humans and machines in a socio-technical system. Henceforth,
we delineate HitLCPS as a system comprising humans, computing devices, sensors,
and actuators intricately interconnected and communicating with one another in

pursuit of shared objectives.
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2.2.1 Human vs Machine

Human behaviour is naturally teleological, which changes dynamically influenced by
intention, intuition, and experience [49, [50]. Unlike humans, the teleology property
of machines or artificial systems emerges due to the programming by the designer.
Rasmussen [49] classifies human behaviour into three types of behaviour, namely
Skill behaviour, Rule behaviour, and Knowledge behaviour. Skill-based behaviour is
a sensory-motor activity carried out automatically without conscious control, which
is a highly integrated pattern. The next level is Rule-based behaviour, which is a
composition or work sequence in a familiar environment referring to stored rules or
procedures obtained from previous experiences, instructions (e.g. cooking recipes),
or the results of previous planning. At the top, we have Knowledge-based behaviour
that appears when facing unfamiliar situations where there are no know-how, rules,
or procedures that can be used, so that performance is more goal-oriented by using

several alternative plans and considerations of the consequences.

Building on what Rasmussen proposed, Cummings [3] added another category
called expertise behaviour. This classification is based on the level of uncertainty
experienced in each behaviour. Expertise-based behaviour arises because knowledge
is exercised by uncertainties in very different conditions, so that a person may evolve
from being knowledge-able to becoming an expert. Uncertainty arises when dealing
with many unknown variables, so the situation cannot be fully determined due to
a lack of information. It can arise from exogenous sources coming from outside the

system, or endogenous sources from within the system.

Cummings suggested task allocations between humans and machines must pay
attention to the strengths and weaknesses of each (see Table [2.1). Cummings
mapped those four types of information processing behaviours against the degree

of automation and uncertainty, as shown in Figure 2.4 Skill-based tasks are the
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Attributes Machine Human

Speed Superior Reasonably slow

Power  Out- | Superior Reasonably weak

put

Consistency Ideal for consistent and repetitive | Affected by fatigue and unreliable
tasks learning

Information Multichannel Primarily single channel

capacity

Memory Ideal for formal, controlled access, | Better for principles and strate-
and literal reproduction gies, access is versatile and inno-

vative

Reasoning Deductive, tedious to program, | Inductive, easier to program,

computation | fast and accurate, poor error cor- | slow, accurate, and good error
rection correction

Sensing Good at quantitative assessment, | Wide ranges, multifunction, judg-
poor at pattern recognition ment

Perceiving Copes with variation poorly, sus- | Copes with variation better, sus-
ceptible to noise ceptible to noise

Table 2.1: Fitts’ [7] comparison on human versus machine performance, as presented

in 3]

Expertise-based

Knowledge-based

Rule-based

(i} Information processing behaviour

Skill-based

Uncertainty

(i} Strength in information processing

Figure 2.4: Role allocation in various information processing behaviours and levels
of uncertainty. Adapted from [3]
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best candidates for automation if reliable sensors and feedback support them. If the
rule/procedure set is mature and tested, automation can be applied to rule-based
tasks. For knowledge-based tasks, automation can be used to help organise and
synthesise data. Expertise tasks are tasks with high uncertainties so that expert

human reasoning is superior; automation can be used as a tool or partner.

The disparities in capabilities between humans and machines imply structural
differences in the capability models within our reference model for HitLCPS, as

outlined in Chapter

2.2.2 Taxonomy of HitLCPS

According to Stankovic et al. in [11], it is possible to classify existing HitLCPS
applications into three categories, as shown in Figure which are (1) Human
control, where humans are involved in controlling the system, (2) Human monitoring,
where systems passively monitor humans to take appropriate actions, and (3) a

hybrid of human control and human monitoring applications.

Human Monitoring

Human Control (Active/Passive)

Supervisory Contraol

(on-the-loop) Open-loop

Hybrids

Closed-loop

Figure 2.5: Taxonomy of HitLCPS applications. Adapted with modification from
4]

Human Control: Nunes et al. [11] provide two main scenarios that can be applied

24



Chapter 2 2.2. Human-in-the-Loop CPS

in this category. In a supervisory control scenario, also referred to as Human-on-the-
loop [51], 52], the controlling process is mainly autonomous, but human operators
are present to oversee it. The operator takes appropriate action to adjust the config-
uration to help the system make a decision only when necessary. In a direct control
scenario, the system relies on humans to provide instructions and report the results

back to the human.

Human Monitoring: Many applications commonly monitor humans passively
(e.g., in healthcare settings, industrial, transportation, etc.). However, we argue
that humans are also capable of actively monitoring themselves or their environment
and feeding the system the resulting data (e.g., in crowdsensing systems [53], [54]).
We can also further classify this application category into closed-loop and open-loop
systems. Open-loop refers to a situation in which the system does not take any
action after obtaining the data. Closed-loop systems, in contrast, use the collected

data to make decisions towards shared objectives.

Hybrid: Hybrid systems collect data from humans as feedback to their control
loops while also considering human inputs in decision-making [I1]. One example
of a hybrid system could be a crowdsensing system which considers crowd workers’

preferences in their task allocation.

This research focuses primarily on humans-in-the-loop, and Chapters [4] and [0]

illustrate how passive human monitoring can be implemented as closed-loop systems.

2.2.3 Human roles in HitLCPS

The taxonomy shown in Figure and the conceptual model of CPS in Figure

indicate that humans may be present in every layer. Humans can be part of a
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managing system that steers the adaptation and provides control; humans can also
be part of the managed systems that receive instruction from the managing system;
humans can also be part of the environment that is affected by adaptation, and this

impact is sensed and communicated back to the upper layers.

Nunes et al. [11] believe that with the support of data acquisition, state inference,

and actuation technologies, humans can play various roles in the loop, such as:

e Humans as sensor nodes are enabled by wearable devices and ubiquitous sens-
ing technologies provide monitoring data about their mental /physical state or

surroundings, actively or passively.

e Humans as network/communication nodes. Humans can act as carriers of
smart devices with high mobility, which can help the distribution of sensed

data and information across the network.

e Humans as processing nodes, that can assist in decision making. Given distinct
cognitive abilities, humans can complement intelligent agents, especially when
dealing with the “known unknown” that requires humans’ tacit knowledge to

solve [55].

e Humans as actuators. With their cognitive abilities and special skills, they
can provide assistance, which may require physical action, to help the system

accomplish its common goals (e.g., fix the problems when it detects errors).

HITLCPS

Request——>|
Service Consumers Service Providers
l«——Frovide/Responss

Figure 2.6: Service-oriented view of HitLCPS
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From the service-oriented perspective, as shown in Figure 2.6 HitLCPS can be
seen as a system consisting of service providers and service consumers who help one
another to satisfy common objectives. In HitLCPS, humans can be seen as both
service consumers and service providers [48]. Humans as service consumers use other
CPS components to deliver services for them. On the other way around, humans
as service providers perform appropriate actions that correspond to the requests
from the service consumers (e.g., instructions from the managing system/controller

component).

Given the limited research on humans as service providers, this study investigates
different aspects of humans in this role and how human-machine services can be

modelled, composed, and remain optimal in the face of constraints and uncertainties.

2.2.4 Distinguishing Characteristics and Challenges of HitLCPS

Including human components alongside cyber and physical components is a defining
characteristic that sets HitLCPS apart from conventional CPS. Sowe et al. [10]
emphasise several critical aspects that distinguish a HitLCPS from a traditional

CPS, which should be given careful consideration, as follows:

e Cognition/Capability. The various methods through which individuals and
computers perceive, analyse, act, and respond create challenges and possibil-
ities for collaborative efforts between people and computers to attain a goal

effectively [10].

e Predictability. The presence of humans in the loop exhibits a new source of
uncertainty. Various factors affect human performance over time; humans

may lose focus or choose not to follow instructions. However, while humans
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may be less reliable than machines in following instructions, they have better
adaptability in changing environments and use their tacit knowledge to deal

with uncertainty.

e Motivation. Unlike machines, people require incentives that can take many
forms, from monetary incentives to psychological comfort and satisfaction [10].
Motives, skills, and values are important determinants of human performance
and action [56]. Values shape and influence the decision-making processes
of individuals, groups, and organisations [I7]. More than 80 organisations
globally have created lists demonstrating their commitment to public value

[57]. Fairness is among the five most widely recognised values in these lists

5.

Further, in Section we look into various literature and state-of-the-art ap-
proaches. We categorise them based on the three aspects mentioned above to high-

light the gaps we have identified in each category.

2.3 Digital Twin for Adaptation in HitLCPS

Despite the many definitions that have been put out [58, 59l 60, 61], [62], the basic
idea behind digital twins is that they are a virtual representation of an actual system,

real-world entity, or physical asset [63].

Digital twins are essential for providing system control and representation [64]
and are used in experimentation, evolution, design, control, and analysis [63], which
are crucial in engineering SAS. Digital twins have emerged as a pivotal technology

crucial for capturing the dynamic and complex nature of CPS environments [65].
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2.3.1 Digital Twins vs. MAPE-K

The basic architecture of MAPE-K SAS consists of an autonomic manager (i.e.,
managing system) and the managed element (i.e., managed system/sub-system) [66].
The autonomic manager controls and represents the managed elements, helping hu-
mans from the direct responsibility of managing them [66]. Figure[2.7]illustrates how
MAPE-K architecture [66] shares several characteristics with digital twin [59]. The
autonomic manager corresponds to the digital twin, whereas the managed element
is analogous to the physical asset of the digital twin. Furthermore, the autonomic
manager and the managed element have bidirectional communication, like a physical

asset and its digital twin [59].

Autonomic Manager

Digital Twin
Analyse Plan

Monitor Knowledge Execute

Information
Adaptation i Data & Decision
Data decision
Physical Asset
Managed element : s ﬁ
H }*ﬂ ‘

Figure 2.7: MAPE-K Self-Adaptive Systems (left) vs. Digital Twin Architectures
(right). Tmages of the robots and their models are taken from [5]

Digital twins have been studied as new modalities to enable self-adaptation [33]
as a controller (i.e., autonomic manager, managing system) [67, 68, [69] or as an
additional layer to facilitate lifelong adaptation [34] by simulating and executing
what-if scenarios without impacting the real asset (i.e., physical system). The work
of [67] extends digital twin to enable continuous optimisation of CPS service delivery
and adaptation to changing needs and environments through verification at runtime.
In human-robot collaborative assembly [60], digital twins extend virtual simulation

models from the design phase to operations for real-time control, task sequencing,
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and task allocation between humans and robots. The work by [70] uses the digital
twin to enable lifelong adaptation for robotic manipulators by predicting future

events, updating adaptation conditions, and improving adaptive behaviour.

We have developed a taxonomy for HitLCPS digital twins, shown in Figure [2.8
that categorises them based on deployment, temporal integration, twinning type,

feedback type, maturity level, human mode, and role of humans. The taxonomy

Off-Twin

Human Modes
On-Twin
Offline
: Architecture Temporal Integration

Cnline

Deployment

Human as Managed Asset ]

Human as Decision Maker ]

Digital Blueprint

Maturity Levels Digital Model
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Pure-play
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Digital Twin
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Figure 2.8: A taxonomy of Digital Twin for Human-in-the-Loop CPS

is not exhaustive and should be considered complementary to existing taxonomies
[71, [72, [73] that can be expanded and refined as new insights and technologies

emerge.
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We use the taxonomy to categorise 15 representative articles of digital twins in
HitLCPS in Appendix[A] The following sections below provide detailed explanations

of each category.

2.3.2 Deployment

Digital twins are highly beneficial for developing HitLCPS at the design time and

facilitating adaptation during runtime.

e Design time. At design time, digital twins are useful for evaluating and ex-
ploring various strategies available in the design space. The digital twin can
be considered a "sandbox” where operations can be repeatedly simulated and
evaluated, guiding the implementation [74]. The results of this exploration are
an optimal blueprint [75] for real asset deployment and optimal strategies/poli-
cies that guide the adaptation process of existing real assets. The designers
analyse the feedback and oversee and approve synchronisation. The types of
digital twins that are suitable for design time are digital blueprints and digital

models.

e Runtime. At runtime, the digital twin works alongside the asset to facili-
tate the asset’s adaptation, analysis, and maintenance [75]. The digital twin
constructs the desired control inputs and generates control instructions by
comparing observed and desired behaviour [75]. Synchronisation and feed-
back from digital twins to assets can be done automatically. Digital shadow,

Pure-play, and Guided Pure-play are suitable for application at this stage.

31



2.3. Digital Twin for Adaptation in HitLCPS Chapter 2

2.3.3 Temporal Integration

The connectivity and temporal integration between digital twins and their assets is
one of the differences between digital twins and traditional simulations [76]. It can

be classified as follows:

e Offtine. Offline digital twins (e.g., [T7]) are suitable for scenarios where real-
time communication is not essential [76]. An offline digital twin would connect

to the physical system periodically [76].

e Online. Online digital twins are connected to their physical assets in real-time
[76] for immediate data exchange and interaction. This connectivity allows
the digital twin to be synchronised at a high level of fidelity for analysis and

decision-making.

2.3.4 Twinning Type

In CPS, real assets represented by digital twins can be either in the physical layer

or the cyber layer.

o Cyber-Cyber. Digital twins are virtual replicas of software systems and pro-
cesses. The cyber-cyber digital twin can adapt completely, corresponding to
its twin [78]. Cyber-cyber digital twins themselves can have digital twins,

resulting in a hierarchy of digital twins [78].

o (Cyber-Physical. Digital twins are digital replicas of physical assets, not soft-
ware systems or processes. The synchronisation is only partial and limited to

the configuration and software components of the physical assets [78].
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2.3.5 Feedback Type

As a replica, the digital twin shares many features with the assets it represents. The
digital twin, on the other hand, includes a number of additional components that
enable it to provide simulation and analytic services. We identify several types of
planning & analysis functions that can be performed by the digital twins, as follows

58, [79):

e Descriptive - explain the state of assets, monitor their behaviour and detect

violations or anomalies by performing descriptive analysis.

e Diagnostic - undertake advanced analytics aimed at elucidating why something

occurred based on data analysis

e Prognostic/Predictive - extrapolate what might happen in the future, use pre-
dictive data analytics such as data mining, statistical approaches, and machine

learning.

e Prescriptive - perform the prescriptive analysis for optimation or mitigation,
which allows the system to view probable decisions and follow them through
to a predicted outcome based on both current and historical data. Prescriptive
analysis uses algorithms, machine learning, and computational modelling to

determine the viability of actions before they are done.

2.3.6 Digital Twin Levels

The concept of a digital twin operates on multiple levels, as shown in Figure[2.9] with
different levels of maturity and sophistication [63], to facilitate situations where a

physical system is unnecessary or when there is no direct match between the internal
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states of the physical and virtual representations [80].

Digital Blueprint Pure-play

Al
data/model « M

Digital Model Guided Pure-play

Y
data/model ™ data/model

-------- ¥ Manual / Human intervention
1 ———— Automated

Figure 2.9: Various types of Digital Twin

The following are different maturity levels of digital twins characterised by its

seamless connection [80]:

e Digital Blueprint. At this level, Digital Twin is only a simulation to build a
blueprint for a complex system (i.e., the asset). This type is commonly found
at the design stage, where the digital twin is used to explore the design space;
hence, a digital twin can be discarded after the design process is complete.
Synchronisation between digital twins and assets is done manually because
digital twins are not connected to assets. Even analysis can be done using

synthetic datasets [0].

e Digital Model. The Digital Twin is a simulation that is connected to an asset.
The analysis uses historical data produced by and gathered manually from
the asset, leveraging ML techniques, and may follow model-driven engineering

paradigms and the results configured to the asset manually [80].
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e Digital Shadow. The Digital Twin runs alongside assets to provide behavioural
insights and perform what-if analysis. The Digital Twin collects the data from
the asset automatically. The analysis results are consumed by humans and

reflected back into the asset manually [80] €1].

e Pure-Play. The digital twin is the shadow of the asset that holds the ideal
behaviour of the asset. Through extensive use of ML, Digital T'win controls the
asset to achieve the system objectives. The synchronisation is done regularly

and frequently [80].

e Guided Pure-Play. We add this category for a pure-play extension where
humans are involved in helping the Digital Twin overcome uncertainty through
decision-making in critical and unforeseen conditions and guiding the Digital
Twin in anticipating contexts that might occur in the future. This type of
digital twin can be implemented on a hybrid HitLCPS, which integrates human

control and human monitoring, as discussed in [82].

2.3.7 Layers and Human Modes

There are at least three primary layers of Digital Twin architecture: the asset layer,
which encompasses real-world systems such as humans, machines, environments,
sensors, and other physical systems; the digital twin layer, which comprises digital
replicas of the entities in the asset layer; and the decision layer, which serves as the
decision maker [28]. The decision layer is an independent layer because it frequently
involves humans or external services/components in making decisions, which occur
outside the digital twin layer. Nevertheless, if the decision is made by the digital
twin, then this layer merges with the digital twin layer. In Chapter [4] we showcase
a three-layered digital twin reference architecture tailored for heterogeneous crowd-

sourcing. However, one could use a more fine-grained architecture with more layers
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to group components into more specific functions, such as in [83] 84, [61].

In the digital twin architecture for HitLCPS, humans can exist in one or more
of the three layers. In the asset layer, humans are considered a crucial element of
the environment that is monitored and managed by the digital twins. Humans are
also included in the digital twins layer as models for conducting simulations and
analysis. Human expertise is of utmost importance at the decision layer, as it plays

a significant role in making important and strategic decisions.

We classify human presence on the digital twin architecture into two modes:
Off-twin, where humans operate on layers other than the digital twin layer, such as
the decision layer [85] 86], asset layer (e.g., as action executor [62]), or both [62];

On-twin, where humans are represented on the digital twin layer [87, 88, [89] 90].

In the off-twin mode, there are two human roles: The first is as managed assets in
the asset layer. This means that the digital twin, as the managing system, provides
them with instructions; humans are the action executors [62]. The second role is
as a decision maker in the decision layer [91) 28, 92, O3], performing analysis and

decision-making based on the feedback from the digital twin layer.

2.4 Identified Gaps in HitLCPS

The integration of human elements into CPS research has revealed numerous chal-
lenges. Specifically, human dynamics introduces additional complexity that remains
unexplored [94]. To optimise the system’s performance and minimise errors, HitL-
CPS must accurately identify the capabilities of humans and machines. Monitoring
their unique characteristics and abilities is crucial, as they may change over time.

However, these traits, other human attributes, and mental states can be challenging
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to observe and add additional uncertainties.

We conducted a literature review for each category that differentiates HitLCPS
from traditional CPS, referring to Sowe et al. [10], namely cognition (i.e., capability),
motivation, and predictability, to identify the gaps that we aim to address in this

study.

2.4.1 Cognition/Capability

HitLCPS requires interoperability between heterogeneous components for human-
machine collaboration with different capabilities. Service-oriented architecture (SOA)
is widely adopted as an underlying technology for CPS [95], offering interoperability

through open standards and protocols, flexibility, service abstraction, and scalability.

Ontology plays a significant role in SOA by providing a formal and structured
way to understand service semantics, support interoperability, service discovery,
service composition, and adaptation. Therefore, having a structured model, e.g.,
ontology, that captures distinctive cognitive mechanisms and capabilities of humans

and machines is essential for HitLCPS.

Huang et al. [96] presented a Physical-Entity service-oriented architecture model
to enable inter-operation and coordinated sharing of distributed and heterogeneous
data using Physical-Entity (PE) ontology that classifies the physical entities (includ-
ing humans) and their class properties and services. The proposed Service Model
follows the OWL-S model, including the Input, Output, Precondition, and Effect
specifications. However, this model divides precondition and effect into context
precondition, non-context precondition, non-context effect, and context effect. The

non-context effect is a change in the world or environment after service execution.
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Meanwhile, the context effect changes the service provider entity after performing
the service. There are service provision constraints that represent the physical con-
straint of the PE relevant to the service, such as maximum distance, maximum
load, etc. However, this model has not accommodated human characteristics and

capabilities that affect human service quality.

Echoed [96], Wang et al. [97] proposed an ontology model for the context-
sensitive specification of the service abilities of physical entities. Physical Entities
(PE) provide atomic services with behaviour constraints such as context precondi-
tion, precondition, and postcondition. Context preconditions correspond to precon-
ditions related to the dynamic context of the PE that should be established before
PE can provide the services. The precondition accounts for the service constraints
irrelevant to the context, whereas the postcondition is the condition after a ser-
vice’s execution. However, this model does not adequately accommodate humans
as a service because humans can provide composite services in addition to atomic

services.

Zhu et al. [98] extended OWL-S ontology concerning several significant issues
related to CPS and IoT where every Physical Thing (PT) entity can provide a service
and receive the impacts from any service. PT entities are described in four main
classes: “Physical Profile”, “Operation Profile”, “Operation Schedule”, and “Context”.
Zhu et al. introduced the “AppliedTo” concept to the “Service model” to simplify the
reasoning process. The “AppliedTo” class represents the recipient PT and effects that
can change the recipient PT’s state after the service’s execution. This model does
not consider humans as part of PT but considers humans as part of the environment,

acting as service consumers.

Sun et al. [99] proposed an ontology-based CPS service model with location,

physical entities, and CPS services as the three main components in which the
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CPS service uses physical entities and has effects on them. This model pays more
attention to the location and state of physical entities, regarded as context. Several
characteristics for physical entities were introduced, such as operation space (working
region), degree of parallelism (whether this physical entity can be used by more
than several services simultaneously), and working state (the availability state of
the physical entity). However, their model does not consider humans in the loop.
Additionally, they separate physical entities from the CPS, which does not fit our
definition of HitLCPS.

A human service capability description (HSCD) model has been proposed by
Sowe et al. [10]. The main objectives of this model are to represent the person’s
identity, the tasks a person can perform, the qualifications of the person for per-
forming the tasks, and the types of interfaces that can be used to interact with the
person. This model mainly focuses on humans and fails to explain how humans’ and

machines’ capabilities can be orchestrated in specific environmental contexts.

Our findings suggest that even though researchers and designers understand cog-
nition and capability differences between humans and machines, existing literature
has insufficiently modelled them. A more comprehensive model of human-machine
capability is required to serve as a foundational framework for designing, managing,
and optimising collaborative work between humans and machines in HitLCPS that
promotes efficiency, reliability, interoperability, and adaptability. A more compre-
hensive ontology provides more detailed knowledge in a particular domain, enhancing
usefulness for specific tasks. However, this detail often comes at the cost of general-
ity. Designing the ontology requires careful consideration to ensure it is adaptable
based on context [I00]. This allows the extension of the ontology to specific details

when necessary while remaining broad otherwise [101].
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Gap 1. The necessity of a more comprehensive ontology and capability model

for human-machine collaboration, addressed in Chapter [3}

2.4.2 Motivation

Wu et al. [102] emphasise the role of fairness perceptions in motivating employees.
They suggest that enhancing fairness can increase motivation and improve work per-
formance. Additionally, their perceptions of fairness influence employees’ attitudes

and behaviours towards work, ultimately affecting their motivation.

One instance of HitLCPS is a spatial crowdsourcing system that involves human
and machine workers. In recent years, spatial crowdsourcing studies have evolved to
include ubiquitous machines as participants, thanks to advancements in robotics and
AT [103]. Task-assignment problems for spatial crowdsourcing often involve spatial
and temporal constraints [104], as well as additional constraints such as quality
[105] and budget constraints [106]. However, fairness considerations are frequently
overlooked, including fairness in the distribution of tasks between machines and
humans. Below are some studies that prioritise fairness as an objective in their

algorithm for task allocation in spatial crowdsourcing.

Basik et al.[107] used the bipartite-graph approach and equity-based distributive
fairness by minimising the difference in the local-assignment ratio among workers.
This algorithm works in a setting where workers can either decline or accept job
offers. The more offers they accept, the higher their chance of being allocated a
task. However, there are settings where the server assigns the task, and the workers

do not have the right to choose the assignment.
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Chen et al. [108] also used a bipartite graph in their proposal, where unfairness
(fairness cost) is quantified as the discrepancy between a worker’s deserved bonus
proportion and their actual allocated proportion. Their approach favours workers
who have completed more tasks in previous rounds, leading to a bias towards work-
ers with superior performance in heterogeneous worker settings. Hence, different

approaches to ensure fairness for the less advantaged workers are necessary.

Lan et al. [109] proposed two heuristic techniques for allocating multiple tasks,
which measure fairness using a fairness index related to the equal distribution of
tasks among workers. However, they do not account for varying task rewards or

different worker incentive schemes.

Zhao et al. [110] introduced two heuristic algorithms that utilise game theory to
minimize the payoff differences among workers as a fairness metric. Worker payoft is
defined as the ratio between task rewards and travel time, incentivising longer task
completion times. However, in human-machine crowdsourcing with a diverse fleet

of workers, it is necessary to consider varying travel speeds and maximum distance.

The aforementioned approaches for fairness in task allocation are suitable for
homogeneous crowdsourcing with single-type human workers. However, such ap-
proaches are inadequate for heterogeneous settings involving multiple types of work-
ers, including human and machine workers. To ensure fairness in such settings, it
is crucial to modify existing approaches and develop new ones that account for the
diverse capabilities and limitations of different worker types. Furthermore, with the
increasing need for online task assignments, there is an added layer of complexity to

the problem, requiring adaptability in a dynamic environment.
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Gap 2. A fairness-aware approach to allocating tasks and rewards that con-
siders the distinct attributes of humans and machines is required, addressed

in Chapter (4}

2.4.3 Predictability

Uncertainty is a major underlying issue that can arise from a variety of sources,
including insufficient knowledge, sensor noise, inacurate understanding, and the un-
certain behaviour of humans in the loop [I1I]. Many aspects of human dynamics
affected by internal and external factors remain challenging to predict and difficult

to observe.

HitLCPS, as a socio-technical adaptive system, is given objectives through NFRs
that need to be satisfied. Sutcliffe et al. [15] propose the concept of “soft require-
ments” which expands traditional NFRs to cover socio-political and human-oriented
issues that may affect system-level requirements. Therefore, It is important for HitL-
CPS to be able to monitor the satisfaction level of each NFR. Nevertheless, not all
NFRs can be directly observed and monitored, some of them, e.g., human mental

states, are partially observable.

Introduced by Reinforcement Learning and the robotics community, Markov De-
cision Processes (MDP) and Partially Observable MDP (POMDP) have been applied
to model sequential decision-making processes in various domains of SAS, including
SOA-based systems [112] 113} 114} 115], cloud computing [116], 117, 118], mission
planning [119, 120], and security [121], 122]. While one may assume that the im-
pact of the adaptation action is deterministic [122], much research based on Markov

processes assumes that the effects of adaptation on NFRs are uncertain.
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The following works use Markov models for decision-making in their self-adaptation.
We divide it into two sections: section [Observability] which discusses the existing

works from the observability perspective of the problem under investigation, and

section |[Reward Functionl which discusses the reward function used.

Observability

Observability is the degree to which one can comprehend the internal state of a
system based only on knowledge of its external outputs [123]. A system can have

either fully-observable states, partially-observable states, or mixed-observable states.

The studies conducted by [116] 113] 114], 112, 115], 124) 125, 29] share common
objectives with our work in the endeavour of enhancing Quality of Service (QoS) and
ensuring the satisfaction of NFRs. The works by [112, 113}, 115} 124 125], 29, 114]
utilise state space to represent information related to the satisfaction level of NFRs.
However, only RE-STORM [124] and Pri-AwaRE [126, 29] specifically demonstrate
how NFRs, which can only be partially observed in the context, are mapped and

represented by the states of the POMDP model.

In other studies using MDP [112], 127, 116, [113] 120], 121, 122, 119, [114] 117,
118], the agent works in an environment where it could fully observe the current
state. However, in POMDP-based systems [115], 124], 125], 29], the agent can only
partially observe the current state of the environment. Adopting POMDP in SASs
is less common than MDP for various reasons. Besides additional computational
complexity, not all domains or applications require modelling and reasoning under
partial observability. It merits attention that all studies mentioned above only focus
on one type of observability (i.e., homogeneous/uniform observability), either fully

observable or partially observable states.
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MOMDP [128] considers mixed observability and solves it by representing sepa-
rately the fully and partially observable components of an environment’s state (i.e.,
robot) and derives a compact lower-dimensional representation of its belief space,
which can be combined with any point-based algorithm to compute approximate
POMDP solutions, resulting in significant improvements in performance. Recognis-
ing the importance of employing MDP and POMDP in settings characterised by
uniform observability, we suggest exploring MOMDP to manage decision-making
in mixed observability environments. This aspect remains relatively unexplored,

especially within the areas of software engineering and requirements engineering.

Reward Function

The reward function is an incentive mechanism to provide reward/punishment for
an action chosen in each state. The agent’s goal is to maximise total rewards in the

long run.

Existing approaches generally use single-objective approaches with scalar rewards
in their models [112], 127, 116], 113}, 120}, 121], 122} 119, 117, 118, 115, 124, 125]. The
works by [116], T12] rely on the reward function to meet NFRs instead of using NFR
satisfaction level as a determinant of the environment’s current state. Although the
model does not explicitly provide information on the satisfaction level of NFRs, the
scalar reward function used in their MDP model aims to optimise the overall utility

of the system by prioritising essential quality constraints.

While scalar rewards are generally static, ARRoW [129] introduces dynamic
rewards representing the preferences/weights over NFRs updated at runtime by
monitoring the current levels of satisfaction of NFRs (i.e., states), the satisfaction

threshold for each NFR, and comparing it to a set of satisfaction ranges. The weights
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associated with the NFRs are mapped onto a decision-making specification using a
quantitative requirement prioritisation scheme based on the P-CNP method. The
resulting priorities are then aggregated into a single scalar reward value, representing

the overall importance of each NFR.

One issue with the scalar approach is that it hides important information about
the significance of meeting each NFR in various states of the environment [29].
Scalar rewards also obscure the effects of decisions on adapting to specific NFRs.
MR-POMDP++ [29] tackles the problem of scalar reward by suggesting an approach
based on MR-POMDP [30)]. This method employs a reward vector to represent the
priorities of objectives (i.e., NFRs) by indicating how desirable they are in terms of

satisfaction, given a particular state of the environment.

Inspired by the work of Samin et al. in [29], we use the reward vector and solver
they used to be applied onto MOMDP [128§]. In addition, we develop a framework
to specify NFRs and their observability and to build appropriate Markov models to

consider tradeoffs and uncertainties which we discuss in Chapter [5| and [6]

Gap 3. The necessity of a framework and model for managing NFRs tradeoffs

to consider various types of observability, addressed in Chapter [5| and [6]

2.5 Summary

We have discussed the concepts of self-adaptation, HitLCPS, and digital twins, em-
phasising their connections. We have presented a taxonomy of digital twins for

HitLCPS, which serves as our foundation for building digital twins in the next chap-
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ters of this thesis. Moreover, we have identified gaps in current research, including
the necessity for a holistic model for human-machine collaboration that accommo-
dates the distinct traits of both humans and machines. Additionally, fairness must
be considered when distributing tasks and rewards among humans and machines,
respecting their unique capabilities and skill sets. Lastly, there is a requirement for
a framework and model to navigate trade-offs in NFRs, taking into account different

types of observability.
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A Conceptual Reference Model for
HitLCPS

This chapter provides a classification of human-as-a-service in CPS, and we propose
a Service-Oriented Architecture (SOA) ontology model for the CPS environment as
part of the Fverything-as-a-Service paradigm. The model considers human char-
acteristics and their dynamics, as a service provider or collaborator with the ma-
chine. As the ontology model is an enabler for engineering a self-adaptive CPS with
human-machine collaboration as service providers, we describe how a commonly used
self-adaptive reference model can be refined to benefit from the vision. We evaluate
the ontological contribution against criteria that relate to accuracy, completeness,
adaptability, clarity, and consistency. We demonstrate the feasibility of our con-
ceptual reference model using use cases from the medical domain, and we show how
human-machine service provision is possible. This chapter originally appeared as

[27].
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3.1 Introduction

HitLCPS has been broadly adopted across various fields. In smart manufacturing,
human-machine collaboration provides flexibility that allows manufacturers to adapt
more easily to shifting demands in products and processes [130]. Human-machine
collaboration is also essential in the space system domain as it enhances operational
efficiency, safety, and adaptability while also addressing the unique challenges in
remote environments [I31]. While fully automated CPS can excel in strength, pre-
cision, and speed, humans possess cognitive abilities, consciousness, and skills that

allow them to quickly adapt to new requirements and tasks.

As discussed in Chapter 2] humans and machines differ in many aspects. Humans
work based on their consciousness, while machines operate based on what is pro-
grammed [I32]. Humans have to work based on a motive, which is often the result
of a trade-off analysis between rewards and risks. Humans have free will, so humans
can decide to stop working or choose to do work differently based on the context
and their considerations. Besides, many factors influence human performance, such
as mood, fatigue, incentives, etc. In many CPS applications, humans, when kept
in the loop, are generally an operator; the users who instruct or initiate requests
for and receive services from CPSs (service consumers). However, many complex
CPSs are essentially a combination of computers, machines, and people who work
together to achieve system goals [I0]. In such systems, humans can provide services
by performing tasks based on their ability to sense, act, store, and process data
(e.g., citizen sensing, citizen actuation [133]). Therefore, humans in the loop can be

viewed as not only the service consumers but also as the service providers [48)].

Service-Oriented Architecture (SOA) provides potential solutions for modelling,

run-time synthesis, management, and composition of HitLCPS to deal with vari-
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ability in component types and changing application environments at runtime [134].
With SOA, every capability possessed by each entity is considered either an atomic
or composite service. However, traditional SOA models and composition techniques
have limitations when directly applied to CPS for various reasons due to the hetero-
geneity of physical entities, whether human or machine, while considering context

requirements, service provision constraints, and service similarity.

Several works have proposed service models and service composition for CPS
[96, 135, 136], 98], CPSS [134], and systems of systems in general [137, [138]. However,
these studies do not pay much attention to humans as service providers in CPS.
Human characteristics are not explicitly modelled. Humans are mostly considered
part of the physical entities, along with robots, vehicles, sensors, and other actuators.
Existing models are not adequate to accommodate humans as service providers and

new or enhanced models are needed.

The novel contributions of this chapter are as follows: We first define the problem
of Human-as-a-Service in CPS service composition, and we motivate its need. We
contribute to a novel reference service-oriented SOA ontology model for the CPS
environment as part of the Everything-as-a-Service paradigm. The model considers
human characteristics and their dynamics, as a service provider or collaborator with
the machine. The model builds on existing service composition paradigms and
extends it beyond the machine-centric ones to also include human-as-a-service in
CPS. As the ontology model is an enabler and pre-requisite for engineering a self-
adaptive CPS with human-machine collaboration as service providers, we describe
how a commonly used self-adaptive reference model, MAPE-K can be refined to
realise the vision. The proposal is a pragmatic shift towards acknowledging that
both humans and machines work in collaboration as service providers. The paradigm
can enable new modalities of service composition, where humans can assist the

machine (vice-versa is also possible), considering some qualitative attributes such
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as accumulated experience, knowledge, skill, abilities, and other human attributes

such as emotion, mood, compassion, fatigue, etc.

The ultimate vision is to transit the problem of service composition into a col-
laborative human-machine service composition, where bidirectional infosymbiotic
cooperation/learning between the machine and human can be envisioned, promising
more dependable and human-centric CPS services provision. We report on how the
model can be instantiated using a use case from the medical domain. We follow the
standard and commonly used approaches to ontology evaluation, where we evalu-
ate the ontology against criteria that relate to accuracy, completeness, adaptability,

clarity, and consistency.

3.2 *.as-a-Service in HitLCPS

3.2.1 Everything as a Service

Everything as a service (XaaS) is a concept for services and applications that users
can access over the network, which is generally found in the form of Software-as-a-
Service (SaaS), Platform-as-a-Service (PaaS), and Infrastructure-as-a-Service (IaaS).
However, in its development, we also see more specific terms such as Communication-
as-a-Service (CaaS), which provides VoIP services, Transportation-as-a-Service (TaaS),

such as online taxi or ride-hailing services, and many others.

HitLCPS integrates computation, networking, and physical processes that in-
volve humans in the loop. Mobile internet devices with varying computing capabil-
ities are strong candidates for implementation in physical entities of the CPS [139].

Some machines may have limited computing resources, but many devices could ex-
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ecute complex computations and processes. These devices can communicate and
share services over the network. The development of ubiquitous computing tech-
nology allows human-computer interaction to a higher level with various interfaces.
Humans can be accessed and interacted with the system through handheld devices
or other human interface devices (HID) nearby. A service-oriented architecture is
therefore promising for HitLCPS to enable collaboration between components in

providing services.

3.2.2 Human-as-a-Service

The idea of human-as-a-service supports the XaaS (Everything-as-a-Service) paradigm

that sees that humans can provide services to the system; so can other devices.

Human-as-a-service in CPS is defined as a “thing” of Everything as a Service
with human capabilities and properties. These are humans as service providers that
can work either in isolation or in collaboration with machines in CPS to sense,
process computation, actuate, learn, and/or transfer its learning with the objective
of providing more socio-dependable and human-centric service composition models
for CPS. The relation can be collaborative or an arms race (as we discuss in Chapter

M), based on the context with the incentive of a better overall service provision.

Human-as-a-service is widely manifested as an individual or group of services,
often by direct appointment or through an open-call (crowdsourcing) mechanism. It
exhibits unique characteristics as it evolves during its life cycle and involves various

ways of collaboration/communication [140], [141].

Human-as-a-service within the CPS can vary. Treating CPS as a self-adaptive

system using the MAPE-K [142] reference architecture, human-as-a-service can be
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applied within all layers of monitoring, analysis, planning, execution, and knowledge.
Nunes et al. [I1] have identified several human roles in the loop that we use as a

reference to categorise human-as-a-service in HitLCPS as follows:

1. Sensor service. In their activities, humans might use tools and computing
devices equipped with digital sensing functions. Humans also have five natural
senses that can detect many events (e.g., traffic hours, car accidents, fires, etc.).
Humans can provide this service actively by reporting an event or phenomenon
detected by the five senses and passively by allowing their activity /behaviour

to be recorded to see social phenomena (social sensors).

2. Processing service - Humans are learning creatures who have developed cog-
nitive abilities. With his diverse knowledge and intuition, human choices will
help make decisions, especially when dealing with uncertainties due to lack of

knowledge or other environmental dynamics.

3. Actuating service - In everyday life, humans already act as actuators. When
receiving an emergency signal from the patient’s room, the nurse will imme-
diately go to the patient’s room and take the necessary actions. Within the
scope of HitLCPS, sensor networks or robots may detect errors and require

specialised actuation from humans to fix the problem [11].

4. Adaptation Service - This service is a composite of the three services above.
Humans can act as adaptation promoter for other nodes. “The users (with
different roles) may decide whether the adaptation is needed, which strategy
to choose, and even participate in its realisation” [143]. This role includes,
but is not limited to, control feedback, provision of knowledge, learning, and

evaluation.
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Figure 3.1: The O*NET content model [6]

3.3 The O*NET Framework

Understanding the classification and relationship between the attributes of workers
and their jobs is essential to build an adequate human-as-a-service model and pre-
requisite for developing a self-adaptive model. We have studied several existing
frameworks, namely O*NET [6], SOC [144], and ISCO [145]. We have decided
to use O*NET as it is considered to be the primary reference for building human

capability models.

The Occupational Information Network (O*NET) provides a rich database of
occupation information that describes the job and worker characteristics. The Con-
tent Model defines the most important types of job information and incorporates

them into a theoretical and empirical framework.

In the O*NET framework, every single job requires a different selection of knowl-
edge, skills, and abilities and performs a variety of tasks and activities. These par-
ticular characteristics of an occupation are described by the Content Model (as seen

in Figure , which reflects the characters of occupations (job-oriented descriptors)
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and people (via worker-oriented descriptors).

Worker-oriented descriptors consist of several attributes as follows:

1. Worker Characteristics are defined as enduring features that can affect both
performance and the capacity to learn the knowledge and skills necessary for
the efficient performance of the job. These characteristics are classified as

follows:
(a) Abilities: enduring attributes of the person that affect performance.

(b) Occupational Interests: Preferences for conditions/environments at work.

(¢c) Work Values: Global aspects of work consist of basic needs that are

essential to an individual’s satisfaction.

(d) Work Styles: Personal features that can influence how well someone does

work.

2. Worker Requirements reflect an individual’s developed or acquired qualities
that may be correlated with work performance. These attributes are cate-

gorised as follows:

(a) Skills: Developed capacities that promote learning (faster acquisition of

knowledge) and performance of activities that occur across jobs.

(b) Knowledge: organised sets of concepts and facts applying in general do-

mains.

(c) Education: Prior academic experience needed to perform in a job.

3. Worker Experience Requirements are previous work experiences that involve
employee experiential backgrounds such as certification, licencing, and train-
ing.
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(a) Experience and Training: relevant work experience, apprenticeship, and

on-site/on-the-job training required.

(b) Skills-Entry Requirement: entry requirement for developed capacities

that facilitate learning and performance.

(c) Licencing: awarded licences, certificates, or registrations to show that a

job holder has acquired certain skills.

3.4 Proposed SOA-HitLCPS Ontology Model

We view HitLCPS as a combination of humans and machines who interact, commu-
nicate, and collaborate to complete their tasks. We use the term machine to refer
to any computing system with networking capabilities designed to meet its task
cycle autonomously. The machines can be cloud systems and smart devices that
are close together in a work environment. To create a self-adaptive human-machine
service provision, we need to have a pre-requisite model that includes both human
and machine capabilities. To simplify semantic discovery and reasoning, we propose

an SOA model for human-in-the-loop CPS; which is expressed as an ontology, called

the SOA-HitLCPS ontology model.

Figure is a top ontology of our proposed SOA-HitLCPS ontology model,
which explains that humans and machines are within an organisation where each
node has its function and task, which generally correspond to its context. Tasks are
roles and activities that have goals to be achieved. In carrying out their roles and
duties, each Physical Thing may provide services (act as Service Providers) or use
services (Service Customers). Capabilities are things that enable humans/machines
to complete their tasks well. Context is the environment, background, setting, or

surroundings of events or occurrences of the tasks. Context can be a physical loca-
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Figure 3.2: Human-machine relationship in HitLCPS

tion, time, temperature, and other contexts in a broader scope related to tasks.

During the process of achieving its goals, the human/machine may need services
from others. For example, a bomb disposal technician needs robotic services to
cut cables. Or vice versa the robot needs the services of the bomb squad to decide
which cable to cut. We can see that each node can be a Service Provider or a Service

Customer.

3.4.1 Service Model

For interoperability reasons, we propose a service model following the OWL-S, which
consists of three main parts, namely Service Profile, Process Model, and Service

Grounding as shown in Figure [3.3]

The Service Profile describes what the service does, and the parameters used,
such as input, output, preconditions, effects, service limitations, and non-functional

characteristics that distinguish it from other similar services.

The Process Model is a specification that explains how the service is used, what
constraints must be satisfied and what patterns are required to interact with the

service.
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Figure 3.3: Upper layer service ontology

Service Grounding describes how to interact with the service (message format,
transport protocol, etc.). In OWL-S, the service grounding is a bridge between

syntax- and protocol-oriented WSDL and semantics-oriented OWL.

3.4.2 Service Profile

Service Profile allows providers to advertise their services and also requesters to
specify the service capabilities they require. The aim is to support the Service
Discovery mechanism to find the most suitable service-customer needs. FEach element

in Service Profile in Figure [3.4]is described as follows:

e Service Type describes the types of service that can be either atomic or com-
posite. Atomic service can be in the form of sensing service, actuating service,
or communicating service. Meanwhile, composite service is a combination of

several atomic services.
e [nput refers to the data required by the service to process.
e Qutput is the data produced by the service.

e Preconditions are all conditions that must be met (true) before service execu-

tion.
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Figure 3.4: Service profile

e Property is an attribute that is held by the actor/service provider at that time.
These attributes can be related to context, capability model (discussed in the

next subsection), and QoS (e.g., reputation, cost, response time, etc.)
e FEffects are conditions that hold after the service execution.

e Degree of Parallelism, adopted from [99], indicates the number of requests this

service can serve.

e Limitations are things that limit the continuity and availability of services.
For example, a service can only be delivered within a specific time frame, a

certain distance, a particular location and a particular condition

3.4.3 Human Capability

We argue that human-as-a-service is closely related to occupation because, in essence,

humans provide services in every task they do within the scope of their profession.
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Figure 3.5: Human capability model

An occupation could involve one or more human-as-a-service, atomic, and com-
posite. As human qualification determines the quality of work, we consider it neces-
sary to put knowledge, abilities, and skills as essential components in our proposed

human capability model, as shown in Figure [3.5

e Characteristic represents psychophysiological factors [146] that distinguish hu-

mans and affect the services provided.

We express these factors into three categories:

— Preferences correspond to a person’s preferences for work environments
and outcomes that could affect service availability, such as time, loca-
tion, and price. Preferences are compatible with O*NET’s occupational

interets.

— Abilities expresses innate human attributes that affect their cognitive,
physical, psychomotor, and sensory performance. These ability attributes

are usually defined with a measurement scale. Abilities are compatible

with O*NET’s abilities.
— Performance factors are internal and external variables, aspects of hu-
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man behaviour and the context (or environment), that can affect human
performance reliability. This element is a derivative of the Work Value
and Work Style in the O * NET framework. Scale is used to describe

which factors are more dominant than others.

e Qualification are attributes that describe a person’s appropriateness/fitness,
achievement, and quality, which can be either Skill sets, Knowledge, formal

Education, or Experience.

— Skills are obtained from training and experience which are defined to-

gether with the scale.

— Knowledge refers to domains of expertise or scope/area of work. This
pair of qualifications is essential. As an illustration, someone with driving

skills and knowledge of city A will find it difficult to drive in city B.
— FEducation refers to one’s level of formal education or degree.

— Faxperience stands for records of services that have been performed along
with ratings obtained from service requesters. The rating system used
can vary and may include several assessment criteria. Referring to the
O * NET framework, Experience also records practical training (i.e. on-

site/on-the-job training).

e Potential is defined as the latent human capacity to improve for growth and
development [147]. Human skills are developed by knowledge acquired from
experience. Not only improving the quality of services in general (improve the
skills level), this also opens up new service opportunities (Potential Service)
that may be provided after new knowledge and skills are acquired. This con-
cept is aligned with the concept of Maximum Human in [I48] to maximise
the active humans for greater returns in their activity profile, also with Hu-
man Capability Theory [149] in which social systems should promote human

flourishing.
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3.4.4 Machine Capability

Its hardware and software specifications define the computing capability of a ma-
chine. Analogously, this is similar to Abilities in humans, but the machine can be
upgraded with better component replacement. Skills and knowledge on the machine
are the programming logic and datasets provided by the creator. If Al technology
is employed, then machines can grow their knowledge (i.e. dataset, ontology) to
improve their ability to perform certain functions/services. Machine learning can be
done online or offline using shared artefacts or inferred during communication with
other nodes. However, to acquire a new type of skill, new logic needs to be inserted
into the system. In other words, without reprogramming the machine will not have

new services automatically.

3.5 Using our Ontology in Self-adaptive HitLCPS

The definition of our SOA-HitLCPS ontology model is a pre-requisite for support-
ing future developments for self-adaptive human-machine service provisioning in
CPS. Self-adaptivity in HitLCPS can relate to bi-directional cooperation in which
machines can help humans or vice versa. Therefore, it is essential to understand
machine vs. human behaviour to properly utilise their strengths in a collaborative-
oriented environment for optimal results (i.e., not a competition to replace each

other).

We instantiated the model using two simple scenarios in the context of a smart
healthcare CPS environment. The CPS system connects patients, medical experts,
and other smart agents (i.e. machines). We implemented the proposed model as

a semantic information model by leveraging OWL standard ontology language and
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Protégé [26] editor to evaluate the feasibility of our conceptual model for each sce-
nario. For space limitations, we do not provide instances of all concepts, only those

that are essential to demonstrate the feasibility and applicability of our model.

3.5.1 Architecture

Depending on the domain characteristics and requirements, several self-adaptation
control-loop patterns can be used [44], be it hierarchical control, master/slave, re-

gional planner, information sharing, or fully decentralised. We show how our ontol-

Service Broker

— M nn E Discover service

Register service

Human Machine
f Service Consumer Service Consumer

Machine Human
Service Provider Service Provider

................. Wommmmmememm—————— |
Lall ser e
[ Network 1 Host " S0A interaction
" Managed subsystem [C] MAPEcomponent ——  MAPE coordination

Figure 3.6: Generic SOA model for self-adaptive systems using MAPE-K hierarchical
control pattern

ogy model can enrich IBM’s MAPE-K reference architecture, where we use the Hi-
erarchical Control pattern. In Figure , two layers of MAPE-K (Monitor-Analyze-
Plan-Execute over a shared Knowledge) feedback loop are implemented using the
SOA paradigm. Although it looks like a master/slave pattern, in a hierarchical
control pattern, the overall system is controlled by a hierarchical control structure,

where each hierarchy level has complete MAPE-K loops.

MAPE-K loops at different levels interact by exchanging information that con-
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tributes to new knowledge stored in a shared knowledge base that other hosts can

aCCess.

The top layer is a service broker that carries out service provisioning and service
composition, discovers and invokes service implementation candidates that meet the
criteria requested and returns the best invocation result or composition plan to the

service consumer.

The second layer is self-adaptive systems with MAPE-K loops that interact di-
rectly with managed resources or subsystems, representing machines and humans.
Depending on the service flow direction, each self-adaptive system at this hierarchical
layer can be a Service Provider (when delivering services) and a Service Consumer

(when using services).

In service provisioning, the second layer coordinates with the adaptive service
broker to achieve optimal results. The hierarchical structure allows the second layer
to focus on more concrete adaptation goals, while the higher level can handle adap-

tation strategies for a broader perspective [150].

3.5.2 Example Scenarios

We present two scenarios in the medical domain to demonstrate the feasibility of

our ontology.

Scenario 1

In this scenario, we have a healthcare environment with essential technology to

support responsive patient care. The healthcare provider involved is a critical care

63



3.5. Using our Ontology in Self-adaptive HitLCPS Chapter 3

nurse trained in handling emergency interventions, especially in situations requiring
immediate attention to medical device functionality. In this scenario, a machine

involves humans to perform beyond its abilities/functionalities.

Andy is a cardiovascular patient who must be continuously monitored using a
cardiac output monitoring machine labelled EcgDev. Sisy is a "Critical Care Nurse”
who offers an actuating service actuating BySisy that relies on the sensors and the

interface provided by her smartphone to retrieve notifications and context.

This scenario can be instantiated in an ontology illustrated in Figure and

Figure [3.8
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Figure 3.7: Individuals and classes relationships for Scenario 1.

Andy and Sisy are instances of the Human class, while EcgDewv is an instance of
the Machine class. Sisy possesses a specific capability, represented by a technology
skill called "Cardiac Output CO Monitoring Units or Accessories,” which enables
her to operate FcgDev. The operational characteristics (i.e., machine capability) of
FEcgDev are defined by its specifications, such as the ECG sensor and ECG firmware.
Additionally, Andy, Sisy, and FcgDev exist within the same context, which is the

region of siteA.
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Figure 3.8: Ontology model for Scenario 1.

One day, the cardiac output monitoring machine, FcgDev, which was installed on
patient Andy at siteA, loses its signal. In this critical moment, EcgDev searches for
nearby officers with the skills in "Cardiac Output Monitoring Units or Accessories” to
take immediate emergency measures. These measures may include device actuation
or emergency care for patient Andy. The process is executed by using SPARQL to

navigate the Service Profile as follows:

SELECT ?service

WHERE {
?7service soa—HitLCPS:presents ?7serviceprofile
?serviceprofile soa—HitLCPS: hasProperty ?property
?property soa—HitLCPS:includeCapability ?capability
?property soa—HitLCPS:includeContext 7context
?capability soa—HitLCPS: hasHumanSkill 7skill
FILTER (?context=soa—HitLCPS:siteA &&
?7skill=soa—HitLCPS: Cardiac_output_CO_monitoring_units

_or_accessories)

The query results indicate that Sisy is the most suitable officer to assist FcgDev.
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Consequently, EcgDev submits a service request to Sisy.

Upon receiving the notification, Sisy promptly rushed to the location of the
FEcgDev. 1If it turns out to be a false alarm, Sisy is responsible for initiating a
request for maintenance of FcgDev to the Maintenance Dept. After completing
the service, Sisy receives an assessment by the autonomic manager, a system that

evaluates her responsiveness and its impact on the process, verified by her supervisor.

Scenario 2

A health clinic uses web chat as a health service channel. Patients can take advantage
of this service to ask questions about clinical services, doctor schedules, book a GP,

and get health advice.

In this scenario patient Adam, doctor David, and chatbot C'athy are at layer
two that exchange and utilise services from one another. Patients and doctors are
represented by smart personal devices that provide an interface (e.g., API) for other

entities to interact with their users.

Patient Adam accesses the webchat service to consult about the health problems
he is experiencing. For every new conversation session request, the chatbotService

by chatbot Cathy is allocated first.

Cathy answers Adam’s questions relying on its Al and knowledge from the local
and shared knowledge base. During the conversation, C'athy acquires information

from the chat with Adam and stores it on a shared knowledge base for others to use.

Adam repines of discomfort in his head, yet Cathy’s answers don’t quite satisfy

him. With natural language processing and through its MAPE-K loops, Cathy
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detects Adam’s emotions and upset. Cathy then sends a service discovery request
to the Service Broker with several criteria to maintain customer experience and
satisfaction. Based on the conversation, C'athy can infer that Adam needs a human
service with better “Medicine and Dentistry”, “Therapy and Counseling” knowledge

and “Complex Problem Solving” skills which C'athy does not pose.

Based on the criteria given by Service Broker discovers and invokes service im-
plementation candidates that meet the invocation criteria using the SPARQL query

as follows:

SELECT ?service

WHERE {
?service soa—HitLCPS:presents ?serviceprofile
?7serviceprofile soa—HitLCPS:hasProperty ?property
?property soa—HitLCPS:includeCapability ?capability
?capability soa—HitLCPS:hasHumanSkill ?skill
?capability soa—HitLCPS:hasHumanKnowledge ?knowledge
FILTER (?skill=soa—HitLCPS: Complex_Problem_Solving
&& 7knowledge IN (soa—HitLCPS:Medicine_and_Dentistry ,

soa—HitLCPS: Therapy_and_Counseling))

The query above returns the result that the chatDoctor service by doctor David is
a suitable candidate. The Service Broker invokes the chatDoctor service for Cathy,
which then gives David access to join the chat session. At this point, C'athy becomes

a Service Consumer (to David) as well as a Service provider (to Adam).

Dawid provides an adaptation service for the chatbot Cathy to provide a better
quality of service in the future. C'athy acquires the knowledge from the conversation
between patient Adam and doctor David. This knowledge can be in the form of

questions, answers and responses given. However, during the chat session, Cathy
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Figure 3.9: Individuals and classes relationships for Scenario 2.

can still provide answer recommendations which can be adjusted by David.

David gives some advice to Adam, and they agree on a schedule for offline

meetings. Adam, who was initially upset, ends the session with good satisfaction.

The instantiation of this scenario is shown in Figure [3.9]

By involving chatbot Cathy, doctor David can get other work done and han-
dle more customers, thus increasing productivity. Cathy can learn from David
to provide more human responses in the future by showing empathy. Meanwhile,
Cathy can also offer answer suggestions to David, especially when it comes to data

processing where humans are inferior to Al.

This scenario shows that machines and humans can help each other extend the
capabilities of both. Self-adaptive HitLCPS, benefiting from our ontology, can mod-
ify its behaviour or structure in response to the changing context (environment, goal,

system) that it perceives.
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3.6 Evaluation

In the previous section, we have shown how our ontological model can be applied
to two different healthcare service scenarios using Protégé [26] editor. Below we
provide a qualitative and quantitative evaluation of our ontological model, referring
to [I51] to ensure our design adheres to certain desirable criteria, such as accuracy,
completeness, adaptability, clarity, and consistency. We use HermiT 1.4.3.456 ontol-
ogy reasoner, which can evaluate whether or not the ontology of input is consistent,
define subsumption relationships between classes, and much more. Several test sce-
narios are employed by adding several instances/individuals and the relations that
connect one individual to another. The expected results then be compared with the

Inferred Results by HermiT.

Accuracy

Accuracy is a criterion that indicates whether the axioms of an ontology comply
with the domain knowledge. We have made every effort to make each element or
concept expressed in Class or Relations in this model comply with existing standards
and literature. For instance, in our human capability model, we refer to O*NET for
a taxonomic approach and integrate it with the Human Capability Theory to add

the HumanPotential concept.

To provide accuracy, we ensure that the axioms should constrain an ontology’s
potential interpretations such that the resulting models are consistent with the users’
conceptualisations. In the illustration below, it can be seen that axioms 1 and 2 refer
to the facts and conceptualisation of the concept in the given concept definitions 1

and 2.
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Given:

Concept 1: Human is a physical thing with human capability

Concept 2: Human service is a service provided by human

Output:

Azioms 1: PhysicalThing and (hasCapability some HumanCapability) SubClassOf
Human

Azioms 2: Service and (providedBy some Human) SubClassOf HumanService

Completeness

Completeness measures if the domain of interest is appropriately covered. The
domain of interest of this model is to promote human-machine service provisioning
so that we ensure our ontology is able to answer several basic competency questions
(CQ) related to service delivery. These competency questions are formulised as
SPARQL queries towards ontology. We compare our model with the existing related
models, HSCD [10] and PE-ontology [96] in Table 3.1 Our model provides the
answers to the given CQs, while the other two models require a change in the
ontology and develop the concept into several subclasses of ontology (i.e. ontology
evolution) to answer questions related to skills, knowledge, and abilities. HSCD
does not provide a model for machines/physical entities because it limits their scope
to humans, whereas PE-ontology does not take into account humans specifically in

their model.

Adaptability

Adaptability measures how far the ontology anticipates its use. It should offer the

conceptual foundation for a range of anticipated tasks and allow for methodologies
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Table 3.1: Comparison of our SOA-HitLCPS model with other models in answering
Competency Questions

Competency Questions - Provision of Answer
SOA-HitLCPS HSCD PE-ontology
CQ1: Is this human? v v R/E
CQ2: Is this machine? v R/E v
CQ3: Which human has this ability? v R/E R/E
CQ4: What services are available? v v v
CQ5: Which service requires this skill? v R/E R/E
CQ6: Which service requires this knowledge? v R/E R/E
CQ7: Which services meet the given criteria? v v v
CQ8: Who is the service provider for this service? v v v

v': instant, R/E: requires evolution

for extension, integration, and adaptation. New tools and unexpected situations
should be able to use the ontology. Our proposed ontology enables not only human-
machine service provisioning but also machine-only service provisioning and human-
only service. However, one can leverage existing concepts in our ontology for other
purposes. Our SOA-HitLCPS’s human capability is closely related to human re-
source development functions. Several concepts can be utilised for better provision
of training, career planning, promotion, and payroll. Another example is predic-
tive maintenance, which primarily involves foreseeing the system’s breakdown to be
maintained by detecting early signs of failure to make maintenance work more proac-
tive. Some techniques like oil analysis and vibration analysis (mechanical looseness
or weakness) are possible by leveraging the Machinegpeci fication and Experience

concepts on our model.

Clarity

Clarity measures how effectively the ontology communicates the intended meaning
of the defined terms. This criterion can be measured by using Class/Relation Ratio

(CRR) from [152] that can be formulated as:

CRR(O) = 2 (3.1)
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where C(0O) is the cardinality of the set of classes represented by nodes in O, and

P(O) is the cardinality of the set of relations in O.

We compare our SOA-HitLCPS model with HSCD, and PE-ontology in Table[3.2]
Each class and relation in the models is assumed as a class and object property in the
ontology. Although actually Object Properties, Equivalent Classes, Disjoint Classes,
and Subclasses (Subclass of) are counted as relationships, for an apples-to-apples
comparison, we only calculate Object Properties and Subclasses to determine P(O).
In this illustration, we can see that our model involves more classes and relations
than the other two models with the lowest CRR. Lower CRR value means there are
more relations/properties to explain a concept (class); provides more clarity.

Table 3.2: Class/Relation Ratio (CRR) Comparison

SOA-HitLCPS HSCD PE-ontology

C(0) 46 17 10

Object properties 45 10 9

Subclasses 10 6 0

P(0) 55 16 9

CRR(0) 0.84 1.06 1.11
Consistency

Consistency describes that the ontology does not include or allow for any contra-
dictions. We ensure consistency using two different methods. First, we rely on the
output of HermiT reasoner [I53], which is based on “hyper tableau” calculus that
provides efficient reasoning and ontology consistency tests. Moments after the Her-
miT reasoner is started, HermiT will generate errors if it finds any inconsistencies,
and our implementation is free of this. We also ensure there are no inconsistencies

by providing no class equivalent to owl: Nothing in the inference results.

Second, we use the Ontoclean [I54] methodology to analyse the taxonomy of

classes that have subsumption relations (i.e. sub-class, sub-type). Ontoclean has
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Figure 3.10: The subsumption relationships with their Ontoclean metaproperties
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the following rules: given two properties, p and ¢, when ¢ subsumes p the following
constraints apply: if ¢ has anti-rigid ("R) and /or anti-unity ("U) and/or an identity
(41) criterion and/or a unity criterion (+U) then p must carry the same correspond-
ing criterion/metaproperty. As shown in figure , the subsumption relationship

in our ontology is consistent, according to Ontoclean.

3.7 Threats to Validity

Our ontology may have threats to external validity. In domains that necessitate
more specific additional classes, it will require further extension. Conversely, in
broader domains that need fewer classes, it should be shrunk and simplified. How-
ever, our evaluation results show that our ontology can be useful for human-machine
collaboration in a broad sense that views humans and machines as service provider-

s/consumers.

Threats to the internal validity of our ontology relate to the compentency ques-
tions (CQs) we use to measure completeness (i.e., comprehensiveness). The CQs
we select represent basic competencies that effectively distinguish between machines

and humans as service providers, as well as differentiate one service from another.
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By employing these CQs, our ontology demonstrates greater completeness than the
baseline models. However, we recognise that our ontology may struggle to address

CQs in more specific domains, which limits its overall completeness.

3.8 Conclusion

We propose a conceptual SOA ontology model for humans as a service provider in
CPS, called the SOA-HitLCPS ontology model. In our model, machines and humans
can help each other extend their capabilities; humans can provide sensing, process-
ing, actuating, and promoting adaptation for other nodes within the CPS. Two use
case scenarios from the medical domain are used to illustrate how SOA-HitLCPS
can be instantiated. As SOA-HitLCPS is an enabler and pre-requisite for engineer-
ing a self-adaptive CPS with human-machine collaboration as service providers, we
have reported on how self-adaptive reference architecture models such as MAPE-K
can be refined and leveraged by SOA-HitLCPS. In addition to establishing the fea-
sibility and applicability of SOA-HitLCPS by means of instantiation on a use case
and enrichment of MAPE-K, the evaluation follows standard and commonly used
approaches to ontology evaluation, where we evaluate the ontology against criteria

that relate to accuracy, completeness, adaptability, clarity, and consistency.
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Chapter 4

Fairness-Aware Service Provisioning in
HitLCPS: a Heterogenous

Crowdsourcing Case

Industry 5.0 utilises the Internet of Things (IoT) and autonomous computing to fa-
cilitate human-machine collaboration, where humans and machines coexist in a com-
petitive economic ecosystem. In conventional workplaces, fairness is widely recog-
nised as a driving force behind human motivation, loyalty, and productive collab-
oration. However, current fairness-aware task allocation methods have primarily
focused on homogeneous workers, concentrating on either equity or equality as the
sole fairness principle. With the rising trend of diverse worker fleets consisting
of autonomous robots/vehicles and humans-in-the-loop as service providers (e.g.,

crowdsourced logistics), novel approaches are necessary.

This chapter discusses our contribution of a fairness-aware task allocation ap-
proach for heterogeneous workers, leveraging digital twins to understand the system’s
behaviour and facilitate real-time adaptation. Our proposed solution considers eq-

wity, equality, and need, utilising the mazimum-weight bipartite matching algorithm.
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Multiple incentive scenarios are utilised to evaluate the potential of the approach.
The experimental results suggest that our multi-objective approach yields better over-
all fairness in various scenarios than the baselines. This chapter originally appeared

as [28).

4.1 Introduction

Industry 5.0 drives increased human-machine interaction in various sectors, includ-
ing smart logistics [I55] that rely on the Internet of Things (IoT) and intelligent in-
frastructure for on-demand delivery. Companies like Amazon, Postmates, JustEat,
and Uber leverage human-machine collaboration to optimise delivery services. How-
ever, economic competition between human and machine workers can impact hu-
man workers’ earnings [I56]. Existing fairness-aware task allocation approaches for
crowdsourced logistics [109, 108, 110} 107] primarily focus on homogeneous crowd-
sourcing involving human workers only, assuming relatively equal capabilities. How-
ever, these approaches may not be suitable for heterogeneous settings [157] with

varying performances among workers.

Unlike machines, humans are driven by a variety of motives [22] 27], including
the desire for rewards or incentives. Research in social psychology has shown that
fairness is crucial in promoting worker participation, and there is strong evidence

that fairness incentives can significantly influence human behaviour [15§].

In dynamic crowdsourcing settings, job satisfaction and worker turnover are
negatively correlated, highlighting the importance of perceived fairness in fostering
worker loyalty. A survey of MTurk workers has shown that fairness is a significant

factor in determining job satisfaction and favourable employer behaviour [159].
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Intuitively, fairness has been defined in many research in computing as an equal
[109, 108], or a proportional distribution of resources [I10} 107]. In the Machine
Learning community, fairness is related to prediction and is defined in terms of
protected attributes and privileged /unprivileged groups to provide equal opportu-
nity [I60]. Meanwhile, fairness and justice have been extensively discussed in social
psychology literature. We ground our work on theories from social psychology to
develop sound foundations for a novel method aimed at attaining fairness in task

allocation for human-machine crowdsourced logistics assisted by the digital twin.

Balancing equity, equality, and need in crowdsourced logistics in the physical
setup (i.e., live system/production environment) is challenging to observe and ad-
just the operations. Datasets obtained from the live crowdsourced logistics system
can be limited, incomplete, or may not cater to all eventualities, including extreme,
stressful, and unanticipated cases at scale and at varying times. Updating strate-
gies/policies in the live system can be disruptive, risky, unsafe, and/or erroneous.
Digital twin solutions can address these practical challenges and improve safety in
decision-making by enabling organisations to test and validate updates in a risk-
free virtual environment before implementing them in live systems. This approach
minimises disruptions and prevents unsafe scenarios, as planners and designers can
simulate changes, conduct what-if analysis, and refine strategies based on real-time
data and/or simulated data. By identifying potential issues within the digital twin,
organisations can reduce the risk of errors, allowing for safer and more informed

decisions regarding system updates.

This chapter demonstrates how equity, equality, and need as NFRs in software
systems are essential in human-machine collaboration. We use a digital twin at
design time to figure out how fairness based on equity, equality, and need can be
pursued in various incentive scenarios. In addition, we also demonstrate how the

digital twin can steer adaptation at runtime to achieve better overall fairness. In a
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nutshell, this chapter makes the following contributions:

e We present human-machine collaboration in a competitive economy and advo-
cate fairness as an important aspect that one must consider in the task allo-
cation for a diverse fleet of workers, both human-human and human-machine

heterogeneous ecosystems.

e We define fairness using three different distributive justice principles (equity,
equality and need) and formulate metrics to measure unfairness on each crite-

rion.

e We implement the fairness principles into the task allocation algorithm for spa-
tial crowdsourcing based on a maximum weight bipartite matching approach to
achieve a balanced trade-off between equity, equality and need. To the best of
our knowledge, we are the first to consider equity, equality, and need explicitly

for task allocation in spatial crowdsourcing and human-machine systems.

e We introduce a reference architecture of digital twin for heterogeneous crowd-
sourced logistics encapsulating the above; the twin can assist the physical sys-
tem in task allocations involving human-machine collaboration, considering
equity, equality, and fairness. We use various incentive scenarios to demon-
strate how coining fairness-aware algorithms and the digital twin can assist in

design and runtime planning, analysis, and self-adaptation.

4.2 Fairness and Distributive Justice Principles

In social psychology, distributive justice refers to the perceived fairness of how the

burdens and benefits of social cooperation are shared by (distributed among) group
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members|[161]. According to Deutsch [162] and Folger et al. [163], there are three

most relevant rules for distributive justice: (1) equity, (2) equality, (3) need.

4.2.1 Equity

The basic units of equity are the inputs or contributions that individuals contribute
to a relationship (whether positive or negative) and the outputs that individuals
receive from a relationship [164]. The equity principle states that group members
should be rewarded in proportion to their contributions or inputs, meaning that
those who contribute more should receive greater rewards. Equitable connections
between person 1 and person 2 are established when the ratio of output to input is
the same for all members, as represented by the formula O;/I; = Os/15, where O;
denotes the output of the person ¢, and I; represents the input of the person ¢ [165].
Hence, equity will be the dominating basis of distributive justice in cooperative

relationships when economic efficiency/productivity is a major aim [162].

Several solutions have been proposed for crowdsourced logistics that satisfy the
equity principle, using contributions or inputs such as the number of approved offers
[107], completed tasks [108, [107], or distance travelled [108|, [110] to determine the
total reward or incentive at the end of the day. However, the equity principle is
more appropriate for homogeneous systems where the natural capability of workers
can be fairly compared. Heterogeneous crowdsourced logistics involve a team of
workers with diverse innate capabilities. In this case, the least privileged workers
may struggle to earn incentives, as job offers are likely to be allocated to those
with higher natural abilities, resulting in fewer opportunities for the least privileged
workers. Therefore, in heterogeneous crowdsourced logistics systems, it is imperative

to consider other fairness principles.

79



4.2. Fairness and Distributive Justice Principles Chapter /

4.2.2 Equality

The equality rule stipulates that each group member should receive an equal share
of the group’s outcomes. Equality, or the principle of equal results, functions when
there is a sense of group unity and a collaborative environment with the objective

of achieving group harmony [164] [162].

Lan et al. [109] aimed for equality by providing workers with the same reward for
a uniform number of tasks. However, this approach can result in income inequality

if each task carries a different incentive.

Several crowdsourcing companies implement the principle of equality through
flat hourly wages [166], where all workers receive the same wage regardless of their
productivity and the number of tasks they complete. This principle is generally
acceptable in homogeneous systems with relatively uniform worker capabilities and

well-distributed tasks.

Flat rate compensation is problematic due to variations in completion times
among workers caused by differences in skills and motivation [166]. Without proper
control mechanisms, higher-performance workers may be under-compensated, and
workers may intentionally lower their performance to receive more gratification.
Therefore, the implementation of equality in task allocation must be complemented

by other means to ensure its optimisation.

4.2.3 Need

“Those with the greatest needs should be provided with the resources they need to

meet those needs” [167]. The need principle of fairness emphasises compensating
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individuals based on their needs rather than just performance. It prioritises well-
being over equity and input and is often considered when collective well-being is the
objective [164] [162] [168]. For instance, companies like Googleﬂ adjust wage levels

based on geographic location to account for the cost of living differences.

In human-machine collaboration settings, machines often receive more tasks due
to their capabilities, but in competitive economies like crowdsourced delivery, fair
compensation should reflect human workers’ needs and contributions. Prioritising
human workers’ needs can create a fair and inclusive environment. However, there
is a need for further discussion in the computer science literature on applying the

need principle to ensure fair task allocation.

4.3 Motivating Scenario

Consider the imaginary crowdsourced logistics company, LogistiX, which provides
an on-demand delivery service that employs a diverse workforce, including cyclists,
moped drivers, car drivers, and autonomous vehicles (AVs). The system generally
works as follows: the user creates an order list on the vendor’s page in the Logis-
tiX client app and makes a payment. The user needs help choosing the type of
courier that will deliver his goods. Once the vendor confirms the order, the LogistiX
platform will allocate tasks to the appropriate workers. The designated worker will
move to the pickup point (e.g., vendor’s location, warehouse) to pick up the goods
and then bring the goods to the delivery point/drop-off point (i.e., end customer).

Workers will then receive incentives for each completed order.

Table [4.1] shows the settings and the assumed characteristics of those groups of

https://economictimes.indiatimes.com /magazines/panache/google-introduces-
work-location-tool-to-let-employees-calculate-pay-and-benefits-for-remote-
work/articleshow/83768103.cms?from=mdr
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Table 4.1: Worker characteristic

Worker type | Max travel distance (km) | Average speed (km/h) | Entitlement factor
Cyclist 3 10 0.20
Moped driver | 5 20 0.30
Car driver 10 30 0.40
AV 10 30 0.10

workers for handling deliveries within the city. Using human workers and AVs on
gig economy platforms involves a different approach to task allocation and worker
availability. Human workers, such as cyclists, moped drivers, and car drivers, can
choose their shifts and availability and may work for multiple platforms simulta-
neously. In contrast, AVs are an in-house workforce that can be deployed by the

platform to increase worker availability, particularly during busy times.

However, overreliance on AVs to increase system utility and meet customer de-
mand can have potential downsides. Prioritising AVs over human workers can reduce
task availability for humans, leading to reduced earnings and job insecurity. More-
over, overdependence on AVs may lead to technical failures or accidents, endangering

the safety of workers and customers and resulting in financial losses for the platform.

Therefore, crowdsourced delivery platforms need to strike a balance between util-
ising AVs to increase system utility and ensuring that human workers have access
to a sufficient number of tasks to maintain their livelihoods. This can involve im-
plementing policies and incentives that encourage the use of AVs responsibly and
sustainably while providing support and opportunities for human workers to con-

tinue participating and thriving in the platform ecosystem.

There are three incentive scenarios commonly used by crowdsourced delivery
platforms, which are:
Scenario 1 (IS1). Per item incentive: In this scenario, the reward given to workers

is not proportional to the distance of delivery but rather linearly dependent on other
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factors, such as the price of the items. Hence, the more expensive the goods are, the
higher the reward the workers will receive upon successful delivery.

Scenario 2 (IS2). Hourly payment (Equality-based): Workers receive a fixed hourly
wage regardless of the number of orders and distance travelled, except during peak
hours when they earn an additional fixed bonus for each completed order. To increase
their earnings, workers must work more shifts.

Scenario 3 (IS3). Per-mile incentive (Equity-based): In this scenario, the workers
are given a per-mile incentive along with incentives for pick-up and drop-off. They
are guaranteed a minimum reward for every task assigned to them. The reward
structure employed in IS3 is based on the delivery distance, meaning that the greater

the distance, the higher the earnings of the workers.

In addition to the three incentive schemes above, other incentive schemes with
gamification, surge pricing, and performance-based bonuses can be used as addi-
tional incentives to increase workers’ loyalty, participation, and satisfaction under
certain conditions. We use the three scenarios above to reduce complexity so we can
focus on ensuring fairness and avoid potential downsides associated with additional

incentives [169, [170].

As previously mentioned in Section 4.2| every reward scheme scenario presents
potential fairness challenges without a task allocation mechanism that adheres to

other fairness principles.

To maintain its service level, the LogistiX platform aims to implement a fairness-
aware task allocation system that promotes competition while prioritising inclusivity

and harmony.
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4.4 Problem Definition

Developing a fair strategy requires considering stakeholders’ values and preferences
to meet specific fairness objectives [162]. Fairness perception is subjective, with
individuals prioritising either equality or equity. However, in some cases, it may be

necessary to consider the principle of need alongside equity and equality [168].

We develop a task allocation strategy in crowdsourced smart logistics environ-
ments involving human-machine collaboration while balancing equality, equity and
need, inspired by theories from social psychology. The objective is to minimise in-
equality, inequity, and need-unfairness among workers while still maintaining the
system’s utility to allocate as many tasks as possible. We leverage digital twin as
a medium for what-if analysis and continuous evaluation for fairness-aware task

assignments.

In the following, we specify the requirements, formulate the problem and models,

provide definitions, and describe assumptions:

4.4.1 Fairness requirements

The crowdsourced logistics system in our motivating scenario aims to allocate tasks
and rewards to the workers as fairly as possible by accommodating the three distribu-
tive justice concepts in Section [1.2] Therefore, we divide the fairness requirement

into three sub-requirements, as follows:

R1. (Equity) Workers shall receive a reward as proportional as possible to their
travel distance. Meaning that the greater the distance travelled, the greater the

wages received. This principle is consistent with the incentive scenario IS3 but is
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not guaranteed in the other scenarios. Even in scenario IS2, workers who do nothing

earn as much as those who work more.

R2. (Equality) Workers shall receive income as equal as possible. Workers should
receive the same total income regardless of their distance. However, due to the
variety and dynamism of the locations of tasks and workers, this principle is only
guaranteed to be satisfied in the incentive scenario IS2. In other incentive scenarios,

it will be challenging to realise.

R3. (Need) Workers shall earn as proportional as possible to their entitlement
factor. As in Table [4.1] we provide different entitlement factors for each worker
group based on their operating expense to represent their need. Our approach
will prioritise workers with higher entitlement factors. Therefore, we give AVs the
lowest entitlement factor value so that human workers receive higher priority in task

allocation.

4.4.2 Preliminaries

Preliminary definitions and assumptions used in this study are provided below. We
summarise frequently used symbols in this chapter, particularly in Section and
Algorithm [I} in Table [£.2]

Definition 1. Workers. w; represents the i* worker, and W represents the set of
workers. The worker is a tuple of (h,l,v,m,q,n,e,p,r,0). Here, h denotes w;’s shift
period, specifying the start and end of the shift, [ represents the coordinate of w;’s
current location, v denotes travelling speed, m is the maximum travel distance of
w;, q is the total distance travelled by w;, n denotes entitlement factor, e represents

total earning, p is the total profit of w;, and r denotes the net-payoff ratio. w;
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Table 4.2: Description of symbols.

Symbol | Description

w; the i*" worker

w;.h shift time period (begin b, end ¢e) of w;

w;.1 current location (coordinate x, coordinate y) of w;

Ww;. v travelling speed of w;

w;.m maximum travel distance of w;

w;.q total distance traveled by w;

w;.N w; entitlement factor

w;.e w;’s total earning

w;.p w;’ total profit

w;.yY w;’s payoff ratio

w;.T w;’s net-payoff ratio

t; the j' task

ti.y t;’s time period (begin b, end e)

tju t;’s pickup location

t;.9 delivery location of ¢;

t;.f task reward of ¢;

w set of w;

T set of ¢;

Wi set of w; in group k, Wi, C W

d;; travel distance for worker w; to finish ¢;

hij completion time of task ¢; by worker w;

Dij potential profit for the worker w; from completing task ¢;
PR;; potential profit per distance unit for the worker w; from completing task ¢;
R; priority ranking value of w; according to his/her position in W’
Vij ratio of potential profit p;; to w;.p

G worker-task bipartite graph

Ujj weight of edge (w;,t;)

M matching graph

can only be assigned to a task where its pickup and drop-off locations are within

w;.m, and w; must be able to finish the task before the task expires and before

his/her shift ends. At a time, w; can only receive one task assignment. She/he

must finish the assignment before being given the next one. Once a task is finished,

the worker earns a reward according to the incentive scenario, and then the values

of w;.q, w;.e, w;.p,w;.r,w;.y are updated. After completing the task, we assume the

worker will remain at the drop-off location until the next assignment is received.

Definition 2.Tasks. Tasks take the form of spatiotemporal deliveries: workers

must move to the pickup location to collect the item and then continue to a drop-off

location to deliver the item to the receiver within a certain period. We represent a set
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of all tasks with 7" and the ;% task with ¢;. Each task is a tuple of (y, u, g, f). Where
y represents the time period, pickup location is denoted by wu, delivery location is

denoted by g, and f denotes task reward.

Definition 3. Basic entitlement. The minimum compensation needed to satisfy
a worker’s needs, denoted as ¢;;, is referred to as the basic entitlement and is for-

mulated in Equation 1.1} Any reward exceeding the basic entitlement is considered

profit (see Equation [4.2]
Cij = W;.M * dij (41)

where w;.n is the entitlement factor of w; (see Table[d.1] and d;; represents the travel

distance for worker w; to finish ¢;.

We propose the concepts of basic entitlement and profit to anticipate incentive
scenarios that are disproportionate to the entitlement factor (i.e., disregard the type
of workers), such as scenario 1S3, and are disproportionate to the distance as well,
such as scenarios IS1 and IS2. Also, to ensure that workers are assigned to tasks

whose rewards satisfy their basic entitlement.

Definition 4. Profit. The profit of w; from executing task ¢;, represented as p;;

in Equation [4.2] is the remaining reward after deducting the basic entitlement:

pij = t]f — Cij (42)

tj.f represents the reward of doing task t;, and ¢;; denotes worker w;’s basic enti-

tlement of doing task ¢;.

Definition 5. Payoff ratio. w;.y denotes the worker w;’s payoff ratio formulated
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in Equation as the ratio of total earnings to the total distance travelled.

g |E
o

WY = (4.3)

Definition 6. Net-payoff ratio. The worker w; net-payoff ratio, denoted as w;.r
in Equation [4.4] is the ratio of total profit w;.p to the total distance travelled w;.q.
After completing the task, the value of each worker’s net-payoff ratio w;.r will be

updated.

o (4.4)

4.4.3 Unfairness Indices

Definition 7. Inequity. Inequity can be defined as the dispersion of the ratio of
output (i.e., total earnings) to input (i.e., total distance travelled) among workers.
Let Y represent the set of workers’ payoff ratio w;.y,w € W. Therefore, inequity
can be measured by the coefficient of variation of Y, denoted as CV(Y') in Equation

(1.5 adopted from [I07] to measure unfairness.

CV(Y) = (4.5)

where o(Y) and u(Y") are the standard deviation and mean of Y, respectively.

Definition 8. Inequality. The metric commonly used to measure inequality is the
Gini coefficient [I71], which determines how much an income distribution deviates
from being absolutely equal. The Gini coefficient can be calculated as half of the
relative mean absolute difference, which is mathematically equivalent to the Lorenz

curve definition. Given £ as a set of workers earning w;.e, s.t. w € W w;.e € £, the
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Gini coefficient of £, denoted as GN (&), can be formulated as Equation .
GN() =05 —= (4.6)
Where A(§) denotes the mean absolute difference of £, and p(€) is the mean of &.

Definition 9. Need Unfairness. Adopting Jain’s fairness index [172], need un-

fairness (NF) can be formulated as Equation [4.7]

NF=1- (Z:i:z—leP (4.7)

Z D Xi
where z represents the number of groups of workers (e.g., we have z = 4 in our
motivating scenario). X represents the relative allocation, defined as X = Ay /Sk
where A, denotes the actual share of rewards allocation for the group of workers
Wi, W, € W and Sj, represents the optimal/ideal share for Wj. Ay on Equation
is defined as the sum of the reward of all workers in the group Wj divided by the

sum of the reward of all workers in W:

ZwiGWk w;.e

Ay = (4.8)
> wew Wi-e
and Sy is given by Equation [4.9]
Wk.TL
Sp= i 4.9
¥ Zk:l Wkn ( )

Wi.n denotes the entitlement factor of w; € Wy, (e.g., Wy.n is equal to 0.20 for the

group of cyclists)
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4.4.4 Problem formulation

Therefore, the fairness-aware task assignment problem can be formulated as a multi-

objective optimisation problem with spatiotemporal constraints, as follows:

min  (CV(Y),GN (&), NF)
s.t. w;m > dij >0
(4.10)
hij < tj.y(e)

hij S wzh(e)

w > 4 i
‘ Wr.m W7§

pwan 9y P
WLm g \#

W2 ujj =a-Ri+p-PR;ij +v-V;j
(a) (b)

Figure 4.1: (a) Each task t¢; requires worker w; to move to the pickup location
and then to the dropoff location. Every worker is only available to perform tasks
within their maximum travel distance w;.m. (b) The bipartite graph matching

G=(W,T,E)

4.5 Fairness-Aware Online Task Allocation

We represent workers and tasks as a bipartite graph G, as shown in Figure (b)

The graph G = (W, T, E) is given at each assignment batch, where the worker set W
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Algorithm 1: Fairness-Aware Maximum Weight Matching (FMWM)

Input : Set of unassigned tasks T' = {t1,t2,...,t;}, Set of idle workers W = {w1,w2,...,w;}, o, 8,7
Output : A tuple set of assignment Q = {(w1,t3), (w3, t14),. .., (Wi, t5)}

1 W’ + sorted(W, key= Q) // Q is different for each scenario

2 Initialise graph G

3 for each w; in W’ do

4 | G « addNode(w;, bipartite=0)

5 end

¢ for each t; in T do

7 | G < addNode(t;, bipartite=1)

8 end

9 140

for each w; in W' do

for each t; in T do

d;;j + calculateDistance(w;.l, t;.u) + calculateDistance(t;.u,t;.9)
if (d;; <w;.m) and passTimeCheck(w;,t;) then

==
@ o = O

14 Cij < wi.n * dij // cost to perform t;
15 pij <tj.f —cij // potential profit from completing t;
16 PR;j < pij/dij // potential profit per distance unit
17 R; + (len(W’)-3)/len(W') // priority rank value

=
®

if w;.p >0 then
‘ Vij < pij/wi.p // ratio of potential profit from t; to total profit
end
else
| Vi=1
end
normalise(PR;;, Vij)
G <—addEdge(wi7 tj, u:uij)

NN N N NN e
LR W = S

5
>

end

N
3

end
i1+ 1

o
@

N
<

end
M + maxWeightMatching(G, maxcardinality=True, weight=u)
for each e in M do
| Insert tuple e(w;,t;) into
end
return 2

W oW o W W w
R LN =R S

and the task request set T" are the bipartite nodes at each side, and every worker-and-
task pair e(w;, t;) € E has a utility u;; weight function u : E — Q > 0. Therefore,
G has a number of vertices, given by a = |W| + |T|, and b number of edges, given
by b = |E|. We approach this assignment problem as a maximum weight bipartite
matching (MWM), also used in [I173], as we want to find a matching M such that
the weight of matching M, given by u(M) = . ,, u(e), is maximized among all
matchings. We describe an Algorithm (1] called Fairness-aware Maximum Weight
Matching (FMWM), which works as follows:

Initially, the available workers w € W are sorted in ascending order based on @),
resulting in W’. For scenarios IS1 and 1S3, we sort W in ascending order using the

keys @@ = (w;.r, —w;.n, w;.p), which prioritise task allocation to workers with lower
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net-payoff ratios, higher entitlement factors, and lower total profit. The order of the
keys indicates their priority in sorting, and the negative sign (-) means that the key
is sorted in the opposite direction. In the IS1 scenario, workers with lower net-payoff
ratios will receive a higher rank. In the case of employees with the same net-payoff
ratio, the ranking will be determined based on the entitlement factor using reverse
ordering. A higher entitlement factor will result in a higher ranking. If workers
have the same net-payoff ratio and entitlement factor, they will be ranked based on
total profit, with a higher ranking given to those with lower profit. In scenario IS2,
employees with greater profits receive fewer tasks. Therefore, for IS2, we reverse the
keys’ order to @ = (w;.p, —w;.n,w;.r) and sort W in descending order to minimise

inequity.

Next, we initialise the bipartite graph G. Then, in the bipartite graph G, we add
each available worker w; in W’ and the unassigned task ¢j in T as nodes. Then we
calculate d;;, the total distance travelled by the worker to accomplish each task ¢; in
T, for each worker w; in W’. If w; fits the spatiotemporal conditions to accomplish
task ¢; (Alg. 1 line 13), we calculate the worker’s basic entitlement to perform task
¢;; (Equation , task’s potential profit p;; (Alg. 1 line 15), task’s potential profit
per distance unit PR;; (Alg. 1 line 16), the ratio of each task’s net profit to the
total profit earned by the worker V;; (Alg. 1 line 18-23), and priority ranking value
of w; in G denoted as R; (Alg. 1 line 17).

Then we normalise PR;; and V;; using min-max feature scaling to make each of
them within the same range [0, 1]. After that, we add an edge (w;,t;) into G with
weight u;;. The weight u;; is a given by u;; = a- R; + 8- PR;; + v - Vi;, where the
default values of o, 3, and ~ are 0.33, respectively. However, the values of o, 5, and
will be dynamically adjusted during runtime adaptation to achieve improved overall
fairness. This approach prioritises workers according to their entitlement factor and

net-payoff ratios to receive more profitable assignments. Tasks are assigned fairly
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based on workers’ capabilities, and income differences are minimised.

After G is complete, any maximum weight matching algorithm (e.g., Hungarian,
Blossom algorithm, or any other algorithms discussed in [I74]) can be used to gen-
erate M. Each edge of e is turned into a tuple (w;,t;) and added to the assignment

set ) when M is obtained.

The quicksort algorithm used on line 1 has a time complexity of O(|W|log |W|),
and the nested loops in lines 10-30 have a time complexity of O(|W||T’|). The
maximum weight matching algorithms on line 31 have running times ranging from
O(|W|log [W| + |[W||T| + by/alog N) to O(poly(a)) at the upper bound, where N
is the maximum value of w;;, a is the number of vertices given by a = |W| + |1,
and b is the number of edges given by b = |E|, depending on the maximum weight

matching (MWM) algorithm used in line 31 of our algorithm [174].

4.6 Digital Twin Architecture of Heterogenous Crowd-

sourced Logistics

We propose a reference architecture for digital twins in heterogeneous crowdsourced
logistics, consisting of three layers: the digital twin layer, the asset layer, and the
decision layer (see Figure . Our digital twin uses a hybrid of event-driven sim-
ulations and virtual representations to exhibit Cyber-Physical interactions between
physical assets (crowdworkers and customers) and Cyber-Cyber relationships [78]
with the crowdsourcing platform. The digital twin can be deployed as a single inte-
grated service or multiple microservices, communicating with assets through various
protocols and messaging patterns via API. This architecture promotes flexibility

and independent deployability while providing essential components for heteroge-
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neous crowdsourced logistics.

[ Description/
Digital Simulation, Planning & Analysis Prediction/
Twins | Shift P&A | | Mission P&A || Trajectory P&A | Prescription
Layer_ | Assignment Incentive Consumer
FalrnessI P&A P&A P&A =
I— i),‘ o il
AN == i
Y Y Das11board/
W N
Result Task ‘ Visualisation
Evaluation Manager :
e o
Assets ml\ S “1 Hmn Algorithmic/
) = olr e;r [ Costumer /N ggg Automatic
ayer vaiuation Decision Layer
Model ‘ Task «5- . y
Incentivey| Assignment Activation
Model W Model <L_/
Repository
Crowd 3 3 Costumers
Workers Progress Resource
Monitorin Tracker

Crowdsourcing Platform

. Adapters
1. Submit Task 2. Allocate Task 3,4. Report 5. Feedback

e.g. HTTP / Web Socket /
{} Synchronisation @Cyber-Physical @Cyber-Cyber AMQP/ MQTT / ZMTP

Figure 4.2: Digital twin architecture for heterogeneous spatial crowdsourcing.

4.6.1 Digital Twin Layer

A crowdsourced logistics platform like LogistiX relies on workers and customers to
generate revenue. Using various descriptive, diagnostic, prognostic, and prescriptive
studies, the digital twin can assist crowdsourcing platforms in developing employee
and customer retention strategies. The digital twin for heterogeneous spatial crowd-
sourcing can incorporate the subsequent analysis and planning elements, utilising
the Internet of Things (IoT), Artificial Intelligence (Al), Cloud Computing, and Big

Data [155] in the following planning & analysis (P&A) components:
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e Shift PESA: This is a critical component for worker scheduling, determining
worker count per shift, and anticipating task demands because shifts have

distinct order types and location characteristics.

o Mission PEA: This component uses historical data to determine the best
worker location at shift start or after task completion [175]. It communicates

with the Resource Tracker asset for worker instructions.

e Trajectory PéSA: Utilises Progress Monitoring data to help workers find opti-

mal routes, anticipate risks, and detect anomalies for worker safety.

o Assignment PEA: Identifies optimal assignment strategies based on historical

data [176], considering fairness, payout ratio, and worker location.

e Incentive PEA: This component develops economic and social incentives to
foster worker loyalty. The output of the Incentive P&A is the incentive and

evaluation or rating model used by the Result Fvaluation asset.

e Product PéA: Implements a recommendation system for sellers and buyers to

increase sales, including upselling strategies and tailored product offerings.

4.6.2 Asset Layer

In heterogeneous spatial crowdsourcing, the asset layer may involve devices with di-
verse computing functions and capabilities. Human workers, autonomous workers,
and consumers/task-requesters are all passive assets, relying on digital twin intel-
ligence to increase productivity. The crowdsourcing platform is the active asset,
with sufficient computational capacity to monitor, plan, and analyse but requiring
the digital twin for advanced analysis and investigating complex scenarios. The

platform has several main components, including Progress Monitoring, Resource

95



4.7. Evaluation and Discussion Chapter /

Tracker, Task Manager, and Result Evaluation, which work together to assign tasks,

track progress, and provide rewards/incentives.

4.6.3 Decision Layer

In the decision layer, the digital twin offers decision support services to humans,
enabling them to make judgements in crucial situations using information and visu-
alisations accessible through the dashboard. This layer could be implemented as the
View component in the Model-View-Controller (MVC) software architecture pattern
to communicate with human users, while the digital twin contains the Model and
Controller components. Alternatively, if all decision-making is performed algorith-

mically, this layer may merge with the digital twin layer.

We demonstrate how our reference architecture for digital twins may benefit
decision-makers at design time in Section and how it can help govern self-

adaptation at runtime in Section [4.7.4]

4.7 Evaluation and Discussion

The following research questions (RQs) serve as the basis for our evaluation using
two different instantiations of our proposed digital twin architecture:

RQ4.1: To what extent can digital twin analysis and simulation guide analysts in
achieving better fairness for the chosen incentive scenarios?

RQ4.2: How can the analysis assist in a better understanding of the impact of batch
size on unfairness indices (in Section 4.4.3) and the number of unassigned tasks?

RQ4.3: How can runtime adaptation, supported by the digital twin, better satisfy
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the fairness requirement and promote social welfare?

4.7.1 Experiment Setup

Digital twins are used to simulate and analyse two types of synthetic datasets with
different settings, as shown in Table [d.3] Each type A dataset uses a constant batch
size for each assignment. In contrast, the type B datasets use a dynamic batch
size, representing real-world situations. We generate tasks and workers randomly
in a 500x500 Euclidean grid space, representing an area of 25 km?. We have 100
workers per shift with no overlapping time between shifts. Workers are assumed to
only change locations upon receiving a new assignment and remain at the drop-off
location after completing the task until the next assignment. All tasks in the same
batch have the same start and expiration times. The workers move at a constant

speed (according to the type of worker) with a Euclidean trajectory distance.

Table 4.3: Synthetic dataset generation settings and parameters

Datasets type Type A Type B

Incentive scenarios IS1, 1S2, IS3 1S3

Number of shift 4 4

Assignment per shift 5 5

Workers per shift 100 40

Tasks batch size 25,50,80,100,200 random[10,40]

Number of assignments | 20 (5x4 shifts) 20 (5x4 shifts)

Task reward {IS1=random[200,1000]}, {IS3=1.5 per distance unit
{IS2=2000}, {IS3=1.5 | + 140 (pickup)+ 110 (drop-

per distance unit + 140 | off), min. reward 350}
(pickup)+ 110 (drop-off),
min. reward 350}

Task expiry period 60 min 60 min
Worker shift period 120 min 120 min
Distribution random dist. random dist.
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Table 4.4: The comparison of existing fairness-aware task-allocation approaches in
spatial crowdsourcing.

App-roaches Assign-ment Solution(s) | Fairness objective(s) Type of | Adaptation
workers Strategy
FATP [109] SAT Heuristics | Equal number of task allo- | Single Rule-based
cations. (Equality)
F-Aware [107] WST Bipartite Proportionate earnings | Single N/A
graph from the assigned task to
the total rewards of the
accepted offers. (Equity)
FETA [108] SAT Bipartite | Equal distribution of sched- | Single N/A
graph ules and rewards. (Equity)
FGT & IEGT | SAT Heuristics, | Equal ratio of workers’ earn- | Single Heuristics
[110] Game the- | ings to workers’ travel time.
ory (Equity)
FMWM & | SAT Bipartite A balance between (1) an | Multiple Heuristics,
Adaptive graph & | equal amount of earning, Evolution-
FMWM  (Our Heuristics | (2) an equal ratio of work- ary
proposal) ers’ earnings to distance

travelled, (3) proportionate
earning to the entitlement
factor.  (Equity, Equality,
Need)

* SAT (Server Assigned Tasks), WST (Worker Selected Tasks)

4.7.2 Comparative Approaches

Exact algorithms (e.g., maximum cardinality bipartite matching) and greedy-based

approximation algorithms are commonly used to solve the static matching prob-

lem to maximise the number of assigned tasks [I77]. Table highlights that the

fairness-aware techniques currently available for task allocation in spatial crowd-

sourcing are designed with varying task assignment contexts and requirements. Fur-

thermore, they adopt different fairness objectives, definitions, and metrics, with a

sole focus on homogeneous workers (i.e., a single type of human worker). Conse-

quently, employing these methods as a performance baseline may not be appropriate.

Alternatively, we compare FMWM (algorithm [1)) with the following approaches

to demonstrate how one may attain fairness by compromising equity, equality, and

need in each scenario by instantiating our digital twin architecture.
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Basic Greedy (BG) [178]

The main idea of Greedy is to assign every incoming task to the closest available

service provider that has not yet been assigned [17§].

Fairness-Aware Greedy (FG)

This approach is adopted from FW-Greedy as described in [108] as “always greedily
assign the task to the most unfair worker”. The goal is to assign a job with the
highest possible payoff ratio and the shortest distance for the worker with the lowest
net-payoff ratio and profit. Initially, available workers w € W are sorted in ascending
order based on their current net-payoff ratio w;.r and profit w;.p resulting in W’.
For each w; € W', sort unassigned tasks set T" by their potential profit per distance
unit in descending order and distance in ascending order, resulting in 7”. While
there is an unassigned task in 7", take the first element ¢ in 7" and check if w; fits
the spatiotemporal conditions to accomplish task ¢y. If this is the case, add (w;, t)
to the 2 assignment set. Otherwise, set ty for the next ¢ in 7" and repeat the check.

This process is repeated until there are no more tasks in 7T'.

Nearest Neighbour Priority - Maximum Weight Matching (MWM)

To address the spatial aspect of the problem, existing works in spatial crowdsourcing
task allocation mainly use the Nearest Neighbour Priority (NNP) approach [179,
107]. We implement NNP using maz_weight_matching function by [I80], which is
based on the “blossom” method for locating augmenting paths and the “primal-dual”
method for finding a matching of maximum weight. The flow of this algorithm is

similar to FMWM. The difference is that this algorithm does not sort workers. It

99



4.7. Evaluation and Discussion Chapter /

uses 1/d;; as the weight u;; for every worker-and-task pair e(w;, t;) € E. We attempt
to assign as many tasks as possible while minimising the distance as little as possible

and satisfying the spatiotemporal constraints.

Adaptive Fairness-Aware Maximum Weight Matching (Adaptive FMWM)

The default values of «, 5, and v used by FMWM are 0.33, respectively. Our adap-
tive version of FMWM uses different values of «, 3, and v for each assignment with

the help of the digital twin running an evolutionary algorithm NSGA-II, detailed in
Section .74

4.7.3 Digital Twin at Design Time

We instantiate the digital twin layer of our reference architecture to show how the
digital twin is handy at the design stage of LogistiX and particularly to answer RQ4.1
and RQ4.2. As illustrated in Figure [£.3] we deploy a digital twin using Python that
simulates task allocations using FMWM, MWM, BG, and FG algorithms. Digital

Simulation Engine Dashboard
<<component>>
Crowdsourced Logistics Simulator
<<component>> & <<component>>
Result Evaluation Task Manager

Evaluation result [ | -
/(J)\ < —~. Assignment List Idll?!\lorker Information
@)

Finished Assignment
1

<<component>> 1 <<component>> gl Design decision ‘
Progress Monitoring Resource Tracker

Figure 4.3: Instantiation of the digital twin architecture for assisting the design
phase.

twin gives us the flexibility to try these techniques, adopt one suited for a given
context and switch among alternatives. The digital twin (i.e., Simulation Engine)

sends information to human decision-makers via the dashboard. Our dashboard
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provides a map of the movement of workers and tasks, along with charts showing

statistics.

RQ4.1: To what extent can the digital twin analysis and simulation

guide analysts in achieving better fairness for the chosen incentive

scenarios?
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Figure 4.4: Fairness evaluation employing 100 workers under different incentive

scenarios: IS1, IS2, and IS3.

We use the digital twin to test each algorithm in IS1, IS2, and IS3 scenarios

using type A datasets with fixed batch sizes for each assignment. Based on the ex-

perimental results, we could determine the most suitable algorithm for the runtime.
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Scenario IS1 is not designed with fairness in mind. This scenario does not guar-
antee that the more distance workers travel, the higher their income will be. As
shown in Figure [f.4h to [£.4c, as long as the workers-to-tasks ratio is less than or
equal to one, FMWM provides significantly lower inequality and need-unfairness
than MWM at the little expense of inequity. The greedy-based approaches (i.e.,
BG, FG) provide such a high level of unfairness, although, in small batch sizes, FG

is generally better than BG.

Equality and need are guaranteed in scenario IS2 during non-peak time, as elu-
cidated in Figs. [.4d to [L.4f. FMWM provides better fairness with the lowest
inequality in all batch sizes in this condition. However, FG is much fairer at peak

time, even though it allocates fewer tasks than FMWM and MWM.

Since the reward is proportional to the distance, scenario IS3 naturally yields
equity. As a result, compared to IS1 and IS2, all algorithms provide smaller in-
equality in IS3. Figs. {.4 to [4.4} indicate that FMWM performs better than other
algorithms in reducing inequality and need-unfairness but is somewhat worse than

MWM in promoting inequity in IS3.

Utilising a digital twin during the design phase lets us comprehend that FMWM
is employed more effectively on IS1 and IS3 since it may lessen inequality and need-
unfairness rather than only inequity as in IS2. Thus, we utilise scenario IS3 to

respond to RQ4.3.
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Figure 4.5: Unassigned tasks in different incentive scenarios: IS1, IS2, and IS3.

RQ4.2: How can the analysis assist in a better understanding of the
impact of batch size on unfairness indices (in Section [4.4.3) and the

number of unassigned tasks?

From our what-if analysis, we understand that the batch size determines the ratio
of workers to tasks. The smaller the batch size, the fewer tasks are accessible to
workers since we employ a fixed number of workers. Hence, workers’ competition
grows as batch size lowers, leading to a rise in inequality and inequity in scenarios
IS1 and IS3. The need-unfairness tends to diminish as the batch size rises in scenario
IS1 but not in scenario IS3. This finding suggests that fairness is affected by the

stochastic composition of the workers and tasks on each assignment.

Nevertheless, the pursuit of fairness inevitably comes at a cost — a potential
reduction in overall system performance, characterised by its ability to efficiently
process all available requests or tasks within the shortest possible time frame. Figure
illustrates a key observation: some tasks are not allocated and remain in the
queue until assigned or expire, significantly when the batch size exceeds the workers’
capacity. MWM outperforms FMWM in this context. This issue becomes even more
pronounced when the expiry time is shorter, mainly due to the limited number of

workers meeting spatiotemporal constraints.
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Therefore, it is essential to determine an optimal expiration time for each task,
taking into account customer satisfaction. It is also crucial to limit the batch size to
the number of available workers and establish the optimal composition and location

of the workers’ fleet to ensure timely task completion while maintaining fairness.

4.7.4 Digital Twin for Runtime Adaptation

We instantiate our three-layer-based digital twin reference architecture: digital twin
layer, decision layer, and asset layer to demonstrate LogistiX operating in a produc-
tion environment and to answer RQ4.3, as shown in Figure [1.6] At the asset layer,
we have a crowdsourced logistics platform simulation that senses task and worker
initiation of the dataset. For each assignment, the Task Manager sends a request
to the digital twin layer to get the value «, 3,7. This request is handled by the
Simulation & Analysis component of the digital twin running optimisation using an
evolutionary algorithm to generate a Pareto set containing non-dominated solutions
of a, 8,7v. The digital twin replies to the request with a message containing a knee

point defined by an algorithmic decision-maker.

In this instance, we merge the decision layer with the digital twin layer since
the decision is determined algorithmically. Given that the evolutionary algorithm is
more computationally intensive and requires more resources, the digital twin should
be run in a better infrastructure than its assets to ensure stability and scalability.
We use ZeroMQ Message Transport Protocol (ZMTP) to provide a communication

channel between the digital twin and the asset.

We briefly describe the evolutionary algorithm and knee-point selection as fol-

lows.
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Figure 4.6: Instantiation of the digital twin architecture for runtime adaptation.

Dynamic Evolutionary Approach

Initialization, selection, genetic operators, and termination are the four general
phases of an evolutionary algorithm. During the initialization, we use a dual pop-
ulation that combines the pre-defined seed population and a new randomised pop-
ulation to speed up the convergence. We represent each individual’s chromosome
using three float numbers [gy, g2, g3] where Z?:l gi = 1,g; > 0. The fitness value
of each individual is evaluated by running FMWM using its chromosome as «, 3, 7,
respectively. We employ NSGA-IT [I81] for the selection and use swap mutation and
one-point crossover for the genetic operators. Our approach can find a near-optimal
solution with only five generations and a population size of five for the second to

fiftth generations. The first-generation population comprises ten individuals from
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the pre-defined seed population plus five new randomised individuals. After the
iteration, a knee point is selected from the Pareto fronts described in Section [4.7.4]
We find that, in our settings, using larger populations and generations can improve

results, but not significantly, with the trade-off of a longer processing time.

Knee Point Selection

All non-dominated solutions in the Pareto set provide trade-offs for each objective.
A knee point can be a preferred solution, which suggests an appropriate one. Since
we have three objective minimization functions formally given in equation [£.10] we
define (0,0,0) as the utopia point. The knee point is the Pareto point closest to the

utopia point in a 3D Euclidean space, as illustrated in Figure [4.7p.

B MwM
® 0.6 [ IFMwWM
@] B Adaptive FMWM 0.4 ~M ®
()
c 0.5 :
= 5 ;
qg 0.41 % 0 2 s ® pareto set
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Dataset % = @ w

Figure 4.7: (a) Overall unfairness in four datasets with dynamic batch size using
scenario IS3 (b) Knee point selection

RQ4.3: How can runtime adaptation, supported by digital twin,

better satisfy the fairness requirement and promote social welfare?

We employ four datasets with random batch sizes representing dynamic real-world

settings. Figure [I.7h indicates that employing runtime adaptation using digital twin
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(Adaptive FMWM) to determine the values of «, 3, and ~ results in better overall
fairness than using static «, 8, and v values (FMWM). The distance to the utopia
point is calculated to determine the overall unfairness. This computation is done
by analysing all workers’ data after the simulation, making it look like FMWM
produces slightly better outcomes in DYN2, even though actually Adaptive FMWM

produces superior results at the end of each shift.

“In economic terms, social welfare is an aggregation of the welfare or utility of
the individual members of society” [182]. Income is a crucial indicator of economic
well-being, and it can provide valuable insights into the financial resources available
to individuals or groups. Table shows that our concepts, FMWM and Adaptive
FMWM, have promoted social welfare by ensuring that human car drivers earn more
income on average than AVs. Additionally, the average earnings of underprivileged
workers (i.e., cyclists and moped drivers) are also higher than in MWM. Social
welfare is a multi-dimensional concept that encompasses various aspects of well-
being. Relying solely on income and fairness may not provide a complete picture of
overall social welfare. However, other dimensions of social welfare are beyond the

scope of this research.

Having the digital twin hosted on a better infrastructure provides the crowd-
sourced logistics platform with more resources to monitor, track, and receive more
requests while waiting for updates from the digital twin. While seed population
helps speed up convergence, implementing the digital twin on infrastructure that
allows distributed parallel processing seems promising to accelerate evolutionary

computing further and is highly recommended for production environments.
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Table 4.5: Average earnings per worker on different Type B dataset

Worker type

Average earnings per worker

Dataset DYN1

Dataset DYN2

Dataset DYN3

Dataset DYN4

MWM | FMWM | Adaptive] MWM | FMWM | Adaptive] MWM | FMWM | Adaptivel MWM | FMWM | Adaptive

FMWM FMWM FMWM FMWM

Car driver 2685.24 | 2873.69 | 2694.90 | 2368.52 | 2654.04 | 2595.28 | 2686.51 | 2603.58 | 2529.44 | 2417.47 | 2524.00 | 2528.12
Moped driver | 2275.93 | 2177.70 | 2258.16 | 1853.61 | 2039.19 | 2003.95 | 1820.57 | 1993.11 | 2014.43 | 2226.94 | 2398.30 | 2366.11
Cyclist 917.561 | 1169.84 | 1202.78 | 1067.19 | 1225.09 | 1232.87 | 835.93 | 1078.66 | 1127.46 | 917.85 | 995.08 991.50
AVs 2733.47 | 2260.19 | 2354.79 | 2331.17 | 1860.10 | 1929.77 | 2418.49 | 2027.36 | 2006.16 | 2351.60 | 1979.32 | 2013.08

UOISSTIOSI(] pUR UOIJen[eAr] “L'F
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Chapter 4 4.8. Threats to Validity

4.8 Threats to Validity

This chapter may have some potential threats to external validity, particularly in
terms of generalisability to real-world applications or different settings. Due to the
unavailability of corresponding real-world datasets, our simulation relies solely on

synthetic datasets to create a controlled environment.

While we take into account the dynamic aspect of the task-to-worker ratio in the
type B datasets, we acknowledge that other dynamic factors, such as task execution
failures, varying start and finish shift times, traffic dynamics, etc., are not considered.
As aresult, the use of synthetic datasets may limit the generalisability of our findings

to real-world applications.

Furthermore, the inequity, inequality, and need-unfairness indices that we employ
are specifically tailored to our motivating scenario and may not be applicable in a
different context, necessitating a redefinition of these metrics. However, our results
offer valuable insights within its specific scope and can serve as a foundation for

further research or practical applications.

4.9 Conclusion

We have introduced a novel reference digital twin architecture and applied it in real-
world scenarios to assess and adapt our bipartite graph matching approach. This
endeavour aims to promote equity, equality, and the fulfilment of needs, fostering
a more inclusive and sustainable collaboration between humans and machines in

crowdsourced logistics. Our approach outperforms baseline methods in terms of
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overall fairness, as demonstrated through a series of experiments in diverse scenar-
ios. By enhancing fairness between humans and automated systems, our approach
establishes a foundation for ethical and effective collaboration within crowdsourced
logistics, highlighting its potential for broader applications in sustainable logistics

systems and other areas of human-machine collaboration.
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Chapter 5

SPECTRA: a Markovian Framework
for Managing NFR Tradeoffs with

Diverse Levels of Observability

HitLCPS is one of many Self-adaptive systems (SAS) that operate in heteroge-
neous and dynamic environments, where satisfying multiple quality attributes, also
known as NFRs, and resolving dynamic trade-offs among NFRs remains challeng-
ing for SAS. However, while many NFRs can be directly observed, some of them are
only partially observable (e.g., emotion, job satisfaction, fatigueness, etc.). Exist-
ing solutions typically consider homogeneous observability, with all the NFRs under
vestigation being either fully observable or partially observable. Moreover, exist-
ing solutions tend to adopt a single objective approach with scalar rewards, which

conceals the individual priorities of each NFR.

This chapter introduces SPECTRAY, a framework based on the Markov decision

process (MDP) that utilises vector rewards to explicitly represent multiple NFRs

!The name “SPECTRA” draws inspiration from the quote by Hawking and Mlodinow [183]:
“The past, like the future, is indefinite and exists only as a spectrum of possibilities.” It reflects
the uncertainty that our framework addresses.
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and their priorities during decision-making. This framework is designed to handle
trade-offs among NFRs in dynamic environments with diverse NFRs observabil-
ity. Additionally, this chapter also presents MR-MOMDP, which goes beyond MDP
approaches to incorporate multiple objectives in a mixed-observability setting. The
evaluation uses hypothetical remote data mirroring (RDM) scenarios on a non-trivial
scale using digital twin architecture to demonstrate the effectiveness of our approach
in dynamically managing tradeoffs in SAS in the presence of mized NFRs observabil-
ity. The results indicate that our approach can achieve higher utility values, reduce
the time needed for policy planning, and better satisfy the NFRs. This chapter is

adapted from [31).

5.1 Introduction

Self-adaptive systems (SAS) must adapt to satisfy functional and non-functional re-
quirements in dynamically changing environments that often involve tradeoffs [184].
For example, while encrypting data streams can guarantee data confidentiality, it
may also decrease performance, or while implementing the heartbeat protocol that
enables monitoring of availability, excessive usage can negatively impact perfor-
mance and bandwidth efficiency [I85]. Therefore, effectively managing tradeoffs in
SAS presents a complex challenge, as it poses the need to find a delicate balance
while accommodating the environment’s dynamic nature through context-specific
configurations [I84]. Additionally, SAS must navigate uncertainties arising from di-
verse sources, including external factors and internal intricacies within the software
systems [114]. Decisions regarding adaptation should be guided by the priorities
of the NFRs [29]. Without understanding the priorities of each NFR, it is difficult
to adequately deal with the tradeoffs between conflicting objectives. Therefore, it

is crucial to understand stakeholders’ preferences and take into account the NFR/’s
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priorities to facilitate decision-making at runtime.

To ensure effective NFRs satisfaction evaluation, it is advisable to define the
measurable metrics of the NFRs [186]. For instance, performance can be evaluated
through time measurements; efficiency is commonly linked to measurable resource
consumption, and so forth. However, there may be instances where direct observ-
ability is not possible, and therefore partial observability [f| is unavoidable. This is
often the case in human-machine collaboration, where while states related to ma-
chine characteristics are usually fully observable, states related to human traits are
commonly only partially observable. Other examples are demonstrated in the mo-
tivating scenario in Section which concerns a Remote Data Mirroring (RDM)

system [187, [I8§].

Existing SAS solutions have modelled their domain problems as sequential stochas-
tic decision-making and control. Earlier approaches [124, 125, 29] have relied on
Partially Observable Markov Decision Processes (POMDPs) when it is not feasible
to directly observe all metrics associated with NFRs. Conversely, when the satis-
faction of NFRs can be directly observed, Markov Decision Processes (MDPs) have
been employed [113]. Some of these approaches use a single-objective technique
that employs scalar rewards to represent a combined cardinal priority for all NFRs

[113, (124, 125].

Nevertheless, we argue that leveraging existing POMDP and MDP approaches to
address challenges in SAS, which can be characterised by mixed observable NFRs,
may not yield optimal outcomes or efficient processing time. Neglecting partial
observability within an MDP framework can lead to imbalanced decisions, favouring

fully observable NFRs to the detriment of partially observable ones or vice versa. On

2The term “observability” comes from control theory, defined as the degree to which one can
comprehend the internal state or condition of a complex system based only on knowledge of its
external outputs [123].
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the other hand, modelling all aspects as partially observable through POMDP incurs
a larger belief space, often culminating in fuzzy tradeoff resolutions that might not fit
the problem under investigation. The POMDP approach could also lead to extended
processing times compared to using Mixed Observable Markov Decision Process
(MOMDP) models [128]. Employing scalar rewards in single-objective approaches
conceals the impact of adaptation on the individual satisfaction and priorities of each
NFR. Using vector reward functions in SAS offers a more explicit representation of
the priorities assigned to different NFRs during runtime, thereby enabling informed

decision-making [29].

In a nutshell, this chapter makes the following novel contributions:

Firstly, it goes beyond existing work by proposing a solution that factors in het-
erogeneous setups of NFRs observability, whether fully or partially, when satisfying
them and dynamically managing their conflicts under uncertainty. Our proposed
framework, called SPECTRA, serves as a guideline to assist designers and software
engineers of SAS in deciding on the suitable Markov model, informed by the observ-
ability of the NFR metrics and uncertainty in satisfying the NFRs and managing

their tradeoffs.

Secondly, our approach surpasses the traditional MOMDP model by considering
multiple objectives in a mixed observability environment. We have developed the
Multi-Reward MOMDP (MR-MOMDP), which utilises vector rewards instead of
scalar rewards. The MR-MOMDP model uses OLSAR-Perseus [189] to identify a
subset of Pareto optimal solutions. To our knowledge, our research is the first to
explore multi-objective (i.e., multi-reward) MOMDP. The MR-MOMDP model can
be applied to various SAS application domains, including CPS, IoT, robotics, etc.,

where multi-objective problems and mixed observability are present.
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Thirdly, the proposed approach is implemented as a publicly accessible Python
framework, extending the POMDPy framework [190]. This extension incorporates
additional features, including model parsers to cater to different model specification
format, portable policy generation, which support different applications, and solvers
to support both single and multi-objective POMDP and single and multi-objective
MOMDP, expanding the capabilities of the original framework, initially designed for
single-objective POMDP only.

Fourthly, the approach is evaluated using a non-trivial case of a Remote Data
Mirroring system [I87], [I88]. The results show the potential of our method for con-
trolling tradeoffs dynamically in SAS while dealing with mixed NFR observability.
To assist software engineers and SAS designers in experimenting with and poten-
tially using our approach, we have provided the model, solvers, and policy generators

as an artefact for adoption and further application.

5.2 Background

In this section, we provide a brief overview of MDP, POMDP, MOMDP, and MR-

POMDP, which are the foundational concepts of this research.

5.2.1 MDP, POMDP, and MOMDP

The Markov Decision Process (MDP) [191] is a mathematical framework employed
in decision-making, structured as a series of states, actions, and rewards. At each
timestep, the agent determines its current state and selects an action, which results

in a reward, based on the action taken and the resulting state change. The objective
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of an MDP is to identify the optimal policy, which specifies the best action for each

state to maximise the total expected rewards over time.

The Partially Observable Markov Decision Process (POMDP) [192] is an exten-
sion of the Markov Decision Process (MDP) where the state of the system cannot be
directly observed or is partially observable. Partial observability can be either intrin-
sic attributed to the innate nature of the NFR and the problem where observability
is difficult (e.g., reliability [193], emotion, satisfaction, etc.), or extrinsic, where the
environment (e.g., sensor inaccuracy and other technical constraints) makes it diffi-
cult to directly measure NFR metrics, despite them being actually fully observable
by nature (e.g., network security [193]). Unlike MDP, which assumes full observ-
ability of states, POMDP deals with partial observability using belief states. This
makes POMDP more challenging because it has to find an optimal policy with an

uncertain actual state of the system, relying on observations.

The Mixed Observable Markov Decision Process (MOMDP) [128] framework
generalises POMDP, allowing for a combination of fully observable and partially
observable states in the model. The decision-making agent considers both fully and
partially observable aspects of the environment when choosing an appropriate action

based on the underlying state.

The multi-reward (MR) version of MDP, POMDP, and MOMDP employs vector
rewards instead of scalar rewards. The vector reward dimensions represent the
number of objectives (i.e., NFRs to satisfy). Figure illustrates MR-MDP, MR-
POMDP, and MR-POMDP with vector rewards for three objectives problem. We
discuss more on MR-MOMDP in section [5.3, and MR-POMDP in section [5.2.2]

below.
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MR-MDP MR-MOMDP
ann anm
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Y

Yt-1

states possible actions observations @rewardsvectors
Figure 5.1: MR-MDP, MR-POMDP, and MR-MOMDP model

5.2.2 Multi-Reward Partially Observable Markov Decision Process

(MR-POMDP)

An MR-POMDP [30],189] model is a tuple {S, A,Q,b, T, O, R,~v} where S represents
the set of discrete states of the environment which are not directly observable to the
agent; A denotes a finite set of all possible actions that the agent can take; 2
represents the set of discrete observations that the agent can receive; The initial
belief state, denoted by b, is the probability distribution over S; T'(s,a,s’) is the
transition function that defines state-to-state transition probabilities; O(s',a,0) is
observation function that generates observation outcome probabilities; R(s, a) is the
reward function defining the reward vector given after doing an action a in the state
s, given by R(s,a) = [r1,...,7x], where k is the number of objectives; and ~ is the
discount factor, which ranges from 0 to 1, used to prioritise immediate rewards over

future rewards.

At each timestep, the agent receives a noisy/partial observation o € €2 from the
environment. The outcome of observing o is given by O(s',a,0) = p(o|s’,a) for
s € S and a € A. The agent selects an action a based on the observation result
and its belief state b to move from the current state s to the next state s’. The next

state s is given by the transition function T'(s,a,s’) that specifies the probability
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distribution over the next state s’ given the current state s and action a. The agent
receives an immediate reward defined by reward function R(s,a) for doing action a
in state s. The environment generates new observations the agent uses to update

its belief state using Equation [5.1}

V() = O(s,a,0) ijlﬁ?igs,a,s’)b(s)? (5.1)

where p(olb,a) = >, O(s',a,0) Y .. T(s,a,s")b(s) is the normalisation constant.

An MR-POMDP plan is called a policy, denoted by 7(b) : B + A takes the
belief state b € B and weight vector w as input and returns the action a € A to
be executed by the agent. The agent’s goal is to find an optimal policy 7* whose

scalarised value satisfies the Bellman optimality equation, defined in Equation [5.2}

V* (b, w) = max > R(s,a)wb(s) +v > plolb, a)V* (¥, w) (5.2)

seS 0€Q)

V* can be approximated by iterating a number of stages where a value function
V,, at stage n is parameterized by a finite set of a-matrices ©,, = {a’},i = 1,...,|V,|.
Each a-matrix o, is associated with an action a. It comes with |S| x k dimension,
where k is the number of objectives, as in Equation [5.3] Each row represents a

vector value for each state s.
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[ obi, ... Obji |

o = V(s -.. V(s | 5.3
Vs - Visjk

where V(s;)r, s € S,k > 1,5 =1,...,|5|, is the value of state s; at k-th objective.

The value function of a belief b at stage n is the inner product of belief b with

the a-matrix of, € ©,, and weight vector w given by Equation :

Vo(b,w) = max b.a’.w (5.4)

at €0,

A point-based solver uses approximate backups to calculate the optimal a-matrix
for a selected set B of sampled belief points. A point-based backup [189] is started
by determining the back-projection g;"° of each next-stage value matrix o; € ©,, for

every action a and observation o, given by Equation [5.5

g’ = Z O(a,s',0)T(s,a,s )a;(s") (5.5)

s'es

Then, for each b € B, the back-projection matrix g;"’ is used to construct a new set
of a-matrices, given by Equation [5.6] where r® is a rewards matrix for performing
action a in every state. Each a-matrix o, corresponds to an action a € A, so in

total, there will be |A| number of new a-matrices.

Q=1+ Z arg max b.g™.w (5.6)
1=19)
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Finally, the new optimal a-matrix for b, denoted as ai’il, is the aj, | that maximises

Voi1(b,w) (cf. Eq. p.4):

ba a
ni1 = ATgIMAX b.og .w (5.7)

n+1

«

Given a belief b and weight vector w, a policy m(b, w) at a particular stage n + 1 is

b,a

defined by choosing an action a that corresponds to the a-matrix

Expanding upon the foundational concepts, in section we present our pro-
posed approach of MR-MOMDP that deals with the mixed observability of the NFRs
along with modelling of the individual priorities of NFRs to support the decision-
making of SAS.

5.3 Multi-Reward Mixed Observable Markov Decision

Process (MR-MOMDP)

In this section, we introduce the MR-MOMDP approach, which exhibits several

shared attributes with MR-POMDP.

5.3.1 Model

A MOMDP [12§] is a type of POMDP where the environment includes states directly
observed by the agent and partially observable states. Similar to MR-POMDP, our
proposed MR-MOMDP utilises a reward vector in which each axis component of
the reward vector reflects a goal (e.g., NFR satisfaction level). The MR-MOMDP is
defined as a tuple {X,Y A, Q,0,T,,T,,0, R,y }. The set X contains fully observable
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states © € X, while the set Y contains partially observable states y € Y. A complete
system state is represented by a tuple (z,y), so the state space is factored as S =
X x Y. To transition from a start state (z,y) to an end state (z,7'), the agent
takes an action a, and the value of 2z’ is determined by the transition function
T.(x,y,a,2") = p(2'|x,y,a), while the value of ¢ is determined by the transition
function T}(x,y,a,2',y") = p(y'|z,y,a,2’). The remaining components of the MR-
MOMDP are the same as those in the MR-POMDP, including the set of observations
2, the observation function O, the vector reward function R, and -, which is the

discount factor with a real value € [0, 1].

By decomposing the state space into fully and partially observable states, ex-
pressing the belief space B in a factorised manner becomes feasible, reducing its
high dimensionality [128]. As a result, any belief b in MR-MOMDP regarding the
complete system state s = (z,y) can be represented as (x, b, ), where b, € B, denotes
the belief concerning the partially observable state y and B, denotes the space of all
beliefs on the partially observable state variable y. Each B, is associated with the
fully observable state z, denoted as By(x). Therefore, as B is a union of By(x) for
z € X, B possesses | X| x |Y| dimensions, and each B,(z) has |Y| dimensions only,
where | X| and |Y| indicate the number of fully observable and partially observable

states in X and Y, respectively.

Unlike in an MR-POMDP, each fully observable state  in MR-MOMDP main-
tains its a-matrices set, denoted as ©,(x), defined over B, (z). This approach divides
the belief space into smaller subspaces that are easier to manage and analyse, mak-

ing it more efficient than representing the whole belief space as one complex entity

[128].
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V((x,by),w) = max by.a.w (5.8)

€Oy ()

To compute the value V((z, b,), w) in equation 5.8 we initially utilize the value of
x as an index to locate the corresponding a-matrices set and subsequently determine

the maximum a-matrix within that set using equation [5.9]

a = arg aé%%?x) by.c.w (5.9)

5.3.2 Solver

We employ Optimistic Linear Support with Alpha Reuse (OLSAR) [189], a point-
based solver used in MR-POMDP [189] 29], and modify it to fit the MR-MOMDP.
OLSAR is a method to solve multi-objective decision problems using a series of calls
of a bounded approximate single-objective POMDP solver (e.g., OCPerseus [189])
that leverages previously discovered a-matrices to create an initial lower bound for

subsequent OCPerseus calls, enabling faster resolution of the scalarized POMDP.

Our MR-MOMDP solver consists of three layers. The first layer is OLSAR,
an outer loop that calls OCPerseus on the second layer for each iteration until
the convergence criteria are reached. The third layer is a multi-objective backup

function (i.e., backupMO) that implements back-projection.
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Algorithm 2: OLSAR(bg, 1, €) for MR-MOMDP, adapted from [189].

(S A

10
11

12
13
14
15
16
17
18
19
20
21

22
23
24
25
26
27

Input  : Initial belief by = (20, byo), Convergence threshold 7, Max. allowed
error €
Output : A set of partial approximate CCS of multi-objective value vectors C,
and its associate weights set Cy,
Cy<+ 0 // A set of partial approximate CCS of multi-objective value
vectors Vj,

Cyp 0 // A set of weights associated with every value in C,
Q<+ 0 // A queue of weights to search with their priority {(w,A.,)}
Add extrema weights to @ with infinite priority
Initialise Oy // A set of a-matrices that create a minimum estimate
of the value.
Initialise B // A set of sampled belief points obtained by random
exploration
while —Q.isEmpty() A —timeOut() do
w + Q.dequeue() // retrieve weight vector
©, < select the best a-matrix a from O,y for each (z,b,) € B, given w
©y < OCPerseus(0,, B, w,n)
Vi 5161%)5 byo-c.w
Ouu < Oqy U By
if Vi, ¢ C, then
Wier < delete the corner weights that Vj;,, made obsolete from Q.
Cy < remove all values made obsolete by V4, from C,
Cyp + Cy UV,
Cw <~ CypUw
Wael < Waet Uw
Weorner <— newCornerWeights(Vy,, Wier, Cyy)
foreach w € Weypper do
A, + calculate max. possible improvement (i.e., priority) using
(w, Cy)
if A, > e then
| Qadd({(w,A,)})
end
end
end
end

28 return C,, Cy,

Layer 1. OLSAR for MR-MOMDP

OLSAR, as presented in Algorithm , takes initial belief by as a tuple (xg,by), a

convergence threshold 7, and maximum allowed error € to produce a set of partial

approximate convex coverage sets (CCS) of multi-objective value vectors, denoted
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as (', and its associate weights set C,. It begins by initialising a priority queue
() and assigning extrema weights to ) with infinite priority. It also initialises a set
of a-metrices ©,; that define a minimum of the value and a set of sampled belief
points B that can be obtained through random exploration. ©,; consists of |X|

subsets where each subset corresponds to a fully observable state variable x.

While @ is not empty and a timeout threshold has not been reached, OLSAR
does the following: it retrieves the weight vector w from @ and given w, it selects
the best a-matrices from O, for each (x,b,) € B and stores them into ©, =
{61, @)|0r,@) = {a}, 2z € X}. It then calls OC Perseus(©,, B,w,n) that solves MR-
POMDP through scalarisation using w to obtain new a-matrices set ©,,. OLSAR
then updates ©,; with the new ©,,. Given the initial belief by = (x¢, by0) and O,
a scalarised value of by, denoted as V3, can be calculated. If V;, is not in the CCS
Cy, it removes all values made obsolete by V;, from C,, updates C, with V},, and
stores its associated weight vector w into C,,. Then, OLSAR deletes the obsolete
corner weights from () and stores them into Wy Given V,,,, Wy, and C,, OLSAR
calculates new corner weights and maximum possible improvements (i.e., priority)
A,,. For each weight w in new corner weights, If A,, is bigger than the maximum
allowed error €, OLSAR adds w and its priority A, in the queue (). These steps are

repeated until ) is empty.
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Layer 2. OCPerseus

Perseus is a point-based solver, originally for POMDP, that approximates the exact
solution using a set of randomised points representing the belief state. This approach
allows Perseus to focus on several points of the belief space rather than dealing with

a continuous representation of the entire space.

OC Perseus, described in Algorithm [3] takes a set of a-matrices ©, a set of
sampled belief points B, weight vector w, and a convergence threshold n as input
to produce a new set of a-matrices ©'. As explained in the last paragraph of sec-
tion [5.3.1] both © and ©' consist of |X| subsets of a-matrices where each subset

corresponds to a fully observable state variable z.

OC Perseus performs several backup stages until it reaches the convergence
threshold 7. The backup stage begins by setting ©’ to an empty set and initial-
ising B’ by copying B to B’. B’ is used to keep track of non-improved belief points
consisting b = (x,b,) € B whose V,,41(b, w) is still lower than V,,(b, w) (line 11). As
long as B’ is not empty, OC Perseus randomly selects a belief point (z, b,) from B’
(line 8). Given b,w, and O, if possible, an improving c-matrix « is selected and
added to ©. Then ©’ is updated with the best a-matrix from ©. Next, all the
improved belief points are deleted from B’. These steps are repeated until B’ is

empty.

Layer 3. backupMO for MR-MOMDP

Since, in MR-MOMDP, each belief point b € B is a tuple (x,b,), each observable

state variable z € X maintains the back-projection matrix g;"*“ of next-stage value
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Algorithm 3: OCPerseus(0, B, w,n) adapted from [I89].
Input : A set of a-matrices ©, A set of belief points B, weight vector w,
Convergence threshold 7
Output : A new set of a-matrices ©’

1 0+ 06
2 O+ {0}
3 while max (max b.o/ .w — max b.a.w) > 7 do
beB \o/cO’ )
4 0« o
5 O + 0
6 B'+ B
7 while B’ # () do
8 b < randomly select a belief point b = (z,b,) from B’
9 a < backupMO(©,b,w) // select a-matrix
10 O + ©'U{arg max b.d.w}
o’ €(OUa)
1 B’ + {b|b € B’, max b.o/.w < maxb.c.w}
a'e®’ ac®
12 end
13 end

14 return ©’

matrix «; € O, (x), formulated in equation [5.10]

gf’a’o = Z Z O<a7 xl? y’? O)TCU ('r? y? a? x/)Ty(ma y? a? y/)al(y/> (5'10)

reX y' ey

For every b, € By,(x), the back-projection matrix g;*** is utilized to create a fresh
collection of a-matrices, given in Equation for each x € X and for each action

a € A. Consequently, the total number of sets of a-matrices will equal |A| x | X].

afy ="y ) argmaxhgtlw (5-11)
gafﬁa,o
0€eN

The new optimal alpha-matrix for (x,b,) returned by backupMO is given by Equa-
tion L.12

backupMO(O,, (x,b,), w) = arg max b,.c, ', .w (5.12)

Apt1
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5.4 Motivating Scenario

Let us consider MirrorNet, a hypothetical Remote Data Mirroring (RDM) system
that uses Software-Defined Networking (SDN) [194] to allow easy network topology
changes without requiring hardware adjustments. RDM is a reliable method for
handling failures by making an identical copy of data from a primary storage system
or server at a remote location, usually over a network connection. The main purpose
of remote data mirroring is to ensure data redundancy, disaster recovery capabilities,

and business continuity.

RDM system comprises vital components, such as 1) the primary system, which
is the primary data source that requires mirroring. This can be a storage device, a
server, or even an entire data centre; 2) remote systems or mirrors are locations where
mirrored data is stored and are typically geographically separated from the primary
system to minimise risks from regional disasters; 3) mirroring processes/protocols
that replicate data from the primary system to the remote system continuously or
periodically, synchronously or asynchronously; 4) a network infrastructure provides
connections for primary and secondary systems, which can involve different types of

wired and wireless networks with varying characteristics.

To establish a network of mirrors and distribute data efficiently across them,
MirrorNet employs two different topologies that can be switched dynamically: Min-
imum Spanning Tree (MST) and Redundant Topology (RT). It has been observed
on the MirrorNet that the MST topology requires fewer active network links, reduc-
ing bandwidth consumption and operational costs. However, it may be less reliable.
Meanwhile, the RT topology requires more active network links, which enhances
reliability but would incur higher operating costs due to increased bandwidth con-

sumption. MirrorNet aims to achieve the optimal balance between improved per-
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formance at a lower cost (i.e., efficiency) and potential data loss (i.e., reliability)
in different situations, including normal and abnormal conditions such as during

attacks or anomalies.

Performance can be directly measured based on the writing time, which rep-
resents the duration required to copy data to all mirrors, and in this aspect, both
MST and RT are comparable. Efficiency can be determined by the total bandwidth
consumption, which significantly impacts costs. On the other hand, active links and
connected mirror nodes do not guarantee network reliability because security threats
and failures can occur at all layers of RDM, involving various hardware and software
components. Additionally, Intrusion Detection System (IDS) sensors have limita-
tions in detecting and mitigating all types of attacks and failures. Nevertheless,
we can observe reliability through probability-based metrics [193] such that higher
reliability can be observed when there is a greater number of active network links

and a lower severity level of attacks.

The following sections discuss how SPECTRA can help MirrorNet manage NFR

tradeofls at runtime with mixed observable metrics.

5.5 The SPECTRA Framework

Our proposed framework, SPECTRA, as shown in Figure 5.2 aims to assist SAS
in satisfying their NFRs in environments with many uncertainties. The word “SPEC-
TRA” abbreviates specification and vector reward, which are the heart of our method-
ology. SPECTRA is based on Markov Decision Process models, which consider
action, state, and observation uncertainty. Action uncertainty refers to uncertain

consequences of actions; state uncertainty pertains to a lack of knowledge about the
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Figure 5.2: The proposed SPECTRA Framework

actual system state; and incomplete, noisy, or ambiguous observation results cause

observation uncertainty.

This framework serves as a versatile set of steps that can be customised to suit
particular domains by employing appropriate techniques. It provides a foundational
structure that can be adjusted and fine-tuned according to the unique requirements
and characteristics of different contexts and domains. Although the framework is
presented as sequential steps/phases, it allows for flexibility in refining the design
and model by revisiting previous steps or jumping further ahead. In the following
sections, we describe the different phases of SPECTRA by using the hypothetical

scenario of MirrorNet, described in section [5.4] as an example.

5.5.1 Phase 1. NFR Specification

At this stage, adopted from the SAFe framework [I86], the stakeholders and de-
signer specify NFRs by considering three attributes. Firstly, a name is given to each
NFR, which may pertain to the system’s attributes such as configurability, perfor-
mance, security, and reproducibility, among others [195]. Secondly, they determine
the scale, which identifies the object being measured and the corresponding unit of

measurement. Finally, they establish the meter, which is the measurement method.
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Table 5.1: Phase 1 - NFRs Definition

Name Scale Meter

Minimise Cost Efficiency (MC) Bandwidth consumption Average bandwidth consumption
Maximise Performance (MP) Writing time Average writing time

Maximise Reliability (MR) Network reliability Average number of healthy links

These details are outlined in Table 5.1} providing an overview of the NFRs of Mir-
rorNet and their corresponding attributes in phase 1. This approach ensures that

the NFRs are well-defined and accurately measured.

Stakeholders and designers must come to a consensus on specifying the NFRs.
Who is involved depends on the organisation’s policies and the impact of the NFRs.
If necessary, they should reconvene to refine and revise the NFRs in response to
market dynamics, changes in organizational goals, advancements in technology, and
other factors. Consequently, if these changes to the NFRs cannot be accommodated
within the current model, a new model is required to retrain the system and generate

new policy.

5.5.2 Phase 2. Observability Identification

During this stage, stakeholders and designers assess the observability of each metric
associated with the NFRs. Observability is categorised as either direct or indirect. If
the metric can be directly observed, the NFR is fully observable. On the other hand,
if the metric can only be probed through various monitorable objects, it implies that
the NFR is partially observable. In the case of direct or fully observable metrics,
the metric itself serves as the monitorable. Conversely, different objects are used as

monitorables to probe the desired metric for indirect or partially observable metrics.

In Table MC and MP metrics are easily observable. Bandwidth consump-

tion (BWC) and writing time (WRT) can be directly monitored to determine their
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Table 5.2: Phase 2 - Observability Identification

NFR | Metrics Observability | Monitorables

MC | Average bandwidth consumption | Direct Bandwidth consumption (BWC)

MP | Average writing time Direct Writing time (WRT)

MR | Average number of healthy links | Indirect Active network links (ANL), Net-
work attack and anomaly (ATK)

averages. However, the number of healthy links cannot be directly observed, as com-
promised hosts may be connected to active links and exhibit malicious behaviour
at the upper layer. Nonetheless, MirrorNet employs a traffic monitoring system
that can detect anomalies and network attacks, enabling it to probe the number
of healthy links by monitoring the active network links (ANL) and the status of

network attacks and anomalies (ATK).

5.5.3 Phase 3. Priority Elicitation

Preference elicitation constitutes a foundational issue in creating intelligent systems
that make or recommend decisions on behalf of users[196]. Priorities and preferences
need to be elicited from domain experts and stakeholders, which serve as guiding
factors for decision-making in adaptation, aligning with the system’s objectives [197].
Various decision-making techniques (e.g., AHP [198], TOPSIS [199], etc.) and utility

theories [200} 201] can be employed in this phase.

Stakeholders may specify the tradeoff between NFRs by creating a utility func-
tion that assigns weight to each quality attribute, i.e., forming a weight vector (e.g.,
[0.333, 0.333, 0.333]), incorporating quality attribute scenarios, or utilizing condi-

tional logic [185].

If a global weight vector is provided, we do not need to find the set of optimal

weights in Phase 6 - Policy Planning. Policies can be generated by scalarising and

131



5.5. The SPECTRA Framework Chapter 5

solving the model using a single-objective solver. In the case of MirrorNet, priorities

are not elicited as a weight vector but rather as a conditional logic, as stated below:

"In normal to moderately detrimental conditions, priority is given to cost
efficiency and performance, with reliability being less important. How-
ever, in highly severe detrimental conditions, reliability holds the highest
priority, resulting in a relaxation of cost efficiency and performance re-

quirements.”

The priorities and preferences generated in this phase determine how targets
and constraints can be determined in the subsequent phase, as well as the reward

function of the model.

5.5.4 Phase 4. Targets and Constraints

The next stage involves defining target values to achieve and constraints to avoid,
considering the priority given in the previous stage. This step is crucial in estab-
lishing clear objectives and boundaries that determine the satisfactory level of the

system.

“If you can’t measure it, you can’t manage it.” - Peter Drucker

To define targets and constraints, our reference values are monitorables rather than
metres or metrics, as meters/metrics may not always be directly observable, while
we can determine metric values through monitorables. Additionally, we can control
the values of monitorables through each action or decision we take in each state,

which will impact the monitorables value.
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Table 5.3: Phase 4 - Targets in environment SL1 and SL2.

NFR
MC

Targets

Average bandwidth consumption
SHALL below the threshold and
AS FEW AS POSSIBLE
Average writing time SHALL be-
low the threshold and AS FEW
AS POSSIBLE

Average number of active links
SHALL above the threshold and
AS MANY AS POSSIBLE

MP

MR

Table 5.4: Phase 4 - Constraints for normal and detrimental conditions of environ-
ment SL1.

Condition | Normal / Non-detrimental | Detrimental / Severity
Level: Low-Moderate

NFR Constraints Constraints

MC Total bandwidth threshold | Total bandwidth threshold
violations < 15% violations < 15%

MP Total writing time threshold | Total writing time threshold
violations < 10% violations < 10%

MR The number of active net- | The number of active net-
work links threshold viola- | work links threshold viola-
tions < 30% tions < 35%

By defining targets and constraints, stakeholders can effectively communicate
their expectations and align the system with organisational goals. However, it is
possible to relax the target and constraints under particular circumstances to enable
SAS to keep functioning in changing and uncertain environments while still meeting

critical requirements [202].

Table [5.3|lists the targets of MirrorNet for two different environmental scenarios:
SL1 and SL2. The targets are specified using the RELAX language [202] to explicitly
acknowledge and address the inherent uncertainty in SAS. The SL1 environment
anticipates detrimental conditions with low to moderate severity levels, while the

SL2 environment anticipates detrimental conditions with high severity levels.

Table (.4 and Table (.5 illustrate the constraints for the SL1 and SL2 environ-

ments in both normal and detrimental conditions. Under normal (non-detrimental)
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Table 5.5: Phase 4. Constraints for normal and detrimental conditions of environ-

ment SL2.
Condition | Normal / Non-detrimental | Detrimental / Severity
Level: High
NFR Constraints Constraints
MC Total bandwidth threshold | Total bandwidth threshold
violations < 15% violations < 30%
MP Total writing time threshold | Total writing time threshold
violations < 10% violations < 10%
MR The number of active net- | The number of active net-
work links threshold viola- | work links threshold viola-
tions < 30% tions < 5%

conditions, both environments share the same constraints, allowing for a higher
threshold violation of active network links (ANL) to achieve better performance
(MP) and cost efficiency (MC). However, in detrimental conditions, the SL1 environ-
ment relaxes its ANL threshold without sacrificing performance (MP) and efficiency
(MC) because stakeholders remain confident in the reliability of the MirrorNet in-
frastructure under low to moderate severity levels. In contrast, the SL2 environment,
with high severity levels, tightens its reliability requirements at the expense of cost

efficiency.

5.5.5 Phase 5. Model Formulation

This phase is a critical part and determines the success of adaptation. Figure [5.3
depicts MirrorNet as a control system consisting of a SPECTRA controller and
a MirrorNet network on the plant side. To achieve the objectives, i.e., satisfice
the NFRs, the controller needs to observe and analyse the plant behaviour (using
models and thresholds) and decide the best action to take (e.g., topology), using the

available weight vector and policy, then send the decision to the actuator. Therefore,

plant behaviour needs to be accurately reflected in the model.

Based on the observabilities of the NFRs, we can determine the appropriate
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Figure 5.3: The block diagram of MirrorNet as a closed loop control system.

Markovian model to utilise. If all NFRs are fully observable, using a multi-reward
MDP (MR-MDP) is recommended. However, if all NFRs are only partially ob-
servable, the problem must be modelled as an MR-POMDP. In cases where the
environment presents a combination of both partially and fully observable NFRs, it

is advisable to model it as an MR-MOMDP.

As shown in Table[5.2] MirrorNet exhibits mixed observability NFRs, where MC
and MP can be directly observed, but MR is only partially observed through the
number of active network links (ANL) and the status of network attacks (ATK).
Therefore, the suggested modelling approach is MR-MOMDP. The MirrorNet en-

vironment and NFRs can be mapped to an MR-MOMDP model shown in Figure
b4

States

States at least represent combinations of satisfaction levels of the NFRs (i.e., MC,
MP, and MR) but can also involve other variables deemed necessary to represent
the states of the plant (i.e., MirrorNet network as the managed asset). In the

MR-MOMDP, there are two types of states in the state space: fully observable
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Figure 5.4: MirrorNet RDM as an MR-MOMDP problem.

Table 5.6: Fully and partially observable states of MirrorNet.

Fully observable States (X)

State | NF'Ry = MC | NFRy = MP
x1 TRUE TRUE

x2 TRUE FALSE

x3 FALSE TRUE

x4 FALSE FALSE

Partially observable States (1)
State | NFR; = MR

yl TRUE

v2 | FALSE

states and partially observable states. Regarding MirrorNet, fully observable states
represent combinations of satisfaction values for MC and MP, whereas partially
observable states represent combinations of satisfaction values for MR. Consequently,
four fully observable states X = {z1, 22,23, 24} and two partially observable states
Y = {y1,y2} have been identified and presented in Table [5.6]

Actions

An action represents the agent’s decision or choice in each state. In the case of
MirrorNet, two adaptive actions are considered for each state: selecting the most
suitable topology between Minimum Spanning Tree (MST') and Redundant Topology

(RT). Based on the current state, the agent chooses the appropriate topology to
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Table 5.7: NFR satisfaction probabilities.

Action | MCy,—1 | MP,_y | MR,y | P(MC, =T) | P(MC, =F) | P(IMP,=T) | P(MP,=F) | P(MR, =T) | P(MR, = F)
MST | Any Any Any 0.9002 0.0998 0.9697 0.0303 0.3725 0.6275
RT Any Any Any 0.7045 0.2955 0.8788 0.1212 0.7222 0.2778

Table 5.8: Transition probabilities to fully observable states (Tx)

Action | xy_1 | yp—1 | 14 T2 34 x4y

MST | Any | Any | 0.8729 | 0.0273 | 0.0968 | 0.0030
RT Any | Any | 0.6191 | 0.0854 | 0.2596 | 0.0358

x = Fully observable state, y = Partially observable state

support the satisfaction of the NFRs in the RDM system.

Transition Functions

Any action (i.e., topology) chosen in each state will have an impact on the environ-
ment and transition the environment from the current state to a new state with some
probabilities. To capture these transitions, we decompose the transition functions
T, and T, into marginal conditional probabilities of the NFRs, specified in Table
5.7, as follows:

T((z,y),a,(@"y) = Tu(z,y, a,2") Ty (z,y,0,y)
Tac ('CC7 y? a? x/) = P<MC’/|$7 y? CL)'P(']\4P/|'Z‘7 y’ a)

Ty($,y,a,y/) = P(MR/|$7y7a)

Table represents the complete transition function 7}, which specifies the tran-
sition probabilities from the current state (x,y) to the next fully observable state
2’ € X. On the other hand, Table represents T, which specifies the transitions
from the state (z,y) to the next partially observable state y' € Y based on the

selected topology in MirrorNet.
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Table 5.9: Transition probabilities to partially observable states (Ty)

Action | x4y | -1 | Yl Y2
MST | Any | Any | 0.3725 | 0.6275
RT Any | Any | 0.7222 | 0.2778

Rewards

In SAS’s decision-making process, it is crucial to consider the satisfaction priorities
of individual NFRs. SPECTRA uses vector rewards to model these priorities and
considers higher reward value as higher priority /desirability when making adaptation
decisions. The reward value may also represent the utility of a particular objective-

action pair.

A vector reward gives different values to each objective, as opposed to a scalar
reward, which gives a single value to each action. This approach provides a more
precise understanding of how a particular action can impact multiple NFRs. By
simultaneously evaluating several factors, a vector reward helps to make more in-
formed decisions by capturing the relative importance and trade-offs between objec-
tives. It enables decision-makers to optimise choices based on multiple competing

objectives and more accurately represents the decision-making process.

MirrorNet aims to satisfice three NFRs, and to achieve this, each state is linked
to a three-dimensional reward vector function specified as R(s,a) = [y, "arp, TrR)-
Each element of the reward vector indicates the priority of the corresponding NFR
in each state compared to the other NFRs along their respective axes. The values
of the reward vector are based on the elicited priorities obtained during Phase 3
- Priority Elicitation and might follow utility theories [201I]. During this stage,
we establish local weights as state-specific reward vectors, while the global weight
vector, generated by OLSAR-Perseus in Phase 6 or determined beforehand in Phase

3, reflects the stakeholders’ overall preferences.
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The complete reward values are presented in Table [5.10, serving as the reward
function in our model. Each entry of Table indicates the preference over the
execution of an action according to the value of NFRs in each state. We can observe
that MST is preferable when all NFRs are satisfied or when MC is unsatisfied,
whereas RT is preferable when MR is most likely unsatisfied. This reward function

captures the cumulative impact of the NFRs on the overall reward in MirrorNet.

Table 5.10: Reward vector values for NFRs in MirrorNet.

State | Action | Reward vector values
"mMc | TMP | TMR

x1l:yl | MST 110 | 95 95
xl:y2 | MST | 60 60 10
x2:yl | MST | 95 40 80
x2:y2 | MST | 65 10 10
x3:yl | MST | 40 80 80
x3:y2 | MST 10 60 10
x3:yl | MST | 35 35 65
x3:y2 | MST | 3 3 3
xl:yl | RT 80 95 90
xl:y2 | RT 85 83 20
x2:y1 | RT 60 10 60
x2:y2 | RT 80 18 20
x3:yl | RT 10 66 68
x3:y2 | RT 40 75 40
x3:yl | RT 11 10 26
x3:y2 | RT 10 10 10

Table 5.11: Observation probabilities of MirrorNet.

MON1 Bandwidth consumption (BWC)

P(MC=T[BWC) P(MC=F|BWC)
Action BWC < b BWC b BWC <b BWC b
MST 1 0 0 1
RT 1 0 0 1
MON2 Writing time (WRT)

P(MP=T|WRT) P(MP=F|WRT)
Action WRT <t WRT t WRT <t WRT t
MST 1 0 0 1
RT 1 0 0 1
MON3 Active network links (ANL

P(MR=T|ANL) P(MR=F|ANL)
Action ANL 1 ANL >1 ANL 1 ANL >1
MST 0.3 0.7 0.7 0.3
RT 0.15 0.85 0.85 0.15
MON4 Anomaly/attack status (ATK)

P(MR=T|ATK) P(MR=F|ATK)
Env: SL1 SL2 SL1 SL2
Action | ATK=True | ATK=False | ATK=True | ATK=False | ATK=True | ATK=False | ATK=True | ATK=False
MST 0.4 0.6 0.15 0.85 0.6 0.4 0.85 0.15
RT 0.4 0.6 0.15 0.85 0.6 0.4 0.85 0.15

139




5.5. The SPECTRA Framework Chapter 5

Observations

Observations represent combinations of monitorable values used to determine the
current state. For fully observable states, the monitorables directly determine the
state. However, for partially observable states, the monitorables are used to probe
the state value based on probabilistic values obtained from observations validated

by domain experts.

MirrorNet incorporates four monitorables (i.e., BWC, WRT, ANL, and ATK)
associated with each NFR, as outlined in Phase 2 of the MR-MOMDP and listed
in Table [5.2] The observation probabilities for these monitorables in MirrorNet are
presented in Table [5.11] BWC, WRT, and ANL can take on two possible values:
violating or not violating the threshold, while ATK indicates the boolean status of
anomalies or attacks in the network. Threshold values for BWC, WRT, and ANL
(i.e., b, t,1) are given in Table With the inclusion of these four monitorables and
two possible values for each, our MR-MOMDP model for MirrorNet incorporates a

total of sixteen observations o € Q . |Q2| = 16.

5.5.6 Phase 6. Policy Planning

Given the model, our next step is to solve the problem and obtain an optimal set of
policies. Policy planning can be conducted offline or online using a specific solver. If
the global weight vector can be determined in Phase 3, the policy can be generated

using an appropriate single-objective solver through scalarisation.

This study employs OLSAR and Perseus for offline planning, assuming that the
global weight vector is not determined in Phase 3. As shown in Figure 5.5, OLSAR

provides us with a set of optimal weight vectors and their corresponding vector values
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Table 5.12: Selected optimal weight vectors.

Framework Environment

Weight vector for SL1 Weight vector for SL2
MR-MOMDP | [0.8441, 0. , 0.1559] | [6.7026e-01, 3.5220e-06, 3.2974¢-01]
MR-POMDP [0.8387, 0. , 0.1613] | [6.2697¢-01, 1.7295¢-09, 3.7303¢-01]

and policy. Various methods, such as knee point detection [203], can be utilised to
select a values vector that aligns with the preferences. However, this study defines
the minimum CCS values as the threshold to choose an optimal weight vector and
its corresponding policy for each value point that exceeds the threshold. The chosen
weight vector and policy are among the inputs the controller uses (i.e., managing
system), as shown in Figure . Table shows the optimal weight vectors chosen

for different frameworks and environments during our evaluation.

I—backupM o)
OCPerseus
£ | GSS5 of Weight Selectad
"l" Eiw Values Weight Vector

Weight Selection Selected

Set of Weight
Model OLSAR Vectors Zecte
\_‘_‘_/—\ y
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Palicies e
\‘_/'_"\

Figure 5.5: Policy planning with OLSAR & OCPerseus.

»

5.6 Evaluations

We evaluate the feasibility of our proposed SPECTRA and MR-MOMDP frame-
works by comparing the policy planning of MirrorNet using MR-MOMDP with
baseline approaches. Specifically, we aim to address the following research ques-

tions:

(RQ5.1): How can SPECTRA better optimise the planning process and produce

better policy?
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(RQ5.2): To what extent does SPECTRA produce better policies and effectively

satisfy NFRs with tradeoffs aligning with stakeholders’ preferences?

Through this evaluation, we aim to assess the effectiveness of our proposed SPEC-
TRA framework and determine the superiority of MR-MOMDP over the baseline

approaches in terms of planning time and policy quality for MirrorNet.

5.6.1 Experiment Setup

Environment Model and Scenario

To analyse the effectiveness of the policies, each approach is tested in two scenar-
ios: the Non-detrimental Scenario, where all topologies operate normally without
any disruptions, and the Detrimental Scenario, where system disruptions occur. To
introduce variability in our experiments, we consider two environmental models rep-
resenting the Low-Moderate Severity Level (SL1) and High Severity Level (SL2) in
the Detrimental Scenario. These environments are modelled using different obser-

vation functions in MON4, as shown in Table [5.11]

Architecture

Our experiments were conducted using a modified Python version of RDMSim [18§],
a discrete event simulator of a RDM environment, which we put as the managed
asset at the bottom layer as shown in Figure 5.6l We modified the original code to
ensure reproducibility through a random seed function. We conducted simulations
and experiments on a laptop with an Intel(R) Core(TM) i3-5005U CPU @ 2.00GHz
and 8 GB RAM running Windows 10 Pro.
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Figure 5.6: Digital twins architecture used in the evaluation with RDMSim and

MR-MOMDP.

Table 5.13: RDMSim configuration

Configuration item Value
Random seed 0
Time steps 200
Mirrors 25
MST Active Links % 8, 58]
RT Active Links % [30, 65]
Single bandwidth consumption | [20, 30]
Single writing time (10, 20]
BWC max. threshold b 4050
WRT max. threshold ¢ 3000
ANL min. threshold [ 90

The digital twin at the upper layer is the managing system that acts as a decision-

making agent with MAPE-K components. It employs MR-MOMDP or other base-

line approaches in the Analysis & Planning component. Based on observations made

by the Monitoring component, the Analysis component determines its belief about

the current state. The planning component uses this belief state to select the ap-

propriate topology based on the policy provided by the Knowledge component. The

Execute component then communicates the decision to the Effector component in

RDMSim, which activates the topology according to the instructions.

We configured RDMSim to simulate MirrorNet, which consists of 25 mirrors with

300 physical links used for data transfer between these mirrors, with the settings

specified in Table [5.13]
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5.6.2 Evaluation Metrics

We used the following metrics to analyse the experimental results:

1. Planning time: the execution time required to generate a CCS of weight vectors

and a set of policies.

2. Expected total reward: the accumulated expected reward obtained by execut-
ing an action in each step, in which the belief state determines the value for

each step.

3. Size of CCS solutions: the number of non-dominated weight vectors success-

fully found.

4. Topology proportions: the proportion of selecting MST topology relative to

RT topology in a simulation round.
5. Target satisfaction: measures how closely the execution results meet the target.

6. Constraints violation: identifies whether the execution results violate the given

constraints.

5.6.3 Baselines

MR-POMDP

For a fair comparison, we selected the implementation of MR-POMDP that also
utilises OLSAR-Perseus [189,29] to investigate the effects of modelling multi-objective
mixed observability problems using MR-MOMDP (a specific model for mixed ob-

servability) and MR-POMDP designed for multi-objective partial observability.
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Rule-Based Adaptation

. RDMSim [I88] is equipped with a default rule-based adaptation mechanism that
selects the MST topology if there is a violation of the BWC threshold and WRT
threshold and chooses the RT topology if the ANL threshold is violated. We use
this as an additional baseline to compare various adaptation strategies for satisficing

NFRs.

5.6.4 (RQ5.1) Optimal Policy Planning

The SPECTRA method enhances the management of tradeoffs in uncertain situa-
tions for SAS. This is achieved through three key features: 1) considering diverse
observability to determine the most suitable MDP model, 2) priority elicitation to
guide policy decision-making during runtime, and 3) representing the priorities of

each NFR through vector reward to facilitate well-informed decision-making.

Through SPECTRA, we can model the decision-making of MirrorNet using MR-
MOMDP, which can be compared with baselines. As previously explained, we im-
plemented MR-MOMDP with OLSAR and Perseus to formulate an optimal policy
configuration for MirrorNet, using a convergence threshold of n = 0.01, a maximum
allowed error of € = 0.01, and a convergence timeout of 3600 seconds. We compared
the planning time required by MR-MOMDP and MR-POMDP in two environments
with different values of €. In the default setting, as shown in Figure with
e = 0.01, MR-POMDP is intractable and always reaches the timeout convergence,
while MR-MOMDP completes within the range of 300-372 seconds. When the max-
imum allowed error is relaxed to € = 0.10, MR-MOMDP still finishes faster than
MR-POMDP, taking 247-291 seconds in the SL1 environment (Figure and
345-379 seconds in the SL2 environment (Figure , while MR-POMDP requires
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Figure 5.7: Planning time of MR-POMDP and MR-MOMDP in different settings

654-856 seconds in the SL1 environment and 511-627 seconds in the SL2 environ-
ment. It can also be observed that different random seeds yield different planning

times.

We observed that the backup time required by MR-MOMDP is longer than MR-
POMDP due to the additional loop caused by the decomposition of states into fully
and partially observable states. This decomposition increases the number of alpha-
matrices and computational operations needed in MR-MOMDP. However, we sus-
pect that the smaller belief space maintained by MR-MOMDP reduces the number
of corner weights that need to be tested individually. On the other hand, MR-
POMDP with a larger belief space has a higher likelihood of finding more corner

weights, which leads to a longer convergence time for MR-POMDP.

Figure [5.8| shows the size of CCS found by MR-POMDP and MR-MOMDP
using € = 0.01, where MR-POMDP yields 174 points in the SL1 environment and
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Table 5.14: CCS size of MR-MOMDP and MR-POMDP in different environments
and settings

CCS Size
Part 1. Seed=0, Epsilon=0.01
Env: SL1 | Env: SL2

MR-MOMDP 18 34
MR-POMDP 174 164
Part 2. Env: SL1, Epsilon=0.10

Seed 0 |5 |10 123 | 12345

MR-MOMDP | 8 |8 |10 10 | 10
MR-POMDP | 93 | 87 | 81 89 |98
Part 3. Env: SL2, Epsilon=0.10
Seed 0 (5 |10 123 | 12345
MR-MOMDP | 12 | 12 | 12 12 |13
MR-POMDP | 74 | 70 | 77 86 |78

164 points in the SL2 environment, while MR-MOMDP only yields 18 points and
34 points, respectively. However, when the maximum allowable error is relaxed to
e = 0.10, we can reduce the size of the CCS in MR-POMDP to approximately half,

as shown in Table [5.14]

As we need to decide on a single final weight vector along with its corresponding
set of policies, having a larger CCS size provides more alternatives. However, it
also requires more time and effort to determine the choice, especially if the selection
is made manually by a human decision-maker. Nevertheless, having a reliable au-
tonomous component to select the best final weight vector will benefit the planning

process.
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Figure 5.8: CCS of (a) MR-POMDP (164 points) and (b) MR-MOMDP (34 points)
under SL2 context.
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5.6.5 (RQ5.2) Policy Quality and NFR Satisfaction

We answer RQ5.2 by evaluating the policies produced by MR-MOMDP and MR-
POMDP using metrics: expected total reward, the proportion of topology used,

target satisfactions, and constraint violations, which we discuss below.

Expected Total Reward

The expected total reward represents the utility value of a system because the agent’s
goal is to maximise the expected total reward through a sequence of actions while
accounting for the uncertainty of the system’s state. Therefore, a set of policies that

yields a higher expected total reward can be considered a better set of policies.

We compared the average expected total reward of MR-MOMDP and MR-
POMDP for each NFR in SL1 and SL2 environments under both non-detrimental

and detrimental conditions, using different random seeds mentioned in Table

and Figure [5.7

Figure shows that under non-detrimental conditions, all NFRs had higher av-
erage expected total rewards in MR-MOMDP and MR-POMDP compared to detri-
mental conditions. This outcome is not surprising since NFRs are easier to satisfice
in normal conditions than during anomalies. In non-detrimental conditions, SL2
provided higher rewards than SL1, while in detrimental conditions, SL.1 performed
better than SL2. The reason behind this is the probability values in the observation
function, where SL2 has higher probability values of P(MR=T|ATK=F) and lower
values of P(MR=T|ATK=T).

Overall, MR-MOMDP yielded higher average values for all NFRs compared
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Figure 5.9: Expected total reward of MR-MOMDP and MR-POMDP in different
environment models.

to MR-POMDP. However, in SL2-Detrimental, MR-POMDP outperformed MR-
MOMDP in MC and MP, as MR-MOMDP sacrificed both NFRs for higher MR,

which is a preferred outcome.

To ensure the reward difference was not due to the weight vector choice, we
evaluated the solutions using the policy evaluator tool provided by APPL [12§].
We compared the scalarized versions of MR-MOMDP and MR-POMDP with a
weight vector of [0.333, 0.333, 0.333], solved using SARSOP [128]. Figure
shows that the scalarized MR-POMDP (SARSOP-MOMDP) consistently yielded
higher expected rewards than SARSOP-POMDP across various configurations. This
is because MOMDP reduces uncertainty through a smaller belief space, resulting in

higher belief values that impact optimal rewards.
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Figure 5.10: Expected Total Reward of Scalarised MR-MOMDP and MR-POMDP
using SARSOP

Topology Proportion

As highlighted in Section [5.5] the utilisation of the MST topology offers the advan-
tage of lower operational expenses, although it may not provide the same level of
reliability as the RT topology. The MST topology can be a suitable option when the
risk of disruptions is low, such as in non-detrimental conditions. However, it may

not be ideal in detrimental situations where reliability is crucial.

In Figure the usage proportions of the MST and RT topologies are depicted
for the SL1 and SL2 environments, respectively. In non-detrimental conditions, MR-
MOMDP, MR-POMDP, and the Rule-based adaptation demonstrate similar propor-
tions in terms of utilising the two topologies. However, in detrimental conditions,

there are notable differences.

The rule-based adaptation only marginally increases the allocation of RT by
approximately 9-11% in detrimental conditions. On the other hand, both MR-
MOMDP and MR-POMDP significantly increase the portion of RT. In the SL1
environment, they allocate RT by approximately 20%. In the more restrictive SL2
environment, MR-MOMDP and MR-POMDP significantly increase the allocation

of RT by about 70%. This shift towards RT usage is driven by the need to adhere
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Figure 5.11: Proportions of topology under different conditions.

to stricter MR constraints in SL2-Detrimental compared to SL1-Detrimental. It is
important to highlight that the higher reliance on RT in SL2-Detrimental leads to

increased operational costs compared to SL1-Detrimental.

Target Satisfaction

Based on the specified targets in Table the objective is to minimise the aver-
age values of WRT (MP) and BWC (MC) while maximising the average value of
ANL (MR). Figure illustrates that under normal or non-detrimental conditions,
MR-MOMDP, MR-POMDP, and the Rule-based adaptation perform equally well in
achieving all the targets. However, in detrimental conditions, a notable difference
arises. The Rule-based adaptation yields a lower WRT and BWC average than MR-
MOMDP and MR-POMDP. This discrepancy can be attributed to the rule-based
adaptation relying more heavily on the MST topology than MR-MOMDP and MR-
POMDP. Consequently, when detrimental conditions occur, disruptions in the MST
topology reduce the number of active links, resulting in decreased values of both

BWC and WRT.

On the contrary, MR-MOMDP and MR-POMDP adapt their strategy by increas-
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Figure 5.12: Target satisfaction under various conditions.

ing the allocation of the RT topology to maintain system reliability. This strategic
adjustment allows them to equally satisfy all the targets while outperforming the

Rule-based adaptation in satisficing the ANL objective.

To summarize, under detrimental conditions, the Rule-based adaptation exhibits
lower values of WRT and BWC due to its reliance on the MST topology, which is
more susceptible to disruptions. In contrast, MR-MOMDP and MR-POMDP re-
spond by prioritizing the RT topology to enhance system reliability, resulting in
better performance across all targets and excelling in satisficing the MR require-

ments.
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Constraint Violation

Regarding constraint violation, as shown in Figure none of the approaches,
including MR-POMDP, MR-MOMDP, and rule-based adaptation, violate any con-
straints under non-detrimental conditions. However, when subjected to detrimental
conditions, the rule-based adaptation violates the MR constraints in SL.1 and SL2, in-
dicating its inability to handle detrimental conditions effectively. On the other hand,
both MR-POMDP and MR-MOMDP still manage to avoid violating any constraints.
Additionally, during the evaluation, we specifically observed the number of threshold
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Figure 5.13: Constraint violation under various conditions.

violations between MR-MOMDP and MR-POMDP across different random seeds.
The aim was to assess the performance of the two approaches in maintaining the
predefined thresholds for the NFRs. Notably, our findings indicate that the number
of violations is comparable between MR-MOMDP and MR-POMDP. This implies
that the two approaches exhibit similar capabilities in effectively maintaining the

set thresholds for the NFRs.

Based on these findings, we can conclude that the default RDMSim rule-based
adaptation cannot effectively satisfy the NFRs in this experiment. In contrast, MR-
POMDP and MR-MOMDP exhibit better performance by successfully adhering to
the MR constraints, even under detrimental conditions. However, one can improve

the rule-based adaptation by adding more rules to address different conditions, which
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is often impractical.

5.7 Software Implementation

We implemented MR-MOMDP in a Python framework called XPOMDPy, which
stands for Extended POMDPy. For the purpose of reproducibility, the framework
is available online at [204]. XPOMDPy extends the current POMDPy framework

[190] by providing the following additional features:

1. Perseus solver for single-objective POMDP and MOMDP, as well as OLSAR-
Perseus for multi-objective MR-POMDP and MR-MOMDP. Our implemen-
tation of Perseus is a Python translation of Java implementation by [205]. We

also use OLS implementation by [206] in our OLSAR implementation.

2. Model parsing capabilities from POMDP and PomdpX file formats. This
feature simplifies the process of solving and generating new model objects by

easily reading and interpreting the model specifications.

3. Policy writer that supports the PolicyX file format for both single-objective
(i.e., alpha vector) and multi-objective (i.e., alpha matrix) policies. This
enables storing and retrieving policies in a structured format, facilitating their

use in decision-making processes.

5.8 Threats to Validity

Threats to external validity are associated with the generalisability of results and the

replicability of experiments. Our testing was conducted using RDMSim simulator
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[188], which has also been used in [29, [126]. We present two models and different
environmental scenario conditions with the initial configuration provided by domain
experts. More complex environments and problems will be more challenging to
model and may yield different test results. Another issue is the computational
cost of both MR-MOMDP and MR-POMDP, which can become intractable in their
worst-case scenarios when the number of states used is too large, even though MR-
MOMDP requires a shorter computation time than MR-POMDP. Our approach
adopts [29, [124], which uses states as representations of combinations of two values
for the satisfaction levels of NFRs (i.e., True and False). For example, 2 NFRs will
result in 4 states, 3 NFRs will yield 8 states, and so on. Therefore, limiting the
number of NFRs used to drive self-adaptation is recommended when implementing
our proposal. To strive for replicability, we provided a detailed experiment setup and
configuration used in the simulator. Our implementation code, model, and simulator

are also available online for the public.

Threats to internal validity can be associated with randomness and settings in the
implementation. We observe that the randomness of the environment affects the test
results. Changes and differences in values for each component in the model will result
in different policies. We employed multiple random seeds to ensure consistent ex-
perimental results and represent diversity in the test outcomes. To minimise bias in
settings and implementation, we presented test results with different constraint set-
tings according to the environment. We compared MR-MOMDP with MR-POMDP
using the same solver with comparable weight vectors, as well as through scalariza-

tion using the same weight vector.

Threats to construct validity are related to the suitability of the metrics used.
To anticipate this, we utilised various metrics in the evaluation to address our re-
search questions, including planning time, expected total reward, CCS size, target

satisfaction, and constraint violation.

155



5.9. Positioning of The Study Chapter 5

5.9 Positioning of The Study

We have discussed relevant literature that aligns closely with our proposal in Section
2.4.3] Our focus is solely on those works that employ the Markov model within the
area of decision-making for self-adaptation. A comparison of our proposal with some
of the most relevant previous work is summarised in Table [5.15]

Table 5.15: Comparison of our proposal with existing approaches

State space Observability
Approach # of NFRs repre:sents .NFR Reward
satisfaction Full | Partial | Mixed
information?
Hybrid planning [116] Single No v Scalar
CSSC-MDP [113] Multiple Yes v Scalar
ADAM [114] Multiple Yes v Scalar
MDP-LSP with HTN [112] | Multiple Yes v Scalar
Wang et al. [115] Single Yes v Scalar
RE-STORM-ARRoW [125] | Multiple Yes v Scalar
MR-POMDP++ [29] Multiple Yes v Vector
SPECTRA (our proposal) | Multiple Yes v v v Vector

Our proposal, SPECTRA, builds upon RE-STORM [124] and Pri-AwaRE [126]
by incorporating a state space model to represent the satisfaction level of NFRs.
We recognise the significance of using MDP and POMDP in environments with
uniform observability. However, unlike existing approaches, our work takes a step
further by incorporating MOMDP to handle decision-making in mixed observability
environments, an under-explored area in Software Engineering and Requirements

Engineering in particular.

Echoing the importance of explicitly defining the significance of each NFR through
vector rewards, our work goes beyond MR-POMDP++ by considering the mixed ob-
servability of using MOMDP and contributing to a multi-reward version of MOMDP
(i.e., MR-MOMDP, described in section which can be applied in various do-
mains. The SPECTRA we propose covers the multi-reward/vector reward MDP,
MR-POMDP, and MR-MOMDP and serves as a guideline for designing priority-

aware decision-making models of SAS to satisfy NFRs tradeoffs.
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5.10 Conclusion

We have proposed SPECTRA, a framework that can be used as a guide in designing
decision-making tradeoffs for satisficing multiple NFRs in SAS using various Markov
models according to the observability of the NFRs involved. Through the Mirror-
Net scenario, we have shown that MR-MOMDP is more suitable for contexts with
NFRs showing mixed observability. The evaluation shows that MR-MOMDP can
shorten planning time, produce higher expected values total rewards, and better sat-
isfy NFRs. These findings encourage further development and exploration in other

domains with mixed observability.
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Exploring SPECTRA within the
Context of HitLCPS

In Chapter[d, we demonstrate and evaluate SPECTRA and compare MR-MOMDP
with MR-POMDP using the remote data mirroring scenario. This chapter illustrates
the application of SPECTRA in the context of HitLCPS through a case study of
a credit card payment system facilitated by MultiMAUS, a simulator designed for
online credit card transactions with multi-modal authentication capabilities, which
we implement using the same digital twin architecture as in Chapter[3. Within this

system, humans act as both genuine and fraudulent service customers.

We introduce a new heuristic authentication approach for MultiMAuS, dubbed
“Dynamic”, and showcase the utilisation of the SPECTRA framework for specify-
g NFRs and facilitating self-adaptive authentication. Fxperiment results indicate
that SPECTRA surpasses built-in methods by offering superior trade-offs, notably
enhancing the performance of Dynamic, particularly in scenarios characterised by a

higher frequency of fraudulent activities.
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6.1 Introduction

In our previous instantiation of SPECTRA, we used the remote data mirroring sce-
nario, where state spaces solely represented the satisfaction level of NFRs. However,
decisions often need to be made while also considering other states of the environ-
ment. In HitLCPS, humans can be part of the observed environment. In many
HitLCPS applications, the decision maker (i.e., controller) cannot solely focus on
the satisfaction level of NFRs but needs to consider both external and internal hu-

man states to achieve an optimal tradeoff.

HitLCPS differs from other CPS in that it involves humans in the feedback
loop, serving as operators/decision-makers, service consumers, and service providers.
When humans are part of the entities being monitored, it adds a layer of complexity

and observability.

Human behaviour is complex and can be influenced by a variety of factors, in-
cluding emotions, context, and social interactions [207), 27]. It requires contextual
information to understand human behaviour [208, 209]. However, contextual infor-

mation is often insufficiently available or difficult to interpret.

When monitoring humans in real-time, there are temporal dynamics to consider,
as observations may change quickly [210]. This makes obtaining a complete and
accurate understanding of their behaviour challenging. Therefore, in many HitLCPS
applications, an approximate approach is commonly adopted since human internal

states are considered partially observable [211].

SPECTRA, based on a probabilistic approach used in decision-making under
uncertainty, provides flexibility by allowing an additional factor to be represented

in the state space within SPECTRA apart from NFRs satisfaction level. This chap-
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ter demonstrates how SPECTRA can handle and provide better tradeoffs in such
situations, commonly encountered in HitLCPS using the scenario of a credit card

payment system.

6.2 Case Study: PayNet, a Credit Card Payment Sys-

tem

Consider PayNet, a credit card payment system with three main components: mer-
chants, customers, and a payment processing platform. PayNet is an instance of
HitLCPS because it incorporates humans, autonomous agents, and other physical
components (e.g., merchants). It explicitly involves humans as service customers
and an autonomous payment processing platform that monitors human transactions

and optimises customer (i.e., human) satisfaction.

Customers and merchants complete payments via the payment processing plat-
form. The payment processing platform earns commission from each successful
genuine transaction (i.e., reward) and compensates customers for losses resulting

from successful fraudulent transactions (i.e., loss).

For every successful genuine transaction, the reward is calculated as 0.3% of the
transaction amount, in addition to 1 cent in Euro. This reward is earned by the
online payment platform for facilitating the transaction between the cardholder and
the merchant. If a fraudulent transaction goes undetected, the loss is equivalent
to the negative amount of the transaction. This loss represents the financial lia-
bility incurred by the online payment platform when a fraudulent transaction goes

undetected, and the funds need to be reimbursed to the genuine cardholder.
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By considering both the rewards earned from genuine transactions and the losses
incurred from undetected fraudulent transactions, the online payment platform can
evaluate the effectiveness of different authentication mechanisms in minimising losses

and maximising revenue.

6.3 SPECTRA Framework for PayNet

The following sections will illustrate how SPECTRA can be applied to the PayNet

credit card payment system use case.

6.3.1 Phase 1. NFR specification

Stakeholders and designers define NFRs through three main attributes (i.e., name,
scale, and metre). Initially, each NFR is named, reflecting aspects like configura-
bility, performance, security, or reproducibility. Secondly, they specify the scale,
identifying what is being measured and its unit of measurement. Lastly, they es-
tablish the metre, outlining the measurement method. Stakeholders and designers
must agree on the NFRs, adjusting participants as needed, and revisiting them to

adapt to market, organisational, or technological changes.

As a credit card payment system, PayNet needs to provide a secure platform with
minimal fraud to minimise losses (MINF). On the other hand, PayNet also needs
to maximise user convenience and satisfaction (MAXS) by avoiding unnecessary
authentication. Table illustrates how the name, scale, and metre for PayNet are
defined. Fraudulent transactions and customer satisfaction levels serve as scales for

MINF and MAXS, respectively, and are measured using their respective averages.
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Table 6.1: Phase 1 - NFR Definitions

Name Scale Meter
Minimise fraudulent transactions (MINF) | Fraudulent transactions Average number of fraudulent transactions
Maximise customer satisfaction (MAXS) | Customer satisfaction level | Average customer satisfaction level

6.3.2 Phase 2. Observability Identification

In this stage, stakeholders and designers evaluate the observability of metrics linked
to NFRs. Metrics are classified as either direct or indirect observability. If a metric
can be directly observed, the NFR is considered fully observable; otherwise, if the
metric requires probing through different monitorable objects, the NFR is partially
observable. For fully observable metrics, the metric itself serves as the monitorable,
while for partially observable metrics, different objects are used as monitorables to

examine the desired metric.

Table 6.2
NFR | Metrics Observability | Monitorables
MINF | Average number of fraudu- | Direct SMA* of fraudulent
lent transactions transactions: 24 hours
(SMAF24), and 168 hours
(SMAF168)
MAXS | Average customer satisfac- | Indirect SMA* of used-card transac-
tion level tions: 24 hours (SMAS24),
and 168 hours (SMAS168)

* SMA = Simple Moving Average

As shown in Table we can observe the number of fraudulent transactions
directly. We utilise Simple Moving Averages with rolling periods of 24 hours and
168 hours and compare them to measure the number of fraudulent transactions
(SMAF24, SMAF168) and used-card transactions (SMAS24, SMAS168). MINF can
be directly determined by comparing SMAF24 to SMAF168. Meanwhile, MAXS is
approximated from the comparison of SMAS24 to SMAS168 following the probabil-
ities listed in Table [6.9.

162



Chapter 6 6.3. SPECTRA Framework for PayNet

6.3.3 Phase 3. Priority Elicitation

In this stage, stakeholders can balance NFRs by creating a utility function that
assigns importance to each quality attribute. This can be accomplished by devel-
oping a weight vector, incorporating different quality attribute scenarios, or using

conditional logic.

"The system must ensure that fraudulent transactions are minimised as
much as possible. If it can be considered that the customer is genuine,
then the system can relax its authentication to maximise customer sat-

isfaction.”

From the conditional logic above, we can interpret that PayNet generally priori-

tises MINF over MAXS. This is also reflected in the following phases.

6.3.4 Phase 4. Targets and Constraints

This phase is essential for setting clear objectives and boundaries that determine the
system’s satisfaction level. Targets and constraints are defined using monitorables
rather than meters or metrics, as monitorables are directly observable and can be
influenced by actions or decisions taken in each state. This allows stakeholders
to communicate expectations effectively and align the system with organisational
goals. However, targets and constraints may be relaxed under specific circumstances
to enable the system to adapt to changing and uncertain environments while still

meeting critical requirements.

As shown in Table [6.3] we use RELAX to define targets for PayNet, allowing

room for adaptation. PayNet aims to keep SMAF24 as low as possible and not exceed
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Table 6.3: Targets of PayNet

NFR

Target

MINF

MAXS

SMAF24 SHALL NOT be higher than SMAS168 and
SHALL be kept AS LOW AS POSSIBLE

SMAS24 SHALL be higher than SMAS168 and SHALL
be kept AS HIGH AS POSSIBLE

Table 6.4: Constraints of PayNet

NFR Constraint

MINF | The percentage of conditions where

MAXS | The percentage of conditions where

SMAF24 is higher than SMAS168 <
5%

SMAS24 is lower than SMAS168 <=
35%

SMAF168. This is done so that if there is a spike in successful fraudulent trans-

actions, PayNet can tighten its authentication as early as possible until it reaches

the MINF target again. In Table[6.4] we define constraints to limit violations of the

MINF target to less than 5%.

Meanwhile, SMAS24 is expected to consistently exceed SMAS168, to maintain

a positive trend in transactions using used cards, which correlates positively with

customer satisfaction. As shown in Table[6.4], constraints for MAXS are looser than

MINF, allowing violations of the target to be less than or equal to 35%. This is

because priority elicitation, done in Phase 3, emphasises MINF over MAXS.

6.3.5 Phase 5. Model Formulation

We can select a suitable Markovian model by considering the observability of NFRs

and other required states. As shown in Table[6.2] PayNet has two NFRs with mixed

observability, therefore, we formulate the problem as MR-MOMDP, shown in figure

6.1 A detailed description of figure [6.1] is discussed in the following sections.
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Figure 6.1: PayNet as an MR-MOMDP problem.

State space

Referring to our proposed SOA-HitLCPS discussed in Chapter [3, each node in HitL-
CPS has its own function and task, which generally corresponds to its context. Con-
text often becomes a determining factor in decision-making at runtime. Therefore,
although states essentially represent the satisfaction level of each NFR, additional
states may also be included to represent contexts that are necessary to consider

during decision-making.

For PayNet, as shown in Table[6.5, we define two NFRs (MINF and MAXS) and
include an additional variable representing customer authenticity (CUST). Customer
authenticity is a crucial factor (i.e., context) in determining whether PayNet needs

to request a second authentication or not.

Thus, the state space in PayNet consists of two fully observable states, X =
{1, 22} representing the satisfaction level of MINF and four partially observable
states, Y = {y1, y2,y3, y4} representing combinations of the possible value of MAXS

and customer genuineness (CUST).
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Table 6.5: States in PayNet

Fully observable states (X)
State | NFR1 = MINF

x1 TRUE

x2 FALSE

Partially observable states (Y)

State | NFR2=MAXS | CUST
vl | TRUE TRUE
v2 | TRUE FALSE
v3 | FALSE TRUE
v4 | FALSE FALSE

Actions

In every state, the agent must make a decision represented by actions in the model.
PayNet employs two actions: Awuth, indicating that the authenticator requests a
second authentication to authorise the transaction, and NoAuth, meaning that the

transaction can proceed without a second authentication.

The action taken is considering the observations available and the expected future
rewards based on the current belief about the current state, which represents the

satisfaction level of NFRs and the authenticity of the customer.

Transition Functions

The action taken determines whether the next state remains the same or changes to a
different state. This transition follows specific probabilities defined in the transition
functions 7T, and T;. Table represents the complete transition function 7 of
PayNet, specifying the transition probabilities from the current state (x;_1,v; 1)
to the next fully observable state x; € X. Meanwhile, Table represents the
complete transition function 7}, of PayNet, specifying the transition probabilities

from the current state (x;_1,9,_1) to the next partially observable state y, € Y.
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Table 6.6: Transition function (7)) of PayNet

Ty

x1 X2

Auth x1 vl 0.88 | 0.12
Auth x1 y2 |0.86|0.14
Auth x1 y3 10.65 | 0.35
Auth x1 y4 | 0.61 | 0.39
Auth x2 vyl 0.58 | 0.42
Auth x2 y2 0.56 | 0.44
Auth x2 y3 | 0.54 | 0.46
Auth x2 y4 | 0.51 | 0.49
NoAuth | x1 yl | 0.75|0.25
NoAuth | x1 y2 | 0.74 | 0.26
NoAuth | x1 y3 |06 |04

NoAuth | x1 v4 0.55 | 0.45
NoAuth | x2 vyl 0.45 | 0.55
NoAuth | x2 |[y2 |0.25]0.75
NoAuth | x2 yv3 103 |07

NoAuth | x2 |y4 |01 |09

Action | x;_1 | yi—1

Table 6.7: Transition function (7)) of PayNet

Action |z, 1 | yi1 Vi V2 LL v3 Vi
Auth Any | y1 | 0.360 | 0.090 | 0.440 | 0.110
Auth Any | y2 | 0.360 | 0.090 | 0.440 | 0.110
Auth Any | y3 | 0.320 | 0.080 | 0.480 | 0.120
Auth Any | y4 |0.320 | 0.080 | 0.480 | 0.120
NoAuth | Any | y1 | 0.623 | 0.267 | 0.077 | 0.033
NoAuth | Any | y2 | 0.595 | 0.255 | 0.105 | 0.045
NoAuth | Any | y3 | 0.525 | 0.225 | 0.175 | 0.075
NoAuth | Any | y4 | 0.280 | 0.120 | 0.420 | 0.180

These transitions depend on the action (i.e., Auth, NoAuth) chosen in the current

state.

Rewards

As previously discussed, each state in PayNet represents three factors: two of them
signify the satisfaction level of NFRs, while the third one indicates the authenticity
of the transacting customer. Thus, in PayNet, as shown in Table [6.8, each reward
value is a three-dimensional vector r;;, indicating the impact of an action on each

factor. A higher reward value indicates higher favorability or priority. Conversely, a
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lower value signifies less favorability; if negative, it means the action is undesirable

for that factor.

Table 6.8: Reward function of PayNet

Reward vector values

State | Action

"MINF | TMAXS | TcUST
x1,y1 | Auth 90 60 80
x1,y2 | Auth 100 60 100
x1,y3 | Auth 80 15 10
x1,y4 | Auth 80 15 100
x2,y1 | Auth 40 85 80
x2,y2 | Auth 40 80 100
x2,y3 | Auth 40 0 10
x2,y4 | Auth 40 0 100
x1,y1 | NoAuth 100 100 100
x1,y2 | NoAuth 100 60 | —100
x1,y3 | NoAuth 100 100 100
x1,y4 | NoAuth 80 80 | —100
x2,y1 | NoAuth 20 100 100
x2,y2 | NoAuth 20 60 | —100
x2,y3 | NoAuth 20 100 100
x2,y4 | NoAuth 20 60 | —100

Observations

PayNet has five monitorables, namely SMAF24, SMAF168, SMAS24, SMAS168,

and GEN. SMAF24 is a simple moving average (SMA) of the number of fraudulent

transactions with a 24-hour window size, and SMAF168 is the 168-hour window size

SMA. SMAS24 and SMAS168 are the SMAs for used-card transactions, respectively,

with 24-hour window sizes and 16&8-hour window sizes. GEN is a boolean status of

the authenticity of the customer returned by Algorithm [4| with 90% accuracy.

MINF is a fully observable state; hence, SMAF24 and SMAF168 directly dictate

MINF’s value. MINF is satisfied when SMA24 is lower than SMAF168, indicating

that fraud can be minimised as the trend of fraud occurrences over 24 hours is lower

than the average of the past seven days.
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Meanwhile, MAXS is a partially observable state through the values of SMAS24
and SMAF168. If SMAS24 exceeds SMAF168, there is a positive trend in used-
card transactions, which generally reflects the level of customer satisfaction with
transactions via PayNet. However, this is only a probabilistic approach, as the

actual level of customer satisfaction could be higher or lower.

Algorithm 4: The algorithm used for GEN to probe the authenticity of the

customer
Input : Transaction currency curr, Transaction amount amount

Output : The authenticity of the customer gen

1 if curr == 'FUR’ and amount >=1 and amount <= 3200 then

2 ‘ gen = False

3 else if curr == 'GBP’ and amount >= 40 and amount <= 900 then
4 ‘ gen = False

5 else if curr == 'USD’ and amount >= 1 and amount <= 50 then

6 ‘ gen = False

7 else

8 ‘ gen = True

9 return gen

Table presents conditional probabilities of MINF, MAXS, and CUST given
different conditions of monitorables. Since PayNet utilises three monitorables with
two boolean values each, it results in a total of eight observations with corresponding

joint probabilities, as referenced in Table [6.9

Table 6.9: Observation probabilities in PayNet

MON1 | SMA of the number of fraudulent transactions (SMAF24, SMAF168)
Action P(MINF=T|SMAF24, SMAF168) P(MINF=F|SMAF24, SMAF168)
SMAF24<=SMAF168 | SMAF24>SMA168 | SMAF24<=SMAF168 | SMAF24>SMAF168
Auth 1 0 0 1
NoAuth 1 0 0 1
MON2 | SMA of used-card transactions (SMAS24, SMAS168)
etion P(MAXS=T|SMAS24, SMASI68) P(MAXS=F|SMAS24, SMAS168)
SMAS24<=SMAS168 | SMAS24>SMA168 | SMAS24<=SMAS168 | SMAS24>SMAS168
Auth 0.35 0.65 0.65 0.35
NoAuth 0.20 0.80 0.80 0.20
MON3 | The genuineness of customers (GEN)
etion P(CUST=T|GEN) P(CUST=F|GEN)
GEN=T GEN=F GEN=T GEN=F
Auth 0.9 0.1 0.1 0.9
NoAuth 0.9 0.1 0.1 0.9
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6.3.6 Phase 6. Policy Planning

In this phase, we aim to obtain the best set of policies from the available model.
Since the global weight vector is not determined in Phase 3, our current implemen-
tation of SPECTRA uses OLSAR and Perseus for offline planning. Once the process
is complete, OLSAR presents us with a set of optimal weight vectors and their cor-
responding vector values and policies. With the optimal weight vectors available,
we can select the best weight vector from the set. The selected optimal weight for

PayNet is [0.1379, 0.7753, 0.0868|.

6.4 Evaluation

This section discusses the experiment setup, baselines used for comparisons, and

metrics measured to compare methods.

6.4.1 Experiment Setup

As seen in Figure [6.2] we employ similar digital twins architecture with the one we
used for RDM in Chapter f] Our evaluation uses the MultiMAuS simulator in the
asset layer, which serves as the managed system. We connect it with the digital twin
that acts as the managing system, running self-adaptation functions based on MR-
MOMDP. However, despite both being based on the same architecture, the PayNet
architecture differs from the RDM scenario in Chapter [5 The PayNet architecture
includes humans in the asset layer (i.e., managed system), which is monitored by

the digital twin (i.e., managing system).
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Figure 6.2: Digital twins architecture used in the evaluation with MultiMAuS and

MR-MOMDP.

Table contains all parameters used in the simulation, including various seed

numbers, to provide variability and reproducibility. We used the period from June

1, 2016, to August 31, 2016, as summer is a peak time for transactions [32], and the

intensity of fraud is also higher during this period.

Table 6.10: Configuration parameters for MultiMAuS

No | Parameter Value

1 Random seed 1, 12, 123, 1234, 12345
2 Start date 01-Jun-16

3 End date 31-Aug-16

4 Noise level 0.1

5 Number of genuine customers | 3333

6 Number of fraudsters 55

7 Initial satisfaction 1.0
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6.4.2 Evaluation Metrics

Several metrics are being used in the evaluation to compare our approach vs the

baselines, as follows:

Accuracy: measuring the accuracy of authentication methods in identifying
genuine and fraudulent customers involves deriving several sub-metrics such

as sensitivity, specificity, etc.

Gross revenue refers to the total revenue earned from successful genuine trans-

actions.

Total loss is the financial loss resulting from fraudulent transactions that re-

quire compensating the original credit card holder.

The net revenue refers to the income left after subtracting losses from the

gross revenue.

The action proportion refers to the percentage of actions taken during the

simulation period.

Constraint violation: observing how each authentication mechanism may sat-

isfy the given constraints.

We employ several sub-metrics to quantify accuracy, namely:

False Positive: a genuine customer being incorrectly identified as a fraudster.

False Negative: a fraudster is incorrectly identified as a genuine customer.

True Positive: a fraudster is correctly identified as such.

True Negative: a genuine customer is correctly identified as genuine.
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e Sensitivity (True Positive Rate): the probability of correctly identifying a

fraudster given that the individual is truly a fraudster; calculated using equa-

tion [212].

e Specificity (True Negative Rate): the probability of correctly identifying a

genuine customer given that the individual is truly genuine; calculated using

equation [212].

number of true positives

sensitivity =

6.1
number of true positives + number of false negatives (6.1)

number of true negatives

specificity = (6.2)

number of true negatives + number of false positives

6.4.3 Baselines

We used the built-in authentication methods provided by MultiMAuS as baselines

to evaluate our approaches, namely:

e always_second: the system always asks for a second authentication for every

transaction [32].

e oracle: the ideal condition (i.e., utopia), the system knows precisely the ge-
nuity of the customers and hence only asks for a second authentication to the
fraudsters [32].

e heuristic: The heuristic method follows a specific rule or criterion to decide
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when to ask for a second authentication. Specifically, in MultiMAuS, the
heuristic authenticator only asks for a second authentication if the transaction

amount exceeds a certain threshold, such as 50 euros [32].

e random: The random authenticator asks for a second authentication randomly
with a probability of 0.5 [32]. If the second authentication is provided, the

transaction is authorised [32].

e never_second: the authenticator never asks for a second authentication, re-
gardless of the transaction circumstances, it permits all incoming transactions

without requesting further authentication [32].

80000 — random
oracle

—=- never_second

—-= heuristic

600001 always_second

40000 -

revenue (total)

20000

T T T T T
0 2000 4000 6000 8000

Figure 6.3: Total net revenue gained by each built-in authentication method of
MuliMAuS

Figure [6.3] displays the various performances of MultiMAuS’ built-in authenti-
cation methods. It is evident that the never_second method outperforms all the
other methods, but it still has room for improvement. The heuristics method comes
in second place. We identified an opportunity to enhance the existing heuristic
method and named the improved version “dynamic”. The “dynamic” approach, as
in Algorithm [5] is a straightforward modification of an existing heuristic method,
involving the refinement of the heuristic by incorporating additional rules. It does
not involve user profiling, artificial intelligence, or the implementation of more fine-

grained methods, which may be necessary. We modified dynamic as the observation
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algorithm for customer genuineness (GEN) in SPECTRA, as outlined in Algorithm
[

Algorithm 5: The algorithm of dynamic
Input : Transaction currency curr, Transaction amount amount
Output : Boolean of authentication status auth

1 if curr == 'FUR’ and amount >=1 and amount <= 3200 then

2 ‘ auth = True

3 else if curr == 'GBP’ and amount >= 40 and amount <= 900 then
4 ‘ auth = True

5 else if curr == "USD’ and amount >= 1 and amount <= 50 then

6 ‘ auth = True

7 else

8 | auth = random.choice([True, False], probability=[0.1, 0.9])

9 return auth

6.4.4 Results and Discussion

The following sections discuss the results of the experiments using the metrics we

defined above.

Accuracy

Table [6.11] presents the accuracy of each authentication method under different

random seed scenarios.

The always_second method exhibits the highest false positive rate, with false
negatives and true negatives being zero, because it consistently requests a second
authentication from the customer regardless of their authenticity. Therefore, al-
ways_second consistently scores 1 for sensitivity and 0 for specificity in all scenarios.
The heuristic performs the worst, with the highest number of false negatives and the

lowest number of true positives, resulting in the lowest sensitivity score. Conversely,
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because it is the most lenient compared to others, the heuristic has the highest

number of true negatives, leading to the highest specificity as well.

Our modified heuristic (i.e., dynamic) refines the heuristic by adding more rules,
significantly reducing false negatives. Dynamic exhibits good sensitivity in the range
of 0.99-1, while its specificity is around 0.17. Implementing dynamic as part of our
observation in SPECTRA can reduce false negatives and improve sensitivity, albeit
with a tradeoff in its specificity. However, since PayNet aims to minimise fraud as

much as possible, higher sensitivity is preferable.

Table 6.11: Accuracy of each authentication method under different random seeds

Random seed: 1
Auth Method | False Positive | False Negative | True Positive | True Negative | Sensitivity | Specificity
alwayssecond | 26684 0 646 0 1.0000 0.0000
heuristic 17294 358 263 10962 0.4235 0.3880
dynamic 22743 1 664 4545 0.9985 0.1666
SPECTRA 22974 0 670 4172 1.0000 0.1537
Random seed: 12
Auth Method | False Positive | False Negative | True Positive | True Negative | Sensitivity | Specificity
alwayssecond | 25790 0 603 0 1.0000 0.0000
heuristic 17055 356 234 10565 0.3966 0.3825
dynamic 21809 1 619 4736 0.9984 0.1784
SPECTRA 22169 0 625 4440 1.0000 0.1669
Random seed: 123
Auth Method | False Positive | False Negative | True Positive | True Negative | Sensitivity | Specificity
alwayssecond | 26201 0 625 0 1.0000 0.0000
heuristic 6036 126 91 3678 0.4194 0.3786
dynamic 22264 0 607 4771 1.0000 0.1765
SPECTRA 22458 0 616 4480 1.0000 0.1663
Random seed: 1234
Auth Method | False Positive | False Negative | True Positive | True Negative | Sensitivity | Specificity
alwayssecond | 26526 0 638 0 1.0000 0.0000
heuristic 17117 346 238 10742 0.4075 0.3856
dynamic 22552 1 653 4739 0.9985 0.1736
SPECTRA 22772 1 650 4423 0.9985 0.1626
Random seed: 12345
Auth Method | False Positive | False Negative | True Positive | True Negative | Sensitivity | Specificity
always,econd | 26373 0 557 0 1.0000 0.0000
heuristic 17015 339 243 10878 0.4175 0.3900
dynamic 22509 4 530 4630 0.9925 0.1706
SPECTRA 22601 1 556 4302 0.9982 0.1599
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Gross Revenue

Figure illustrates the total gross revenue of different authentication methods un-
der different random seed scenarios. As the most stringent, always_second yields the
lowest total gross revenue. This is attributed to low customer satisfaction, resulting
in fewer repeat transactions. With a more lenient policy, heuristic is capable of
producing a fairly good total gross revenue, sometimes nearly matching SPECTRA
or dynamic. Dynamic and SPECTRA produce total gross revenue with insignificant

differences or even equivalently.

TOTAL GROSS REVENUE
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Figure 6.4: Total gross revenue on various authentication methods

Total Loss

The total loss is directly proportional to the false negatives generated by each
method, indicating the number of successful fraudulent transactions. Figure [6.5
presents the total loss for various authentication methods across different random
seed scenarios. Due to its constant request for second authentication in every trans-

action, always_second effectively eliminates total loss at the end of the period.
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Meanwhile, heuristic, with its lenient policy, yields the worst total loss among
the methods. SPECTRA outperforms dynamic in minimising loss due to a smaller
number of successful fraudulent transactions. Even in scenario seed 12345, the total

loss from dynamic surpasses heuristic.

TOTAL LOSS
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Figure 6.5: Total loss on various authentication methods

Net Revenue

Figure[6.6]illustrates the total loss for various authentication methods across different
random seed scenarios. Our study found that SPECTRA consistently generates the
highest total net revenue in most scenarios, while heuristic consistently performs the
worst. Dynamic and always_second take turns outperforming each other in different
scenarios. It is worth noting that dynamic performs the worst in seed 12345, with its
total net revenue matching that of heuristic, which is the lowest level of performance

in the comparison.
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TOTAL NET REVENUE
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Figure 6.6: Total net revenue on various authentication methods

Action Proportion

Figure illustrates the proportion of actions chosen in each transaction. As de-
picted in the figure, always_second consistently requests second authentications, re-
sulting in 100% of actions chosen to be Auth. Heuristic opts for NoAuth in approx-
imately 40% of transactions, yielding the highest total losses. Dynamic tightens
its rules by selecting Auth for over 80% of transactions. SPECTRA allocates 1%
more Auth than dynamic, leading to a decrease of approximately 1% in specificity

compared to dynamic.

Constraint Violation

In this section, we assess constraint violation by introducing an ideal condition (i.e.,
utopia) labelled as oracle to gauge the extent to which existing approaches deviate

from the ideal outcomes.

Figure[6.§)illustrates how each authentication method can satisfy their designated

constraint for MAXS. As outlined in Table [6.4] we restrict the condition where
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Figure 6.7: Action proportion in different authentication methods and different
random seeds

SMAS24 < SMAS168 not to exceed 35%. PayNet employs a maximum threshold of

35% to provide flexibility, prioritising MINF in most instances.

It is apparent that in nearly all scenarios, only always_second surpasses the
threshold. Conversely, SPECTRA and dynamic exceed the threshold only in sce-
nario seed 12. This challenge could be addressed through improved techniques for
identifying genuine customers, enabling SPECTRA and dynamic to reduce unnec-

essary authentications, thereby enhancing the number of repeat transactions.
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Figure 6.8: Constraint violation of Maximise Customer Satisfaction (MAXS)

Figure presents the performance of each authentication method in maintain-
ing the condition where SMAF24 > SMASI168 is less than %. All authentication
methods, except heuristic, are capable of complying with the constraint. This is

because heuristic is too lenient and fails to identify fraudsters effectively.

In most scenarios, the performance of SPECTRA can match always_second with
zero MINF constraint violation, except in random seed 1234 and 12345. Neverthe-

less, it is evident that SPECTRA can better satisfy MINF compared to dynamic.
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Figure 6.9: Constraint violation of Minimise Fraud (MINF)
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6.5 Threats to Validity

6.5.1 Threats to External Validity

There are several factors that limit the generalisation of our research findings. First,
our study was conducted within a digital twin environment with constrained settings
and certain assumptions that may not fully represent real-world scenarios. Although
MultiMAUS was built using a real-world dataset from a specific region and a limited
time period, it may not fully reflect the behaviours of customers and fraudsters in
other periods or regions. Thus, we collected data using five different random seed

scenarios to introduce variability into our research.

6.5.2 Threats to Internal Validity

Inconsistencies in the simulation results can pose a threat to the internal validity of
this research. We addressed this by using a fixed seed to ensure that any randomness

introduced by the seed remains consistent across all iterations of the study.

Another potential threat is bias from random seed selection if the seed number
is not chosen randomly or consistently or is chosen based on prior knowledge or
preferences. To avoid this, we consistently selected five random seeds following the

sequence pattern of 1, 12, 123, 1234, and 12345.
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6.6 Conclusion

We have demonstrated the application of the SPECTRA framework within the con-
text of HitLCPS in the credit card payment system domain facilitated by Multi-
MAuS, where humans are managed assets to be monitored to satisfy NFRs. We
propose a refined version of the heuristic method and use it within the SPECTRA
framework to provide a new authentication method that offers a better trade-off than
existing methods provided by MultiMAuS. The evaluation reveals that the choice
of authentication method significantly influences revenue generation, customer sat-

isfaction, and the ability to prevent fraudulent activities.

SPECTRA has proven to provide a better trade-off than existing methods in
most scenarios. SPECTRA exhibits high sensitivity while still providing opportuni-
ties to improve its specificity. Our current implementation only utilises rule-based
techniques, but we believe that incorporating other Al techniques into SPECTRA

for profiling genuine customers and transactions will yield even better results.
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Appraisal, Concluding Remarks, and

Future Directions

This chapter presents a reflection and appraisal of the research, as well as several
possible directions for future work. We begin by reviewing how the research questions
listed in Chapter[1] have been addressed through our contributions. In the reflection,
we discuss the feasibility of our proposed solutions, digital twins as an essential part
of this research, and the computational overhead involved in the proposed solutions.
At the end of this chapter, we discuss several future directions and wrap up with a

conclusion.

7.1 Adressing Research Questions (RQ)

This section reviews how we have addressed our three research questions. We discuss
our approach in tackling each question and present the findings that contribute to

our overall understanding of the research topic.
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7.1.1 Research Question 1

RQ1. Realising that humans are generally placed as operators (i.e., service con-
sumers) within Cyber-Physical Systems (CPS) - How can the human-machine col-
laboration in CPS be engineered for self-adaptation that involves support from

humans and machines? What human aspects/properties should be considered?

In Chapter 3| we introduce a classification of human-as-a-service within CPS and
propose an SOA ontology model for the CPS environment as part of the Everything-
as-a-Service paradigm. This model utilises the OWL-S and O*NET frameworks as
primary references for building a human capability model that puts humans not only

as service consumers but also as service providers.

We identify three key aspects of effective human-machine service provisioning:
task, context, and capability. This means that to allocate tasks optimally, we must
have resources (i.e., machines and humans) with appropriate context and capabil-
ity. Our ontology defines human capability through three classes: characteristics,
qualifications, and potential. We categorise human characteristics into preferences,
abilities, and performance factors, encompassing work values (e.g., fairness, ethics)

and style.

We detail how the MAPE-K model can be refined to leverage the advantages
of this approach. Through use cases in the medical domain, we demonstrate the
feasibility of our conceptual reference model and highlight how effective human-

machine service provision can be achieved.

Our evaluation suggests that our ontology provides a high level of accuracy, con-
sistency, and adaptability while achieving greater clarity and completeness than the

baseline approaches. The proposed ontology supports both human-machine service
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provisioning and individual provisioning by either humans or machines. Further-
more, existing concepts in our ontology can be leveraged for additional applications

beyond service provisioning. Chapter [3| draws from the work presented in [27].

7.1.2 Research Question 2

RQ2. Realising that humans are value-driven and fairness is essential for fostering
human-machine collaboration - How can human-machine service provisioning be
continuously adapted to remain optimal considering human values (sc., fairness)

and the constraints of humans and machines?

Among the various human values, fairness stands out as one of the most sig-
nificant. In traditional workplaces, fairness is widely acknowledged as a key driver
of human motivation, loyalty, and productive collaboration. Therefore, in Chap-
ter 4l we present our contribution: a fairness-aware task allocation approach for

heterogeneous workers leveraging digital twins.

We use the case of crowdsourced delivery involving both human and machine
workers, consisting of several groups of human workers and one group of autonomous
vehicles (AVs), each with different capabilities and spatial constraints. Additionally,

each task has a temporal constraint that must be met for successful completion.

We adopt social psychology’s three principles of distributive justice: equity,
equality, and need. We develop an unfairness index for each principle and inte-
grate it into our task allocation algorithm, which utilises maximum-weight bipartite
matching. This approach allows us to optimally allocate tasks to suitable workers
who meet the spatio-temporal constraints while ensuring fairness. We use an evolu-

tionary approach on the digital twin to adjust the weights for equity, equality, and
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need, enabling runtime adaptation.

We also use the digital twin architecture to analyse system behaviour and con-
duct evaluations using various incentive scenarios commonly found in real-world
cases. Our approach has shown improved overall fairness outcomes in multiple ex-
periments across different scenarios compared to the baseline methods. The evolu-
tionary approach allows continuous adaptation that keeps human-machine service

provisioning optimal. Chapter [4] draws partially from the work presented in [28].

7.1.3 Research Question 3

RQ3. Given that uncertainties can potentially breach the NFRs of HitLCPS and
necessitate a trade-off, how can these uncertainties be anticipated and the trade-

offs dynamically optimised during service provisioning?

One prominent type of uncertainty that presents a significant obstacle during run-
time decision-making is epistemic uncertainty, which arises from insufficient knowl-
edge. In the context of NFR satisfaction, it is often the case that not all NFR

metrics can be fully observed; some may only be partially observed.

In Chapter 5, we propose SPECTRA, a framework designed to handle trade-offs
among NFRs in dynamic environments with varying levels of NFR observability.
This framework is based on a Markov decision process (MDP) that uses a vector
reward to represent the priority or favourability of each objective (e.g., NFR satis-

faction) in each state.

Additionally, we present MR-MOMDP, which extends beyond traditional MDP

approaches to incorporate multiple objectives in mixed-observability settings.
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We evaluate our framework using a digital twin architecture in two different use
cases. In Chapter [5, we use Remote Data Mirroring scenarios, and in Chapter [0, we
explore a credit card payment system scenario. The evaluation results indicate that
our approach can achieve higher utility values, reduce the time required for policy
planning, offer better trade-offs, and more effectively satisfy the NFRs. Chapter 5

was derived in part from the work presented in [31]

7.2 Reflections on the Research

This section presents our reflections on the research and the contributions made,
evaluated through the feasibility of the proposed solutions, digital twins, and com-

putational overhead.

7.2.1 Feasibility of the Proposed Solutions

As previously outlined, our proposed SOA-HitLCPS ontology, discussed in Chapter
B3, serves as a reference model for the development of HitLCPS, where humans can act
as service consumers and/or service providers. We have demonstrated its feasibility
using a use case from the medical domain. Our analysis indicates that our ontology
can be further extended or may need to be adapted to suit the specific requirements

of different domains.

Our fairness-aware task allocation approach in Chapter [4| emphasises the impor-
tance of considering equity, equality, and need in human-machine service provision-
ing. We utilise several incentive scenarios drawn from real-world cases to ensure

our approach is grounded in practical applications. Consequently, our unfairness in-
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dexes and algorithms can be applied to comparable crowdsourced delivery scenarios.
However, for different cases, the unfairness indexes and algorithms we propose may

require modification to suit the specific domain.

SPECTRA is a framework for specifying NFRs and building MDP models in
accordance with the observability of each NFR (and other supporting variables).
This framework provides flexibility so that one can develop MDP models tailored to
the work environment. We have demonstrated the use of SPECTRA in two distinct
domains -remote data mirroring (using RDMSim) and credit card payment systems

(using MultiMAuS)— to showcase this flexibility.

Many HitLCPS scenarios involve humans working with UAVs, robots, and other
AT agents in various fields such as manufacturing, transportation, and military oper-
ations. However, publicly available datasets are very limited, if any. There are also
no open-source simulators available other than RDMSim and MultiMAuS. However,
using these two simulators may pose a threat to construct validity, for these simula-
tors can be built with oversimplification that does not capture confounding variables
that may exist in real-world applications and other scenarios. Evaluating SPECTRA
with only these two simulators also poses threats to external validity, limiting the
generalisability of our findings to different settings. However, we minimise it using

various scenarios and several random seed numbers.

While the MirrorNet (i.e., RDMSim) and PayNet (i.e., MultiMAuS) scenarios
may not explicitly involve human operators, assuming the presence of a human
supervisor in MirrorNet operation allows us to categorise this system as HitLCPS
(i.e., human-on-the-loop; see Chapter . Furthermore, our credit card payment
system (i.e., PayNet) scenario is a HitLCPS due to its explicit involvement of humans
as service customers; this system monitors their transactions and optimises their

satisfaction.
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Although our evaluations may have threats to external validity, construct valid-
ity, and internal validity (as we have explained in Chapter |5 and Chapter @, the
use of different scenarios to evaluate SPECTRA has convinced us of the potential
it holds. We are confident that SPECTRA can assist other self-adaptive systems
across various domains and with different types of observability, opening up a world

of future possibilities.

This thesis contributes to multiple areas, demonstrating how our proposed so-
lutions can effectively apply to different use cases. Our approaches showcase the
potential for adaptation and flexibility across various domains of human-machine

collaboration.

7.2.2 Digital Twins

Digital twin architecture is an essential aspect of this research. We use two levels of
digital twins, among the levels described in Section to instantiate and evaluate

our approach.

All digital twins deployed in this research are implemented on a laptop equipped
with an Intel(R) Core(TM) i3-5005U CPU running at 2.00 GHz and 8 GB of RAM.

The laptop runs the Windows 10 Pro operating system.

In Chapter [d, we propose an architecture for crowdsourced delivery and instan-
tiate it at both design time and runtime to enable self-adaptation. Our digital twins
are developed in a Python environment using SimPy, a process-based discrete-event
simulation framework. During the design phase, we instantiate our digital twins’
architecture as a Digital Blueprint to explore the design space and understand sys-

tem behaviour across various incentive scenarios. At runtime, we instantiate the
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reference architecture as a Pure-Play to oversee the assets and accomplish system
objectives through adaptation. In the absence of real-world datasets, we use syn-
thetic datasets in our experiments. This approach allows us greater flexibility in
conducting what-if analyses and exploring scenarios that may not be captured in
real-world datasets. Nonetheless, we acknowledge that access to real-world datasets

would aid in validating our proposals.

Chapters 5 and 6 use a similar digital twin architecture, where we position ex-
isting simulation software as the managed asset and apply SPECTRA to implement

Pure-Play, a dominant digital twin, as the managing system.

In Chapter 5, we use RDMSim, a simulator that enables researchers to evaluate
and compare decision-making techniques for self-adaptation in the context of Re-
mote Data Mirroring, providing realistic scenarios and data for benchmarking under

environmental uncertainty.

In Chapter 6, our work is based on MultiMAuS, an agent-based simulator de-
signed for payment transactions, developed specifically for the analysis and devel-
opment of dynamic online fraud detection methods utilising a multi-modal user
authentication system. It uses real-world credit card transaction data to accurately

model customer behaviour.

SPECTRA, implemented at the managing system operating at the digital twin
layer, generates policies and makes runtime decisions using the policies to optimise

long-term rewards.

Despite conducting these evaluations in settings that were made as realistic as
possible, digital twins remain in a controlled environment that may obscure certain

environmental dynamics present in real-world implementations. Consequently, we
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acknowledge the need for further research to assess the effectiveness of our approach

in a real-world HitLCPS environment.

7.2.3 Computational Overhead

In this section, we address computational overhead in two parts. First, we discuss
the computational overhead associated with bipartite graphs and the evolutionary
approach in our fairness-aware task allocation mechanism presented in Chapter [4]
Following that, we review the computational overhead in our SPECTRA framework,

which was introduced in Chapters [5| and [6]

Impact of graph size and evolutionary approach on our fairness-aware task allo-

cation

In the non-adaptive solution we propose in Chapter {4| (i.e., FMWM), the source of
computational overhead stems from the number of tasks and workers, which deter-
mines the number of vertices in the bipartite graph. This computational overhead
should not pose a significant challenge at a smaller scale and with an appropri-
ate algorithm. Our dynamic evolutionary approach (i.e., Adaptive FMWM) incurs
computational overhead from the population size and the number of generations
used. In our scenarios, up to five generations and a population size of five was suffi-
cient to find a near-optimal solution. However, different settings may require larger
populations and more generations, resulting in a trade-off with longer processing

times.
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Impact of observability on SPECTRA

SPECTRA, as discussed in Chapters 5 and 6, presents varying computational over-
head depending on the number of states, actions, and the observability of possible
states. As previously mentioned, SPECTRA is a framework based on multi-reward
Markov models (i.e., MDP, POMDP, MOMDP). The computational overhead of
solving MDP, POMDP, and MOMDP varies significantly due to the complexity of

the problems they represent.

Solving POMDPs generally incurs the highest computational overhead due to the
continuous belief state space (i.e., the probability distribution over possible states)
that must be maintained and the partial observability of the environment. The
complexity of POMDPs can be exponential in the state and action spaces, making

them computationally intractable for large problems.

MOMDPs offer an intermediate level of complexity, taking advantage of the
factorization of state space into fully observable and partially observable states to
enhance efficiency. The computational complexity of MDP depends on the size of
the state and action spaces; however, with its fully observable state, MDP usually

has the lowest overhead and is, therefore, the most tractable among the three.

Using vector rewards in SPECTRA (i.e., MR-MDP, MR-MOMDP, and MR-
POMDP) adds an additional layer of complexity due to the need to account for
multiple objectives. First, the use of vector rewards necessitates a more complex
policy representation (i.e., converting AlphaVector in POMDP to AlphaMatrix in
MR-POMDP). Second, multi-objective optimisation is an additional process that
often requires numerous iterations to discover Pareto optimal policies, thus taking

much longer to solve problems with vector rewards compared to scalar rewards.
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Therefore, applying SPECTRA to problems with large partially observable states
and a high number of objectives can be computationally prohibitive. We recommend
using SPECTRA for problems with limited partially observable states and a con-

strained number of objectives.

7.3 Implications and Future Directions

The findings from this thesis offer foundational insights that shape future research in
human-machine collaboration by defining core areas where additional investigation
and development are essential. These findings can drive future research agendas in

the following areas:

7.3.1 Extension of SOA-HitLCPS ontology

The proposed SOA-HitLCPS ontology serves as a reference model and adaptable
framework that can be customised for various application areas. This flexibility
implies that researchers and practitioners can use the ontology as a blueprint for de-
veloping human-machine systems that are optimised for specific domains, including

but not limited to healthcare, military, manufacturing, logistics, and transportation.

Consistent with our findings in Chapter [3| our SOA-HitLCPS ontology provides
adaptability, enabling extension, integration, and adaptation. This ontology can be
further developed and tailored for use across various domains involving both human
and machine workers, and it also supports scenarios involving either human-only
or machine-only services without the necessity for both to be present. Although

originally designed for SOA, our ontology serves as a general reference model for
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HitLCPS. As we have demonstrated in Chapters [ B and [0, one can adopt SOA
entirely or partially, incorporating it into non-SOA models (e.g., holon [137])as
needed. Ontology-based approach is enabling autonomous discovery and compo-
sition of the systems; it simplifies the composition and adaptation of heterogeneous
systems in dynamic environments [138]. In Chapter [3| we outline that concepts such
as Machine_Speci fication and Experience need to be refined further to anticipate
failures both predictively and proactively. Future research can focus on refining
this ontology for sector-specific needs and expanding it to accommodate emerging
fields and address evolving ethical and legal requirements in different contexts of

human-robot collaboration.

7.3.2 Considering Fairness and other HitLCPS Dynamics

Addressing fairness remains a key priority for building trust in human-machine sys-
tems. This thesis’ fairness-aware task allocation models offer a starting point for
developing algorithms that incorporate fairness principles that can help in task al-
location and resource sharing for a heterogeneous setting of human-machine collab-
oration. These considerations have broad implications, from maintaining workforce
morale in automated environments to enhancing public trust in autonomous systems

in public services

In line with our findings in Chapter |4}, further research on fairness, particularly
in the area of human-machine collaboration, is necessary. While we have introduced
equity, equality, and need as metrics in our computations, there are still many op-
portunities to explore these concepts in other domains and use cases. In this study,
we only worked with a single variable to define need; however, the need could involve
multiple dynamic variables (e.g., fuel consumption, fatigue, traffic conditions, etc)

that may change over time and may require shifting priorities.
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Moreover, in Chapter [4, we employed multi-objective approaches focusing solely
on fairness. In many other real-world settings, it may be necessary to incorporate
other dynamics of HitLCPS and additional factors into the objectives. For example,
in use cases that optimise revenue and service reliability, but also ensure worker
safety while maintaining fairness. Various decision-making techniques, including the
SPECTRA framework presented in Chapter [5], and also A, could serve as directions

for future exploration.

7.3.3 Improving Policy Planning of SPECTRA

The SPECTRA framework for integrating NFRs into MDP models offers a mean-
ingful step forward in refining decision-making processes for self-adaptive systems.
SPECTRA highlights different types of observability of NFRs in SAS and HitLCPS
and presents appropriate MDP models to solve the problem. Our findings suggest
accuracy of the model as well as weight vectors and reward vectors greatly deter-

mines the quality of the resulting policy.

In line with our findings in Chapter [§| and [0 the values of weight vectors and re-
ward vectors significantly impact system behaviour. While we have solutions within
the Pareto set, it is not guaranteed that every solution will yield behaviour that
aligns with our expectations. The current implementation of SPECTRA still re-
lies on human judgement to select an optimal weight vector from the Pareto set
that yields the desired behaviour. This aspect presents an opportunity for further

refinement to enhance the efficiency and effectiveness of this stage.

Moreover, our current implementation utilises the Perseus solver for offline plan-
ning tasks. While Perseus serves its purpose well, alternative solvers like SARSOP

[128), 213] may offer better performance in specific scenarios. Additionally, consider-
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ing the dynamic nature of many real-world environments, exploring the application
of online planning techniques using solvers such as DESPOT [214] could be highly
beneficial, especially for large problems. This would allow for more adaptive and

responsive decision-making in dynamic settings.

Market dynamics, technological advancements, and regulatory changes may re-
quire adjustments and evolution of NFRs. The current version of SPECTRA does
not anticipate the evolution of NFRs at runtime. Changes to NFRs necessitate re-
defining the state and creating a new model, requiring the system to be retrained
to generate updated policies. If changes to NFRs are expectable, they can be an-
ticipated by factoring state representations to accommodate potential future NFRs.
However, if these adjustments lead to an excessively large state space, the prob-
lem may become intractable. If the dynamics only affect changes to the transition
function and reward function, then exploring non-stationary MDPs [215] and online

learning [216] could be valuable areas for future research.

7.4 Concluding Remarks

We have presented multiple solutions for self-adaptation in HitLCPS, instantiated,

and evaluated them using various types of Digital Twins.

An ontology has been proposed as a reference model for service composition and
task allocation in HitLCPS. Our ontology was demonstrated and evaluated using
medical scenarios and assessed based on clarity, adaptability, consistency, complete-
ness, and accuracy. Results show that the ontology is feasible and applicable in

various domains and use cases.

Realising the motivational aspects of human behaviour and the significance of
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fairness, we advocate for equity, equality, and need in ensuring fair task allocation
for both humans and machines. We have illustrated how these principles can be
quantified and showcased their implementation alongside spatiotemporal constraints
through bipartite graph matching in task allocation scenarios involving humans and
machines. Moreover, our research demonstrates that using an evolutionary approach
to runtime adaptation can enhance overall fairness. We hope our work motivates

further research that applies equity, equality, and need in HitLCPS.

We have developed a framework that helps specify NFRs by using Markovian
approaches to model problems based on the observability level of the environment.
Our findings suggest that using a Markov model that aligns with the observability
level of the environment can accelerate policy planning, provide higher expected
total rewards, and offer better trade-offs. However, we need to futher explore to
improve the weight selection process and provide online planning for more dynamic

environments.

It is worth noting that Digital Twins enable us to perform analysis and planning
at design time and provide self-adaptation at runtime, which could better satisfy the
NFRs. However, we acknowledge that there are still many environmental dynamics
that we have not accounted for in this study. Therefore, we greatly appreciate further
research investigating our proposed approaches in other contexts, particularly in

real-world settings.
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Appendix A

Classification of Digital Twin
Applications in HitLCPS Based on

Taxonomy

We take a sample of 15 HitLCPS articles that apply digital twins in various domains,
from transportation to manufacturing. We classify these studies using the taxonomy

we proposed in Chapter [2] which we present in Tables and [A.2]

Table A.1: Classifying digital twins by human modes, temporal integration, deploy-
ment, and maturity level

No | Article Human modes Temporal Integration Deployment Maturity Level
Off-twin | On-twin | Offline | Online Design time | Runtime | Digital Blueprint | Digital Model | Digital Shadow | Pure-play | Assisted Pure-play

1 | Pairet et al. [13] x x x x
2 | Yigitbas et al. [012] | x x x x
3 | Tsokalo et al. [86) X X X X
4 | Wang et al. [217] X X X X
5 | Wang et al. 215] x x x x
6 | K. Kuru [219] x x X x
7 | Liu et al. [220] X X X X
8 | Fennel et al. 2] | x x x x
9 | Xu et al. 222 x X X X

10 | Koukas et al. [223] x x x X

11 | Ronzoni et al. [§9) x x x x

12 | Li et al. 1i2022ar X x X X

13 | Kunze et al. [224] X X X X

14 | Franceschi et al. [85] | x X X X

15 | Wang et al. 225) x x x x
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Appendiz A

Table A.2: Classifying digital twins by twinning type,

role of human, and feedback.

No | Article Twinning Type Role of human Feedback
Cyber-Cyber | Cyber-Physical | Service Consumer | Service Provider | Descriptive | Diagnostic | Prognostic | Prescriptive

1 | Pairet et al. [93] X X x
2 | Yigitbas et al. [02] X x x x X
3 | Tsokalo et al. [0] X X x x
4 | Wang et al. [217] X X X X
5 | Wang et al. [218] X X x x
6 | K. Kuru [219) X X X x x
7 | Liu et al. [220] X X X x x
8 | Fennel et al. [221] X x x
9 | Xu et al. [222] X X X X
10 | Koukas et al. [223] X X X x
11 | Ronzoni et al. [89] X x X X

12 | Li et al. [226] x x X X
13 | Kunze et al. [224] X X X

14 | Franceschi et al. [85) X X X X X

15 | Wang et al. [225] X X X
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