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ABSTRACT

Blockchain smart contracts have emerged as a transformative technology, enabling the

automation and execution of contractual agreements. These self-executing software programs

leverage blockchain’s distributed and immutable nature to eliminate the need for third-party

intermediaries. However, this new paradigm of automation and authority introduces a com-

plex environment with technical intricacies that users are expected to understand and trust.

The irreversible nature of blockchain decisions exacerbates these issues, as any mistake or

misuse cannot be rectified. Current smart contract designs often neglect human-centric

approaches and the exploration of trustworthiness characteristics, such as explainability.

Explainability, a renowned requirement in Explainable Artificial Intelligence (XAI) aimed

at enhancing human understandability, transparency and trust, has yet to be thoroughly

examined in the context of smart contracts. A noticeable gap exists in the literature con-

cerning the early development of explainability requirements, including established methods

and frameworks for addressing requirements analysis phases, design principles, evaluation of

their necessity and trade-offs.

Therefore, this thesis aims to advance the field of blockchain smart contract systems by

introducing explainability as a design concern, fundamentally prompting requirements engi-

neers and designers to cater to this concern during the early development phases. Specifically,

we provide guidelines for explainability requirements analysis, addressing what, why, when

and to whom to explain. We propose design principles for integrating explainability into the

early stages of development. To tailor explainability further, we propose a human-centred
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framework for determining information requirements in smart contract explanations, utilis-

ing situational awareness theories to address the ‘what to explain’ aspect. Additionally, we

present ‘explainability purposes’ as an integral resource in evaluating and designing explain-

ability. Our approach includes a novel evaluation framework inspired by the metacognitive

explanation-based theory of surprise, addressing the ‘why to explain’ aspect.

The proposed approaches have been evaluated through qualitative validations and

expert feedback. We have illustrated the added value and constraints of explainability re-

quirements in smart contracts by presenting case studies drawn from literature, industry

scenarios and real-world projects. This study informs requirements engineers and design-

ers regarding how to elicit, design and evaluate the need for explainability requirements,

contributing to the advancement of the early development of smart contracts.
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Chapter One

Introduction

1.1 Overview

Blockchain technology has revolutionised the execution of agreements, introducing smart

contracts as a cornerstone of this innovation. Smart contracts are a self-executing software

programs that run applications on the blockchain according to predefined conditions [208,

307, 6]. These contracts leverage the blockchain’s distributed and immutable nature to

eliminate the need for third-party intermediaries [164, 333].

Various blockchain platforms have been developed to support the creation and exe-

cution of smart contract decentralised applications (DApps). Among these, the Ethereum

blockchain stands out as the leading platform for smart contracts and DApps [89]. The

Ethereum blockchain has popularised the term ‘smart contracts’ since its launch in late 2015

[206]. Many industries and sectors worldwide are exploring the potential benefits of smart

contracts [308, 164, 334], which may exist in various use cases beyond cryptocurrencies such

as finance, management, the Internet of Things, energy and healthcare.

Despite their potential, smart contracts face significant hurdles due to their inherent
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complexity in development and user interaction [141, 155]. The shift to decentralised applica-

tions introduces challenges distinct from those experienced with centralised systems and often

overwhelms users with technical intricacies. Blockchain’s core features [136, 137, 333]—im-

mutability, decentralisation and transparency—amplify this complexity, making smart con-

tracts difficult for average users to understand and use confidently [207, 13]. Additionally,

most research has focused on technical aspects, specially security [1, 326, 267, 269, 183], of-

ten neglecting the human-centred design necessary for fostering trust and broader adoption

[335, 298].

In addition to complexity, blockchain and smart contracts introduce a new paradigm

of automation and authority that is distinct from intelligent autonomous systems such as

artificial intelligence (AI) [100, 234, 74, 18]. The absence of centralisation, while innovative,

has led to considerable losses from malicious activities and scams [94]. In smart contract

systems, immutability and enforceability mean that decisions and outcomes are irreversible,

which underscores the importance of keeping humans in the loop. This decentralised envi-

ronment necessitates the consideration of responsible and trustworthy characteristics such

as explainability, similar to established AI practices that prioritise human-centric qualities

and factors [242, 40, 37].

Therefore, this thesis aims to introduce explainability as a design concern to support

the development of trustworthy systems that prioritise stakeholders’ needs. The idea behind

explainability is to make the operations and decisions of smart contracts transparent, ac-

countable and understandable to stakeholders, thus increasing their confidence and trust in

these systems [171, 39, 201, 72]. Explainability can help users grasp how and why certain

outcomes are achieved by demystifying the complex processes underlying smart contracts.

It can also encourage providers, owners and developers to build responsible systems [58].

Our objective is to assist engineers and designers by providing guidelines and approaches to

incorporate explainability into the early stages of smart contract development.
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To achieve this aim, this thesis first reports on a systematic literature review (SLR)

that investigates and classifies common concerns and system qualities from the perspective

of stakeholders during the development of and interaction with smart contracts. The review

reveals that explainability is a neglected quality attribute and underscores the transparency

and accountability limitations that impede the establishment of trustworthy smart contracts.

Second, this thesis systematises the current state of explainability, transparency, ac-

countability and understandability across five system levels. This approach offers new in-

sights into gaps, misconceptions and interrelations regarding these concepts. It contributes

to developing an understanding of the role of explainability in smart contracts and provides

detailed guidelines for explainability requirement analysis and design principles to aid en-

gineers in approaching this new direction. An example case is instantiated to demonstrate

their feasibility with qualitative validation.

Third, this thesis introduces a human-centred framework for identifying information

requirements in smart contract explanations. Integrating principles from situation awareness

(SA) and goal-directed task analysis (GDTA) [43, 86, 83, 311], it elicits requirements at three

levels: perception, comprehension and projection. It also provides a detailed taxonomy of

smart contract behavioural components and decision-making mechanisms, enabling tailored,

contextual information elicitation. The framework evaluation involves expert consultations

and a case study to exemplify its workings.

Fourth, this thesis introduces explainability purposes as an integral resource for eval-

uating and designing explainability in smart contract systems. It develops a novel evaluation

framework adapted from the metacognitive explanation-based (MEB) theory of surprise [106]

to systematically identify areas for improvement in information provision and explanation.

This approach is evaluated through application to real-world lending projects and cost trade-

off analysis.
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Hence, this thesis informs requirements engineers and designers on how to elicit, design

and evaluate the need for explainability requirements, contributing to the advancement of

smart contract early development.

1.2 Problem Statement

Despite the potential of blockchain technology to revolutionise agreement execution with

increased efficiency and cost reduction, the adoption of smart contract systems faces two

significant challenges: complexity and trustworthiness.

Complexity: Smart contracts face significant hurdles that impede their widespread

adoption, primarily due to their inherent complexity [141]. These contracts are embedded

with technical details that can be daunting for the average user and, thus, make confident

interaction difficult [207, 13]. The shift towards DApps adds another layer of complexity and

requires users to navigate a new operational landscape. In contrast to centralised systems,

smart contracts operate in an immutable and enforceable environment where decisions and

outcomes cannot be reversed. If users lack understanding and explanations, this could poten-

tially cause automation surprises due to underestimating or miscalculating the capabilities

of automated systems [26, 167, 268, 124].

Although blockchain technology promises higher transparency through immutable

transactions, the lack of standardised transparency complicates users’ understanding of de-

centralised decision-making processes [13]. Transparency in smart contracts is often assumed

to be guaranteed by blockchain’s inherent transparency [51]. However, this assumption is

misleading, as there is still opaque information beyond the technical aspects. Without stan-

dardisation, users struggle to understand what to expect from transaction records, which

can seem meaningless and, thus less transparent than promised [59, 292]. Additionally, the
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unexplored decision-making mechanisms add to the complexity of smart contracts and create

a significant knowledge gap for researchers and users [303, 60, 234, 100].

Trustworthiness: Current research often emphasises technical aspects such as se-

curity, especially in light of incidents such as the reentrancy vulnerability and the Parity

Wallet Bug, both of which resulted in substantial financial losses estimated in the hundreds

of millions of dollars [1, 326, 267, 269, 183]. However, this narrow focus overlooks other crit-

ical aspects of trustworthiness, such as ethical considerations [12, 76], legal implications [99,

117, 211] and societal risks [176] including discrimination [189], inaccurate data and misuse

[328, 164, 305]. This neglect of broader aspects of trustworthiness and user awareness have

led to significant losses from malicious activities and scams. For example, the Federal Trade

Commission reported over $1 billion in losses due to malicious activities and scams in 2021

alone [94].

While smart contracts aim to provide decentralisation, recent studies have indicated

a shift towards centralisation among owners, developers and providers. This centralisation

results in overcontrol, in which decision-making becomes concentrated in the hands of a few,

leaving the process largely unexplored and opaque [114, 169, 5, 12, 237, 272]. Such a trend

undermines decentralisation and highlights the need for greater transparency, accountability

and responsible design. These challenges inhibit technical expression and successful business

collaboration among parties, which depends on social mechanisms such as trust, honesty and

information exchange [275]. These social mechanisms fall under the domain of explainability,

which has gained massive attention in the field of Explainable Artificial Intelligence (XAI)

[40, 72, 18, 2].

Explainability in AI aims to enhance responsible development and trustworthiness by

making decisions transparent, accountable and understandable to diverse stakeholders [18,

40, 201]. However, these concepts are poorly defined in the domain of smart contracts and
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public blockchains. Since blockchain technology is still in its infancy and new technologies

often take around 20 years to reach full maturity [249, 274], introducing explainability as a

design concern can significantly influence the development and evolution of these systems.

Tailoring explainability for smart contracts requires a deep investigation of their prop-

erties—immutability, enforceability and decentralisation—which present unique challenges

in automation compared to AI. While AI, which utilises machine learning, excels at au-

tomating adaptive decision-making based on data patterns and probabilities [74, 126], smart

contracts adhere to predetermined rules encoded in their logic and provide a deterministic

framework for decision-making with irreversible outcomes. Understanding these distinctive

characteristics is essential for developing explainable smart contracts suited to their unique

operational paradigm.

Therefore, this thesis aims to address the complexity and trustworthiness challenges

by investigating explainability requirement in the early development stages of smart con-

tracts. It seeks to provide guidance for smart contract requirements engineers and designers

in this new direction. Specifically, we aim to address the research questions presented in the

next section.

1.3 Research Questions

In order to address the stated problems in Section 1.2 , this thesis examines the following

research questions (RQ):

• RQ1: a) What are the commonly reported concerns regarding blockchain smart con-

tracts from a human perspective, and how are these concerns currently being ad-

dressed? b) How can we identify quality attributes commonly associated with these
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human-centred concerns?

• RQ2: a) What is the state of the art of explainability, transparency, accountability

and understandability in blockchain smart contracts? b) How do these concepts align

with standardised definitions? c) How can the interrelationships among these concepts

guide the development of explainability in smart contract systems?

• RQ3: How can a human-centred design approach be utilised to identify the specific in-

formation requirements and content necessary for explaining smart contract decisions?

• RQ4: a) What primary explanation purposes can be integrated into the design of smart

contracts? b) How can the MEB theory inform the creation of a systematic framework

to assess the potential surprises in smart contracts when explanations are absent? c)

What are the potential trade-offs regarding costs when integrating explanations into

smart contracts?

1.4 Research Methodology

Design science research (DSR) is a rigorous and systematic methodology for creating and

evaluating innovative artefacts to solve complex problems [135, 314, 19]. It employs iter-

ative processes of design, development, demonstration and evaluation, ensuring artefacts

are theoretically sound and practically effective. This methodology is instrumental in our

pursuit of creating systematic human-centric analyses and solutions for explainable smart

contracts. Therefore, this thesis adheres to the iterative approach outlined in the Design

Science Research Methodology (DSRM) [163] to address the research questions outlined in

Section 1.3.

• Problem Identification and Motivation: The first step in our research was to
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explore human concerns and the effectiveness of current human-centred approaches.

To this end, we conducted an SLR that examined vital stakeholders’ challenges and

the existing solutions. Our findings revealed a significant gap: the design of smart

contracts often neglects human-centric and trustworthiness qualities, which are critical

for addressing stakeholders’ challenges regarding this emerging technology. Therefore,

this thesis investigates explainability as a design concern with the aim of enhancing

smart contracts’ early development to better meet stakeholders’ needs.

• Define the Objectives for a Solution: The main objective of this thesis is to

prioritise explainability as a human-centric requirement to guide the development of

trustworthy decentralised systems. We aim to equip software engineers and designers

with guidelines and approaches to create explainable smart contract systems that em-

power users. We aim to raise awareness of the complexities and challenges associated

with smart contracts, including the lack of transparent decision-making mechanisms

which can lead to potential misuse and hinder adoption. This emphasis on explain-

ability could inspire the development of trustworthy and responsible systems by con-

sidering early intervention in system requirements and design, enabling transparency,

accountability and understandability.

• Design and Development: We leveraged several systematic approaches, including

SLRs [162], thematic analysis [63] and knowledge systematisation [236, 92], to build

a solid foundation for our methodologies. Given the novelty of explainability require-

ments in smart contracts, we integrated well-established theories from human factors

and cognitive science. Specifically, we adopted a definition of SA [84] as a system-

atic approach to delineate information requirements into three levels, addressing users’

needs for awareness, reasoning and projection. Additionally, we utilised the MEB

theory of surprise [106], which provides empirical support for how explanations can

link event outcomes with their settings, leading to surprise resolution. As a result,
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this thesis establishes the foundational aspects of explainability requirements tailored

specifically for smart contracts.

• Demonstration: To illustrate the practicality of our proposed approaches, we em-

ployed various cases and scenarios from the smart contract literature and industrial

projects. These case studies include centralised decision-making functions, a flight

insurance decision-making scenario and two real-world decentralised lending applica-

tions. These case studies were utilised to instantiate new requirements and design

principles, demonstrate the relevance of our frameworks and assess the added value of

explainability within the smart contract domain.

• Evaluation and Reflection: We evaluated our proposed frameworks and approaches

using the evaluation techniques proposed for DSRM [302, 241, 282]. These measures

included qualitative criteria such as completeness, usefulness, ease of use, orthogonal-

ity and benchmarking. Additionally, we sought expert feedback on draft frameworks

through surveys and interviews. The applicability of the proposed approaches was

demonstrated through case studies and actual implementations of smart contracts.

We reflected on our hybrid evaluation techniques by applying the criteria established

by Kitchenham et al., [166] to validate the basic, use and gain aspects of the artefacts.

1.5 Thesis Contributions

This thesis advances the blockchain smart contract systems field by introducing explainability

as a design concern, prompting requirements engineers and system designers to address this

concern early in the requirements and design phases of systems leveraging smart contracts. It

contributes a novel human-centric framework and approaches to assist engineers in designing

explainable smart contract systems that empower humans in the loop (i.e., stakeholders of
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the contract). Specifically, this thesis makes the following contributions:

1. A systematic review of existing literature on human concerns and consider-

ations in blockchain smart contracts. We conducted an SLR to identify common

concerns from the stakeholders’ perspective, revealing recurring themes related to de-

velopment and interaction. We classify these themes into programming language com-

plexity, legality, readability, ethics and social implications, usability, trust, governance

and costs, affecting technical developers, non-technical experts and end-users. Addi-

tionally, we categorise the scattered solutions and interventions developed to address

these concerns into new programming languages, code-comment methods, visualisation

tools, natural language solutions, detection and assessment tools and development sup-

port methods. The SLR highlighted that current solutions mainly focus on creating

new programming languages and external tools to address human concerns and over-

look the design aspects of existing systems. To address this, we mapped frequently

reported human-centric concerns to system quality attributes to provide a contextual

understanding of the deficiencies in these systems. We observed that explainability

and interpretability are overlooked qualities in smart contracts, while transparency

and accountability receive limited exploration. Therefore, we advocate for incorporat-

ing explainability requirements in smart contracts to enhance human-centric design.

As a result, we outline future research directions for smart contract explainability.

2. A systematisation of transparency, understandability and accountability in

smart contracts unveils the role of explainability. We systematised knowledge

about transparency, understandability and accountability into five levels: output, al-

gorithm, external data, process and application. This knowledge was acquired through

literature reviews and developer interviews. We provide a structured framework to

understand the current application of these concepts in smart contracts that offers a

detailed understanding of their gaps, consensus and interconnectedness. In addition,
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we compared our findings with standardised definitions to reveal their alignments and

discrepancies. We sought to provide valuable insights for blockchain and smart con-

tract researchers by identifying areas requiring further investigation and motivate the

need for standardised definitions, as not all definition attributes are aligned. As a

result, we demonstrated that explainability can enable transparency, accountability

and understandability in smart contracts by bridging low-level technical details with

high-level considerations. Finally, we identified core explainability requirements anal-

ysis, utilising the fundamental questions of who, what, why, when and how. We also

proposed design principles tailored to smart contracts, instantiated with an example

case. Through this approach, we offer a detailed guidance for engineers to elicit and

design explainability for smart contracts.

3. A human-centric framework to determine information requirements for ex-

plainable smart contracts (XSC). We developed a structured, human-centred

framework for defining information requirements for the design of XSC systems. We

addressed the lack of established methods for generating explanations within smart

contract systems by adopting the SA definition with GDTA. We proposed three levels

of XSC explanations: perception, comprehension and projection. These levels were

tailored to determine explanatory information by considering smart contracts’ be-

havioural properties and decision-making structures. We classified the behavioural

properties into three main components: logic, data and human intervention, and cat-

egorised the decision-making mechanisms into governance structure, process location,

degree of automation and behavioural pattern. These classifications can serve as a

structured framework for requirements engineers, aiding them in determining infor-

mational requirements for smart contract decisions. These requirements, in turn, can

inform the development of explanatory mechanisms through the three levels of XSC-

tailored explanations, which are structured to align with users’ needs for awareness,
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reasoning and projection. We evaluated the framework through expert feedback, recog-

nising its usefulness, ease of use and feasibility, and a case study has demonstrated its

applicability.

4. An evaluation of explanation needs in smart contracts through the lens of

explainability purposes to reconcile surprises. This study contributes to the field

by proposing primary explainability purposes as integral resources in smart contract

systems in two significant ways: evaluating the explanation needs and designing ex-

plainability requirements in new smart contracts. Drawing from contract law and XAI

practices, we demonstrate how smart contract designers and requirements engineers can

embed explanations to clarify, justify, ensure compliance and facilitate consent. Ad-

ditionally, we introduce a novel assessment framework inspired by the MEB theory of

surprise, which systematically identifies areas in smart contracts that require improve-

ments in justification, clarification, compliance and consent. This framework evaluates

the potential for surprises arising from insufficient or absent information (epistemic

uncertainties). Utilising two real-world decentralised lending applications, we applied

the MEB evaluation framework and explainability purposes to evaluate, define and

implement new explainability requirements. We also provide a trade-off analysis of

the costs associated with integrating explanations, offering insight into economic im-

plications such as deployment and execution costs. These contributions establish a

theoretical and practical foundation for enhancing explainability in smart contracts,

which ultimately benefits designers and engineers in creating human-centered smart

contract systems.

1.6 Thesis Roadmap

This section provides an overview of the thesis structure, which is illustrated in Figure 1.1.
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Figure 1.1: Thesis Roadmap: Chapters with Relevant Research Questions

Chapter 2 explores the current state of blockchain smart contracts by systematically

reviewing the literature on human concerns and broadly categorising them into development

and interaction. It provides insights into prevailing trends and solutions but reveals a neglect

of the design aspects of smart contracts, including their quality attributes and constraints.

This chapter identifies common and overlooked quality attributes, highlighting significant

gaps in explainability and the limited attention paid to transparency and accountability. It

concludes with a call for future research to address these neglected areas.

Chapter 3 systematises the existing knowledge on transparency, accountability and

understandability in smart contracts into five system layers. It reveals gaps and misconcep-

tions at each level and highlights alignments and discrepancies with standardised definitions.

The chapter identifies the role of explainability in achieving transparent, accountable and

understandable smart contract systems. Additionally, it provides in-depth guidelines for
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explainability requirements analysis through fundamental questions (who, what, why, when

and how) and proposes a holistic approach to design principles tailored to smart contracts.

Chapter 4 proposes a human-centric framework to determine information require-

ments for smart contract explanations (what to explain). This chapter integrates situational

awareness theories to develop a framework for requirements engineers, enabling them to

elicit information requirements based on three levels: perception, comprehension and pro-

jection. Additionally, it provides a detailed taxonomy of smart contract generic components

that drive behaviour and a breakdown of decision-making mechanisms in these decentralised

systems to facilitate tailored and contextual elicitation of information.

Chapter 5 introduces explainability purposes as integral resources for evaluating

and designing smart contracts, specifically addressing the need for explanations (why to

explain). It operationalises the MEB theory using surprises as a measure to evaluate the

need for explanation in the context of smart contracts. Additionally, the chapter leverages

explainability purposes to elicit, design and implement explanation requirements, addressing

existing design gaps in clarification, justification, consent and compliance. This chapter

also analyses the cost trade-offs associated with integrating explainability, revealing cost

implications and suggesting mitigation techniques.

Chapter 6 evaluates the thesis by assessing the extent to which the research con-

ducted in the previous chapters has addressed the research questions stated in Section 1.3.

Additionally, it provides a thorough reflection on the evaluation methodologies applied to

each contribution.

Chapter 7 concludes the thesis by summarising its main contributions and presenting

an outlook for future research.
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1.7 Publications Linked to This Thesis

• H. Al Ghanmi and R. Bahsoon, "ExplanaSC: A Framework for Determining Informa-

tion Requirements for Explainable Blockchain Smart Contracts," in IEEE Transactions

on Software Engineering, doi: 10.1109/TSE.2024.3408632. This publication is based

on the work presented in Chapter 4 [4].

• H. Al Ghanmi, S. Ahmadjee and R. Bahsoon, "Evaluating Smart Contracts Explana-

tions to Reconcile Surprises" ACM Transactions on Software Engineering and Method-

ology (TOSEM) - The continuous special section is on human-centric software. (under

second review). This publication is based on the work presented in Chapter 5.

• H. Al Ghanmi, S. Ahmadjee and R. Bahsoon, "Explainability in Smart Contracts by

Systematising Transparency, Accountability and Understandability", ACM Transac-

tions on Software Engineering and Methodology (TOSEM) - The continuous special

section is on human-centric software. (under review for publication). This publication

is based on the work presented in Chapter 3.

• H. Al Ghanmi, S. Ahmadjee, H. Adeyemo and R. Bahsoon, "Human-Centric Design

Considerations in Smart Contracts: A Systematic Review", ACM Computing Sur-

veys (CSUR), (under review for publication). This publication is based on the work

presented in Chapter 2.
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Chapter Two

Human-Centric Design Considerations in

Smart Contracts: A Systematic Review

2.1 Overview

Smart contracts are self-executing agreements encoded on blockchain platforms such as

Ethereum [89]. They leverage the blockchain’s distributed and immutable nature to elim-

inate the need for third-party intermediaries [6, 208, 164]. These contracts present unique

challenges due to their immutability, automation and enforced execution. Such features de-

mand high precision and security in the code, as deployment errors are permanent and can

lead to significant financial losses [267, 269, 183]. Consequently, research on smart contracts

primarily focuses on addressing these technical and security concerns [1, 308, 326].

Despite the technical focus, there is a growing recognition of the importance of human-

centric approaches in smart contracts [70, 254, 112, 265, 113, 79, 214]. Stakeholders face

various challenges, from development hurdles to complex user interactions, that hinder the

broader adoption of this technology [141]. Therefore, there is a critical need for an in-depth

exploration of the human-centric aspects of smart contracts.
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This chapter aims to analyse smart contract concerns from a human-centred per-

spective. We conduct a systematic literature review (SLR) [162] to identify existing human

concerns in smart contracts and examine the current state of solutions and interventions

addressing these concerns. Additionally, we explore commonly discussed quality attributes

related to human concerns and identify overlooked qualities that can aid in designing trust-

worthy systems.

We group the identified concerns into two main stages from the stakeholders’ per-

spective: development and interaction. Development concerns fall into three categories: lan-

guage, legality and ethical and social implications. Language emerged as the most frequently

reported concern, with issues related to complexity, code readability and expressiveness af-

fecting both technical and non-technical stakeholders involved in development. Interaction

concerns include usability, governance, trust and cost, all of which impact end-users and are

influenced by contract design decisions.

We categorise the current interventions addressing human concerns into analytical

studies and human-centric approaches. The literature investigates these concerns through

human-based surveys, empirical studies, conceptual and exploratory studies and compara-

tive analyses. This group provides new insights into the current understanding of human

concerns. The proposed human-centric approaches span various domains, including new lan-

guages and third-party tools. Therefore, we classify these solutions into new languages with

their modelling approaches, code-comment methods, visualisation tools, natural language

solutions, and detection and assessment tools. This mapping aims to clarify existing efforts,

aiding researchers in identifying available resources and solutions.

Furthermore, we identify quality attributes derived from human concerns by mapping

them to the ISO systems and software engineering standard [151], emphasising the need for

greater attention in design areas such as understandability, transparency, accountability,
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simplicity, learnability, usability and accessibility. We also examine trustworthiness charac-

teristics from the National Institute of Standards and Technology (NIST) [220], highlighting

explainability and interpretability as overlooked quality attributes.

As a result, we present several research directions to assist researchers in advancing

human-centric smart contracts. Our main aim is to understand the current state, iden-

tify gaps and provide insights to drive further innovation in this domain. Specifically, the

contributions of this chapter are as follows:

• A classification of concerns emerges from stakeholders’ perspectives, delineated into

two main stages: development and interaction. These perspectives reveal common

themes: during development, concerns include language (complexity, code-readability

and expressiveness), legality, ethical and social implications, while during interaction,

the focus shifts to usability, human-readability, trust, governance and costs.

• A categorisation of scattered solutions comprises human-centred approaches and ana-

lytical studies aimed at integrating human considerations into smart contracts’ devel-

opment and interaction phases.

• An identification of commonly reported human-centric quality attributes and exploring

new quality attributes that may have been overlooked in existing literature.

• A set of unexplored gaps and opportunities regarding human-centric design in smart

contracts necessitates further investigation.

The remainder of this chapter is organised as follows: Section 2.2 provides a brief

overview of blockchain smart contracts and their applications. Section 2.3 presents the sys-

tematic literature review methodology. Sections 2.4 and Section 2.5 offer the results and

findings of the systematic review, addressing the research questions. Section 2.6 discusses
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identified gaps, future directions and potential threats to validity. Finally, Section 2.7 com-

pares our study with related work, followed by a summary in Section 2.8.

2.2 Background

This section provides an overview of the fundamental concepts of blockchain and smart

contracts and explores their applications.

2.2.1 Overview of Blockchain

Blockchain technology is fundamentally a decentralised ledger that records transactions

across multiple computers, ensuring that once transactions are registered, they cannot be

altered [164, 284]. The term "blockchain" refers to a series of digital blocks connected by

reference hashes. Each block references the previous block, creating a chain of blocks [332].

A transaction records the exchange of value or assets, and once accepted and added to a

block, it cannot be updated or modified. Thus, blockchain technology is immutable to en-

sure the integrity of transactions [6]. The literature highlights three key characteristics of

blockchain [136, 137, 333]: immutability, which ensures data cannot be changed or deleted;

decentralisation, which operates on a distributed network making it resistant to tampering;

and transparency, allowing all participants to view and verify transactions.

Blockchain technology gained prominence with the emergence of Bitcoin in 2009 [93].

Various blockchain platforms have been developed to support a wide range of use cases

beyond cryptocurrency. Among these, Ethereum [89] stands out as the most popular plat-

form for developing and executing smart contracts. Unlike Bitcoin, which primarily serves

as a digital currency, Ethereum’s architecture facilitates the deployment of a wide range of
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DApps. Ethereum supports several high-level programming languages for smart contract

development, including Solidity [280] and Vyper [291]. However, Solidity remains the most

widely used and supported language due to its comprehensive tooling, extensive documenta-

tion and large developer community [230]. As a result, it is the preferred choice for building

and deploying applications across different domains such as finance [308].

2.2.2 Overview of Smart Contracts

Smart contracts are agreements with predefined terms written directly into their code. These

contracts automate the execution and enforcement of agreements, eliminating the need for

intermediaries [208, 206]. Smart contracts have accelerated blockchain adoption by enabling

computational tasks similar to object-oriented programming languages. While digital agree-

ments and technology-driven rule enforcement are not new, smart contracts stand out due

to their unique combination of asset control, automation, immutability, and enforceability.

A smart contract has three main elements: storage, balance and program code. The

contract’s state consists of its storage and balance. Once deployed on the blockchain, it

is assigned a unique address, similar to a user account, which can receive and hold cryp-

tocurrency. Therefore, the balance refers to the amount of cryptocurrency or digital tokens

held by the contract at any given time [6]. The blockchain stores each contract’s state and

updates it every time it is invoked. Network users can invoke a smart contract by sending

transactions to its address. Miners are responsible for creating smart contracts and recording

every received transaction into a block through consensus [6, 238]. Based on the received

transactions, smart contracts can read from or write to their storage and send or receive

messages or funds, which alters their state in the blockchain network.
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Applications of Smart Contracts

As discussed in the literature, smart contracts are widely used in various DApps, with com-

monly mentioned terms such as DAO (Decentralised Autonomous Organisation) and NFTs

(Non-Fungible Tokens). For clarity, these terms will be consistently used throughout this

chapter to refer to specific applications of smart contracts. DAOs are entities managed by

smart contracts, where decision-making processes and governance are automated through

code [309]. NFTs are distinct digital assets that cannot be divided or duplicated, making

them ideal for representing ownership of digital art, collectables and other unique items

[252]. In addition, smart contracts in cryptocurrencies facilitate automated trading strate-

gies, manage processes within DeFi (Decentralised Finance) protocols, enable asset transfers

and allow for assets tokenization [271].

2.3 Research Methodology

This study employed the SLR methodology to investigate our specific research area thor-

oughly. Following the well-established methodology by Kitchenham and Charters [162], we

meticulously proceeded through several key stages: (i) identifying research questions, (ii)

devising a search strategy, (iii) establishing inclusion and exclusion criteria, (iv) conduct-

ing a rigorous study selection process, (v) assessing the quality of selected studies, and (vi)

extracting and analysing relevant data. This methodology enabled us to comprehensively

assess the current state of the art and identify potential research gaps. Figure 2.1 illustrates

our SLR research process.
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Figure 2.1: Systematic Literature Review (SLR) Research Process

2.3.1 Research Questions

We aim to explore the common human concerns and considerations surrounding smart con-

tracts. The following Research Questions (RQs) are formulated to guide this investigation:

• RQ1: What are the most commonly reported concerns regarding blockchain smart

contracts from a human perspective? And how are these concerns currently being

addressed?

• RQ2: How can we identify quality attributes commonly associated with these human-

centred concerns?

2.3.2 Search Strategy

To gather relevant studies, we performed our literature search across several renowned

databases and search engines, including IEEEXplore, ACM Digital Library, Web of Sci-

ence and Scopus. These databases cover publications from publishers such as Elsevier and
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Springer, ensuring a diverse and extensive collection of relevant literature. The search string

keywords were developed based on insights from a scoping review, which involved evaluating

potential keywords. During this review, we realised that focusing solely on terms related

to human-centred was too restrictive. For example, when we searched for ("human-centric"

AND "smart contracts") in IEEE Explore, we found fewer than ten results. To address this

limitation, we expanded our search criteria to include additional relevant terms, particularly

those related to legal, ethical and social concerns.

Furthermore, the literature contains various terms or combinations related to quality

attributes (e.g., quality concern, non-functional requirements, concern, QAs, or NFR). Many

studies also discuss specific quality attributes such as privacy, performance or transparency

without explicitly using "quality" in the text. We experimented with different search strate-

gies related to quality attributes but found that they retrieved studies unrelated to our

research questions. Therefore, to avoid missing any relevant studies, we used the search

string in a generic form and removed any terms related to concerns and qualities similar

to [179]. As a result, the tailored search strategy specifically focused on blockchain smart

contracts with consideration for humans in the loop as follows:

• (Blockchain) AND ("smart contracts" or "smart contract") AND (human OR human-

centred OR human-centric OR socio-technical OR ethical OR ethics OR legal OR com-

pliance OR regulation OR social) AND (design OR requirement OR patterns OR spec-

ification)

2.3.3 Study Selection

To ensure the relevance of the papers retrieved from the search, a screening process was

developed. This process involved the identification and application of inclusion and exclusion
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criteria to ensure objectivity in the outcomes, as follows:

Inclusion Criteria (I)

• I1: Papers are peer-reviewed journals, conferences, book chapters or workshops.

• I2: Papers include information about blockchain smart contracts, focusing on concerns

arising from human perspectives and considerations.

• I3: Papers explicitly relate to the topics of research questions, focusing on human

concerns and proposing or discussing solutions, methods, frameworks or approaches

for addressing the identified concerns and qualities.

Exclusion Criteria (E)

• E1: Papers discuss blockchain with technologies such as IoT, cloud environments,

mobile platforms and disciplines other than computer science.

• E2: Papers propose the utilisation of blockchain and smart contracts as solutions for

specific use cases and applications.

• E3: Papers address concerns related to blockchain properties and have limited discus-

sions on smart contracts.

• E4: Papers with restricted access or unavailable full text.

• E5: Papers written in languages other than English.
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Figure 2.2: An Overview of Studies Selection Process

Screening Phases

The final selection of papers was determined through multiple rounds of filtering. Figure 2.2

illustrates the search and selection processes.

Initial Search: A total of 3705 relevant studies were retrieved from IEEE Explore, ACM

Digital Library, Web of Science and Scopus using the search string defined in Section 2.3.2.

The initial search on the ACM Digital Library yielded over 2,000 results. However, due to

limitations in the library’s retrieval process, only the first 2,000 studies were successfully

retrieved.

Duplicates removal: After eliminating duplicate entries, the initial pool of studies was

refined to 3134 unique results.
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First Round: Studies were evaluated based on their titles and keywords to exclude irrel-

evant studies. This screening phase involved the application of criteria I1, E1 and E2, which

led to the selection of 812 studies meeting our initial selection criteria. However, certain

studies posed challenges in determining their relevance based solely on titles and keywords,

prompting us to advance them to the following screening phase for further assessment.

Second Round: The authors independently reviewed the abstracts of every paper that

passed from the previous phase. We applied criteria I2 and E3 to screen each paper resulting

in 328 studies. Papers lacking clarity in their abstracts regarding a comprehensive discussion

on smart contracts were advanced to the following screening phase.

Third Round: The authors reviewed the full text of the papers selected in the previous

round to finalise the list. Criteria I3, E4 and E5 were applied during this stage, resulting

in the final selection of 37 primary studies for in-depth analysis to address the research

questions.

Snowballing: We implemented a snowballing strategy following Wohlin’s approach [316],

which involved both backward and forward snowballing. This strategy expanded our search

by scrutinising the references of the initially selected papers (backward) and their citations

(forward). Through multiple iterations of both forward and backward snowballing, and

by applying inclusion and exclusion criteria, we identified additional studies that met our

criteria. This process resulted in the inclusion of 24 more studies, bringing the total to 61

studies.

Secondary Studies: Given the emergence of human-centric aspects in smart technology,

we included secondary studies for several reasons. Firstly, to explore areas that may have
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been overlooked or under-discussed in primary studies. Secondly, to assess the classification

and grouping of concepts within our research framework. Lastly, to comprehensively under-

stand the evolving landscape by synthesising findings from primary and secondary sources.

We selected 14 secondary studies during the screening phases that met our inclusion and

exclusion criteria.

During our screening process, we used Cohen’s Kappa (k) statistic to measure the

level of agreement between reviewers [285], achieving a k value of 0.762, which indicates

substantial agreement according to established benchmarks [285]. In cases of disagreement,

reviewers discussed viewpoints to resolve conflicts. This process ensured that the selected

studies met our selection criteria and maintained the integrity and objectivity of our final

selection of the 75 studies.

2.3.4 Quality Assessment

To evaluate the quality and strength of evidence for each primary study, we conducted a

quality assessment based on the framework established by Yang et al [324]. We adapted

the commonly used criteria for quality assessment in software engineering to suit our needs.

These criteria covered aspects of rationality, rigour and credibility, resulting in the selection

of eight specific evaluation questions, as presented in Table 2.1.

Reviewers evaluated each primary study by answering questions using a matrix of

values: (0, 0.5, or 1), representing "no," "to some extent," or "yes," respectively. The

final quality score for each study was determined by summing these values. In cases of

discrepancies between reviewers, discussions were initiated to reassess the studies to establish

the final score.
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Table 2.1: Studies Quality Assessment Criteria [324]

Characteristic QA Criteria ID

Rationality

Are the research aims/objectives clearly defined? Q1

Is the study context clearly outlined? Q2

Is the paper founded on research? Q3

Rigour

Does the method adequately address the research aims? Q4

Is the data collection method adequately described? Q5

Is the data analysis sufficiently rigorous? Q6

Credibility
Is there a clear description of findings? Q7

Do the researchers discuss any limitations and threats to the valid-

ity of their findings?

Q8

2.3.5 Data Extraction

Data extraction involves gathering the necessary data items to analyse the studies. Ta-

ble 2.2 was specifically designed to rigorously extract the information required to address

the research questions of this study. Data items D1 to D5 contain demographic informa-

tion intended for quantitative analysis to demonstrate basic information about the studies.

Conversely, items D6 to D8 are relevant to the research questions, requiring in-depth investi-

gation through qualitative analysis. We utilised Nvivo [221], a software tool renowned for its

text and word analysis capabilities, to identify the raw data needed to answer the research

questions. Nvivo facilitates the coding process and provides easy reference for extracting

information and classification, which can be shared among reviewers.
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Table 2.2: SLR Data Extraction Form

ID Item Focus/Insight

D1 Study ID Identification

D2 Study Title Demographic

D3 Publication Year Demographic

D4 Publication Type Demographic

D5 Publisher Demographic

D6 Concern Expressed RQ1

D7 Proposed Solution or Discussion RQ1

D8 Quality Attributes RQ2

2.3.6 Data Synthesis

Our analysis of the primary studies data focuses on the qualitative information collected

from the data extraction phase. To address RQ1, we started by defining the term ‘concern’

according to [151], where it is described as an aspect of a problem or consideration that

is important or affects one or more stakeholders. We utilised thematic analysis [63] to

navigate the data effectively within its context. The thematic analysis involves six distinct

phases: familiarising with the data, generating initial codes, themes searching, reviewing

themes, defining and naming themes and reporting. After adopting the coding techniques

outlined in [260], we searched for themes once all data have been coded. During this phase,

we analysed the relationships between codes and compiled relevant data within themes to

identify key segments for addressing the first research question.

To address RQ2, we utilised two data synthesis processes. Firstly, we adopted the

ISO/IEC/IEEE 24765 [151] standards as terminology guidelines to identify common quali-

ties associated with concerns in smart contract development and interaction. This standard

was chosen for its comprehensive collection of standardised terminologies contributed by
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the International Organisation for Standardisation (ISO), the International Electrotechnical

Commission (IEC), and IEEE Standards serving as a valuable reference for systems and

software engineering standards. The compiled list of definitions established a foundation for

identifying the qualities found in the literature. Studies may not explicitly mention quality

attributes. For instance, studies referring to safety may use terms such as "safe" or "safer,"

and accessibility may be referred to as "accessible." We used Nvivo tool [221] to code seg-

ments and phrases related to these quality attributes. To be considered, a term must appear

at least twice (n ≥ 2) in the study, ensuring consistent recognition as a quality attribute.

This approach prevents inflating the importance of less frequently mentioned terms, focus-

ing on the commonly reported qualities. Subsequently, we mapped quality definitions with

extracted terms.

The second synthesis aims to uncover quality attributes that may have been over-

looked or received limited attention in the smart contracts literature. Recently, the concept

of "trustworthiness" has gained attention in emerging technologies such as artificial intelli-

gence (AI) and machine learning (ML). Trustworthy systems must meet stakeholders’ ex-

pectations by demonstrating characteristics such as accountability, authenticity, availability,

integrity, safety, transparency and usability [150], which align with our objectives. There-

fore, adhering to the characteristics of trustworthy systems can systematically help identify

overlooked quality attributes in smart contracts. While several guidelines and standards

explore these characteristics [150, 149], we selected the trustworthiness characteristics from

the NIST [220]. This choice was influenced by the widespread adoption of this framework

in various systems literature and its recent publication. The framework provides a struc-

tured approach outlining seven main characteristics of trustworthiness, each with its quality

attributes, allowing for clear identification.
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Figure 2.3: Distribution of Publication Years for Selected Primary Studies

2.4 Results

This section provides an overview of the descriptive metadata of primary studies, including

demographics and quality scores.

2.4.1 Demography of Studies

The demographic details of the studies provide essential information about the selected pa-

pers, including publication year, study type and publishers. These details aid in statistically

demonstrating paper information and presenting the quantitative analysis of the studies.
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(a) Type (b) Publisher

Figure 2.4: Distribution of Types and Publishers Among Selected Studies

Publication year

Figure 2.3 illustrates the distribution of publication years for the selected primary papers.

Interest in smart contracts began to rise notably in 2016, following the introduction of

Ethereum towards the end of 2015 [206]. The publications number gradually increased after

2016. Notably, there was a significant uptick in the number of studies in 2019, 2021 and

2023, accounting for 15%, 20% and 18% of the total studies, respectively. This increase

is unsurprising, considering the growing interest in smart contracts and their capabilities,

particularly in decentralised applications such as DeFi, NFTs and DAOs. The retrieval of

the studies was conducted at the beginning of 2024. Since only one study from 2024 was

selected, we did not include the number of studies for this year in the figure, as our collection

does not adequately represent it.

Type and Publisher

Our study collection exclusively includes peer-reviewed articles. Figure 2.4 (a) offers insights

into the distribution of publication types among the selected papers, highlighting conferences
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Figure 2.5: Distribution of Quality Score Among Selected Studies

(41 studies), journals (15 studies) and workshops (5 studies). Furthermore, Figure 2.4 (b)

showcases the publishers of the selected studies. The majority of papers are attributed

to IEEE (30%), ACM (30%) and Springer (18%). Other publishers include collaborations

between IEEE/ACM (9%), Elsevier (5%) and a remaining 8% from different publishers.

2.4.2 Quality Assessment Scores

The quality scores of the primary studies were determined using the approach described in

the methodology Section 2.3.4. Each study received a total score ranging from 4.5 to 8, with

intervals of 0.5. These scores evaluate the quality of primary studies and are not used as

grounds for excluding any study from consideration. Among the eight quality assessment

criteria, Q8 received the lowest average score indicating limited or absent discussion on

limitations and threats to validity for their proposed research. Most studies received scores

between 7 and 8, as shown in Figure 2.5. Another criterion that affected several studies’

scores is data collection (Q5), with limited discussion on collection methods. Appendix A

provides each study’s full results and corresponding scores.
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2.5 Analysis of the Selected Studies

In this section, we provide a detailed analysis to answer the research questions. Section

2.5.1 and 2.5.2 discuss the findings related to answering RQ1, which explores the commonly

reported concerns and the existing solutions. In Section 2.5.3, we address RQ2 by identifying

both current and overlooked qualities for designing human-centric smart contracts. Figure

2.6 presents a summary of the findings and classifications. Detailed information on each

study’s concerns and solutions is provided in Appendix A.2.

2.5.1 Common Human Concerns in Smart Contract (RQ1)

The main concerns identified in the primary studies based on the iterative process em-

ployed [63] revolve around two key stages: (i) Development and (ii) Interaction, which are

viewed from the perspectives of different stakeholders. The development stage impacts var-

ious stakeholders, including IT background developers, non-IT background developers and

domain experts. Interacting with smart contracts mainly focuses on end-users. In the de-

velopment category, concerns are classified into language, legality and social and ethical

concerns. In the interaction category, concerns are classified into usability, human readabil-

ity, governance, trust and cost. Table 2.3 and 2.4 present the main concerns along with their

classification and corresponding studies.

Development Human Concerns

Language: The most concern reported within our primary collection revolves around

language-related considerations and the coding process. Given that smart contracts em-

body contractual agreements, using code to represent these agreements poses challenges

in interpretation. This complexity is further compounded by using imperative program-
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Figure 2.6: A Summary of SLR Findings and Classifications to Answer RQs
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Table 2.3: Classification and Descriptions of the Main Human Concerns at the Development

Stage

Concern

Category

Description of the Expressed Concerns Relevant Studies

Complexity Concerns regarding the intricacy of a smart

contract’s code, especially when its structure

or logic creates challenges in comprehension.

[120, 266, 296, 130, 55,

230, 245, 128, 127, 289,

62, 312, 287, 198, 109,

318, 243, 134, 293, 54]

Code-

Readability

The lack of clarity and ease of understand-

ing makes it difficult for developers to inter-

pret, maintain, debug and reuse the code ef-

fectively.

[299, 32, 323, 329, 129]

Language

Expressive-

ness

Challenges in ensuring that a smart con-

tract’s code can clearly and accurately con-

vey its intended functionality, including the

ability to express complex business logic and

translate it into executable code.

[318, 108, 289, 48, 62,

76, 250, 5, 247, 293, 168,

121, 273, 295]

Legality Concern over the adherence of a smart con-

tract to relevant legal regulations and con-

tractual obligations.

[73, 168, 200, 216, 12,

159, 295]

Ethical &

Social

Concerns

The lack of consideration of broader societal

and ethical implications in the design and

implementation of smart contracts, including

issues related to fairness and accountability.

[79, 186, 303]
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Table 2.4: Classification and Descriptions of the Main Human Concerns at the Interaction

Stage

Concern

Category

Description of the Expressed Concerns Relevant Studies

Usability Concerns regarding the limited usability of

smart contracts, particularly in terms of in-

teraction, navigation and comprehension.

[153, 111, 140, 227, 23,

157, 113, 214, 190, 156]

Human-

Readability

Concern over the lack of accessible language

and structure in smart contracts, making

them difficult to understand for individuals

with varying levels of technical expertise.

[250, 109, 243, 329]

Governance Concerns related to the scope of governance

and decision-making control mechanisms, in-

cluding risks associated with centralisation.

[169, 152, 322, 114]

Cost & Fees The challenges users face in comprehending

and managing transaction expenses, partic-

ularly the complexities in understanding fee

structures.

[153, 222, 113, 111, 96]

Trust Concerns regarding users’ confidence and

trust in the reliability of a smart contract’s

operations, code and stakeholders.

[169, 60, 28, 113, 111,

114]
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ming languages such as Solidity [280], which inherently limit the expression of legal clauses.

Therefore, comprehending the code in terms of its embedded terms and policies becomes

a significant hurdle. As a result, these language concerns critically impact developers and

domain experts during the creation and development processes. We categorise them into

key subcategories: Complexity, code-readability and expressiveness. Two secondary studies

have performed SLRs to analyse the current landscape of smart contract languages, focusing

on identifying the various languages and their characteristics [77, 300].

• Complexity refers to the intricacy and difficulty associated with the programming

language and the resulting code. It considers factors such as syntax intricacies, limited

features, lack of standardised development practices and the learning curve required

to master the language [120, 266]. A complex language can impede the achievement of

required goals and policies set by the system’s stakeholders [296], leading to convoluted

code structures and difficulties in comprehension and maintenance [130]. With limited

features, developers often adapt their requirements to the rigid structures, resulting in

error-prone code [55, 318, 289]. As a result, developers are faced with the daunting task

of manually implementing and enforcing terms within the constraints of the existing

languages, leading to increased complexity and potential risks [230]. In the primary

studies, three perspectives are discussed regarding concerns related to language com-

plexity: IT background developers, non-IT background developers, and collaborative

developments.

– IT-background developers: The complexity of generating or creating code can

greatly affect how easily developers can work with and deploy smart contracts.

The main concern revolves around the usability and complexity of programming

languages and tools, which often demand significant time and expertise to navigate

effectively [62, 54, 130, 55, 245, 128, 127, 289, 266, 120]. Balancing security and

usability in smart contract development is challenging. While Solidity is the most
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usable language for new developers, it is more prone to vulnerabilities. In contrast,

Liquidity and Pact offer greater security but are less usable within the developer

community [230]. In addition, complexity is further compounded when developers

design smart contracts for different blockchain platforms [128, 127].

– Non-IT background developers: The main concern is the complexity involved in

smart contract development, which primarily caters to developers. These systems

lack development usability for developers without programming experience, mak-

ing it challenging for them to create smart contracts. Professionals in business

areas and developers unfamiliar with smart contract technology face difficulties

understanding and working with these contracts [62, 312, 287, 198, 120, 109, 318].

There is a recognised need for natural language to simplify the creation process,

enabling non-programmers to participate in smart contract development.

– Collaborative Development: The complexity of collaborative development with

varying expertise and perspectives can lead to communication breakdowns and

conflicts in drafting contract terms and conditions [243, 134, 293]. Semantic con-

sistency poses a challenge, as contracting parties may interpret terms differently

based on their contexts. Achieving common consent is difficult due to variations in

natural language grammar, particularly in translations between languages, which

may alter the original meanings of contract clauses. Furthermore, the need for

multilingual understanding arises in the globalised business landscape, where com-

panies operate in multiple markets and require contract interpretations across

different languages. These challenges underscore the intricate nature of collabo-

ratively developing smart contracts.

• Code-Readability: The literature highlights two key concerns of readability: code-

readability and human-readability. Code-readability refers to how well developers can

understand the code for maintenance and reuse, while human-readability concerns how
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easily stakeholders can comprehend the code. In decentralised applications, smart con-

tract code is visible to all users, enabling them to read, assess and understand it for

interaction. Therefore, human-readability reflects an interaction aspect discussed in

the next subsection. The challenge of ensuring code readability in smart contract de-

velopment is particularly pronounced due to the extensive reuse of code [299, 32]. A

Study indicates that 10% of security vulnerabilities are related to code reuse that lacks

proper comments [323]. This challenge is compounded by the need to optimise code

to reduce gas consumption. In this context, gas refers to the unit of measurement for

computational work required to execute operations on the blockchain and determines

the fees paid in cryptocurrency for deploying and running contracts. Since gas fees are

directly tied to the complexity and length of the code, developers prioritise optimising

smart contracts to minimise these costs. However, this often comes at the expense of

readability. Enhancing readability can increase gas consumption, resulting in higher

deployment and execution costs. On the other hand, poor readability can lead to

errors, making it difficult for developers to maintain and reuse code effectively, thus in-

creasing the risk of vulnerabilities [299, 32]. Furthermore, due to code reuse practices,

comments often contain inconsistencies that can mislead developers and users, poten-

tially introducing vulnerabilities to contracts [129]. The lack of effective comments in

most smart contracts code is concerning in terms of code-readability [323, 329].

• Expressiveness: It highlights the language’s ability to enable developers to articu-

late complex concepts or solutions concisely through its features and structures. The

expressiveness concerns inherent in existing languages present significant challenges,

particularly in accurately converting natural language contracts into machine-readable

code while preserving validity and semantic fidelity [318, 108, 289, 48, 121, 250, 62].

This challenge is especially pronounced in the development of legal smart contracts,

where a thorough understanding of legal contract terms is essential for their precise
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translation into software requirements [76, 250, 5, 247, 293, 168, 121, 289]. The trans-

lation process involves mapping the content and structure of legal contracts to a formal

representation understandable and executable by smart contract systems, demanding

collaboration between engineers and domain experts to ensure that contract terms are

expressed accurately into executable code. However, increasing the expressiveness of

the code can compromise the safety of smart contracts [273]. Additionally, the study

[295] argued that the focus should not be on the translation and expressiveness of

programming languages but rather on the design of smart contracts.

Legality of Smart Contracts: One of the primary concerns highlighted in developing

smart contracts is the absence of explicit legal regulations across many jurisdictions. This

lack of clarity raises uncertainties regarding their legal validity and enforceability [73, 168,

200, 216, 12, 159]. Smart contracts, functioning as legally binding agreements, often en-

counter challenges in harmonising with established legal frameworks such as international

law, securities law and general data protection regulations (GDPR) [73]. For example,

smart contracts, inheriting immutability from blockchain technology, encounter challenges

in adhering to the GDPR’s "right to be forgotten" principle. This discrepancy leads to

enforceability and legality issues, with potential implications for consumer protection and

transactional clarity. Moreover, traditional contract law tools, designed for conventional set-

tings, may not seamlessly adapt to the technological complexities and immutability of smart

contracts such as termination, rescission, modification and reformation [200, 159]. Ongoing

debates on smart contracts vary widely, with some disputing their classification as contracts

altogether or perceiving them as a disruptive force in traditional contract law [12, 295].

Ethical and Social Implications: Few studies have shed light on ethical and social con-

cerns during the development of blockchain and smart contracts technology. These concerns
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include encoded biases, transparency, accountability in governance and decision mechanisms

and the risks associated with commodifying social interactions and values [79, 186, 303]. The

lack of public awareness and transparency in decision-making processes within smart con-

tract systems leads to biases and may empower specific parties while excluding others. The

opacity surrounding decision determinations may obscure the nuanced social interactions

shaping contractual relationships.

Interaction Human Concerns

Usability: Users often face challenges when interacting with smart contracts and their

transactions, particularly due to their complexity. Studies such as [153, 111, 140, 227, 23, 157,

113, 214] highlight users’ deficiency in comprehending the underlying smart contract mech-

anisms, leading to uninformed decisions and exposure to risks and threats. These findings

emphasise the critical need for clear and informative methods to aid users in understanding

smart contract functionality. For example, the studies [113, 153] highlight challenges faced

by first-time cryptocurrency users, particularly in terms of usability and user experience.

Additionally, accessibility for users with disabilities poses significant barriers, requiring ex-

ploration into potential obstacles faced by individuals with disabilities when interacting with

smart contracts, which comes with an contractual enforcement [190, 156].

Human-Readability: Blockchain and smart contracts technology introduce a novel mech-

anism where the code is visible to all users, allowing them to read and verify the terms

embedded within the code. Therefore, the literature discusses human-readability for stake-

holders who are not developers, especially in the context of legal or contractual agreements.

Concerns related to human-readable contracts pertain to the comprehensibility of coding

information and data for individuals with varying levels of expertise. Studies emphasise that

the policies and terms encoded should be readable by humans, particularly if they are legal
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documents [250]. It has been suggested that smart contracts should be as understandable as

traditional contracts for stakeholders to grasp the written contractual agreement [109]. How-

ever, the existing programming language often lacks a straightforward mapping to natural

language, impeding human understanding and reasoning [243, 329].

Governance: While it is often assumed that smart contracts operate in a decentralised

manner akin to blockchain technology, this assumption does not accurately reflect the real-

ity. Unlike the decentralised execution and approval of transactions inherent in blockchain,

the governance of smart contracts often involves centralised mechanisms. In practice, the

operation of smart contracts may be subject to centralised governance structures, includ-

ing privileged accounts, third-party involvement and permission control mechanisms. The

studies [169, 152, 322] collectively shed light on the centralised risks associated with smart

contract governance, revealing a gap in academia concerning this area. The findings in [169,

114] specifically identifies the risk posed by access control mechanisms introducing privileges

accounts into smart contracts. This risk materialises when privileged users access critical

contract functionalities, potentially exposing vulnerabilities if their private keys are com-

promised. The access control can be a sensible measure for enhancing security in an open

ecosystem; however, it may also undermine decentralisation. There is a need to balance

authorisation and decentralisation within smart contract governance [169].

Cost and Fees: Fees emerge as a problematic area for users, often leading to incom-

plete or inaccurate understandings. The relationship between fees and transaction speed

remains unclear, resulting in complexity and opacity for users [153, 222]. Users need to

be aware of various fees, including deposit fees, exchange fees, withdrawal fees, merchant

fees and network fees with their recipients. These fees are associated with different services,

including wallets, exchange platforms, third-party services and miners incentives [113]. This
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complexity, combined with ambiguous criteria for fee amounts and payment methods, poses

challenges for users unfamiliar with blockchain technology [111] which can hinder user en-

gagement and participation in blockchain-based applications [96]. Conversely, there is an

argument for hiding the intricacies of fees, particularly the gas system in Ethereum, from

end-users. Exposing users to the complexities of the gas triangle—composed of gas price, gas

usage, and gas limit—can lead to confusion, inefficiencies and suboptimal user experiences

[222].

Trust: There is a prevailing misunderstanding that blockchain systems function entirely

without trust. While smart contract code operates automatically through the blockchain’s

consensus mechanism, without relying on a trusted intermediary, trust remains a significant

concern. Trusting a smart contract entails placing confidence in its developers, owners

and design decisions [169, 60, 28, 113]. The absence of established social contexts further

complicates trust concerns surrounding smart contracts [111]. This lack of context, along

with ongoing risks of centralisation and dependence on developers, increase trust concerns

regarding smart contracts [114].

Secondary Studies

This subsection turns to secondary studies to validate our findings and find any overlooked

insights that were not fully addressed in our primary research. The concerns expressed in

secondary studies aligned closely with those discussed in our study. Studies provide a com-

prehensive overview of smart contracts [164, 308, 286, 254], legal aspects [78, 116, 117, 70,

239], smart contract languages [300, 77], interaction and social aspects [112, 265] and ethical

considerations [288]. Furthermore, some secondary studies have expressed privacy concerns.

However, we have excluded this concern from our classification because the issue primarily

pertains to blockchain technology and its properties. Blockchain promotes transparency by
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making transactions visible to all participants. This transparency poses challenges in safe-

guarding sensitive information within smart contract transactions. Therefore, while privacy

is a critical human consideration in the broader context of blockchain technology, it falls out-

side the scope of our study, which focuses specifically on concerns related to smart contracts

and their design and interaction.

2.5.2 Current Strategies and Solutions (RQ1)

This section presents current solutions and interventions aimed at addressing the discussed

concerns. We exclude secondary studies from the solution discussion, as they solely review

the current state of the art. Furthermore, we grouped the primary studies based on their

contributions into analytical research and technical solutions for better discussion. The

latter category focuses on presenting methods, tools, frameworks and approaches proposed

as human-centric solutions. Figure 2.7 summarise the categorisation of the existing solutions

in the primary studies.

Analytical Studies

This group involves the analysis of existing data, concepts, or phenomena within a specific

domain, which captures the essence of examining and interpreting existing information to

gain insights or draw conclusions [246]. These studies include human-based surveys, empirical

investigations, conceptual and exploratory studies and comparative studies [118]. Given the

infancy of this technology, these studies have provided insights and new concepts to be

investigated further. Table 2.5 illustrates the focus areas of each analytical study in this

subsection.
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Table 2.5: An Overview of Analytical Studies and Their Focus Areas

Type Study Description

Empirical

Human-

Based

Studies

[153] Usability testing for DApp Application.

[111] Understanding of user-centred cryptocurrency threats.

[28] Social and legal acceptance of end users in blockchain smart contracts

for energy markets.

[303] Evaluating design choices to support social collaborative economies.

[60] Understanding human trust in blockchain-based systems.

[73] Analysis to identify key barriers to adoption, the mismatch between

legal requirements and IT capabilities.

[214] Using design tools and methods, along with research and public en-

gagement, to explain new technology from an HCI perspective.

[190] Analysing accessibility in crypto through qualitative data from dis-

abled individuals.

[113] Identifying challenges from UI to cryptocurrency-specific issues for the

HCI community.

Empirical

Studies

[322] Detecting centralised security risks in existing decentralised ecosys-

tems.

[96] The impact of fee prices on user activities on Ethereum.

[222] Supporting next-gen DApps that hide the gas triangle from users.

[230] Analysing programming practices for usability and security.

[299] Trade-off between code readability and gas Consumption.

Conceptual &

Exploratory

Studies

[169] The dilemma between authorisation and centralisation.

[79] Bringing attention to fundamental conceptual and methodological

challenges encountered by HCI researchers.

[12] Clarification of smart contracts in relation to the civil code.

Comparative

Studies

[121] Comparison of imperative and declarative languages from a legal and

technical perspectives.

[54] Usability of Obsidian programming language compared to Solidity.
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Figure 2.7: Categorisation of the Existing Solutions to Address Human Concerns

Human-Based Surveys: They have been conducted with users as subjects to test us-

ability, accessibility and acceptance of decentralised applications [153, 28], understanding

trust [60] and assess accessibility for disabled individuals [190]. Furthermore, experts have

provided valuable insights into understanding user threats in cryptocurrency [111], evaluat-

ing societal implications of using blockchains [303] and identifying key barriers to adoption

[73]. The studies [113, 214] have explained and highlighted the challenges for the Human-

Computer Interaction (HCI) community to address.

Empirical Studies: These studies aim to understand specific phenomena. They investi-

gate the impact of fees on user activity on Ethereum [96], examine the trade-offs between

code readability and gas consumption [299] and explore methods to conceal gas transac-

tion fees from end-users for the next generation of Dapps [222]. Another study provides

comprehensive insights into identifying and detecting risks associated with centralised and

privileged accounts [322]. Additionally, a separate study analyses the usability and security
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aspects of programming languages used in developing smart contracts [230].

Conceptual and Exploratory: The study [79] examines the intricate landscape of block-

chain in terms of trust, governance, decentralisation and the fundamental challenges of HCI.

Additionally, research has explored emerging centralisation risks in the literature, particularly

issues with privileged accounts and the complexities of authorisation and security [169].

Furthermore, the study [12] has provided valuable insights into the intersection of smart

contracts and civil code, establishing a foundation for ensuring legal compliance in practical

applications.

Comparative Studies: We encountered two comparative studies focusing on the lan-

guages used in smart contracts. The first study compares the differences and advantages

between declarative and imperative languages [121]. It noted that while imperative lan-

guages are commonly used in practice, declarative languages offer better handling for legal

and descriptive programming of smart contracts. In addition, the second study compares

the Obsidian language (declarative) with Solidity (imperative) to provide further insights

into their respective strengths and weaknesses [54].

Human-Centric Solutions

This group includes solutions and interventions such as tools, new languages, approaches,

methods and frameworks. We classify and analyse these approaches based on their types,

which may encompass development and interaction stages. Additionally, we specifically

identify the target audiences of these solutions in our discussion.
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New Programming Languages and Modelling Approaches: Addressing human con-

siderations in smart contracts entails a focus on the languages utilised to code these contracts.

This area of interest stems from the code embodying the business rules, agreements and

policies, carrying obligations and enforceability upon execution. New languages, modelling

approaches and their generation into executable contracts have emerged as highly reported

solutions in our primary studies [23, 55, 250, 128, 127, 273, 296, 108, 318, 289, 245, 48, 134].

As a result, there is considerable interest in addressing the limitations of existing languages

and how to encode policies and obligations, particularly concerning legal contracts [76, 168,

247]. A few studies have also proposed requirements to be considered when designing new

languages for smart contracts [55, 5, 295, 168].

Code-Comments Methods: Several studies tackle concerns regarding the readability of

smart contracts through the development of comment-generation frameworks. For instance,

the CCGIR framework retrieves the most similar code from the repository and reuses its

comments to generate comments for smart contracts [323]. The CCGRA approach leverages

retrieval knowledge to produce high-quality comments for user-defined code [329]. Moreover,

the study [129] introduces a tool for detecting inconsistencies between comments and code,

aiming to minimise code misuse by users and developers, and ultimately reduce the risks of

vulnerabilities.

Visualisation Tools: Some studies have proposed human-centric approaches to address

issues of understandability and complexity in existing languages. Visualisation techniques

have been created to serve users with non-IT backgrounds, whether for drafting smart con-

tracts or interacting with them. For instance, studies such as [198, 287, 312] advocate for

visual programming platforms to create smart contracts. Visual applications featuring user-

friendly interfaces have been introduced to simplify interactions with smart contracts and
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make them accessible to all, including socially vulnerable and underprivileged individuals

[156]. A graph-based visualisation framework has also been developed for smart contracts,

wallets and transaction data [157].

Nature-Languages Solutions: Researchers propose leveraging natural language tech-

niques to enhance usability in creating and interacting with smart contracts. Studies such

as [62, 109] aim to simplify smart contract creation using natural language input. Addi-

tionally, the SMARTDOC tool [140] assists users in understanding contract functions by

generating natural language descriptions as user notices. The study [293] introduces AI-

assisted frameworks using natural language processing techniques, which provide a universal

representation of contracts for a common understanding of obligations. The Tx2TXT tool

automatically generates security-centric textual descriptions directly from smart contract

bytecode to facilitate user decision-making before executing contracts [227].

Detection and Assessment Tools: In the pursuit of enhancing human-centric aspects

of smart contracts, various tools have been developed to address readability, fairness and

ownership concerns. The FairCon framework automatically verifies the fairness properties

of smart contracts [186]. The Ethpector is a technical solution to automatically extract

privileged parties from smart contract bytecode [114]. Finally, the study [32] introduces a

tool to assess code readability automatically.

Development Supportive Methods: Several approaches have been proposed to support

developers and address shortcomings in smart contract development. These methods aim

to streamline contract creation and provide flexibility for modification. For instance, the

use of model-driven engineering approach to aid the design and creation of smart contracts

[120] and a method for creating smart contracts akin to using a text editor [243]. The
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Gifflar method [266] enables dynamic generation of smart contract code while a decentralised

application remains operational. Additionally, The Long Short-Term Memory Recurrent

Neural Networks (LSTM-RNN) generates contract templates [130]. When addressing legal

modification concerns, both [159] and [200] propose solutions—a system architecture for

modification and a set of design standards, respectively. Lastly, to tackle privileged accounts

and centralisation issues, the study by [152] offers a library for responsible ownership and

management of ERC20 tokens.

2.5.3 Mapping Human Concerns with Quality Attributes (RQ2)

In this section, our objective is twofold. First, to identify the common qualities associated

with human concerns by mapping them with the qualities outlined in the ISO/IEC/IEEE

24765 standard [151]. Second, to identify new qualities that may have been overlooked in

the existing literature by adopting NIST [220] trustworthiness characteristics and qualities.

The method and rationale for choosing these standards are described in Section 2.3.6.

Common Qualities

Table 2.6 presents the most commonly reported qualities and their mapped definitions from

the ISO/IEC/IEEE 24765 standards [151]. We observed terms and characteristics in the

context and mapped them with the most appropriate qualities defined in [151]. The second

column of Table 2.6 provides representative examples of the terms used to describe con-

cerns, which we then mapped with the terminologies in the first column. Additionally, the

table includes a sample of primary studies where specific terms and characteristics of smart

contracts were identified. The most commonly reported quality attributes with concerns

across both phases of development and interaction include understandability, transparency

and accountability, simplicity and learnability, usability and accessibility, safety and fairness.
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Table 2.6: Mapping of Most Discussed Quality Attributes

Standard Mapping Representative Terms Sample

Understandability "understanding SCs before executing", "deep techni-

cal understanding", "must understand the contents",

"poorer understandability", "struggle to understand",

"cannot understand functionality"

[23, 140,

243, 32,

293]

Transparency &

Accountability

"does not speak to concrete implementations", "threat

to accountability", "party’s power", "trust in individual-

s/institutions", "destroying SCs", "control operation",

"violate decentralization", "underlying intent", "parties

without knowledge"

[79, 114,

227, 157,

322]

Simplicity &

Learnability

"familiarity of the developers", "not easy to implement",

"distinct terminologies", "steep learning curve"

[130, 54,

198, 120]

Usability &

Accessibility

"how interfaces prevent adoption", "user interfaces suf-

fer", "friendly to lawyers", "for the socially vulnerable",

"accessibility violations", "multi language issue arises"

[243, 190,

113, 5,

153]

Compliance "legally-binding DAO", "regulation and legislation un-

certainty", "contracts require signatures", "conflict with

SCs"

[76, 28,

295, 73,

12]

Safety "protection", "stronger safety properties", "loss of

money", "safety concern"

[273, 62,

289]

Fairness "fair, secure, flexible", "biases will be encoded", "is un-

fair to certain participants"

[28, 79,

186]
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The selected primary studies have also reported other quality attributes, such as flexibility,

readability and efficiency.

Overlooked Qualities

Smart contracts, as a groundbreaking technology, necessitate thorough exploration as they

are still in their infancy and lack standardisation and guidelines to address the challenges

encountered by human in the loop. Current standards fail to adequately address the unique

characteristics of immutability, automation, and enforcement inherent in smart contracts.

Therefore, we extend our examination of smart contracts by exploring trustworthiness within

systems that automate decision-making such as AI. Although smart contracts primarily

adhere to more straightforward if/else statements for decision-making, their complexity arises

during development and execution due to the immutability of blockchain, where decisions

are final and irreversible, and the enforceability of outcomes in smart contracts may entail

financial obligations.

Attributes of trustworthiness are deeply connected to behaviours in social and organ-

isational settings. They are shaped by the decisions of those who develop these attributes

and by interactions with individuals who offer insights and oversight to these systems [220].

Therefore, the concept of trustworthiness is akin to human considerations in designing and

interacting with systems, which can help us explore potential qualities that can enhance the

design and development of smart contracts.

The NIST standards [220] outline characteristics and principles for AI trustworthi-

ness and they define quality attributes using well-known ISO standards. We leverage these

characteristics to systematically identify qualities that may have been overlooked or not

previously considered in the design of smart contracts. The NIST delineates seven key char-

acteristics of trustworthiness: (1) Valid and Reliable, (2) Safe, (3) Secure and Resilient, (4)
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Figure 2.8: The AI Trustworthiness Characteristic by NIST [220]

Accountable and Transparent, (5) Explainable and Interpretable, (6) Privacy-Enhanced, and

(7) Fair – with Harmful Bias Managed, as presented in Figure 2.8. The characteristics of

"Valid and Reliable" serve as the foundation for the other trustworthiness attributes, while

"Accountable and Transparent" are interconnected with all other characteristics, as illus-

trated in the vertical box. However, it is important to note that trade-offs typically occur.

Not all characteristics apply equally in every setting; some may be more or less important

depending on the situation [220].

Given the broader discussion of smart contract concerns, including technical and hu-

man aspects, principles such as validity, reliability, safety, security, privacy and fairness are

already being discussed. However, characteristics that tend to be overlooked based on the

seven principles are explainability and interpretability. Explainability involves representing

the mechanisms underlying the operation of systems, while interpretability pertains to un-

derstanding the significance of system outputs within their intended functional contexts.

Collectively, explainability and interpretability aid system operators and users in gaining

deeper insights into the functionality and reliability of the system, including its outputs

[220]. Additionally, smart contracts have had limited in-depth discussions on accountability

and transparency, as emphasised in the human concerns Section 2.5.1. It is often assumed

that smart contracts are transparent, similar to blockchain technology. However, this mis-

conception has led users to trust risky smart contracts, resulting in financial losses [94]. The

decision-making processes, policies, terms and privileged controls within smart contracts are

54



Human-Centric Design Considerations in Smart Contracts: A Systematic Review

neither transparent nor explainable. This lack of transparency also impacts the accountabil-

ity of these decisions.

Therefore, we recognise that the human-centred attributes of explainability and in-

terpretability are frequently neglected in the domain of smart contracts. Additionally, the

aspects of transparency and accountability have not been thoroughly explored in existing

research. These attributes are essential for the design of human-centric smart contracts, as

they address critical questions such as "how decisions are made," "who is responsible or

involved in making those decisions," and "why specific actions are taken."

2.6 Discussion

This section summarises the most notable observations and highlights gaps and opportuni-

ties for human-centric smart contracts. Precisely, we carefully position our discussion on the

lack of human consideration in designing smart contracts with their quality attributes. Ad-

ditionally, we present the potential threats of validity and the methods employed to mitigate

them.

2.6.1 Overview of Future Directions

Based on our findings, the literature on human considerations has primarily focused on

developing new programming languages, code generation approaches and external tools while

overlooking aspects related to the design of smart contracts. Several gaps can steer future

directions as follows:

There is a gap in understanding smart contracts’ current capabilities, characteristics

and quality attributes. Recent research and development efforts have focused on establishing
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new languages and tools for creating smart contracts, as presented in Section 2.5.2. According

to [300], over a hundred new languages have been proposed for smart contracts. However,

the proliferation of these new languages could complicate development efforts and present

challenges for developers. Future work should focus on design aspects of smart contracts,

which necessitates a thorough understanding of their properties and the establishment of

new definitions and standards to support their unique nature.

Furthermore, legality and compliance concerns have driven many discussions. A sig-

nificant aspect that has received attention in the literature is the conflict between smart

contracts and regulations such as GDPR’s "right to be forgotten" [117, 73, 239, 28]. How-

ever, the literature often overlooks Article 22 of the GDPR [131], which addresses automated

algorithms. This article implies the right to receive "meaningful information about the logic

involved", sometimes referred to as the right to explanation [251, 145]. This article is signifi-

cant in smart contracts, given that these decisions are automated with enforceable outcomes

[101].

There is a noticeable absence of human-centred methodologies to identify and address

smart contract requirements and design. Existing interventions primarily focus on external

tools for visualisation and textual generation of current smart contracts [198, 287, 312,

156, 227, 140], without engaging in critical discussions regarding their design and requisite

specifications. As smart contracts become increasingly complex, relying solely on external

tools may prove insufficient and overwhelming for users. Therefore, there is an urgent need for

design methodologies that prioritise human needs and comprehension when interacting with

smart contracts. With this shift in perspective, we can explore new approaches to rethink

the design of these systems, ensuring their decisions are understandable and trustworthy.

Limited attention is given to human qualities and attributes in smart contracts, such

as understandability, transparency and accountability, all of which are integral for ensuring a
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system’s trustworthiness. Additionally, the gap in explainability and interpretability suggests

that future research should explore approaches and frameworks to design trustworthy smart

contracts with these qualities in mind. It is essential to understand how smart contracts make

decisions, whether centralised or decentralised, who is responsible and what data drives the

logic. This comprehensive understanding is critical to ensuring transparency, accountability,

ultimately, explainability of the decisions.

There is a gap in reasoning approaches and implications within smart contract deci-

sions. This lack of knowledge can lead to unexpected outcomes for users during the regular

operation of decentralised applications. While the industry has made progress in explaining

the behaviour of smart contracts, such as token swapping and auction behaviours [227], there

is still a gap in providing clear explanations of the decision-making process. Future work

should focus on developing methods to justify and clarify the logic behind smart contract ac-

tions, reducing bias and preventing privileged accounts from misleading users. Additionally,

research should explore evaluation techniques to ensure these explanations are compelling

and enhance trust in smart contract operations.

2.6.2 Gap Analysis

In our thesis investigation, we have chosen to address gaps and limitations stemming from

the need for explainability to tackle some of the human concerns expressed in our findings.

The key gaps that will be addressed in this thesis are as follows:

• The oversight of human-centric system qualities in smart contracts limits

understanding of the explainability role in smart contracts. Our investiga-

tion has revealed that there has been limited focus on understanding transparency,

accountability and understandability and their connection to explainability in smart
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contracts. This missing knowledge pertains to the definition of transparency versus vis-

ibility, the assignment of responsibility and accountability versus traceability and the

need for unbiased and non-discriminatory reasoning in decision-making. Therefore, as

an initial step towards addressing this emerging need, we propose a knowledge frame-

work to comprehend explainability in the context of smart contracts. This framework

seeks to systematise knowledge of transparency, accountability and understandability

across different system levels. We aim to understand the role of explainability in smart

contracts and its relation to these concepts. Drawing from these findings, we provide

explainability requirements analysis and design principles for smart contracts to guide

designers and engineers toward explainable smart contracts. Chapter 3 provides a

comprehensive exploration of unveiling smart contract explainability.

• The lack of human-centric explanation requirements and design frameworks

in smart contracts. Our SLR findings uncovered that human-centric solutions pri-

marily simplify development complexity and provide external tools to enhance interac-

tion. As a result, a significant gap exists in frameworks that elicit information require-

ments, particularly in addressing the behavioural components and decision-making

mechanisms in smart contracts. Therefore, we propose a structured, human-centred

framework for defining information requirements to design eXplainable Smart Contract

(XSC) systems. Combining principles from human factors, such as Situation Awareness

(SA), with Goal-Directed Task Analysis (GDTA), a three-level framework has been de-

veloped to determine information and explanation requirements for XSC. Within this

framework, a taxonomy has been provided to categorise existing decision mechanisms,

serving as foundational elements for clarifying smart contract behaviours. As a re-

sult, the framework can assist requirements engineers to identify essential information

necessary for rationalising each decision independently. The proposed framework is

explained further in Chapter 4.
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• Lack of evaluation methods to assess the need for explanation in smart

contracts to avoid potential surprises and epistemic uncertainties. The field

of smart contracts is rapidly evolving, yet there remains a significant gap in the de-

velopment and implementation of evaluation methods to assess the necessity of ex-

planations. This gap can result in misunderstandings or misinterpretations of smart

contract behaviours and decisions, ultimately leading to automation surprises and epis-

temic uncertainties. To address these gaps, we introduce the concept of explainability

purposes as integral resources for evaluating the explanation needs and designing ex-

planations for smart contracts. Additionally, we develop a novel assessment framework

inspired by the metacognitive explanation-based (MEB) theory of surprise to system-

atically evaluate the potential for surprises arising from epistemic uncertainties (lack of

knowledge). These approaches can help designers and engineers evaluate explainability

needs, design enhanced smart contracts with explainability and understand the cost

implications of explanation. Chapter 5 provides additional details on the evaluation.

2.6.3 Threats to Validity

This section outlines the potential threats to validity identified in our study, guided by the

insights provided in [10, 317].

Internal validity:

To mitigate the impact of irrelevant variables and potential biases in our study, we established

a rigorous research protocol following guidelines by Kitchenham et al. [162]. Initially, we

conducted a scoping review to formulate the search string by experimenting with a few

databases. We then implemented a rigorous selection strategy with explicit inclusion and

exclusion criteria. To enhance our coverage, we employed forward and backward snowballing
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techniques [316], mitigating the risks of missed studies by automated searches. Additionally,

reviewers independently conducted the paper selection process and resolved discrepancies

through group discussions. To further minimise biases, we ensured all reviewers shared a

common understanding and aligned the data extraction process with the research questions.

Construct validity:

A potential issue arises when the operational definitions or measurements of constructs (i.e.,

concepts or variables) in a study do not accurately represent the theoretical concepts in-

tended to measure. Given the broad nature of concerns and human involvement, which

could potentially introduce conflicting concepts during data extraction and synthesis, we

carefully defined the terminology of concerns and perspectives related to human involve-

ment. Specifically, we used well-established standards to define these terminologies and

implemented a systematic approach to ensure consistency and clarity. Additionally, we con-

sidered secondary studies to cover insights not addressed in the primary studies and assess

our identified concerns’ coverage.

Conclusion validity:

A potential threat to conclusion validity is the possibility of incomplete coverage of smart

contract concerns and classifications, as other classifications or themes may exist. To mit-

igate this risk, we employed thematic analysis [63], an iterative process that allowed us to

refine our classifications as new concepts emerged. We also consulted secondary studies and

standards to ensure any missing classifications or concerns were noticed. Multiple reviewers

participated in this process to reach a common interpretation of the data. Nevertheless,

our classification system remains adaptable and capable of evolving to accommodate new

additions and changes over time.
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Table 2.7: Related Work and Their Focus Areas

Study Focus Area

[6] Classifies technical challenges into six main categories: security, privacy, software engi-

neering, application, performance and scalability.

[13] Identifies main research streams, covering technical foundations, blockchain applications

for IoT, standardisation, verification and security

[70] Addresses automation and generation of smart contracts from a user perspective.

[112] Cryptocurrency human challenges classified into six themes: trust, motivation, usability,

user engagement, application-specific use cases and support tools.

[131] Highlights key GDPR articles issues related to blockchain and smart contracts.

[164] Categorises challenges into two primary categories: improvement and usage.

[286] Discusses various technical and management challenges.

[298] Focuses on challenges in software engineering aspects and platforms other than Ethereum.

[308] Highlights general challenges of smart contracts across system layers.

2.7 Related Work

In this section, we review key systematic literature reviews that investigate different facets of

smart contract technology. The identified SLRs fall into three main categories: technological

developments, user interactions and scope-focused reviews. Our study, however, captures

both aspects. Table 2.7 summarises these studies, highlighting their specific focus areas.

Technical Reviews: Alharby et al. [6] provided insights into the current research

landscape, classifying studies into six categories: security, privacy, software engineering, ap-

plication, performance and scalability. They have noted a lack of research on scalability, par-

ticularly in executing contracts in parallel to enhance throughput. Additionally, Wang et al.

[308] presented a framework for smart contracts with six layers: infrastructures, contracts,

operations, intelligence, manifestations and applications, highlighting security vulnerabili-

ties. Khan et al. [164] categorised existing smart contract studies into two categories: smart
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contract improvement and smart contract usage. The former addresses challenges such as

functionality verification, performance optimisation, vulnerability mitigation and trustwor-

thy data feeding. The latter focuses on domain-specific challenges through smart contract

utilisation. Moreover, Taherdoost [286] have highlighted challenges such as the lack of solid

data processing capacity, effective smart contract management and security vulnerabilities.

Ante [13] conducted a bibliometric analysis of smart contracts research, identifying several

main research streams: technical foundations, blockchain applications for IoT, standardi-

sation, verification and security. It highlights emerging clusters, such as smart contracts

and the law, indicating their interdisciplinary nature. Despite various findings, the study

underscores the uncertainty surrounding smart contracts’ potential.

These reviews primarily focus on the technical challenges associated with smart con-

tracts. In contrast, our study takes a different approach by addressing challenges from a

human perspective. We view smart contracts as social mechanisms, emphasising the impor-

tance of human understanding, trust and interaction in their design.

User-Centric Reviews: Dixit et al. [70] conducted a systematic literature review

on smart contract automation models which focuses on technical features and legal signifi-

cance. They highlight that existing approaches primarily cater to technical users, limiting

accessibility for non-technical users and neglecting the social aspects. Our study extends this

work by incorporating additional user perspectives, contributing to a broader understanding

of smart contract usability. Additionally, the review by Fröhlich et al. [112] focuses on the

interaction phase for a single use case, cryptocurrency, whereas our study provides a broader

perspective. They identified six themes: trust, motivation, wallet usability, user engagement,

application-specific use cases and support tools. Their review emphasises the importance of

trust in decentralised systems and advocates for sociotechnical design perspectives. It aids

in understanding blockchain interaction design and suggests future HCI research directions.
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Scope-Focused Reviews: Vacca et al. [298] noted that existing literature reviews

focus mainly on security and biomedical applications, rather than software engineering. Most

research centers around Ethereum, with limited attention to Bitcoin and Hyperledger. This

gap underscores the need to investigate software engineering issues in different blockchain

platforms. The study highlights key challenges such as integrating blockchain with existing

systems and evaluating associated costs and benefits. Another systematic review, conducted

by Haque et al. [131], synthesised prior works on GDPR-compliant blockchains. They

highlighted key GDPR articles, particularly issues with data deletion and modification. The

study also explored role distribution among actors, emphasising GDPR compliance in IoT

and blockchain-based industrial data contexts. However, it lacked discussion on Article 22,

which pertains to providing meaningful information for automated processes and is linked

to the informal right to explanation.

2.8 Summary

This chapter explored human concerns in blockchain smart contracts through a systematic

literature review of 61 primary and 14 secondary studies. It identified issues in both devel-

opment and interaction stages. Development concerns predominantly affect technical and

non-technical stakeholders, including language complexity, legality and ethical implications.

Interaction concerns, such as usability, governance, trust and cost, impact end-users.

The review highlighted important human quality attributes, including transparency,

accountability and understandability, which often receive limited attention or are misunder-

stood. Notably, explainability and interpretability are rarely explored in smart contracts

domain. The findings indicate a significant gap in addressing smart contracts’ explanation

requirements and qualities for designing trustworthy systems.
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We argued that more attention should be given to trustworthy design elements. One

direction is integrating explainability into the design of smart contracts to reshape future

research in this field. As a result, this chapter presented several research directions: (i) Sys-

tematising knowledge on transparency, accountability and understandability to understand

the role of explainability in the context of smart contracts. (ii) Developing a human-centric

framework to determine information and explanation requirements for designing explainable

smart contracts. (iii) Evaluating the need for explanations through the lens of explainability

purposes to reconcile surprises and investigate cost trade-offs.
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Chapter Three

Explainability in Smart Contracts by

Systematising Transparency and

Accountability

Chapter 2 has highlighted key quality attributes such as transparency, accountability and

understandability that received limited attention in smart contracts. Our findings have re-

vealed that explainability is rarely explored in this context. Therefore, this chapter aims to

systematise existing knowledge on transparency, accountability and understandability. This

structured understanding reveals gaps and areas of consensus. Building on this knowledge,

we present a comparative analysis demonstrating the complementary relationship between

explainability and the discussed concepts. We then provide a comprehensive analysis of

explainability requirements tailored to smart contracts, derived from the foundational ques-

tions of who, what, why, when and how. This in-depth analysis serves as a foundation for

the subsequent investigation of explainability requirements in the upcoming chapters.
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3.1 Overview

The field of Explainable Artificial Intelligence (XAI) has emerged to address concerns in AI

transparency, accountability and trust, aiming to make these systems more understandable

to humans through explainability. The XAI literature often discusses explainability in terms

that overlap with concepts such as interpretability, understandability, comprehensibility and

transparency [18, 40, 201]. However, these terms are poorly defined in smart contracts and

public blockchains’ current standards, such as [146] due to their recent emergence.

To understand the role of explainability in smart contracts, it is essential to examine

transparency, understandability and accountability. While these concepts are important in

various systems, each with its own constraints, their application in smart contracts brings

unique challenges due to the decentralisation and complexity. Blockchain technology is

renowned for its transparency and accountability; however, the existing literature on smart

contracts presents varied and sometimes conflicting perspectives on these concepts.

Several studies challenge the notion of transparency by highlighting that the intricate

workings of blockchain and smart contracts are not understandable to different user groups

[5, 214, 223, 292]. The term ‘transparent’ is inappropriate in the current state of smart

contracts [13], as merely making the code visible is meaningless to regular users and does

not guarantee its correctness, intentions, or intended functionalities [59, 207]. Similarly,

accountability in smart contracts presents unique challenges despite blockchain’s inherent

ability to trace actions. The presence of designated privileged accounts with decision-making

authority over contracts is often opaque to users, significantly undermining accountability

[114, 261, 169]. Therefore, a systematic approach is needed to consolidate and clarify these

viewpoints to understand the significance of explainability in smart contracts.

This chapter aims to systematise knowledge about smart contracts’ transparency,
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accountability and understandability by acquiring insights from literature and developers.

We organise this knowledge into five levels: output, algorithm, external data, process and

application. This structured approach provides a comprehensive understanding of each con-

cept, revealing gaps, areas of consensus and interconnectedness. To extend this knowledge

further, we compare the current state of each level with standardised definitions to assess

their alignment and differences [151, 147, 148]. This comparison revealed that the attributes

of these definitions did not fully align with the characteristics of smart contracts, under-

scoring the need for standardisation and tailored definitions within the blockchain domain

[146]. For example, the visibility of output and algorithms did not equate to transparency,

as these elements were incomprehensible to regular users, which is evident in the need for

more understandability. Additionally, while accountability supports traceability, it is limited

in allocating responsibility.

Therefore, we identify explainability in smart contracts as an enabler of transparency,

accountability and understandability through a complementary relationship among these

concepts. Although low-level aspects such as output and code are visible, they require design

improvements to link them to high-level interpretations. This connection can be achieved

through explainability in smart contracts, making them truly understandable, transparent

and accountable.

To guide researchers and engineers in the early development of smart contracts that

prioritise explainability, we outline the requirements analysis phase based on the foundational

questions of who, what, why, when and how, as derived from existing explainability litera-

ture [40, 256, 283]. Additionally, we propose design principles that tailored to the unique

characteristics of smart contracts which was inspired by the privacy-by-design approach [35,

144]. Specifically, the contributions of this chapter are as follows:

• A systematisation of smart contracts’ transparency, understandability and account-
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ability into five levels: output, algorithm, external data, process and application. This

knowledge is acquired through literature reviews and developer consultations. We pro-

vide a structured framework to understand these concepts’ current applications and

gaps in smart contracts, offering researchers with structured knowledge requiring fur-

ther investigation.

• A comparison of the current state of transparency, understandability and account-

ability in smart contracts with standardised definitions reveals their alignments and

discrepancies across the five levels. This detailed comparison aims to identify how well

smart contracts adhere to definition attributes and where improvements are needed at

each level.

• A demonstration of explainability serves as a key enabler for transparency, account-

ability and understandability in the context of smart contracts. It facilitates a comple-

mentary relationship between these concepts, bridging low-level technical details with

high-level considerations.

• An identification of explainability requirements through the elicitation of fundamental

questions: who, what, why, when, and how. Additionally, we propose design principles

tailored to smart contracts, instantiated with an example case. This approach provides

detailed guidance for the early development of explainability.

In the remainder of this chapter, Section 3.2 provides essential background on smart

contracts and explainability in XAI, serving as references for the aspects discussed through-

out the chapter. Section 3.3 details our research approach, which comprises four stages.

Section 3.4 presents the knowledge framework. Section 3.5 compares the current state with

standardised definitions and their relationship to explainability. Section 3.6 outlines the

explainability requirements and design principles for future smart contracts. Section 3.7 dis-

cusses our validation methods and threats to validity. Section 3.8 compares our work with
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related work. Finally, Section 3.9 summarises this chapter.

3.2 Background

This section provides an overview of Ethereum smart contracts and explainability require-

ments in the field of XAI.

3.2.1 Ethereum Smart Contracts

The advent of Ethereum in late 2015 popularised the term “smart contracts", which are self-

executing agreements with terms written into code [6, 284]. They automate the execution of

agreements using logical flows such as if-else statements [333]. When a smart contract runs

on blockchain nodes, it triggers transactions that result in status changes on the blockchain.

These transactions are aggregated into blocks, and nodes must reach a consensus to add

these new blocks to the chain [298]. This process makes transactions traceable, transparent

and irreversible which replaces the need for a central authority, legal system, or external

enforcement [308, 335, 208, 206].

Interest in smart contracts notably increased in 2017 [206], as evidenced by the studies

retrieved for our analysis, which identify Ethereum as the leading platform of interest and

its language, Solidity, for developing DApps. While other languages such as Vyper [291],

Liquidity, and Pact [230] are available, most of the developer community and literature focus

on Solidity due to its widespread adoption and integration within the Ethereum ecosystem.

Consequently, this study centers on Ethereum and its predominant programming language,

Solidity [280, 89]. The main building blocks of Solidity include elements similar to those

found in high-level object-oriented programming language, such as functions, events, state
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variables, errors and modifiers [263, 284, 95, 178, 184, 310]. Additionally, Solidity includes

unique constructs designed explicitly for blockchain development, such as gas management,

address data types and the capability to interact directly with the Ethereum Virtual Machine

(EVM). These features enable smart contracts to perform automated tasks, manage data

and enforce rules within decentralised applications.

Transactions are fundamental operations that change the state of the blockchain.

In Solidity, an external account initiates a transaction to perform value transfers (sending

Ether), deploy new contracts, or invoke functions. Each transaction consumes gas, a unit

of computational effort required to process operations, which is paid by the transaction

sender to prevent network abuse [141, 284]. On the other hand, bytecode is the low-level

representation of a smart contract executed by EVM [11]. It is deployed to the blockchain

when the contract is created and runs whenever its functions are called. Bytecode ensures

consistent execution of smart contracts across all nodes in the Ethereum network.

Smart contracts have a variety of known DApps, as explained in Chapter 2, Sec-

tion 2.2.2, such as Decentralised Autonomous Organisations (DAOs), Decentralised Finance

(DeFi), cryptocurrencies, and Non-Fungible Tokens (NFTs). These references will be used

throughout this study.

3.2.2 Explainability

In recent years, explainability has gained significant attention within the field of XAI. How-

ever, there is no standardised or universally accepted definition of explainability in academic

or practical contexts [2]. The terms ‘explainability’ and ‘interpretability’ are often used in-

terchangeably in some studies, while others distinguish between them [248]. ‘Explainable’

is more frequently used in the context of AI, whereas ‘interpretable’ is commonly associated
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with machine learning (ML) [98, 2]. Definitions of explainability in AI primarily focus on

the various ways AI systems can communicate their processes and decisions to human users.

Explainability was first introduced by [175] to describe the behaviour of AI-controlled

entities. Initially, it was defined as a process or methodological procedure that enables

users to trust and understand the outputs of machine learning algorithms [143, 98, 248].

This process involves demystifying the ‘black box’ nature of AI models and making them

accessible. Over time, explainability has taken on a broader context, emphasising user-

centric understandability. It moves beyond mere technical transparency to make AI systems

comprehensible to a wider audience [278, 25, 148, 18, 39, 2]. Additionally, explainability is

viewed as an interactive dialogue between AI systems and users, where the systems reveal

the underlying reasons behind their decisions [209, 201, 212]. To provide further insight into

this evolving trend, we quote several definitions from the XAI literature. The DARPA XAI

program [126] defines explainability as the capability of AI systems to “explain their rationale

to a human user, characterise their strengths and weaknesses, and convey an understanding

of how they will behave in the future." Similarly, the ISO/IEC 22989 standard [148] defines it

as the “property of an AI system to express important factors influencing the AI system results

in a way that humans can understand." Also, the European Data Protection Supervisor

(EDPS) defines explainability as delivering clear and coherent explanations for specific model

predictions or decisions by providing justifications or reasons for a specific outcome that are

understandable to humans [25].

Another perspective, as described by [18], asserts that the core of explainability lies

in tailoring explanations to specific audiences as “Given a certain audience, explainability

refers to the details and reasons a model provides to make its functioning clear and easy to

understand." Moreover, the Fairness, Accountability and Transparency (FAT) organisation

[65] defines explainability as the ability to explain both the decisions made by algorithms

and the data driving those decisions to end-users in non-technical terms. FAT emphasises
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that explainability helps achieve key AI principles such as fairness, accountability, and trans-

parency.

The diversity of definitions highlights the multifaceted nature of explainability, which

often focuses on initiatives, objectives and actions aimed at enhancing AI transparency,

accountability, regulatory compliance, ethical decision-making and user trust [2, 16, 18].

Explainability is a fundamental aspect of responsible and trustworthy AI development and

execution which ensures these technologies are beneficial and acceptable to society at large

[7, 37].

3.3 Research Approach

In this chapter, our goal is to understand the role of explainability by systematising exist-

ing knowledge on transparency, accountability, and understandability in smart contracts.

Therefore, we employed four main stages to achieve our goal: knowledge acquisition, knowl-

edge systematisation, comparative analysis, and customising explainability for future smart

contracts, as illustrated in Figure 3.1.

The Systematisation of Knowledge (SoK) approach, initially developed for security is-

sues and vulnerabilities [236, 92], aims to gather and organise knowledge from existing works

to provide a generalisation of knowledge. While SoK shares similarities with approaches such

as SLR [162], systematic mapping [235] and taxonomies [217], their outcomes have notable

differences. The SLR summarises research results to address specific questions by synthesis-

ing evidence, whereas systematic mapping provides an overview of a broad topic and maps

research publications to identify trends, gaps and potential future directions. Taxonomies

focus on categorising and organising concepts based on their characteristics and relation-

ships to facilitate information retrieval. On the other hand, SoK provides a holistic overview
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by systematising existing knowledge in an organised framework within a particular domain,

generating new insights and offering a cohesive understanding of the field.

3.3.1 Knowledge Acquisition

This stage involved defining the sources and methods for gathering knowledge and synthe-

sising the results. The primary knowledge sources were literature on smart contracts and

consultations with developers.

Smart Contracts Literature Review

We adopted several steps from the SLR approach [165, 162] to reduce bias and ensure com-

prehensive coverage of existing studies. The objective was to systematically explore and

synthesise the current knowledge surrounding key concepts—transparency, understandabil-

ity and accountability—in the context of smart contracts. This process included defining

a search strategy, selecting data sources, developing search strings, setting inclusion and

exclusion criteria and creating data extraction templates.

We developed search strings to query the academic databases: IEEE Xplore, ACM

Digital Library, SpringerLink and Web of Science (all databases), focusing on the terms:

(“smart contracts" AND “blockchain" AND (“Transparency" OR “Understandability" OR

“Accountability")). To the best of our knowledge, explainability was not widely discussed in

the smart contracts literature. However, we searched the literature using (“smart contracts"

AND “blockchain" AND (“Explainability" OR “Interpretability") to gather any related in-

sights that could be beneficial to our study.

We established clear selection criteria which include: Relevance: Studies must pro-

vide definition, context, practical applications or theoretical discussions of at least one of
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Figure 3.1: Chapter 3 Research Approach Process
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the selected terms. Studies solely discussing these concepts within the context of blockchain,

without smart contracts, were excluded. Also, studies that used smart contracts merely as

solutions or use cases in other disciplines were excluded. Study type: Studies must be

peer-reviewed journal articles or conference papers, excluding non-peer-reviewed studies and

other types such as books and abstracts. Discipline: Studies must be from the fields of

computer science and technology, excluding articles from other disciplines. Language and

Access: Studies must be published in English and accessible in full text.

Our initial search retrieved a large number of studies due to the use of broad and

generic search terms, particularly ‘transparency,’ which is a primary property of blockchain

frequently mentioned in most blockchain studies. Second, these generic terms retrieved

over 90% of the studies as use cases and books from various disciplines, particularly from

IEEEXplore and SpringerLink. To manage this, we implemented a thorough multi-phase

filtering process based on our selection criteria. First, we used libraries’ automated filtering

tools to include only peer-reviewed journals and conference papers, significantly reducing

the number of studies. For instance, SpringerLink’s initial results yielded over 6000 studies

but the library filtering narrowed this down to 1332 accessible studies. As a result, the total

number of studies from all libraries after this step was 5247. Next, we manually reviewed

titles to exclude irrelevant studies, particularly use cases. This step further reduced the

total to 342 studies given that over 90% of the retrieved studies were use cases. In the

third phase, we applied all selection criteria, merged the results, and removed duplicates,

resulting in 32 studies that directly addressed our criteria. To ensure thoroughness, we

conducted a secondary search using snowballing techniques [316] and Google Scholar, adding

7 more studies. Our search and selection process resulted in 40 high-quality studies published

between 2017 and 2024.

Finally, we developed a template for data gathering as presented in Table 3.1. This

template primarily includes key information about each study, the terms and definitions
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Table 3.1: Data Collection Template

Study ID [A unique identifier for each study]

Title [The title of the study]

Year [ The publication year of the study]

Terms Concept Context Element Supported/Issue

[ Term being

addressed (e.g.,

Accountability -

Transparency)]

[A brief definition

or explanation of

the concept as

used in the study]

[Context in which

the term is used]

[Indicates which

element the term

is referring to]

Indicates whether

the term is supported

or presents an issue

in the context.

discussed, and the relationship of these discussions to smart contract elements such as code,

transactions, interactions, or business objectives. It also notes whether these elements are

supported in the context or present issues.

Developer Consultation

The second source of knowledge originated from semi-structured interview with experienced

smart contract developers. These consultations aimed to (i) gain practical insights into the

selected concepts and their real-world applications and (ii) mitigate the risk of overlooking

important studies during our filtration process due to the large number of studies initially

retrieved. The consultation process included: (i) developing semi-structured questions to ex-

plore transparency, accountability, and understandability from a practical, developer-focused

perspective. After synthesising existing literature, as shown in Figure 3.1, we identified spe-

cific areas, recurring themes and points of consensus or contention related to these qualities.

We then developed questions to capture developers’ insights on these concepts, as they often

present varied interpretations in the literature. Additionally, we sought developers’ perspec-

tives on the meaning of these qualities, how they relate to specific elements and layers within

the system, and the current practices used to ensure these qualities are met. The questions
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Table 3.2: Background Information of the Selected Developers

Develop ID Background

ID01 A software developer and Chief Technology Officer with a background in cy-

bersecurity, worked in both governmental and private sectors. He began his

blockchain journey 2014 and co-founded a blockchain platforms company, es-

tablishing several projects. He has ten years of experience in blockchain and

five years in Ethereum Solidity, and he teaches blockchain curriculum in a

public academy.

ID02 An infrastructure developer with seven years of experience in smart con-

tract development, starting in 2017. He founded a company specialising in

blockchain infrastructure and smart contract services. His portfolio includes

projects for public agencies, tokenisation, cryptocurrencies, and funding organ-

isations. His expertise spans the entire blockchain ecosystem, from managing

nodes to developing user interfaces.

are presented in Appendix B. (ii) Selecting developers based on their extensive experience in

smart contract development, requiring a minimum of five years and involvement in multiple

blockchain projects. To identify suitable candidates, we searched for developers through

social media platforms, targeting individuals actively engaged in blockchain discussions and

projects. This selection criterion ensures that the chosen developers have substantial ex-

pertise, as Ethereum was launched in late 2015, with initial developments and experiments

starting in 2016 and 2017. Consequently, five years of experience indicates that these devel-

opers were part of the early wave of blockchain and DApp exploration and implementation.

We reached out to developers meeting these criteria, and two developers agreed to partici-

pate in the interview, as shown in Table 3.2. The identification numbers (IDs) assigned to

these developers will be used throughout this study to reference their statements.
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3.3.2 Knowledge Systematisation

Initially, we synthesised data from the literature by comparing concepts, examining their

context and identifying thematic consistencies or discrepancies [63]. The synthesis process

was conducted by two researchers, each with five years of experience in smart contract

research. Consultation transcripts were then analysed to integrate and refine the initial

knowledge base with new findings to maintain the iterative approach as shown in Figure

3.1. The literature discussion is dispersed across different elements and layers of the system.

For example, some discussions relate to specific low-level aspects such as logic, source code,

transactions and external data feeds, while others address these concepts as high-level goals

such as user interaction, the contracting process, stakeholder responsibilities, governance

and legal considerations. We recorded each quality in relation to the elements referenced

in its context, as shown in data collection Table 3.1. Using thematic analysis [63], we

established five levels: output, algorithm, external data, process and application. These

levels were derived from the available information and recurring themes in the literature

on transparency, accountability and understandability, indicating where these qualities are

referenced. We found that these levels correspond closely to the operational flow and layered

structure of smart contract systems [308, 13]. Our literature synthesis and the corresponding

levels are illustrated in Table 3.3.

• Output-Level focuses on the results and outcomes produced by the smart contract.

• Algorithm-Level focuses on the actual code, including its logic and implementation

that drive the smart contract’s functionality.

• External Data Level involves the external data fed into the smart contract, including

their sources, how they are processed, and how this information is used within the

contract.
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• Process-Level addresses the development and workflows of the smart contract. It

includes the steps and mechanisms that enable the smart contract to function and

carry out tasks.

• Application-Level refers to the interfaces and interactions of end-users with smart

contracts, including information about organisational objectives, the overall structure

of the smart contract system and the information provided for these interactions.
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1 [5] ✓ ✓ 21 [208] ✓ ✓ ✓

2 [13] ✓ 22 [207] ✓ ✓ ✓

3 [42] ✓ ✓ 23 [214] ✓ ✓ ✓

4 [50] ✓ 24 [215] ✓

5 [51] ✓ ✓ ✓ ✓ ✓ ✓ 25 [216] ✓

6 [59] ✓ ✓ ✓ ✓ ✓ 26 [223] ✓ ✓ ✓

7 [12] ✓ ✓ ✓ 27 [227] ✓ ✓

8 [78] ✓ ✓ ✓ ✓ 28 [231] ✓

9 [88] ✓ 29 [88] ✓

10 [114] ✓ ✓ ✓ ✓ ✓ 30 [237] ✓ ✓ ✓ ✓

11 [121] ✓ 31 [243] ✓ ✓

12 [136] ✓ ✓ 32 [261] ✓

13 [137] ✓ ✓ 33 [272] ✓ ✓

14 [140] ✓ 34 [276] ✓

15 [141] ✓ ✓ 35 [292] ✓ ✓ ✓ ✓

16 [157] ✓ ✓ 36 [294] ✓ ✓

17 [161] ✓ ✓ ✓ 37 [299] ✓

18 [169] ✓ 38 [305] ✓

19 [178] 39 [323] ✓

20 [182] ✓ ✓
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3.3.3 Comparative Analysis

To advance our understanding of transparency, accountability and understandability in the

current landscape of smart contracts, we analysed how the current state aligns with estab-

lished standards [119]. To perform this analysis: (i) We identified key attributes for each

term based on established standards definitions. (ii) We classified these attributes to de-

termine whether their meanings refer to the system level or organisational level. (iii) We

identified three qualitative support measurements: Supported, Limited Support, and Not

Supported, to map the current state of smart contracts with the attributes of the defini-

tions. These steps and classifications provided a deep analysis of each level which highlight

current alignments and areas needing improvement. The details of these steps and their

outcomes are presented in Section 3.5 to enhance reporting and provide a clear structure for

this chapter [324].

We initially considered blockchain and distributed ledger standards such as ISO 22739

[146] for this analysis. However, these standards did not fully cover the terms and definitions

we were investigating. Therefore, we selected more suitable standards for our analysis.

The chosen standards and the rationale behind their selection are detailed as follows: The

ISO/IEC/IEEE 24765 [151] offers a comprehensive database of standardised terminologies

for software engineering contributed by well-known organisations. As we are motivated

by the development of responsible and trustworthy AI systems, we recognise the need to

understand relevant terminologies to achieve these goals in smart contracts. Therefore, we

selected ISO 26000 [147] guidance on social responsibility; ISO/IEC 22989 [148] AI concepts

and terminology; and the European Data Protection Supervisor’s XAI technical report [25].
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3.3.4 Explainability for Smart Contracts

We performed a narrative literature review [123], focusing on the requirements elicitation

phase in explainability literature. We synthesised results from high-quality studies with

significant citations, which discuss various aspects of explainability requirements and their

formation in different contexts. As a result, we developed a comprehensive set of explain-

ability requirements tailored to the unique features of smart contracts. Additionally, we

adopted principles from Privacy by Design [35, 144] to develop explainability design prin-

ciples for smart contracts. This approach was chosen because it offers a holistic framework

emphasising transparency, understandability and accountability in design principles similar

to our objective. A similar approach has been proposed for IT system decisions [142] which

advocates for proactive explainability rather than afterthought or add-on features. This

work provides general explainability principles for software architecture, while our princi-

ples consider the unique characteristics of blockchain and smart contracts that are different

from centralised systems. The results of the formation of explainability requirements and

principles are illustrated in Section 3.6.

3.4 Body of Knowledge

This section presents a structured framework of knowledge on the current state of trans-

parency, understandability and accountability in smart contracts. Each concept is discussed

across the output, algorithm, external data, process and application levels. For each level,

we begin by defining the concept based on literature and developers’ insights, then discuss

its different perspectives. Table 3.4 provides a summary of these findings. This framework

can help researchers understand the current state and identify areas for further investigation.

Finally, we present our exploration of explainability in the smart contracts literature.
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3.4.1 Transparency

Transparency is a cornerstone of blockchain technology, yet its implementation in smart

contracts reveals a complex layer of challenges that extends beyond the straightforward

visibility of transactions. This section unpacks the multi-dimensional aspects of transparency

in smart contracts, highlighting different levels that influence its effectiveness and perception.

Output-Level:

This level transparency refers to the visibility of transaction results and the data generated

by executing smart contracts which are supported by public blockchains [141, 237, 78, 12,

136, 137] [ID01, ID02]. Although anyone can read these transactions, their complexity can

limit transparency, as they may not be understandable to non-technical users and sometimes

require intermediaries and tools to interpret them [214, 292, 157][ID01, ID02].

Algorithm-Level:

Transparency at the algorithm level refers to the visibility of smart contract code and the

intention behind its logic. Numerous studies and developer insights emphasise transparency

as the openness and visibility of smart contract code (open source), which anyone can verify

through the public blockchains [237, 141, 137] [ID01, ID02]. The visibility of smart contract

bytecode is inherently supported by public blockchain technology, such as Ethereum [ID01,

ID02]. However, some challenge the notion of code visibility, pointing out the non-disclosure

of code and lack of functions declaration [114, 161]. Simply making the code visible does

not ensure transparency, as it does not guarantee correctness, intentions, or intended func-

tionalities [207], [ID01, ID02]. Developer [ID01] confirms that code visibility on Ethereum

is required for miners to execute smart contracts. Conversely, developer [ID02] states that
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making the sources open for functionality is not compulsory but is a common practice in

the Ethereum community to ensure trust and interaction with smart contracts. Without the

source code, trust in the contract relies on decompiling bytecode, which is insufficient, as only

about 40% of the bytecode can be reverted to the original source [ID01, ID02]. Therefore,

decentralised communities make the code transparent for others to verify and trust.

External Data-Level:

External data level or oracle transparency refers to how the methods of data processing

and external data sources are visible and communicated to users. Transparency at this

level is often insufficient. Users are not clearly informed about data sources, aggregation

processes and the values provided by oracles [182]. Oracles are off-chain processes (outside

the blockchain) which bring transparency concerns because they are not as tamper-resistant

or transparent as the blockchain itself [231, 114] [ID01].

Process-Level:

Transparency at the process level refers to how clearly the series of actions, decisions and

operations involved in developing, executing and managing smart contracts are defined to

different stakeholders. Using the term ‘transparent’ to describe smart contract processes may

be inaccurate or misleading, indicating a need for ongoing examination of smart contract

process transparency [13]. These processes can be complex and unclear, often not completely

defined in advance. During development, the implementation processes and design decisions

are also often opaque to consumers [5]. In interaction, while DApps simplify some tasks,

the overall process of interacting with smart contracts—such as creating accounts, signing

transactions and funding accounts—remains complex and unclear for the average user [223],

[ID01]. Developers emphasise that making the code visible alone is not sufficient for the
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transparency of the DApps process. The process is often complex, even for developers,

whether it involves understanding the workflow of these contracts or the steps required to

interact with them [ID01]. The code alone can be ambiguous for developers to understand the

workflow, requiring additional explanations, comments and external documentation [ID02].

Therefore, the provision of explanations and documentation for workflows and functionalities

heavily depends on the quality of the smart contract project at hand [ID01, ID02].

Application-Level:

Transparency at this level refers to organisational aspects involving the communication of key

elements necessary for building stakeholder trust, including functionality, decision-making,

governance, policies and conditions that mirror contract agreements. Transparency in smart

contracts is often assumed to be guaranteed by the inherent transparency of the blockchain

[51]. However, this assumption is inaccurate, as there is still opaque information beyond

the technical aspects. For instance, in the context of NFTs, applications are immature

in helping users understand their information. Even for firms and regulators, technical

transparency alone is a superficial measure to claim compliance which necessitates further

design investigation to determine the specific information each party needs [59]. Additionally,

transparency in the governance and decision-making activities of DAOs remains an issue

[237]. Developers [ID01, ID02] confirm that current practices do not put much effort into

presenting contract information clearly in the user interface, resulting in numerous scams

and concealed elements. This is why code visibility is needed to read and verify the code for

trust [ID01, ID02].

This gap often leads to misplaced trust as regular users who cannot read code may not

fully grasp the limitations and nuances of smart contract transparency [208]. Additionally,

the lack of standardisation in smart contract documentation and interfaces makes it chal-
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lenging for users to understand what to expect from transaction records. If these records

remain exclusive and specific to blockchain outputs, the average user will find them mean-

ingless and not as transparent as claimed [59, 292], [ID01, ID02]. The debate continues over

the design of smart contract applications, specifically regarding what information should be

transparent, to what level of detail and how it should be presented to ensure all stakeholders

can understand them [51, 214, 223], [ID01, ID02].

3.4.2 Understandability

Understandability in smart contracts is essential for ensuring that all parties involved can

effectively comprehend the contract’s content, functionality, and implications. However,

several challenges complicate this goal, ranging from technical complexity to issues with

documentation and user interfaces. This section explores these challenges at the specified

levels; however, based on our data collection, this term has not been discussed in relation to

the data process level.

Output-Level:

Understandability at this level refers to the ease with which humans can comprehend output

elements produced by blockchains and smart contracts such as bytecode and transactions.

The technical nature of these elements makes them difficult for humans to understand [42]

[ID01, ID02]. This is evident in the way transaction details are currently presented which

are neither clearly articulated for novice users nor sufficiently informative for experienced

users [51, 157]. There is a need to explore how to make these values more understandable

and acceptable to society [51]. However, the current state of blockchain and smart contracts

is designed for tech-savvy users rather than regular users [ID02].

86



Explainability in Smart Contracts by Systematising Transparency and Accountability

Algorithm-Level:

Understandability at this level refers to the ease with which humans can comprehend the code

of smart contracts and grasp the underlying logic. Despite code visibility, the complexity

of smart contract code, especially in financial applications, makes it difficult for users to

understand [227, 243, 276, 294] [ID01, ID02]. Although humans can read the source code,

they often cannot grasp its meaning due to its specificity to a given programming language.

This challenge indicates that readability does not automatically ensure understandability

[207] [ID02]. Code comments are used to improve readability and understandability but

their intended audience is unclear in literature and developer insights. Some claim comments

are only for developers while others believe they are for both developers and users [323,

140] [ID01, ID02]. This misconception likely arises from the assumption that current smart

contracts target only experienced users who can read and understand the code. Additionally,

even developers face difficulties in understanding smart contracts due to their complexity

[ID01]. Gas consumption optimisation further compounds this issue which can reduce code

readability and understandability for developers [299] [ID01, ID02]. To address these issues,

programming languages similar to natural language are being explored such as declarative

languages [121, 243].

Process-Level:

Understandability at the process level refers to how easily users can comprehend smart

contract workflows and navigate the steps required to interact with blockchain technology.

Current practices still expose many low-level elements to users to promote contract visibility

and execution traceability. [294, 51]. However, novice users often struggle to interact with

blockchain and smart contracts due to the complexity of processes and steps such as creating

wallets, managing ether accounts and using private and public keys to initiate transactions
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[223, 292, 59] [ID01]. Understanding how a specific smart contract works, how to use it and

its workflow can be daunting [161] [ID01, ID02]. For example, users often do not realise

that smart contract applications can have centralised decision-making which grants power

to specific parties known as privileged accounts [114] or employ an upgradability pattern to

change rules [261, 88]. Although developer [ID01] states these elements are not intended for

end-users to understand, he also stresses the importance of users checking these contracts

for centralised risks or referring to auditing reports to uncover them, presenting conflicting

concepts. However, developer [ID02] highlights recent advances in top DApps that consider

users’ understandability of the process through improved interfaces. Therefore, the learning

curve associated with blockchain technology remains steep, making DApps prone to failure

in terms of public adoption [59] [ID01].

Application-Level:

Understandability at the application level refers to how easily users can comprehend the

information in the interfaces and documentation of smart contract applications including

the contract’s content, functionality and implications. However, these aspects are still over-

looked where documents and interfaces fail to accurately reflect them [59, 51], [ID01, ID02].

Bridging the gap between low-level implementations and human understanding of high-level

logic is required [227]. Nevertheless, nearly 90% of DApps fail to present important informa-

tion, leading to misunderstandings and user misuse [ID01, ID02] such as granting ultimate

approval for transactions without full comprehension [305]. These issues highlight the infor-

mation shortage at this level, especially from a legal perspective. Smart contracts must be

understandable to represent the parties’ original intent and comply with laws. Misunder-

standings about contract content can lead to disputes and potential dissolution if one party

cannot comprehend the contract [12, 208]. Presenting smart contract code as the content

of contractual agreements is not suitable for human understanding [243, 78]. Therefore,
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this level needs more information and explanations to help users understand and ease the

learning curve [214, 292].

3.4.3 Accountability

It is important to recognise that blockchain, as a standalone network, has its own account-

ability and decision-making rights [272]. Smart contracts and DApps also have distinct

governance and accountability structures operating on the blockchain. For instance, the

Ethereum blockchain has its own governance measures; however, it hosts numerous DApps

owned by individuals and companies, each with varying levels of accountability for decisions

within their contracts. Recognising these distinctions, we explore different perspectives on

accountability, as follows:

Output-Level:

At this level, accountability refers to the traceability of actions, including the visibility

of transactions and the ability to link actions to specific blockchain addresses. Public

blockchains support this by allowing actions to be traced back to responsible parties through

their account addresses in a verifiable way [59, 50, 78],[ID01, ID02].

Algorithm-Level:

Accountability at this level refers to the visibility and traceability of the code, its actions,

and the alignment of the underlying logic with its intended purpose. This visibility opens the

‘black box,’ providing transparency in computational logic and transferring accountability

to all members who see and interact with the code [136, 51]. However, the intricate logic

and technical language can be difficult for non-technical users to comprehend, complicating
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this accountability. Additionally, the ability to review or read the code is irrelevant when

determining the accountability of the actions performed or agreed upon previously [207].

Developers and deployers (owners) of the contracts are accountable for the code’s actions

as expressed by [ID01, ID02]. It is generally assumed that developers are responsible for

ensuring that the contract’s meaning is clear and understandable to all parties and that all

relevant information is available at the time of the contract [208] [ID02].

Data-Level:

Accountability at the data level refers to the mechanisms and developments used for oracles

to feed contracts with data. A significant issue at this level is the lack of accountability for

developing, selecting and processing data within oracles to support smart contract opera-

tions. This issue is compounded by a lack of transparency in their development practices

which could potentially be misused, thus undermining the trust of DApp users [182, 216].

Another gap is data provenance, involving tracing data back to the original input values,

which is particularly challenging in imperative languages such as Solidity [42].

Process-Level:

Accountability at this level refers to the responsibility and traceability of actions involved

in the development, execution and management of smart contracts. It focuses on defining

and managing roles, decisions and workflows throughout the lifecycle of the smart contract.

Some studies suggest that the visibility of the code provides accountability for governance

rules [51]. However, the existence of privileged accounts requires further exploration to

understand their accountability and power dynamics, as it undermines their trustworthiness

[114, 169, 272] [ID01]. These extra privileges must be disclosed and clearly communicated to

users [ID02]. Developers highlight that top DApps have started to provide communication
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about the workflow and governance decision-making process [ID01, ID02]. Additionally, a few

studies highlight the absence of accountability in terms of clarity of roles and responsibilities,

such as who has the authority to upgrade smart contract code [161, 261, 215, 237, 88].

Another aspect is the legal and regulatory uncertainties regarding who holds development

accountability—lawyers or developers—especially for legal smart contracts [5, 12].

Application-level:

Accountability at this level in smart contracts refers to the clear communication and decla-

ration of responsible parties and their decision rights. The literature inadequately addresses

high-level accountability in smart contracts, leaving uncertainties about the declaration of

who is responsible for the actions in a decentralised ecosystem. This gap highlights the com-

plexity of enforcing accountability in environments where traditional hierarchical structures

are absent [272]. Additionally, pseudonymity poses accountability challenges, as real-world

identities behind blockchain addresses often remain unknown, particularly in Ethereum [161,

78]. For example, token system operators are barely accountable, often identified only by

pseudonyms on social media [114]. The traceability alone does not guarantee accountabil-

ity without considering other factors such as the necessary information for keeping firms

accountable [59]. However, developers provide new insights into the current state of ac-

countability at this level, noting that these practices were previously absent. Top DApps

now clarify their accountability through better governance and decision-making mechanisms

[ID01, ID02]. Additionally, the Ethereum Naming Service (ENS) is an emerging practice

used to assign human-readable names to Ethereum accounts, making it easier to identify

who owns which account [87].
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3.4.4 Explainability

The term “explainability" is not frequently used in the context of smart contracts; how-

ever, the literature explores related concepts such as explanatory information and explana-

tion mechanisms. This discussion is limited, as evidenced by the number of studies in this

subsection. There are two primary user groups that need explanation: Experienced users

often lack advanced transaction details such as key inputs, outputs, high fees and trends,

while novice users require more comprehensive explanations to understand transactions by

transforming complex data into more comprehensible forms [157]. The literature highlights

concerns about the underutilisation of smart contract event logging features, resulting in a

lack of explanatory information about smart contract actions and decisions [178]. Developer

[ID02] emphasises event logs as the most useful construct for explanation. Additionally,

using strings, despite their complexity on the EVM, is another way to provide explanations

[ID01, ID02]. User notices and annotations, which help build explanations for functions,

are often ignored in the Solidity community [140]. Moreover, there is a need to explain the

core concepts of smart contracts in a way that supports non-experts by presenting what the

program is supposed to do and what it will do, as well as explaining the terms, conditions

and implications without requiring users to grasp all the implementation details [214, 207].
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Table 3.4: A Summary of the Current State of Transparency, Understandability, and Accountability Across Each Level

Level Transperacny Understandability Accountability

Output-

Level

Visibility of transaction results and data

generated by smart contracts on public

blockchains. Complexity may limit trans-

parency for non-technical users.

Ease of comprehending outputs like byte-

code and transactions. Current presenta-

tions are not understandable to human.

Traceability of actions and visibility of

transactions support linking actions to

blockchain addresses.

Algorithm-

Level

Visibility of smart contract code is sup-

ported by public blockchains but complex-

ity can limit its transparency and fail to re-

veal the intentions or underlying logic.

Ease of comprehending smart contract code

and logic. Complexity, makes it difficult for

users and developers to understand.

Code visibility transfers logic accountability

to those who see and interact with it but

is hindered by complexity and lack of un-

derstandability in determining accountable

actions.

Data-Level Refers to how clearly data processing meth-

ods and sources are communicated. Often

insufficient raise transparency concerns.

Not identified in this context. Accountable mechanisms for supplying data

is lacking for oracle development and data

selection, impacting smart contract opera-

tions.

Process-

level

Clarity of actions, decisions, and operations

in smart contract development, execution,

and management. Often complex and un-

clear, with opaque processes and intricate

interactions.

Ease of understanding smart contract work-

flows and blockchain interactions. Users

struggle with complex steps, compounded

by misunderstanding of decisions workflow.

Responsibility of actions in development,

execution and management are not well-

defined.

Application-

Level

Clear communication of organisational as-

pects to build stakeholder trust is not well-

defined. There is a lack of standardised doc-

umentation and interfaces.

Ease of comprehending information in inter-

faces and documentation. Often lacks con-

sideration, leading to misunderstandings.

Clear declaration of responsible parties and

decision rights are lacking. Uncertainties in

high-level accountability.
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3.5 Comparative Analysis and Its Relation to Explain-

ability

Our comparative analysis aims to evaluate the alignment and support of smart contract sys-

tems with standard definitions of transparency, accountability and understandability [119].

Table 3.5 provides a summary of these definitions which are derived from selected standards.

The process of selecting these standards and their rationale are detailed in Section 3.3.3. We

commenced this analysis by identifying key attributes for transparency, accountability and

understandability. These attributes were derived by closely examining concepts’ meanings

and implications. We classified the attributes to determine whether their meanings refer to

the system level or the organisational level. Table 3.6 illustrates this classification.

To measure the alignment of definitions attributes with the current state of trans-

parency, accountability and understandability, we identified three qualitative measurements:

Supported, Limited Support, and Not Supported.

• Supported: The attribute is supported in its current form.

• Limited Support: The attribute is partially supported but requires improvements

to meet the necessary standards.

• Not Supported: The attribute is not supported in its current form, whether absent or

ineffective, and it requires significant improvements or development to achieve support.

This assessment framework allowed us to systematically evaluate each definition at-

tribute’s alignment with smart contract capabilities and highlight areas where additional

development is needed. Table 3.7 illustrates the results of this comparative analysis, show-

ing the degree of alignment for each definition across five levels—Output, Algorithm, Data,
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Table 3.5: Definitions Derived from ISO and EDPS Standards

Term Definition Standards

Transparency

D1:"Openness about decisions and activities that affect society, the econ-

omy and the environment, and willingness to communicate these in a clear,

accurate, timely, honest and complete manner"

ISO 26000

[147]

D2: "Organisation: Property of an organisation that appropriate activities

and decisions are communicated to relevant stakeholders in a comprehen-

sive, accessible and understandable manner",

D3: "System: Property of a system that appropriate information about the

system is made available to relevant stakeholders."

ISO/IEC 22989

[148]

D4: "Refers to the ability for a specific model to be understood. In the

strictest sense, a model is transparent if a person can contemplate the entire

model at once."

EDPS [25]

Accountability

D5: "Degree to which the actions of an entity can be traced uniquely to the

entity"

ISO/IEC/

IEEE 24765

[151]

D6: "State of being answerable for decisions and activities to the organisa-

tion’s governing bodies, legal authorities and, more broadly, its stakehold-

ers"

ISO 26000

[147]

D7: "Answerable for actions, decisions and performance",

D8:" Accountability relates to an allocated responsibility. The responsibility

can be based on regulation or agreement or through assignment as part of

delegation."

D9: "Accountability involves a person or entity being accountable for some-

thing to another person or entity, through particular means and according

to particular criteria."

ISO/IEC 22989

[148]

D10: "A transparent AI system enables accountability by allowing stake-

holders to validate and audit its decision-making processes, detect biases

or unfairness, and ensure that the system is operating in alignment with

ethical standards and legal requirements."

EDPS [25]

Understandability D11: "Ease with which a system can be comprehended at both the system-

organisational and detailed-statement levels, Understandability has to do

with the system’s coherence at a more general level than readability does."

ISO/IEC/

IEEE 24765

[151]
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Table 3.6: Key Attributes, Descriptions, and Mapping to Definitions

Concept Attribute Level Description Reference

Transparency

Visibility System How available and accessible information is. D3

Clarity
System How clear and understandable the informa-

tion within a system is presented

D3 - D4

Organisation How clear and understandable the commu-

nication of policies procedures, and decisions

within an organisation is

D1 - D2

Openness Organisation The quality of being open about decisions,

actions and activities.

D1 - D2

Proactive

Communica-

tion

Organisation Willingness to share information and dissem-

ination of information to all relevant stake-

holders

D1 - D2

Accountability

Traceability System The ability to trace actions, decisions and

processes.

D5 - D9

Responsibility

Allocation

Organisation Clearly defined responsibilities and roles. D8 - D9

Answerability
System Provide explanations and justifications

within its decisions.

D7

Organisation The requirement for explanations and justifi-

cations for organisational compliance and ac-

tions.

D6

Auditing
System The ability of the system to provide mecha-

nisms for reviewing and verifying actions and

data

D8 - D10

Organisation The process of reviewing and verifying organ-

isational compliance and performance.

D8 - D10

Understandability
Ease of Un-

derstanding

Both levels How easily stakeholders grasp the informa-

tion provided.

D11

Simplification Both levels Breaking down complex information into

simpler, more digestible parts.

D11
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Process and Application. Each cell in Table 3.7 is marked as Supported, Limited Support,

or Not Supported, indicating the extent to which current smart contract systems meet defi-

nition attributes. For instance, accountability attributes such as Traceability and Auditing

receive full support at the system level, reflecting strong alignment with current smart con-

tract capabilities. However, attributes related to broader organisational concerns, such as

Responsibility Allocation, often exhibit limited support, suggesting these areas need further

development to fully align with standard definitions of accountability. We summarise the

findings as follows:

Transparency in terms of visibility is supported at the output and algorithm levels but

lacks clarity attributes. External data level visibility and clarity are not supported in their

current forms. The process level lacks openness, clarity and proactive communication. The

application level shows limited support for openness, clarity and proactive communication

due to a lack of standardisation and scattered information based on the organisation’s ob-

jectives. Therefore, smart contract systems generally only satisfy some of the attributes of

transparency; they may not be transparent as they lack clarity and understandability at

system and organisational levels based on definitions. While the system supports the visi-

bility of low-level details, high-level aspects require better declaration, openness, and clarity

highlighting the need for improvements.

Accountability at the system level is well-supported through output and algorithmic

traceability and auditing but has limited support and lacks answerability in terms of provid-

ing explanations and justifications for their actions and decisions. The data level lacks all

attributes of accountability. However, at the organisational level, there are opposite views

and different perspectives. Auditing is an emerging concept in industrial tracks as a way

to verify trustworthiness. Similarly, the top DApps’ practices align with answerability but
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it is not standardised as many projects still lack auditability and answerability at the or-

ganisational level, showing limited support in the table. Responsibility allocation is still not

mature enough, showing only limited support in the current form of process and application

levels. In general, low-level accountability is supported while answerability requires work

and improvements. High-level accountability is supported to a certain degree but requires

further clarity and enhancements for truly accountable DApps.

Understandability remains underdeveloped at both system and organisational levels due

to the complexity of this technology, even for developers and experts. There is a lack

of support for ease of understanding and simplification, indicating a significant area for

future improvement to ensure stakeholders can easily grasp and digest complex information.

Although some of top DApps have shown advancements in their interfaces and explanations,

they still need to be standardised. As a result, the table indicates limited support at the

organisational level for ease of understanding.

3.5.1 Explainability as a Complementary Concept

Our comparative analysis concluded that smart contracts support some aspects of trans-

parency and accountability but lack understandability. Although transparency, accountabil-

ity and understandability are often discussed alongside explainability, they do not define it

precisely but rather contribute to its broader context as defined in Section 3.2.2. Explainabil-

ity aims to make systems understandable to humans and leverage attributes of transparency

and accountability to build trust. Explainability can act as an enabler to achieve these

concepts through a complementary relationship. A complementary relationship exists when

two or more elements enhance or complete each other. In such a relationship, each element

brings unique strengths that address the weaknesses or gaps of the other for comprehensive
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Table 3.7: The Comparative Analysis Results

Concept Attribute
System Level Organisational Level

Output Algorithm Data Process Application

Transparency

Visibility N/A N/A

Clarity

Openness N/A N/A N/A

Proactive Communication N/A N/A N/A

Accountability

Traceability N/A N/A

Responsibility Allocation N/A N/A N/A

Answerability

Auditing

Understandability
Ease of Understanding

Simplification

*Supported = , Limited Support = , Not Supported = , and N/A is not applicable at this level

outcomes.

Explainability can connect low-level technical details with high-level conceptual clar-

ity in smart contracts. Transparency provides visibility of code and transactions, while ex-

plainability ensures that this information is comprehensible. Accountability provides trace-

ability, while explainability makes decision rights and responsibilities transparent and under-

standable. Explainability complements understandability by breaking down complex smart

contract operations into simpler, more comprehensible explanations.

In summary, transparency, understandability and accountability are integral to ex-

plainability. These concepts are interconnected, with explainability serving as the overar-

ching framework. This integration offers a new perspective for designing smart contract

systems. Additionally, this perspective encourages the exploration of innovative methods to

integrate explainability into existing smart contracts, given that their technical details are
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already visible. Explainability can be added as an additional layer to complement under-

standability and transparency.

3.6 Explainability Early Development Phases

To effectively envision explainability for smart contracts, it is essential to consider early

development phases. This section outlines the analysis of explainability requirements tailored

to smart contracts’ specific characteristics. Additionally, we propose design principles as a

holistic approach for smart contract systems lifecycle.

3.6.1 Explainability Requirements Analysis

Given the diverse perspectives and lack of consensus on the definition of explainability, the

literature has shifted focus towards addressing aspects that form explainability requirements

to understand their significance and contributions. There is no one-size-fits-all explanation,

which is why the literature focuses on forming explainability requirements in a generic form,

as presented in Table 3.8. One common approach revolves around fundamental ‘Ws’ ques-

tions such as who the explanation is for, what needs to be explained, why the explanation

is needed, and how to deliver it [40, 256, 2, 7, 39]. These questions help shape the require-

ments for designing explainability within a system [242]. The study by [283] expands the

main questions to include archetype derivatives such as why not, what if, and what for, and

more complex questions such as what effect and what reason. Another study [275] defines

explanation requirements context by source, depth, and scope, covering the origin of infor-

mation, the level of detail (attribute or model) and the scope (justification or teaching). We

observe that the analysis of explanation requirements is influenced by two common factors:

the intended audience of the explanation and the specific reasons why the user needs the
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explanation [259, 18, 325].

We have deduced that explainability requirements analysis for smart contracts typ-

ically revolves around several fundamental questions: the intended recipients of the expla-

nation (to whom to explain), the purpose of the explanation (why to explain), the

elements requiring explanation (what to explain), and the methods of presenting these

explanations (how to explain). Inspired by contracting processes, we have adopted the

consideration of the timing of explanations (when to explain). These insights are in-

strumental in helping practitioners establish specific explainability requirements for smart

contracts. Furthermore, employing this strategy can help prioritise the critical information

that needs to be communicated to users. To provide further guidance, we elaborate on these

fundamental questions in the context of smart contracts.

To Whom to Explain:

Understanding the diverse stakeholders involved in smart contracts is the foundation for

defining explainability requirements. Stakeholders may come from diverse backgrounds,

including novice users and experts. Each group has distinct roles and responsibilities, which

drive their specific information needs. The details required to construct the explanations

should be tailored to suit the target group. For example, legal professionals might require

detailed contractual language and compliance information, whereas novice users might need

straightforward explanations without technical jargon.

Identifying stakeholders in blockchain ecosystems has recently emerged as an essential

component for defining blockchain governance and decision-making rights, as highlighted in

[187, 14, 234]. Examples of main roles in blockchain include developers, administrators,

gateways and participants [272]. However, in the context of smart contracts, knowledge

about the various stakeholders is scattered [333, 154]. Examples of stakeholders include
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Table 3.8: Synthesis of Explainability Requirements from Various Studies

Study Title Explainability Requirements System

[2] Peeking Inside the Black-Box: A Sur-

vey on Explainable Artificial Intelligence

(XAI)

Ensuring the model is human-understandable by focus-

ing on what is explained (model) and how it is explained

(method), while considering the audience receiving expla-

nation (explainee).

XAI

[7] Explainable Artificial Intelligence (XAI):

What we know and what is left to attain

Trustworthy Artificial Intelligence

Clarifying decision-making processes, illustrating input-

output connections, understanding reasons behind deci-

sions, offering human-readable interpretations, and sum-

marising the rationale for AI model decisions.

XAI

[18] Explainable Artificial Intelligence(XAI):

Concepts, taxonomies, opportunities and

challenges toward responsible AI

Involves providing details and reasons to make the model’s

functioning clear/easy to understand for a given audience.

AI &

ML

[39] Exploring Explainability: A Definition, a

Model, and a Knowledge Catalogue

A system is explainable regarding an aspect X if an ex-

plainer provides information that enables the addressee to

understand X within a specific context.

Not

Speci-

fied

[40] Explainability as a non-functional require-

ment: challenges and recommendations

Focus on addressing specific questions: "what," "why," and

"how" that contribute to system transparency.

Not

Speci-

fied

[242] Asking ‘Why’ in AI: Explainability of in-

telligent systems – perspectives and chal-

lenges

Transparency through two mechanisms: responding to

"HOW" questions about a conclusion and "WHY" in re-

sponse to being asked a question by the system.

AI &

ML

[256] Explainability in Human–Agent Systems Answering why, who, what, when, and how, which define

the various aspects of the explanation.

Human-

Agent

[259] Cases for Explainable Software Systems:

Characteristics and Examples

Addressing why users seek explanations and focus on tai-

loring these explanations to the specific needs of the users

involved.

Not

Speci-

fied

[275] Defining explainable AI for requirements

analysis

Explanation requirements are categorised by Source (origin

of information), Depth (Attribute or Model explanations),

and Scope (Justification/Teaching ).

XAI

[283] An objective metric for Explainable AI:

How and why to estimate the degree of

explainability

Addressing basic inquiries why, how, what, who, when, and

where along with their variations "why not," "for what

purpose," "what if," "how much," "what reason," "what

cause," and "what effect."

XAI

[325] What Does It Mean to Explain? A User-

Centred Study on AI Explainability

Emphasises that the most important factor in explanation

requirements is the human recipient, who asks questions

and receives answers about AI models.

XAI
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auditors, lawyers, domain experts, and end-users. From the developers’ perspective [ID01,

ID02], the primary actors are developers who create contracts, miners who execute them, and

end-users who benefit from them. These roles can be more specific based on the application

and use case [210, 159]. Therefore, it is important to understand the different types of

stakeholders in the DApps ecosystem to tailor explanations accordingly [193].

What to Explain:

Any element or process in smart contract development and execution that raises concerns

about transparency and human understanding qualifies for an explanation. These elements

include decision-making processes, policies, services, data mechanisms, off-chain elements,

trigger events, risk management and account privileges. Requirements engineers and design-

ers should consider which elements users may question regarding the contracts’ behaviour

and actions. Disciplines such as human factors in systems’ automation can help define these

elements. For example, in the upcoming Chapter 4, we discuss the determination of the

informational requirements for explanations in smart contracts using situational awareness

theories, focusing on decision-making information [4]. However, other methodologies can

also be used to identify elements that need explanation such as scenario-based design, user

studies and experiments.

Why to Explain:

The purposes of explanations are often aligned with achieving high-level goals such as un-

derstandability, accountability, transparency, verification or trustworthiness. These goals

are addressed by explaining specific aspects of smart contracts. For example, users rely on

transparent information to make decisions about engaging with smart contracts and reg-

ulators need disclosures to verify that contracts comply with relevant laws and standards.
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Research in XAI has defined many purposes for explanations, such as justification, infor-

mation provision, validation, debugging, learning, and building trust [2, 18, 37, 132, 201,

248, 256]. Smart contracts might share similarities with AI regarding automated decision-

making which makes some of these purposes functional for their explanations. However, the

intricacies and complexities of smart contracts might require more customised purposes that

match their contractual nature and enforcement aspects. Examples include facilitating con-

sent, ensuring compliance, and clarifying processes, as will be discussed further in Chapter

5.

When to Explain:

We define four stages to help requirements engineers and designers determine which expla-

nations should be delivered at each stage to provide more contextualised information: (1)

Before execution, (2) During execution, (3) Post-execution, and (4) Regular updates/unex-

pected behaviour. Each stage requires a different explanation tailored to its context. For

example, the explanation at the offering stage differs from that needed for decision justifica-

tion, data clarification or governance decisions after unexpected behaviour. This approach

can guide engineers to provide more contextualised explainability based on timing stages.

How to Explain

Explanations should be clear, concise and accessible, using appropriate formats. Various

methods can be used to deliver explanations such as text, visualisations or images. We

encourage Human-Computer Interaction (HCI) researchers and practitioners to investigate

how smart contract information can be delivered in a user-friendly manner. Additionally,

user interface design should cater to all users’ needs, including those with disabilities. A

few efforts have shown HCI interest in blockchain and smart contracts such as [115, 219,
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214]. However, this area is beyond the scope of this thesis; therefore, we encourage HCI

researchers to explore this direction to enhance explanation delivery.

3.6.2 Explainability Design Principles

Inspired by Privacy by Design [35, 144], we have customised these principles for blockchain

smart contracts’ explainability. This approach caters to smart contracts’ unique proper-

ties and intricacies, providing a holistic view to ensure transparency, understandability and

accountability throughout their lifecycle. This framework aims to motivate researchers to

explore these principles in depth for future smart contracts.

Principle 1: Immutability Requires Proactive Measures

Since smart contracts cannot be altered once deployed, it is essential to take proactive rather

than reactive measures. This principle emphasises the importance of anticipating and pre-

venting issues related to explainability, transparency, accountability and understandability

from the outset. We encourage further investigation through pre-deployment reviews and

testing to ensure proactive measures are in place before deployment.

Principle 2: Explainability as the Default Setting

Explainability by default aims to deliver the maximum degree of explanations to enable

stakeholders to understand all aspects without needing additional steps or third-party assis-

tance. To operationalise explainability by default, developers need to consider the stages of

when to explain. For example, before the execution phase, smart contract systems should

maximise explainability by translating complex code and functions into clear, high-level ex-

planations, making the actions, processes, authorities, risks and decisions understandable to
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all stakeholders.

Principle 3: Explainability Embedded into Design

Currently, the design of smart contracts often neglects the human aspects and underutilises

the features of existing languages. This principle necessitates rethinking the design of smart

contract by embedding explainability in its code. The goal is to equip smart contracts with

information that can facilitate explainability. The elicitation of explainability requirements,

as explained in Section 3.6.1, offers a tailored framework that provides a meaningful analysis

of the explanation needs of specific parties. This approach helps designers rethink the current

design to embed all necessary elements for meaningful explanations.

Principle 4: Full Functionality – "Win-Win"

The full functionality principle seeks to achieve a balanced outcome where explainability and

functionality coexist without compromise. This principle ensures that integrating explain-

ability features into smart contracts does not reduce their overall effectiveness. It emphasises

meeting all organisational and system objectives, including explainability, to provide com-

prehensive and beneficial outcomes for all stakeholders. The goal is to avoid the notion

that explainability competes with other design goals. Instead, innovative solutions should

be developed to meet explainability and other critical qualities. This principle presents an

intriguing direction for exploring the impact of explainability on other smart contract qual-

ities such as security, privacy and performance. Chapter 7 provides details for this future

direction.
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Principle 5: End-to-End Explainability – Full Lifecycle Clarity

End-to-End Explainability aims to embed explainability into smart contracts from the very

beginning, extending comprehensively throughout the entire lifecycle of the contract. Al-

though our research focuses on user perspectives and interaction, the literature on smart

contracts highlights significant development issues due to their complexity. These concerns

are relevant for technical developers, non-technical domain experts and collaborative devel-

opment teams, as discussed in Chapter 2. All these groups contribute to smart contracts’

design, implementation and deployment. Therefore, this principle emphasises the incor-

poration of explainability throughout the entire lifecycle of the contract to ensure that all

processes and development decisions remain transparent and understandable. This approach

enhances accountability and steers a new direction toward explainability at the development

stage.

Principle 6: Keeping It Open Is Not Enough

Smart contracts provide visibility into low-level elements but often fall short in understand-

ability and clarity. Keeping these elements open is a good start, but it does not capture

the full potential of transparency. True transparency requires making both low-level and

high-level components clear and understandable to foster accountability and trust.

Principle 7: Keep it Human-Centric

All the above principles aim to empower stakeholders to actively understand smart contracts

and increase trust in their use. These principles highlight the importance of designers and

developers prioritising the interests of individuals throughout the entire lifecycle of smart

contracts, from development to user interaction. This thesis seeks to establish a new focus
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on developing human-centric frameworks and approaches for smart contract design, reducing

reliance on third parties and simplifying the user experience. Our work provides a foundation

for explainability through requirements analysis and design principles, aiming to inspire more

human-centric approaches.

3.6.3 A Case for Instantiating Explainability Requirements

This section presents an example case demonstrating the elicitation of explainability require-

ments and how certain design principles can be reflected in implementing a smart contract.

We consider a function that represents authority decisions. The choice of this function stems

from the frequent occurrence of this pattern in many dApps and has been expressed as priv-

ileged accounts in the literature [169, 284, 310, 95]. There are many scenarios for these

functions such as adjusting loan collateral requirements, updating reward distribution rates,

changing governance rules and ownership and draining contract balance in case of emer-

gency. The pattern of this function involves creating a modifier to restrict the execution by

the owner or another specified party. Here is an example of this function where the owner

can change the interest rate.

1 modifier onlyOwner () {

2 require(msg.sender == owner , "Only owner");

3 _;

4 }

5 function updateInterestRate(uint newRate) public onlyOwner {

6 interestRate = newRate;

7 }

In the requirements elicitation phase, engineers gather the necessary requirements for

designing such a function. They should also consider eliciting explanation requirements by
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addressing the fundamental questions, as illustrated in Section 3.6.1. For example, we have

identified two explanation requirements:

• R1: Explanation is required for end-users (who), aimed at ensuring transparency and

trust (why) by clarifying the owner’s ability to change the interest rate, the decision’s

implications on users, and the expected range for these values (what). This explanation

should be provided before users execute the contracts (when).

• R2: Explanation is required for end-users (who) to justify the decision (why) of chang-

ing the interest rate by the owner (what) after it has been updated (when).

For R1, the principle of Immutability Requires Proactive Measures necessi-

tates the provision of explanation by connecting the low-level implementation of the smart

contract to high-level considerations. This function should be explained to users within the

context of the application functionalities. For example, the identification of the roles and

responsibilities of the owner, ensuring that end-users are aware of who has the authority

to make changes, under what conditions these changes can occur, and the allowable ranges

for these changes. This clarification also aligns with the principle of Explainability by

Default, which requires providing the maximum explanation to achieve the highest level of

transparency. When users agree to execute the contract, they should understand the owner’s

authority and the potential implications of this function on their investments.

For R2, the principle of Explainability Embedded into Design implies reflecting

this requirement in the design and implementation of smart contracts. Initially, the function

is presented previously. We add a new condition for the interest rate changes, assuming

that the user is already informed about the acceptable ranges before executing the contract

from R1. Both requirements support the principle Keeping It Open Is Not Enough

which implies that the visibility of code and transactions is not sufficient to ensure user

understanding. The updated implementation reflecting the new design is as follows:
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1 function updateInterestRate(uint newRate , string memory reason) public

onlyOwner {

2 require( newRate >= minInterestRate && newRate <=maxInterestRate ,

"Interest rate must be within the agreed range");

3 uint oldRate = interestRate;

4 interestRate = newRate;

5 emit InterestRateUpdated(oldRate , newRate , msg.sender , block.

timestamp , reason);

6 }

In the enhanced implementation, the require statement ensures that the new interest

rate falls within the predefined range to prevent misuse. The emit statement logs the old

and new interest rates, the owner’s address who made the change, the timestamp and the

reason for the change. When the updateInterestRate function is executed, the detailed

information in the transaction can be displayed at the application layer in an understandable

form to justify the owner’s decision. We demonstrated one way of how explainability can

be elicited and embedded into smart contract design to evaluate its feasibility and encour-

age further research and practical implementation of these principles in broader and more

technical contexts.

3.7 Discussion

This section discusses our methods for validating our work and the potential threats to

the validity of our approach. As our work has different stages, we have adopted different

quality assessment techniques from validating SLR [324] and taxonomies [297] to ensure their

reliability and usefulness as follows.
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3.7.1 Validation

Methods Rigour:

This quality aspect aims to reflect on the validity of our research approach in terms of

rigour and robustness [324]. In Section 3.3, we thoroughly explained the four stages of our

methodology: knowledge acquisition, knowledge systematisation, comparative analysis and

the exploration of explainability in smart contracts. These stages and their respective steps

were designed to ensure the rigour of our study. The knowledge acquisition stage consists

of predefined steps adopted from SLR, including string formation, source identification, se-

lection criteria and a template for data gathering. Additionally, we detailed the filtering

processes to ensure the robustness of the collected data. We also defined the consultation

process for gathering knowledge from developers and provided the semi-structured questions.

In the knowledge systematisation stage, we described our thematic and iterative process for

organising the acquired knowledge into five levels of the system. This systematic approach

ensures that the data is categorised and understood in a structured manner. The compar-

ative analysis stage involved defining our method for comparing our findings with standard

definitions and explaining the rationale behind choosing specific standards. We outlined the

method of extracting attributes, their mapping and the support scale levels to provide a clear

method for comparison. Finally, we thoroughly explained how we defined the explainability

requirements and principles by synthesising existing explainability requirements from other

disciplines and drawing inspiration from privacy-by-design principles to tailor them for smart

contracts explainability.
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Reliability of Sources:

This quality assessment aims to reflect on the reliability of the findings based on the knowl-

edge sources selected to draw conclusions [324]. We defined strict inclusion criteria during

the knowledge acquisition phase, focusing exclusively on peer-reviewed papers. To further

validate our knowledge base, we consulted experienced developers to confirm our initial re-

sults and provide practical insights to enrich our study with industrial insights. Additionally,

all studies selected for the subsequent methodological stages, including the exploration of

explainability, were peer-reviewed, significantly cited and of high quality based on criteria

from [324]. This meticulous selection process was designed to ensure that our findings and

conclusions are both reliable and meaningful.

Orthogonality Demonstration:

We demonstrated the orthogonality [297] of transparency, accountability and understandabil-

ity by organising these concepts into five distinct levels, as illustrated in Table 3.4. Initially,

we started with low-level and high-level classifications. We continuously refined our categori-

sations through iterative content analysis to generalise similar concepts and elements [63].

However, we defined external data as a standalone level, even though it shares elements and

concepts with the process level. Oracles serve as third parties that provide data to smart

contracts, which means they operate independently from the contracts’ design. Our synthe-

sis includes some aspects of external data processes based on the selected sources. However,

they require separate consideration due to their unique role in the ecosystem. The literature

on oracles is extensive and warrants a separate study to fully understand their transparency

and accountability, which is beyond the scope of this study.
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Benchmarking:

It involves validating our findings by comparing them to similar concepts, classifications

or studies [297]. In this study, we performed two comparisons. First, we conducted a

comparative analysis of our knowledge base with standard definitions. This analysis revealed

that some definitions do not satisfy the true meaning of transparency, accountability and

understandability, providing deep insights into the claimed or appreciated use of these terms

in the context of smart contracts. Second, we compared the objectives of our study with

related works addressing similar concepts to highlight the similarities and differences. Table

3.9 presents this comparison, emphasising the distinct aspects of our contributions. Further

explanation of this comparison is provided in the following section on related work 3.8.

Instantiation of Explainability Requirements and Principles:

We demonstrated the potential of the explainability requirements and principles through

their instantiation using an example case [297]. This practical example showed one strategy

of how these requirements and principles can transform requirement elicitation processes

and improve the design of smart contracts to accommodate explainability. Moreover, this

example underscores the practical impact of integrating explainability into the design phase;

however, more research is required to fully realise the potential and implications of this

requirement on the smart contract lifecycle.

3.7.2 Threats to Validity

This subsection outlines the potential threats to validity identified in our study, guided by

the insights provided in [317, 258].
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Internal Validity:

A potential threat to internal validity in our study is the bias in the knowledge acquisition

phase, particularly in study selection. The use of generic search strings resulted in the

retrieval of many studies, increasing the risk of missing relevant studies. To mitigate this

threat, we followed SLR procedures by adopting established steps. We developed a detailed

filtering process using library tools and well-defined selection criteria to reduce bias in study

selection. Additionally, we incorporated insights from consultation with developers to provide

an additional layer of knowledge and further reduce potential biases from the literature review

alone.

External Validity:

A potential threat to external validity is the generalisation of knowledge systematisation

and the customisation of explainability for smart contracts. Our investigation focused on

Ethereum smart contracts due to their prominence in the literature and industry, meaning the

systematisation results primarily reflect their state. However, the identified explainability

requirements and principles concern early development stages and are generalised to be

blockchain-agnostic.

Another potential threat to external validity is that consulting only two developers

may not capture the full spectrum of developer perspectives. To ensure we gathered valid

input, we selected developers with extensive experience and significant involvement in nu-

merous blockchain projects. The insights we sought from these developers aimed to provide

an overview of the current practices in various DApps and the working mechanisms of smart

contracts. While our approach focused on generalisable knowledge within the current in-

dustrial context, future studies could expand this research to include a broader spectrum of
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developer perspectives.

Construct validity:

A potential threat to construct validity in our study is the incomplete presentation of con-

cepts in the systematisation process. We organised the knowledge into five levels: output,

algorithm, external data, process and application, based on information gathered from var-

ious sources. This categorisation may not capture all relevant levels and categories. To

mitigate this threat, we followed rigorous methods for selecting and validating sources and

performed an iterative process to refine this categorisation. Despite these efforts, our sys-

tematisation does not guarantee completeness, as it is based on the available data and the

scope of the study. However, it is designed to be adaptable to accommodate new knowledge

variations as they emerge.

Conclusion Validity:

A potential threat to conclusion validity is the possibility of interpretation bias and incon-

sistent reporting and synthesis of results, which can lead to varying conclusions. To mitigate

this threat, we developed a detailed data extraction template and involved two reviewers

experienced in smart contracts research to synthesise the knowledge. We employed thematic

analysis techniques for interpreting the results [63]. To further reduce interpretation bias, we

discussed the initial data synthesis with experienced developers to ensure common agreement

on the concepts.
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3.8 Related Work

This section compares our study with existing research to evaluate its contribution to the

field of smart contracts. To the best of our knowledge, explainability is a new concept in

smart contracts and has not been precisely mentioned in the existing literature. However,

we selected relevant studies that address similar concepts during the literature review stage

and explore core aspects such as transparency, understandability and accountability. We

aim to highlight the similarities and differences between our work and related studies. Table

3.9 highlights our contribution’s different aspects.

Our study reaches conclusions similar to several existing studies regarding the trans-

parency and accountability of smart contracts and blockchain technology. While these tech-

nologies are often claimed to be transparent and accountable at a basic level, they do not

achieve these qualities at a more comprehensive level. For instance, the study by [76] em-

phasise the critical role of human and social aspects in implementing blockchain-based smart

contracts. They stress the need for contractual semantics and business rules to be under-

stood and agreed upon by all parties. Similarly, the study by [59] examines the transparency

and accountability of current NFTs implementations. While NFTs are often praised for

their transparency and accountability, they frequently fall short due to the lack of rigorous

document standards. Additionally, the studies by [157] and [305] stress the transparency

of blockchain transactions, but they also note that these transactions are not easily under-

standable to humans.

In terms of domains, the related studies focus narrowly on specific use cases such as

NFTs [59], DAOs [76], and ERC20 tokens [305]. In contrast, our study provides a broader

application scope by addressing the design of smart contracts on public blockchains without

focusing on specific use cases.
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The literature on smart contracts frequently centers on developing new languages, as

seen in the work by [76]. With over 100 languages for smart contracts [300], this approach

adds to the complexity and challenges faced by developers. We argue that the focus should

shift towards improving the design of existing languages. Additionally, some studies propose

using external and third-party intermediaries to interpret code and transactions to enhance

their transparency. For example, [157] suggests a visualisation tool for this purpose, and

the findings of [305] show that many interfaces fail to inform users adequately about the

implementation and contract processes. Our study addresses this issue by considering high-

level and low-level aspects to bridge the gap between implementation details and broader

conceptual understanding. The existing literature tends to discuss these aspects separately;

we propose explainability requirements to connect them. Our research aims to make smart

contract systems more understandable and explainable to reduce the need for such interme-

diaries.

3.9 Summary

This chapter systematically examined the critical concepts of transparency, accountability,

and understandability within smart contracts. Through a detailed literature review and con-

sultations with experienced developers, we organised these concepts into five distinct levels:

output, algorithm, external data, process and application. Our comparison with standard-

ised definitions highlighted the misalignment between these definitions and the character-

istics of smart contracts, emphasising the need for standardisation and tailored definitions

within the blockchain domain. Therefore, explainability is a key requirement that can unlock

transparency, accountability and understandability in smart contracts. It acts as a bridge,

connecting the visible technical details to higher-level interpretations that resonate with hu-

man understanding. Ultimately, we aim to guide researchers and practitioners by providing
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Table 3.9: Comparison of Our Study with Related Work
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Blockchain

Type

Specific

Domain

Contributions Research Focus

[76] ✓ ✓ ✓ Public DAOs Development of a formal spec-

ification language (SLCML) for

legally-binding DAO collabora-

tion

Focuses on legal and busi-

ness semantics

[59] ✓ ✓ Public NFTs Examines NFT output informa-

tion and their records in terms of

transparency and accountability,

concluding that document stan-

dards are necessary to be fair and

transparent

Focuses on information pro-

vision from the perspectives

of Users, Firms and Regula-

tors

[157] ✓ ✓ Public Critical

infras-

tructure

Proposes a user-centric visuali-

sation framework for blockchain

transactions to identify malicious

events.

An external tool to vi-

sualise blockchain transac-

tions, enabling users to have

better communication and

decision-making

[305] ✓ ✓ Public ERC20

Tokens

Systematic study of unlimited ap-

proval in transactions revealing

security issues from interacting

with DApps and wallets. The re-

sults show that few interfaces pro-

vide explanatory information for

users to mitigate the risk of un-

limited approval.

Investigates and analyses

transaction process trans-

parency for end-users and

the understandability of ex-

planations provided by in-

terfaces for the contract

process.

This

Study

✓ ✓ ✓ ✓ Public General,

applica-

ble to all

smart

contracts

Explorations of the core concepts

from both low and high level

considerations. Introducing ex-

plainability design principles and

requirements to design human-

centric smart contracts.

Focuses on understanding

the design and process of

smart contracts to reveal

their capabilities.
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a foundation of explainability in early development through requirements analysis and design

principles.

The explainability requirement analysis lays the groundwork for tailoring explainabil-

ity for smart contracts by addressing who, what, why, when, and how to explain. In this

chapter, we covered the main elements of each question. However, the unique characteristics

of smart contracts necessitate a deeper investigation into "what to explain," especially their

decision-making mechanisms, which will be further explored in Chapter 4. Similarly, "why

to explain" also needs further examination. Smart contracts function as agreements with

enforceable outcomes which may require specific goals not addressed in adaptive systems.

Therefore, Chapter 5 will explore the specific purposes for smart contract explainability.
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Chapter Four

ExplanaSC: A Framework for

Determining Information Requirements

for Explainable SC

Our findings in Chapter 2 indicated a noticeable absence of human-centred methodologies

that identify and address smart contract requirements. Given the unique characteristics that

influence smart contracts’ behaviour and the unexplored aspects of their decision-making pro-

cesses, further exploration is needed. Therefore, this chapter bridges these gaps by proposing

a structured, human-centred framework for defining and eliciting information requirements.

Chapter 3 presented the aspects of explainability requirements analysis for smart contracts

based on the fundamental questions. This chapter extends this analysis by investigating

the ‘what to explain’ aspect of smart contract behaviour and decision mechanisms. The

proposed framework can aid requirements engineers in defining, eliciting and determining

information requirements to design explainable smart contract (XSC) systems.

This chapter extends the published manuscript authored by the thesis writer, AL

Ghanmi et al. [4], incorporating exact scripts alongside modifications tailored for this thesis.
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4.1 Overview

Blockchain and smart contracts have introduced a new paradigm of automation and authority

different from intelligent autonomous systems such as AI [208, 307]. They utilise automated

decision algorithms, following predefined rules and inputs to execute specific instructions with

unique features such as immutability and enforceability. The factors that distinguish smart

contract decisions include the governance structure (centralised vs decentralised), the process

location (on-chain vs off-chain), the degree of automation and whether the rules are fixed or

dynamic. The need for transparency arises from these factors as they significantly impact the

trustworthiness of smart contract decisions. However, the literature has overlooked exploring

these mechanisms and their impact on smart contract outcomes.

Researchers have highlighted the scarcity of information regarding blockchain gover-

nance and decision-making processes, which leads to a limited understanding of how key

decisions in blockchain systems are made [100], leaving smart contracts decisions largely

unexplored and poorly understood [234]. This knowledge gap is confined to researchers and

extends to the users who are part of the decision-making process. As a result, there is a

significant lack of awareness and understanding of the decision-making process, raising the

need for transparency and explainability to keep humans in the loop.

To tackle these challenges, this chapter aims to integrate explainability requirements

in the early development of smart contracts and investigate the characteristics and compo-

nents of smart contracts’ behavioural and decision-making mechanisms, prioritising users’

informational needs regarding these processes. Currently, there are no widely adopted or

standardised frameworks for the explainability of smart contracts. Therefore, we adopt the

principles of Situation Awareness (SA) and Goal-Directed Task Analysis (GDTA), exten-

sively explored in human factors research and human-automation teams [43, 86, 84, 83].

These concepts determine the informational requirements for individuals’ needs when oper-
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ating in various scenarios, as explained further in Section 4.3.

There are several notable uses of SA in explainable systems, including [264, 43, 85].

These studies have commonly utilised the Endsley’s definition of SA [84] to determine what

information about agents should be shared with humans across three key levels: percep-

tion, comprehension and projection. The frameworks proposed by [43, 85] focus on agent

attributes, providing specific information that humans need for their decision-making. On

the other hand, the SAFE-AI framework introduced by [264] relates SA-derived information

requirement to explainability and leverages XAI to meet these explanation requirements.

This is consistent with our objective, which is to determine smart contract information

requirements which align with users’ needs for awareness, reasoning and projection.

Therefore, we adopt some of the fundamental guidelines proposed in [264], which are

presented at SA’s three levels definition: perception (input/output), comprehension (model

information) and projection (changed inputs/effects of model changes/next agent actions).

Our framework tailors [264] considering smart contracts behavioural properties and decen-

tralised structures by introducing new models and constructs that incorporate factors such

as logic, data, roles and responsibilities, autonomy, governance and decentralised decision-

making mechanisms. Our ExplanaSC extension supports SA three levels to provide XSC

explanations along perception (input/output), comprehension (system models) and projec-

tion (next actions and future behaviour).

Furthermore, we enrich these three levels by classifying the main components of

smart contract behaviour that present system models: business logic, data and roles and

responsibilities. Additionally, we categorise the scattered knowledge about decision-making

mechanisms into autonomy, governance, process and behaviour. This classification can aid

designers and requirements engineers in determining contextualising information for XSC

explanations.
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Our study is the first to craft an XSC framework and addresses the growing need for

explainability as an emerging field. Specifically, the primary contributions of this chapter

are as follows:

• It proposes a structured, human-centred framework for defining information require-

ments for the design of XSC systems to assist requirements engineers in determining

the necessary information that should be supported by XSC systems.

• It classifies the main components of smart contracts that govern their behaviour into:

business logic model, data model and roles & responsibility model. Additionally, it

categorises decision-making aspects into autonomy, governance, process and behaviour,

aiding designers and requirements engineers in contextualising information for XSC

explanations.

• It addresses the lack of standardised methods for explainability within the context of

smart contracts by leveraging SA levels proposed by Endsley [84] and employs GDTA

techniques. The ExplanaSC framework promotes the generation of XSC explanations

through three levels aligned with SA: XSC explanation for perception, XSC explanation

for comprehension and XSC explanation for projection. These levels offer an effective

means for engineers to design the information requirements to meet users’ needs for

awareness, reasoning and projection.

This chapter proceeds in the following sections: Section 2.2 presents the preliminaries

of main concepts. The research approach is described in Section 4.3. Section 4.4 introduces

the proposed framework, explaining its key components and elements. Section 4.5 outlines

the evaluation strategies employed in this chapter. The threats to the validity are discussed

in Section 4.6. Following this, Section 4.7 provides an overview of related work in the field.

Finally, Section 4.8 summarises this chapter.
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4.2 Background

This section provides background information on the decision-making process and hierarchy

in smart contracts, which will be referenced throughout the chapter.

4.2.1 Decision-Making Process

Smart contracts operate by following basic “if/then" instructions, expressed in code on

blockchains. When predetermined conditions are met and confirmed, a network of com-

puters executes the corresponding activities [164]. Smart contract code can include as many

conditions as necessary to ensure that the specified task is completed effectively. The tech-

nical aspects of the decision-making process can be summarised as follows:

Logic:

The underlying logic of a smart contract, implemented through code, defines the rules and

conditions that dictate how the contract behaves and responds to various situations [208,

308]. These rules are typically encoded using programming languages designed explicitly for

smart contracts [280]. This logic outlines the business terms and policies that serve as the

foundation for the smart contract’s decision-making. It includes if-then statements, loops,

calculations and other computational processes that guide the contract’s decisions. Smart

contracts automate decisions through triggers, which are conditions that initiate execution

without any need for manual intervention. These triggers can be time-based, event-based,

input-based or conditional, depending on the specific requirements of the contract’s use case

[308].
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Data:

Smart contracts rely on data inputs to make decisions. These data inputs can come from

various sources, including internal variables within the contract, external APIs, oracles or

even user inputs [231]. The contract uses this data to evaluate predefined conditions and

to determine appropriate actions or outcomes. Due to the deterministic environment of

blockchains, direct access to real-world data is limited, resulting in a lack of reliable data

feeds [231]. Oracles are developed to link smart contracts with real-world information outside

the blockchain. Developers can build customised Oracles or use Oracle service providers

such as Chainlink [36], Witnet [315] and Paralink [228]. Oracle services have their own data

fetching and verifying processes to obtain data from different nodes such as voting or staking.

The off-chain process typically involves data sources, data processing and computation that

contribute to decision-making that is located outside the blockchain.

Human Intervention:

In some cases, smart contracts may incorporate human intervention as part of the decision-

making process, which can be achieved through modifiers and specific functions [280]. Al-

though these contracts are designed to be self-executing and autonomous, there may be

instances in which human input is required or desired. For example, a contract may require

an administrator to approve a specific transaction or provide additional information before

executing a certain action [61]. Human intervention ensures critical decisions are not solely

dependent on automated processes and allows flexibility and adaptability in complex sce-

narios. However, it may impose risks of overprivileged accounts, giving certain powers to a

single entity and centralising the decision-making process. Many studies have introduced de-

centralised decision mechanisms to overcome single of point of failure problem [69, 213]. This

mechanism employs the collaboration of stakeholders to make a decision through consensus
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mechanisms. Thus, human intervention is an additional layer of decision-making input that

influences the smart contracts behaviour.

4.2.2 Decision Hierarchy

Decision-making in smart contract systems comprises two distinct levels: the user level and

the system level. This distinction allows for a more nuanced analysis of the decision-making

processes involved.

User-Level Decision:

At the user level, decisions are made within the context of an end-user utilising the services

provided by smart contracts. These decisions are governed by the contract’s predefined rules,

logic and conditions, and are executed autonomously to produce outcomes that directly im-

pact the end-user. Decision-making at this level involves the contract executing its code

to enforce specified rules and determine actions or results relevant to the individual user

[208, 335]. For example, a contract might calculate rewards for an end-user based on pre-

defined formulas or distribute assets according to established conditions. However, in some

instances, user-level decision-making may involve additional input from other users or con-

tract owners with special permissions. These privileged accounts, such as administrators or

contract providers, can influence certain decisions by approving actions or modifying specific

parameters, adding a layer of human oversight to control the automated process.

System-Level:

System-level decision-making pertains to the overall operation and governance of the smart

contract system. These decisions affect all stakeholders in the system. Decisions regarding
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smart contracts governance are system-level decisions [234]. This category includes deter-

mining the rules, procedures and mechanisms for proposing, approving and implementing

changes to the system. In addition, it determines decisions related to system upgrades or

modifications.

4.3 Research Approach

We use DSR approach [125] that focuses on creating meaningful artefacts to solve identified

problems [135]. DSR produces various types of artefacts [199], including representational

constructs, methods, models and instantiations. Representational constructs are often used

to create frameworks of thought, allowing researchers to better understand and communicate

their findings. They provide a means to organise and structure ideas, helping to make sense

of complex topics.

Therefore, our research goal is to develop an artefact in a form of a framework for

solving a relevant problem per the criteria described in [135]. The DSR methodology is a

suitable approach to address the identified problem of a lack of standardised methods for

defining information requirements to explain smart contract decisions from a human-centred

perspective. The framework proposes explanations levels that define which information re-

garding smart contract decision-making processes should be supported by explanations. This

approach aims to guide requirements engineers in determining information requirements to

better design smart contract systems that take into account the human in the loop.
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4.3.1 Framework Design

The proposed framework comprises three primary components: the compiled definition of

the SA, the application of GDTA steps and the operational structure of the smart contracts

to facilitate decision-making. The complete iteration of the proposed framework is presented

in Figure 4.1, illustrating the integration of the three main components.

Component 1: SA Definition Compilation

The initial component integrated into the framework revolves around the SA concept. End-

sley [84] provides an extensive definition of SA, delineating it as the “perception of elements

in the environment within a volume of time and space (level 1), the comprehension of their

meaning (level 2), and the projection of their status in the near future (level 3)." Widely ac-

knowledged and applied in various SA-related studies [313, 102], this definition has played a

pivotal role in shaping models and frameworks for SA, particularly in the domain of human-

automation teams [80, 43, 85, 264]. This definition is embraced because it comprehensively

considers three levels, helping to create SA requirements that can be adapted to various sce-

narios [84, 262]. Adhering to this definition provides a systematic approach to constructing

a conceptual framework.

The information requirements of SA influence the information that XSC systems

should provide concerning smart contracts decisions. To align with the three levels of SA

definition, the human in the loop needs to be aware of the decision and the corresponding

action/outcome (perception - Level 1), understand why the system has taken this action and

how it has made this decision (comprehension - Level 2) and be informed about the system’s

subsequent actions and future behaviour (projection - Level 3). Thus, the determination

of this information mirrors the three levels of SA. The questions, as presented in Figure
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Figure 4.1: The Proposed Framework for Determining Information Requirements for XSC

Explanations

4.1, facilitate the identification of a comprehensive list of information requirements that

can be embedded into the smart contract design to be provided after the decision occurs.

This framework specifically addresses the ‘after decision/execution’ phase for explanations,

as discussed in Chapter 3 regarding ‘when to explain’. This timing ensures that users can

understand and reason the contract’s actions and decisions.

Component 2: GDTA Analysis Integration

The second component integrated into the framework is GDTA, a form of cognitive task

analysis using qualitative methodology to address SA requirements [311, 83]. It has been

widely used to analyse individuals’ SA needs and identify information requirements [83].

GDTA can help uncover SA requirements through three key steps: (1) identification of goals

and subgoals, (2) identification of decisions for each goal or subgoal and (3) identification
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of SA-level requirements for each decision [86, 83]. We use these steps in the framework

construction to reveal informational requirements. We define a set of XSC goals and related

questions regarding smart contract decisions as part of the ExplanaSC framework. These

goals and questions address fundamental inquiries that users may raise during execution. The

perceptual questions seek to understand the actions and input influencing smart contract

decisions. The XSC perception explanation goal addresses the “what” questions that have

driven the decision. Further inquiries related to comprehending the underlying rationale

behind specific decisions and the decision-making process (comprehension). In this context,

the XSC comprehension explanation seeks to clarify “why" and “how" questions regarding

smart contract decisions. Lastly, the framework responds to inquiries regarding the system’s

anticipated future actions (projection). The XSC projection explanation aims to give a

forward-looking view of the system’s future behaviour or actions.

Component 3: Smart Contracts Decision Characteristics

The final component integrated into the framework involves understanding the main factors

that influence the decision-making process of smart contracts, which requires understanding

their operational structure. Smart contracts rely on logic, data and human intervention to

make decisions as thoroughly explained in Section 4.2.1.

4.3.2 Framework Ex-Ante Evaluation

To assess the effectiveness of the artefact, we employ a combination of two evaluation methods

to increase the credibility of the proposed framework as recommended by [302]: an ex-

ante evaluation through expert feedback and an ex-post evaluation through a case study

demonstrating the framework’s applicability [302, 241]. The evaluation follows the techniques

developed to assess DSR artefacts in [302, 241, 166]. In this subsection, we present the initial
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evaluation results obtained from experts for the draft framework, followed by the refined

framework in Section 4.4. The demonstration is provided in Section 4.5.

Experts Feedback

The first evaluation method is conducted through a series of expert feedback, which has

been identified as an effective method to gather early feedback [19]. We design a survey

to gather experts’ insights and suggestions through multiple-choice questions and written

format. We target participants with blockchain backgrounds and diverse disciplines. Thus,

we can comprehensively understand the strengths and areas that need improvements in the

proposed framework.

We defined a set of criteria to minimise bias and ensure a diverse and representative

selection of experts for our evaluation. First, we targeted key categories of experts, including

organisations and DApp owners, developers, researchers and professionals from other disci-

plines specialising in blockchain. We used various channels to identify these experts, such

as LinkedIn, X (formerly Twitter), universities and scholar pages, and GitHub. Our second

criterion was to verify the legitimacy of the experts by ensuring they had verified accounts

listing their affiliations or demonstrating involvement in blockchain-related work. We ex-

cluded anonymous accounts with no background information. We distributed the survey to

50 experts whose profiles matched our criteria. However, a limitation of this approach is that

we received responses from only 11 experts who were willing to collaborate with us, as shown

in Table 4.1. Another limitation of this method is the potential for subjective interpretation

of the framework based on each expert’s background and expertise. To maintain the privacy

of individuals, we have assigned each expert a unique identification number (ID) to reference

the corresponding experts and their respective feedback.

To design the survey questions, we followed guidelines from [241, 19] to identify key
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Table 4.1: List of Experts and Their Backgrounds

ID Specialty Experiences

ID-1 Researcher A university assistant professor with four years of experience in blockchain

smart contracts, specifically in oracles.

ID-2 Lawyer A lawyer with a master’s degree in information technology law was previously

a lecturer interested in blockchain smart contracts from a legal perspective.

ID-3 Researcher A university professor specialising in information systems and knowledge man-

agement, consultant at a research center with ten years’ experience and a re-

searcher with interests in IoT and blockchain.

ID-4 Engineers/

Developer

Software engineer with 8 years of experience in blockchain, cryptocurrencies

and smart contracts. CEO and co-founder of a blockchain project.

ID-5 Researcher IT consultant and researcher with 25 years’ experience in many IT fields,

including setting strategies for IT directions, researching blockchains and new

technologies.

ID-6 Researcher A university assistant professor with six years of experience in blockchain and

Internet of Things.

ID-7 Engineers/

Developer

Senior blockchain developer

ID-8 Business or-

ganisation/

Developer/

Researcher

A university assistant professor, consulting and business analysis, with research

interests in blockchain and IoT, specialising in automating regulatory and con-

tractual processes and enforcement.

ID-9 Engineers/

Developer

A blockchain developer with extensive experience in DApps, DAOs, ERC20,

NFT and token projects and the tokenisation of assets on Ethereum, Binance,

Tron and Polygon.

ID-10 Engineers/

Developer

A blockchain developer with extensive experience working on over 30

blockchain and web3 projects, including NFTs, metaverses and decentralised

financial systems

ID-11 Researcher Fullstack developer with more than 4 years in blockchain and Ethereum
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quality attributes for evaluating DSR artefacts. According to [19], evaluating a developed

artefact requires defining relevant metrics and collecting appropriate data. Common eval-

uation criteria identified in [241] include usefulness, accuracy, performance, effectiveness,

ease of use, robustness, scalability, and operational and technical feasibility. Based on these

guidelines, we asked experts to evaluate the framework on attributes such as completeness,

simplicity, understandability, operational feasibility, and usefulness [241, 19]. Criteria such

as accuracy, performance and scalability are typically evaluated using system metrics.

The survey was designed as an online questionnaire to capture both quantitative and

qualitative feedback. It combined yes/no questions, multiple-choice questions, and open-

ended responses to gather diverse insights. The yes/no questions assessed specific attributes

(e.g., completeness, simplicity) with an optional comment section for experts to provide ad-

ditional context or clarification. Multiple-choice questions used a five-point scale to measure

the perceived importance of explanations within a smart contract and to rate the frame-

work’s usability and applicability. As a final step, open-ended questions are given to allow

experts to provide their viewpoints regarding additional information requirements, improve-

ments, or any other relevant aspects of the framework. The survey questions and full experts’

responses are presented in Appendix C

Explanation Importance Rate: There was a strong consensus among the experts about

the significance of explanation requirements within smart contracts. Out of the 11 experts,

10 firmly believed in the importance of providing explanations. Conversely, a single ex-

pert believed that offering explanations was unimportant. The outcome of this question is

presented in Table 4.2.

The results of the five qualitative evaluation characteristics: understandability, sim-

plicity, usefulness, completeness and operational feasibility are presented in Table 4.3, and

the experts’ feedback is summarised as follows:
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Table 4.2: Experts Rate for Explanations Importance

Importance Scale Experts Count

Very Unimportant (1) 0

Unimportant (2) 1

Neutral (3) 0

Important (4) 1

Very Important (5) 9

Understandability and Simplicity: Most experts (8 out of 11) demonstrated a clear

understanding of the framework’s structure. Some experts expressed a preference for a

demonstration example of the framework, which we have taken into consideration for inclu-

sion in the subsequent section of this chapter. According to (ID-9), the framework has the

potential to be user-friendly and well-structured, but its ease of use depends on factors such

as smart contracts complexity and the level of technical expertise of users.

Usefulness: The majority of experts, except for one (ID-6), supported the framework’s

usefulness in facilitating the design of more transparent and understandable smart contracts.

The expert (ID-6) expressed concerns about human decision-making and preferred a com-

pletely automated system. It is important to note that the framework does not advocate for

or against human intervention. Instead, it highlights the importance of providing explana-

tions, regardless of whether the decision is fully automated or involves some degree of human

intervention.

Completeness: Based on the feedback, the framework received constructive suggestions

to improve completeness. Five out of eleven experts found the framework needed to be more

comprehensive, pointing out several aspects to consider such as security considerations, de-
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Table 4.3: Summary of Experts Evaluation Results

Evaluation char-

acteristic

Survey

Answers

No of Re-

sponses

Prominent comments

Understandability
Yes

No

8

3
ID-8:“Clear, but needs an example use case for usage

illustration."

Simplicity
Yes

No

8

3
ID-9:“The proposed framework is potentially easy to

use, but it depends on a number of factors, includ-

ing the complexity of the SC decision ,the domain in

which it is used and the level of technical expertise of

the users. The framework is structured and provides

a clear roadmap for determining the information re-

quirements for SC decisions. This makes it easy to

follow and use."

Usefulness
Yes

No

10

1
ID-9:“Yes, Once the framework has returned the SC

output and the reason why it has returned that out-

put, this information can be used to design SCs that

are more understandable and transparent."ID-6:“No,

I am not in favour of human intervention"

Completeness
Yes

No

6

5
ID-5:“Integrity could be also considered as part of

how the decision is made." ID-8:“It covers various

important high-level factors. But it might also needs

to consider security aspects, user-experience, nodes

behaviour, public or private settings, the impact of

the underlying infrastructure on the smart contract

outcomes, upgradability, portaility, and so on."

Operational fea-

sibility

Yes

No

11

0
No comments were given.
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cision integrity, legal requirements and unexpected events. Several of these insights shed

light on the need for robust measures to ensure the integrity and security of smart con-

tract decisions. Moreover, experts highlighted the importance of incorporating blockchain

characteristics and elements directly related to smart contract decisions and behaviour.

Operational Feasibility: Regardless of the framework’s operational feasibility, it is note-

worthy that all experts unanimously supported its feasibility. This consensus demonstrates

their collective belief that the framework can be applied in a practical environment.

Feedback on Potential Usage Scenarios of the Framework The presented results

showcase the distribution of preferences for the framework application among the experts.

The purpose of this inquiry was to provide experts with a clear understanding of the context

in which the framework could be applied. Specifically, we asked whether they could utilise

the framework in the following ways:

• Case 1: Starting point when designing a new dApp.

• Case 2: Testing information requirements in existing projects.

• Case 3: Checklist to ensure coverage of informational requirements.

Respondents were presented with these multiple-choice options, enabling them to express

various perspectives on the potential applications of the framework. In examining the expert

responses to queries regarding the application of our framework, it is essential to emphasise

that the goal was not to seek unanimous agreement but to capture diverse perspectives

among experts as shown in Figure 4.2.

The results revealed that 6 frequencies indicated a preference for Case 1, while 5

frequencies each expressed interest in Case 2 and Case 3. This distribution reflects the
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Figure 4.2: Distribution of Expert Preferences for Framework Applications

richness of expert opinions and contributes to a more nuanced understanding of the frame-

work’s applicability. Importantly, this diversity aligns with the framework’s flexible nature,

recognising that different contexts may warrant varying approaches.

Experts’ feedback calling for further elaboration and refinement of the frame-

work: Experts provided various insights regarding the information requirements that smart

contract applications should support. The lawyer (ID-2) highlighted the importance of clari-

fying why users need to employ smart contracts and how courts handle these contracts-related

matters. Other experts emphasised the need for explanations regarding smart contracts com-

ponents in relation to blockchain technology. An intriguing perspective was offered by ID-4,

who emphasised the significance of end users being able to comprehend how smart contracts

function: “It is important for the end user to view how the smart contract works and some-

times they read the code in order to trust the smart contract. It is their money after all.

One good example, Uniswap smart contract it has a complex structure and it is quite hard to
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understand even for developers. Uniswap provide documentation that explains how the smart

contract works in detail and they provided some visualisations to help understand it better.

if the code isn’t then the framework you provide could work for most people." Several ex-

perts expressed the need to consider various aspects, including security considerations, legal

requirements, upgradability, integrity and user experience. The expert ID-9 supported the

framework’s elements, emphasising the significance of the smart contract input explanation

and purpose in aiding users’ comprehension of the decisions.

Additionally, experts provided valuable suggestions for enhancing the overall frame-

work. Some of these suggestions included incorporating information about data storage and

considering the legal implications of smart contracts. Experts also recommended illustrating

the stages within the blockchain life cycle where the framework would be most applicable.

The expert (ID-7) pointed out that the input information within the framework appeared

overly detailed and could benefit from some adjustments. On the other hand, the expert

(ID-10) highlighted the framework potential in promoting transparency during the minting

and burning processes of ERC20 tokens to address concerns related to potential inflationary

catastrophes.

Framework Refinements

In light of the valuable feedback provided by the experts, we have made several adjustments

and clarifications to the framework, which have been incorporated into the framework as pre-

sented in the next Section 4.4. It is important to note that some suggestions received during

the evaluation fall outside the scope of this study and require future investigations. For

instance, exploring the impact of explainability requirements on non-functional aspects such

as security, privacy, performance and costs would necessitate additional research. Recom-

mendations concerning security explanations introduce a layer of complexity that demands

138



ExplanaSC: A Framework for Determining Information Requirements for Explainable SC

thorough examination. To facilitate this exploration, specific security aspects must be iden-

tified to enable non-technical users to assess the security and integrity of smart contracts.

While our primary focus remains on decision-making, we invite security experts to provide

insights into key elements for ensuring secure and trustworthy smart contracts, particularly

for non-technical users. In the following, we summarise the refined framework details to

capture the essence of the feedback received.

(i) In response to experts’ suggestions regarding smart contract objectives, risks, regula-

tions and unexpected events, we have refined some details of the framework models

and stressed the adaptability of the framework to accommodate the suggested models.

The emphasis is on providing explanations of the business model, ensuring transparent

communication of the contract’s objectives, intended outcomes, risk management and

regulatory compliance. The updated framework incorporates the mentioned aspects

within the business model, addressing the importance of explaining compliance and

how smart contracts handle unexpected events and associated risks. Furthermore, the

framework is designed to be adaptable to customised models, in which engineers can de-

velop separate models for risk management and regulations to enhance the explanation

models.

(ii) A number of aspects of the framework have been refined and enhanced based on experts’

feedback. The first update was to make the input information aspect more versatile,

allowing for a variety of forms to be used as well as integrating permission and access

control aspects into the role and responsibilities model, emphasising clarification as

recommended by experts.

(iii) In addressing the relationship between smart contracts and blockchain aspects, it

is essential to note that our framework assumes implementation on existing public

blockchains such as Ethereum [89] and Solana [279], where decisions are made within the
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public blockchain’s infrastructure. The decision-making processes related to blockchain

are controlled by the governance of the public blockchain itself. Other studies, such

as [234, 187, 139], explore how blockchain governance decisions are made. However,

the decision-making in our framework relates to DApps developed for specific use cases

such as insurance and trading, which have their own governance and mechanisms sep-

arate from blockchain governance. We believe that further research on the behaviour

of smart contracts within blockchain nodes is necessary to enhance the explanation re-

quirements. However, XSC explanations for projection can serve a vital role in keeping

humans informed and engaged during unexpected events, including blockchain gover-

nance decisions, upgradability, hard forks, attacks and high-risk events.

4.4 The ExplanaSC Framework

As the adoption of smart contract systems continues to grow and people begin to interact

with increasingly complex decentralised environments, the need to maintain adequate SA

arises as a potential solution to preserving human engagement with these systems. Our

framework aims to uncover information requirements that smart contracts should provide to

their users that can be incorporated into system design to promote XSC.

Inspired by SA-oriented design [83], XSC design begins with a requirement analysis

phase where information requirements necessary to comprehend smart contract decisions

are identified. In order to effectively determine the information requirements for each smart

contract decision, our proposed framework defines a set of questions to achieve the desired

goals for XSC explanations. These goals call for an understanding of what the smart con-

tract accomplishes explicitly in terms of input and output information, why it behaves in

a particular manner by considering the logic it follows, how the decision-making process is
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executed through the decision mechanism employed and what subsequent actions and future

behaviours can be anticipated. We illustrate the framework application using user-level de-

cisions and systems-level decisions in Figure 4.3 and Figure 4.4, respectively. These figures

provide an overview of the key components and interactions involved in the process.

The framework provides a systematic approach to identifying the information require-

ments for a subset of key decisions in smart contract systems, focusing specifically on those

that directly impact users. This information is provided to address users’ needs for aware-

ness, reasoning, and projection. Therefore, the framework prioritises a targeted selection of

decisions most relevant to users, rather than attempting to include every possible decision,

many of which may not require explanations. Given that smart contract environments incur

fees for deployment and execution based on code complexity, this approach helps minimise

costs by focusing on decisions that impact users and require explanations. The three lev-

els of XSC explanations thus offer engineers an effective means of designing and delivering

explanations that keep human users well-informed and reducing unnecessary computational

expenses.

• XSC Perception Explanation: This level provides information about the decisions

made by the smart contract system and the actions it has taken. It focuses on the

input and output of a decision, ensuring that users are aware of the relevant data,

parameters and resulting outcomes.

• XSC Comprehension Explanation: At this level, the framework offers explanations

that help users understand the reasoning behind the system’s decisions and how they

were reached. It covers the logic, rules and mechanisms employed by smart contracts,

providing clarity and transparency in the decision-making process.

• XSC Projection Explanation: This level of explanation enables users to understand

the possible future behaviour of the smart contract system. It provides insights into
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Figure 4.3: The ExplanaSC Application Summary of User-Level Decisions
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Figure 4.4: The ExplanaSC Application Summary of System-Level Decisions
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next actions, consequences and any changes that may occur over time.

The ExplanaSC framework is designed to be adaptable across different smart contract

projects, irrespective of their specific domains. The delivery mode of explanations, such as

natural language or interfaces, is not our primary focus; instead, we focus on the informa-

tional content provided. In the following subsections, we offer a detailed description of each

level of XSC explanations based on knowledge gathered from existing literature on smart

contracts. As the technology is still emerging, we have consulted a broad range of sources,

including white papers and grey literature, to gain insights into current research and indus-

try practices related to smart contract decisions. By synthesising these perspectives [244],

we aim to develop a comprehensive overview of the smart contract decision-making process

and draw meaningful insights regarding XSC explanations. The final iteration of grouping

concepts found in the literature is presented in Table 4.4.

4.4.1 XSC Explanation for Perception

The perception explanation (level 1) focuses on providing input and output information

that determines decision outcomes in a manner similar to that of intelligent systems [181].

The input information includes data, parameters or conditions used in the decision-making

process. For example, it may include user input, time-based events, digital signatures or

specific input triggering contractual actions [280, 290, 208]. The smart contract can also

receive input from external sources such as oracles or data feeds to incorporate real-world

data into its logic [231, 213, 307, 36]. This level of explanation is critical to understanding

the direct parameters that influence the system’s decision-making process and ultimately

lead to the final outcome. The framework proposed by [264] introduces input and output

information for level 1 of explaining XAI behaviour, which is akin to the proposed level

1 explanation in the context of XSC. Moreover, input and output information plays an
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Table 4.4: Final Iteration of the Grouped Knowledge
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1 [208] ✓ ✓ ✓ ✓ ✓ ✓

2 [307] ✓ ✓ ✓ ✓ ✓ ✓

3 [308] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

4 [234] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

5 [280] ✓ ✓ ✓ ✓ ✓ ✓ ✓

6 [231] ✓ ✓ ✓ ✓ ✓ ✓

7 [36] ✓ ✓ ✓ ✓ ✓ ✓

8 [61] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

9 [69] ✓ ✓ ✓ ✓ ✓ ✓

10 [213] ✓ ✓ ✓ ✓

11 [13] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

12 [187] ✓ ✓ ✓ ✓ ✓ ✓ ✓

13 [38] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

14 [203] ✓ ✓ ✓ ✓ ✓

15 [122] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

16 [306] ✓ ✓ ✓ ✓ ✓

17 [89] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

18 [110] ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table continues on the next page.
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No Source
Type of Study Elements Decision Knowledge Level
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19 [29] ✓ ✓ ✓ ✓ ✓ ✓

20 [3] ✓ ✓ ✓ ✓

21 [321] ✓ ✓ ✓ ✓

22 [218] ✓ ✓ ✓ ✓ ✓

23 [68] ✓ ✓ ✓ ✓ ✓ ✓

24 [330] ✓ ✓ ✓ ✓ ✓ ✓ ✓

25 [174] ✓ ✓ ✓ ✓ ✓

26 [240] ✓ ✓ ✓ ✓ ✓ ✓ ✓

27 [172] ✓ ✓ ✓ ✓ ✓ ✓

28 [225] ✓ ✓ ✓ ✓

29 [107] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

30 [290] ✓ ✓ ✓ ✓ ✓ ✓ ✓

31 [49] ✓ ✓ ✓ ✓ ✓

32 [177] ✓ ✓ ✓ ✓

33 [211] ✓ ✓ ✓ ✓ ✓ ✓ ✓

34 [226] ✓ ✓ ✓ ✓ ✓ ✓ ✓

35 [224] ✓ ✓ ✓ ✓ ✓

36 [139] ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
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important role in system-level decisions, including updates, protocol changes and policy

adjustments [13]. Input information originates from various sources such as governing bodies,

consensus mechanisms or predefined rules [139]. Similarly, output information at the system

level reflects the outcomes and consequences of these decisions.

Numerous applications can provide level 1 XSC explanations since they only describe

the system’s inputs and outputs. However, this task for some applications can be challeng-

ing due to the inherently complex nature of smart contracts, which often involve numerous

conditional statements, interactions among participants and execution on blockchains. One

primary technical challenge lies in the need to preserve privacy while offering detailed ex-

planations, especially when sensitive data is involved [308]. Engineers must ensure the tech-

nology can protect the confidentiality of certain information while still providing sufficient

explanations for users.

4.4.2 XSC Explanation for Comprehension

Smart contract systems present a unique approach to automation and authority. The com-

prehension explanations (level 2) entail identifying specific causal information that individ-

uals or groups need to comprehend regarding the system. In order to address this level,

the framework explores two key questions concerning XSC explanations: “Why does smart

contract behave this way?" and “How is the decision made?" In the behaviour subsection, we

explore the underlying factors and models that influence the behaviour of smart contracts.

In contrast, in the decision mechanisms subsection, we focus on the decision-making mech-

anisms employed within smart contract systems. The outline of these subsections and their

contents are illustrated in Figure 4.5
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Figure 4.5: Smart Contract (SC) Elements in XSC for Comprehension

Smart Contract Behavioural Structure

The operational structure of smart contract decision can be categorised into three main

components: business logic rules [208], input data influencing the outcome [231] and potential

human involvement in decision-making [61]. These components can determine the behaviour

of decision-making process. For example, requirements engineers need to identify information

regarding the rules followed by the smart contract logic and data processing mechanisms

that generate a single value for decision logic. In instances where human participation

is involved, engineers must also determine the responsible parties and their roles in the

decision-making process. Therefore, we employed the separation of concerns concept [66]

and transformed these three components into main generic models: the business logic model,

the data model and the roles and responsibilities model. These models guide engineers in

determining the specific information requirements that govern smart contract behaviour and

require explanation at level 2.
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Our list of models is not exhaustive, as projects can vary in complexity and require-

ments. The aim of exploring these models is to understand smart contract behaviour in

order to guide the provision of comprehensive explanations. While the business logic model,

data model and roles and responsibilities model serve as the core pillars for explaining smart

contracts behaviour, additional models may be necessary depending on the specific project

and its decision-making elements. These additional models can address unique factors such

as regulatory compliance, security model, risks management model or other project-specific

models. Our three models serve as a starting point for understanding and explaining the be-

haviour of smart contract while allowing for the flexibility to incorporate additional models

as needed.

Business Logic Model: The decision logic of smart contract is tailored to accommodate

the requirements and processes of business specifications, including rules, conditions, con-

tract scopes and objectives, applicable laws or regulations and dispute resolution procedures

that govern interactions and transactions [13]. This logic serves as the foundation for the

contract’s decision-making capabilities, enabling it to autonomously execute transactions,

validate conditions and enforce contractual obligations [308, 187, 38, 211]. Further, smart

contracts often incorporate system-level conditions to handle unexpected behaviour, acciden-

tal transfers, updates or termination of contracts, which can only be executed by specified

parties [203, 49, 226, 139]. However, such control raises ethical concerns, as some parties may

have complete control over contract assets, which reduces users’ confidence if these rights

remain unexplained [122].

A business logic model can provide a structured representation of the policies and

rules embedded in the smart contract system that guide the system’s behaviour [218, 68].

Engineers can utilise this model to determine information regarding a specific decision logic

outlined in our framework. This clarification helps provide targeted and contextual expla-
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nations to users based on the specific rules and policies involved. Additionally, users can

refer to the business logic model to gain insights into smart contract contractual agreements,

overall regulations, policies and risks.

Data Model: When it comes to smart contracts, it is essential to be familiar with the data

processes used to feed the contract decision-making to understand the outcomes produced

by the system. The data model addresses questions related to the origin, selection, collection

and verification of data that results in a single value [306, 36]. One of the key challenges

presented in the literature is referred to as the “oracle problem", which pertains to the diffi-

culties associated with importing data to the blockchain [231, 13]. This issue raises questions

concerning the reliability, authenticity and correctness of external data sources, which are

often provided by oracles that determine the outcomes of smart contracts. There can be

uncertainties surrounding these data sources and mechanisms, particularly in projects where

custom oracles are developed [89]. These custom oracles may operate as black boxes whose

inner workings and data sources are not openly disclosed. While some DApps have demon-

strated their ability to provide information about data sources and processes, as illustrated

in [110], there is still uncertainty surrounding these mechanisms in many projects.

As part of the process of determining information requirements concerning data mod-

els, we adopt questions presented in Ethereum oracles documentation1, given that Ethereum

is the most popular blockchain platform supporting smart contracts development and exe-

cution [308]. These questions can help developers determine information requirements that

can shape XSC explanations. Table 4.5 illustrates the questions and the possible information

requirements with examples. These information requirements include identifying the sources

or origins of the data, such as sensors, human input or APIs, and specifying calculations or

algorithms used in processing and collecting mode [231, 306, 29, 3, 36]. This level of de-
1https://ethereum.org/en/developers/docs/oracles/
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Table 4.5: Examples of Data Information Requirements Inspired by Ethereum Oracles Doc-

umentation

Question Information Re-

quirement

Examples

Which sources used to ob-

tain the information re-

quested by SC? Where is

the data coming from?

Declaration & accessi-

bility of data sources

External API links, Data Providers (e.g.,

Chainlink), human-generated data, sensors,

on-chain data or oracle data

What is the process for ex-

tracting data values from

data sources?

(1)Data retrieval,

filtering, cleaning &

transformation, (2)

Data verification &

validation

(1) Retrieval: establishing connections and

protocols to access the data. Processing as

removing irrelevant or inaccurate informa-

tion and data conversion, (2) Authenticity

proofs e.g., TLS & TEE Proofs Consensus-

based validation of information e.g., Vot-

ing/staking or Schelling point mechanisms

How many oracle nodes can

participate in retrieving the

data?

Collection mode Centralised, decentralised or semi-

decentralised

Is there a way to manage

discrepancies in oracle re-

ports?

Dispute resolution

procedures

Reputation-based oracle selection, voting or

staking

How should submissions be

filtered and aggregated into

a single value?

Aggregated methods Voting, mean or median
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tail promotes trust and confidence in the system, particularly in decentralised environments

where users need to evaluate systems and outcomes without relying on central authorities.

The primary objective is to describe the key components of the data processes that directly

influence specific decision outcomes. The explanations should be designed to be accessible

and transparent, as excessive technical complexity may hinder user understanding.

Roles & Responsibilities Model: The decision-making processes in smart contract sys-

tems entail different involvement levels among the relevant parties [321]. Usually, roles

are identified by the access control mechanism implemented in the logic, which defines the

constraints and what each user can do [280, 172, 290, 224]. An example would be the admin-

istrative roles given to certain parties to register new users [61, 69, 107]. The coexistence of

automated and human side-by-side decisions provides flexibility and adaptability; however,

it also adds complexity to the reasoning process [240]. Many concerns have been expressed

in the literature regarding who has the authority or power to make decisions and how stake-

holders can be empowered in decision-making processes [234, 122, 187]. For example, there

is a need to determine who is authorised to change administrative roles in the contract.

This issue has led to the exploration of the centralised authority making critical system

governance decisions. Many studies have recognised this problem and proposed solutions to

decentralise the decision-making process [61, 38, 68]. These solutions are based on providing

the same functionality but in a distributed manner, reducing the risk of a single entity having

complete control.

However, our goal is not to distinguish between centralised or decentralised human

decision-making processes but to be explicit about the roles and responsibilities of the various

actors in the system. We aim to help in outlining information about parties involved in

the system and clarify their responsibilities and permissions. By understanding the specific

access permissions of stakeholders, we can determine the information requirements necessary
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Figure 4.6: Groups of Decision Mechanisms in Smart Contract (SC) literature

for effective explanations. For example, the audit report in [110] expressed concerns about

some centralised authorities. It recommended that users should be aware of and the roles

and responsibilities of all parties should be clarified. Our framework focuses on providing

information about the party that contributes to a particular smart contract decision and

clarifying their authority. Additionally, the information requirements should include the

membership or participation criteria if the decision is community-based.

Smart Contract Decision Mechanisms

In the previous section, we highlight the main elements that explain the behaviour of smart

contract decisions. However, these decisions can involve different processing mechanisms. It

is possible to combine centralised and decentralised decision-making, where some decisions

are fully automated while others in the same system are semi-automated. This variety
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of decision mechanisms can create a complex environment that makes it challenging for

users to understand the system’s decisions and outcomes. Throughout the literature, there

is scattered knowledge about various mechanisms for decision-making in smart contracts.

We use synthesis analysis [244] to identify shared characteristics among decision-making

mechanisms and organise them into coherent groups. We established four main groups:

autonomy, governance, processing and behaviour. Figure 4.6 summarises the findings.

Autonomy refers to the automation of decision-making. Fully automatic decisions refer

to situations where the contract’s execution is determined solely by its code and the data it

receives [208, 307, 308]. Therefore, the outcome is solely determined by the logic programmed

into it. Several use cases have been discussed regarding the use of smart contract systems

for automated decision-making [330, 174]. By contrast, semi-automated decisions involve a

level of human intervention or discretion during the execution process [172]. For instance,

a decision may be designed to execute automatically based on certain conditions, but it

requires human approval before it can be fully executed [218, 61, 68, 61, 69, 290]. Human

decisions, on the other hand, are not automated within the smart contract itself. These

decisions rely on direct human involvement and decision-making that can occur outside the

project’s scope. These decisions may include dispute resolution or protocol upgrades [240,

234, 49, 226, 139]. Understanding the degree of automation is important, as it determines

the level of autonomy and reliance on human involvement in decision-making.

Governance refers to instances in which the ultimate decision-making power rests with

a single authority, such as a governing body and a designated administrator, or power is

shared among multiple parties. In centralised governance, decision-making authority rests

with a single authority or entity [234]. This central authority has the ability to make and

enforce decisions for entire systems such as modifying contracts, rules or data [218]. A
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majority of smart contract systems appear to be controlled by a single centralised authority

due to the operational implementation such as using modifiers in Solidity [280, 69, 172].

This implementation allows centralised control by assigning privileges to specific accounts to

manage contract execution. The literature claims this approach violates the core principle

of decentralisation in blockchain technology [61]. However, it has been considered a valid

approach due to its simplicity, scalability and performance, which makes it suitable for a

wide range of business domains and requirements.

Decentralised governance distributes decision-making authority among the partici-

pants or stakeholders involved through various consensus mechanisms such as voting mech-

anisms [3, 225, 107], off-chain processes [234, 240] and multi-signature contracts [290]. The

goal is to empower participants to have a voice in shaping the rules, policies and updates

to address the centralised single point of failure problem. Compared to centralised gover-

nance, decentralised decision-making offers several advantages. It reduces counter-party risks

and promotes inclusiveness by involving communities in decision-making [49]. Community

decision-making refers to situations where a group of individuals or a specific community has

a vested interest in the smart contract’s outcome and actively makes decisions related to it

[203, 49] such as modifying policies or determining the role of administrators [61, 38, 139].

Processing: The processing location of decision-making in smart contracts can be cate-

gorised as on-chain or off-chain. On-chain processing refers to decision-making that takes

place directly on the blockchain, with the decision logic encoded within the smart contract

itself, thus ensuring the decision is transparent and cannot be compromised [208, 307, 203].

However, on-chain capabilities are limited by the blockchain’s computing power and storage

capacity, resulting in higher transaction fees [177]. Therefore, many systems have explored

off-chain computation [36, 290], which offers greater flexibility, increased processing power

and enhanced storage capacity. However, off-chain computation may introduce additional
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complexity and potential risks, as it can be perceived as a “black box" where the correctness

of the decisions is challenging to verify [29, 240, 308]. The choice between on-chain and

off-chain decision-making depends on the specific requirements and limitations of the appli-

cations [234, 187, 107]. Some applications may prioritise fully decentralised and trustless

decision-making processes, while others may prioritise speed and flexibility. Several stud-

ies have proposed hybrid approaches to leverage both mechanisms’ strengths and mitigate

their limitations [177, 211]. Understanding processing location can affect the overall user

experience. For example, on-chain decisions provide transparency and immutability but can

be costly. On the other hand, off-chain decisions offer cost-effectiveness but add additional

layers of complexity and potential points of failure.

Behaviour: The behaviour of smart contract decisions can be classified as static or dy-

namic based on their structure and ability to adapt over time. Static decisions are prede-

termined and fixed, defined within the smart contract. Once the contract is deployed, these

decisions remain unchanged and are not open to alteration or adjustment [308, 280, 172].

By contrast, dynamic decisions are designed to be flexible and adaptable. They incorporate

mechanisms that enable updates, adjustments or refinements based on real-time data [61,

36, 38]. Currently, smart comtracts are designed with increased flexibility to accommodate

various upgrades and changes such as policy updates, modifications to human roles or re-

sponses to high-risk events [89, 226, 224, 139]. Decisions made in this manner have the

advantage of being able to adapt to changing conditions and respond to new information.

However, dynamic decisions also introduce additional complexity to contract execution, as

they can change over time, making it more challenging to understand the resulting outcomes

and potentially raising unethical risks [122, 224]. For example, smart contract may have

emergency functions, allow contract funds to be withdrawn by owners or suspend operations

in response to high risk events [89, 107]. These dynamic decisions are processed based on

real-time events impacting overall system operations.
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4.4.3 XSC Explanation for Projection

Understanding smart contract behaviour relies on users’ comprehension of level 1 and 2 in-

formation, including input, rules and decision-making mechanisms [308]. However, to ensure

users have a forward-looking understanding of the system, it is also necessary to explain

future behaviour [181]. This explanation includes information about the system’s next ac-

tions, required user actions and anticipated behaviours in response to external factors such

as evolving regulations or system upgrades [234, 110]. The projection explanations (level 3)

are vital in offering insights into how the system is expected to adapt and behave in the face

of changes. These explanations help users anticipate future actions and adapt accordingly.

However, it is important to acknowledge the limitations of level 3 explanations. Predicting

future behaviour and accounting for the impact of management decisions require ongoing

research and development efforts to enhance predictability, adaptability and comprehensibil-

ity. The uncertainties arising from external factors and evolving circumstances may result

in unexpected outcomes, making it challenging to explain future behaviour. Nonetheless,

effective communication and feedback through explanation can enhance user awareness.

4.5 Framework Ex-Post Evaluation

This section presents the artefact ex-post evaluation process to assess its performance and

effectiveness [199]. The evaluation follows the techniques developed to assess DSR [302,

241, 166]. In the following subsection, we describe the second strategy used to evaluate

the proposed framework: demonstrating its applicability through a case study. The corre-

sponding work of developing the framework, evaluation strategies and results, along with

the implementation of smart contracts, has been uploaded to a public repository 2.
2https://github.com/halghanmi/ExplainableSC/tree/ExplanaSC-Framework
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4.5.1 Framework Demonstration

The second approach, ex-post evaluation, focuses on demonstrating the utility of our frame-

work. This evaluation method involves implementing the designed artefact in an actual

context, allowing for real-world testing and assessment [53, 282]. However, applying our

framework in a real-world context proved challenging, particularly due to the lack of collab-

oration from DApp providers. We reached out to several decentralised application providers

to explore partnerships and opportunities for integration. However, despite our efforts, we

received little to no response. Many DApps are startups or individually owned, operating

with limited resources and focusing on specific use cases. This resource-constrained and

individualised nature limited our ability to apply the framework directly, highlighting the

challenges of securing cooperation in the current DApp ecosystem, where external collabo-

rations or framework integrations often fall outside their immediate project scope. Due to

these limitations and constraints, we demonstrate the framework practicality and effective-

ness through a real-world scenario and example implementation. This approach allows us

to showcase our framework’s potential application and benefits in a simulated scenario that

mirrors real-world challenges and requirements.

The demonstration activity provided a lighter version of the evaluation, focusing

on showcasing the functionality and usage of the framework in solving a specific problem

instance [233]. This activity aims to illustrate the practical application of the artefact. We

assume the role of a framework user in an artificial setting, simulating real-world usage

scenarios.

Smart contracts have limited real-world applications due to perceived novelty and

developmental immaturity. However, one of the areas where smart contracts have been con-

sidered industrially is the insurance sector. Chainlink [36], a leading oracle service provider,

has customised oracles to provide flight data for insurance DApps. Additionally, the flight
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insurance case is best suited to illustrate all the concepts outlined in our framework. It cov-

ers the three central components of the framework: logically representing policy, integrating

external data sources and involving humans in the decision-making process. This choice

reflects the rich context it offers for demonstrating all the outlined framework constructs.

We introduce a flight insurance smart contract case that decides on users claim ap-

proval. Passengers can purchase insurance coverage to safeguard themselves against potential

flight delays. In order to determine eligibility for a claim, the smart contract function stip-

ulates a minimum delay time for flights, which is 120 minutes. Consequently, the claim is

automatically rejected if the delay is less than 120 minutes. When the flight delay exceeds

or equals 120 minutes, the claim amount is determined as 10% of the ticket price and is

awarded to the claimant. To obtain real-time flight information, such as flight schedules,

statuses and delays, we assume the utilisation of flight data APIs.

We divide the case into three distinct scenarios covering different decentralised de-

cision mechanisms. In the first scenario, the claim approval process is entirely automated.

When the delay meets the minimum duration requirement, the claim is automatically pro-

cessed and the claimant receives the amount designated for the claim. In the second sce-

nario, we introduce an additional layer of administration to the claim approval process. The

claim cannot proceed until it is approved by the insurance company, which presents a semi-

automated decision. The third scenario is a system-level decision where the policy minimum

requirement can be updated. The decision is decentralised through a voting mechanism

among decision makers in the company.

Based on our framework, we classify the decision mechanisms presented in the above

scenario as follows: The delay policy is dynamic, as one of its parameters can be updated

through scenario 3. The claim logic and system-level decisions are processed on-chain to

ensure transparency. Flight data is obtained from an off-chain process with a centralised
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Figure 4.7: Flight Insurance Smart Contract (SC) Functional Requirements
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mechanism, i.e., from one external source. The autonomous nature of the decisions varies:

Scenario one presents a fully automated decision, while scenarios two and three present semi-

automated decisions, i.e., with a degree of human involvement. Finally, scenario one and

two governance is centralised, presented as a single party to approve and automate decisions.

Scenario three involves a decentralised decision where a group of stakeholders vote for the

decision.

The functional requirements presenting the flight insurance smart contracts before

applying our framework are defined in Figure 4.7.

Using our framework, we can identify the breakdown of information requirements that

can be translated into XSC explanations. However, it is imperative to note that developing

smart contracts with lengthy explanation strings can increase transaction costs and con-

tribute to blockchain bloat, which challenges the immutability and increases computational

overhead for consensus mechanisms. Therefore, we utilise our framework to identify new

information requirements, enhance existing data and implement and record this informa-

tion on a blockchain. Using blockchain transaction information is critical for ensuring the

credibility and trustworthiness of smart contract information. Subsequently, the recorded

information can be transmitted to other parts of the smart contract system, such as the

front-end, to generate comprehensive explanations without relying on lengthy strings within

the smart contract code. Therefore, requirements engineers can define these information

requirements using our framework, which will be implemented in smart contract systems for

retrieval and explanation building. Here, the three levels of XSC explanations can offer a

flexible framework for engineers to determine the design and provision of these explanations.

Tables 4.6 and 4.7 present the defined information requirements for the flight insurance

case using our framework. In our public repository 3, we defined, designed and implemented
3https://github.com/halghanmi/ExplainableSC/tree/ExplanaSC-Framework
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these information requirements alongside the functional requirements in a simulated smart

contract project. This repository showcases the implementation of three scenarios before

and after using our framework. We enriched the design with event logs that record all

the information requirements and enhance the existing functions. This information can be

retrieved through transactions to build explanations. To aid requirements engineers and

designers with a clear demonstration of envisioned XSC explanations, Tables 4.6 and 4.7

present examples of XSC explanations utilising the defined information requirements. These

examples illustrate how information requirements can be tailored to provide context-specific

explanations for XSC.
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Table 4.6: Information Requirements for Smart Contracts (SC) and XSC Explanation Examples: 1st & 2nd Scenarios

Level Information Requirements SC System New Features XSC Explanation Examples

Perception
Input Data Information The SC can return the specific input

data

"119 minutes and 50 seconds"

Outcome Information The SC can return the output e.g.,

claim amount

"Claim is rejected because the flight delay time is 119

minutes and 50 seconds"

Comprehension

Policy Information The SC can return the policy "The policy is a minimum 120-minute delay; the

system automatically approves the claim and initiates

the payment process"

External Data Sources The SC can provide the sources of

data

"Flight information is retrieved from

https://api.flightstats.com/..."

Claim Amount Calculation The SC can return parameters used

for calculation

Your claim amount is £50, as this represents 10% of

your ticket price of £500.

Human Decision Justification the SC can record justification from

admin

The reason behind rejecting your claim is the miss-

ing required documentation.

Projection
Processing Time The business model stated the pro-

cessing time of admin decision

After you submit your claim, you can expect to re-

ceive the claim decision within 2 to 3 business days

Next Action Information The business model stated the next

steps after the claim decision such as

further verification or dispute resolu-

tion

"In some cases, additional verification may be re-

quired to process the claim fully. If necessary, our

team will reach out to you to request any additional

documents or information"
Information in bold is recorded in smart contracts and retrieved through transactions to build the example explanations.
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Table 4.7: Information Requirements for Smart Contracts (SC) and XSC Explanation Examples: 3rd Scenarios

Level Information Requirements SC System New Features XSC Explanation Examples

Perception

Current policy requirement

The SC can return the specific

input data

120 minutes.

Proposed policy update Increase the minimum requirement to 180 minutes.

Voting options In favor or against the policy update.

Real-time vote count 20 votes in favor, 8 votes against.

Comprehension

Rationale for update the SC can record justification from

stakeholders

The current minimum delay requirement may not cap-

ture significant delays impacting passengers.

Potential impact The business model stated the po-

tential risks

It may result in fewer claims being approved due to the

increased minimum requirement.

Decision-making mechanism The business model stated the gov-

ernance of system-level decision-

making

The decision is made by voting among the company de-

cision makers.

Projection

Voting period The SC can return the specific input

data

10 days.

Outcome processing time The SC is automated when condi-

tions are met

Immediately after the end of the voting period

Next steps The SC can return the specific input

data

If the policy update is approved, the minimum require-

ment will be updated to 180 minutes.

Actions after decision outcome The business model is updated with

the new policy

Notify users with the updated details.

Information in bold is recorded in smart contracts and retrieved through transactions to build the example explanations.
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4.6 Discussion

This framework has been demonstrated to be effective in identifying the information require-

ments for explaining smart contract decisions. We leverage the concepts of SA and GDTA

to propose three levels of XSC explanations to capture the necessary information elements

that meet users’ informational needs. Moreover, the framework’s adaptability makes it a

versatile tool for addressing different use cases within the blockchain ecosystem.

In contrast to other studies, such as [234, 21, 187, 139], which primarily focus on un-

derstanding the governance of blockchain networks and the decision-making processes at the

macro level, our framework is dedicated to exploring the decision mechanisms within DApps.

Notably, many decisions are made in DApps that do not directly involve the blockchain itself.

Instead, the blockchain serves as the underlying network that hosts these DApps. With a

focus on the practical aspects of smart contract decision-making, we aim to contribute to

the understanding of decentralised decision-making and its potential impact.

Although the framework has been applied to a typical usage scenario, its application

to domain-specific industrial cases can invite requirements engineers to identify and further

refine the XSC requirements for the specific domain, consequently validating its usability

in context. However, the demonstration serves as an initial validation of the framework’s

potential. Our future work will look at the framework’s application in different domains

to better learn about its effectiveness and usefulness within and across domains, possibly

through a field study.
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4.6.1 Threats to Validity

A potential threat to the validity of integrating the three main components (SA, GDTA and

smart contract decision operational structure) into the framework is the risk of oversimplifi-

cation or overspecialisation that could overlook important nuances or variations in different

smart contract systems or contexts. To address this threat, we adopted a comprehensive and

iterative approach for the framework construction. We conducted an in-depth analysis of

each component, considering its fundamental concepts, principles and techniques, following

the solid theoretical establishment in the field.

Additionally, the framework was designed to be applicable across different smart con-

tract systems while accommodating specific variations and requirements within each system.

We sought to balance establishing a structured framework and allowing for customisations

and contextualisations, recognising that flexibility and adaptability are essential. To achieve

this, we employed the separation of concerns concept, which allows us to break down the

operational mechanisms in smart contract systems and focus on the core elements relevant to

decision-making that is applicable to any smart contract decisions. This approach ensures we

capture the essential information requirements and design considerations while maintaining

adaptability.

It is important to acknowledge that the limited number of studies and potential bias

in the available literature may introduce threats to the internal validity of the framework.

However, we have taken several steps to mitigate these potential threats and provide a com-

prehensive perspective. We utilised synthesis analysis to gather scattered knowledge about

smart contract decision-making processes. By systematically grouping and categorising in-

formation from various sources, including use cases, blogs and white papers, we aimed to

overcome the sample size limitations. This iterative process helped provide a more compre-

hensive understanding of the key elements involved in smart contracts decision-making.

166



ExplanaSC: A Framework for Determining Information Requirements for Explainable SC

Another potential threat to the validity of the evaluation process is the interaction of

selection and treatment. This refers to the possibility that the selected group of experts may

not be fully representative of the larger population that the framework aims to generalise

to. In our case, the framework was evaluated by experts who possess extensive knowledge of

smart contracts technology. To mitigate this threat, we took several measures. Firstly, we

ensured that the group of experts selected for the evaluation represented diverse backgrounds,

including experts from business organisations, lawyers, developers and researchers. This

diverse representation helps capture different perspectives and insights. Additionally, during

the survey process, we clearly indicated the applicability of the framework and its intended

use. This way helped align the expectations of the experts and provided them with a clear

understanding of the context in which the framework would be applied. As a result, we aimed

to reduce any potential biases or misunderstandings that could arise from the interaction

between the selection of experts and the treatment i.e., evaluation process.

4.7 Related Work

SA has been extensively explored in the human factors literature, particularly within human-

automation teams navigating complex environments [84]. The literature offers various def-

initions and frameworks of SA [84, 22, 277]. The concept of SA refers to the ability of an

individual to comprehend and perceive their environment, including cognitive and perceptual

processes, social interactions and physical and environmental factors that affect human per-

formance [82]. Empirical validation of SA has been conducted in diverse contexts, shedding

light on its relevance to human factors issues such as workload, fatigue and decision-making

[313, 81].

This concept relates to technology design in various industries, including automated
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systems, which support human decision-making. SA has significantly influenced the design

of automated and intelligent systems, offering valuable insights into determining the infor-

mation to be presented to users. For example, in the study by [43], the SA-based-Agent

Transparency (SAT) model directs the selection of information that should be conveyed

about the system for human decisions. Another framework, as outlined in [264], employs the

SA concept to define the information that XAI systems should share. SA goes beyond pro-

viding information; it provides relevant information tailored to the user’s needs and current

circumstances [229]. SA is, therefore, a valuable approach to determining the information

users need, as we propose in this study. We employ an approach similar to that described

in [43, 264, 44], focusing exclusively on smart contract systems.

The XAI field has explored several studies on informational requirements for achiev-

ing explainability. Recent publications, including [319, 52], introduce the concept of “ex-

plainability scenarios" as informational resources in XAI design, with [52] specifically focus-

ing on fraud detection. Another study by [275] proposes a framework with three dimen-

sions—Source, Depth and Scope—categorising explanation requirements based on origin,

detail and coverage. Additionally, the study by [15] discusses different methods for defining

information needs that are human-centred, including question banks and role-based require-

ments engineering. However, these methods and frameworks are frequently contextualised

and tailored to AI characteristics. Given the nascent nature of explainability requirements in

smart contracts, our decision to adopt the SA framework is rooted in its systematic structure

and versatile applicability across diverse domains and systems.

In the blockchain and smart contracts domain, a comprehensive study conducted by

[307] explores their applications, challenges and future trends. The research recommends

exploring the integration of blockchain technology and AI for optimised social management

and decision-making. It further suggests improving performance through accurate system

descriptions, future outcome predictions and prescriptive recommendations. Our proposed
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framework integrates some of these elements to enhance social systems management by of-

fering detailed decision-making descriptions, insights into future performance and rationale

explanations of the system’s behaviour. Furthermore, additional studies have explored the

parallel interaction between AI and blockchain, showcasing various use cases [31, 204, 232,

8, 301]. However, discussions on explainability have predominantly focused on the AI com-

ponent of the technology.

Several papers have also examined the expansiveness of programming languages and

the legal aspects of smart contracts, emphasising the need for improved human understanding

and interaction through the use of specialised languages to implement these contracts that

are more user-friendly [42, 77]. However, these efforts primarily focus on the terms and

conditions of these contracts. In contrast, our work addresses smart contract decisions as

layered systems, incorporating various aspects such as business models, legal considerations,

human involvement and external factors that collectively contribute to the decision-making

mechanisms.

Although explainability requirements in the context of blockchain smart contracts

have not been precisely examined, our contribution represents the initial effort toward achiev-

ing explainable and understandable smart contracts.

4.8 Summary

Despite the growing interest in smart contracts for decision-making, existing research has

predominantly focused on the technical aspects, often neglecting the role of human factors in

designing such systems. This research gap has led to the development of a conceptual frame-

work to address this issue and support requirement engineers in determining the information

requirements necessary to explain smart contracts behaviour. Our framework recognises
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the importance of integrating SA concept and the GDTA as core components to guide the

specification of information requirements. Through that, it acknowledges the need for users

to comprehend the decision-making processes, understand the underlying rationale behind

decisions and grasp the implications of those decisions.

Furthermore, the conducted exploratory overview of the literature has provided valu-

able insights that guide engineers and designers in identifying the specific information re-

quirements needed to achieve perception, comprehension and projection. We have proposed

three fundamental models based on the concept of separation of concerns. These models

are business logic, data and roles and responsibilities, which serve as key pillars for smart

contract behaviour. One of our contributions involves grouping scattered knowledge about

decision-making processes by organising them into autonomy, governance, processing and

behaviour. The added value of our framework is that it considers each decision individually

and determines the information requirements for rationalising that decision. The evaluation

process helped in gathering valuable insights and feedback from experts which allowed us

to understand the practicality, usefulness and potential limitations of the framework. Addi-

tionally, the framework demonstrated its utility through an example case of flight insurance,

further validating its relevance and applicability.
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Chapter Five

Evaluating Smart Contracts

Explanations to Reconcile Surprises

In Chapter 4, we propose a human-centric framework to determine the information and

explanation requirements for designing explainable smart contracts, which address the ‘what

to explain’ aspect of the explainability requirements analysis presented in Chapter 3. In this

chapter, we explore the ‘why to explain’ aspect of our analysis. Smart contracts function as

agreements with enforceable outcomes, necessitating specific goals customised to their unique

characteristics. Therefore, this chapter contributes to the broader comprehension of smart

contract explainability requirements and lays a theoretical foundation for a generic evaluation

method inspired by the metacognitive explanation-based (MEB) theory of surprise. Based on

the theory, surprise can act as a mechanism directing attention to conflicting information in

the environment, signaling the need for explanation to reconcile the discrepancy. Hence, we

propose explainability purposes as valuable resources for designers and engineers to evaluate

explanation needs, embed necessary explanations to reconcile surprises and understand cost

implications.
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5.1 Overview

The shift to DApps introduces a new operational paradigm that might challenge users ac-

customed to centralised systems. As users navigate the unfamiliar territory of smart con-

tracts—known for their immutability and enforceability—there is a potential for surprises

due to the irreversible nature of decisions. This risk is particularly pronounced when the

provided information is inadequate for users to comprehend the actions executed by smart

contracts [124]. The absence of information provision can result in epistemic uncertainty,

also known as subjective uncertainty, stemming from a lack of knowledge or incomplete

information about a system [26, 167]. This situation may lead to what is referred to as

automation surprise [268], where individuals experience surprises due to underestimating or

miscalculating the capabilities of automated systems.

This chapter is motivated by the metacognitive explanation-based (MEB) theory of

surprise [106], which posits that surprise is fundamentally connected to explanations that

help us make sense of the world and resolve the surprises we experience. This theory con-

ceptualises surprise as fitting new information into existing mental frameworks, emphasising

the role of explanations in connecting information regarding settings with event outcomes

to resolve surprises. In our perspective, surprise acts as a mechanism directing attention to

conflicting information in the environment, signaling the need for explanation to reconcile

the discrepancy. The computation of the MEB theory requires an explanation that connects

the setting and outcome of the scenario, providing a direct measure of alignment based on

available contextual information.

Our approach is rooted in leveraging surprise as a key driver for introducing expla-

nation purposes within smart contracts. In helping to envision explainability, we present

the concept of ‘explainability purposes’ as integral resources for evaluating and designing

explanations for smart contracts. Unlike a technology-centric approach that begins with
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what smart contracts can explain, we advocate for a scenario–purpose perspective that ex-

plores the types of explanations users might require in using smart contracts systems. This

subtle shift in perspective carries significant design implications. Specifically, it shifts the

design focus towards potential usage scenarios and associated challenges, which serve as a

foundation for generating potential technological advancements.

This chapter aims to set a foundation for explainable smart contracts by identifying

purposes of explainability in smart contracts. Smart contract designers and requirements

engineers can embed explanations along the following lines: Explain to clarify, explain to

justify, explain to ensure compliance and explain to facilitate consent. We employed dual

investigation to formulate the explainability purposes. First, we examine the essential charac-

teristics of legally binding contracts to understand how explainability supports enforceability

[158, 34, 97]. Second, we explore explainability goals within XAI to enrich smart contract

design with established practices [18].

To assess the added value of these purposes, we develop a novel evaluation frame-

work derived from MEB theory to assess setting and outcome information. We aim to

measure potential surprises in scenarios where information related to justification, clarifica-

tion, consent and compliance is inadequate or lacking. Using our approach, we evaluated

two real-world lending DApps, showcased strategies for implementing explanations and con-

ducted cost trade-off analyses. Specifically, the main contributions of this chapter are as

follows:

• It introduces the concept of “explainability purposes" as integral resources for evaluat-

ing and designing explanations for smart contracts. Drawing inspiration from estab-

lished practices in contract law and XAI, We posit that smart contract designers and

requirements engineers can embed explanations to clarify, justify, ensure compliance

and facilitate consent.
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• It develops a novel assessment framework inspired by the MEB theory and its founda-

tional principles. This framework establishes a theoretical basis for a generic assessment

approach, systematically evaluating the potential for surprises arising from insufficient

or absent information. The MEB frmaework is designed to be a valuable tool for soft-

ware engineers and designers, aiding in evaluating the need for explanations in smart

contract systems. It highlights areas that may require improvement by assessing set-

ting and outcome information. Drawing on two cases, we exemplify the working of the

framework and evaluate its applicability.

• It explores the potential trade-offs in terms of costs associated with integrating ex-

planations into smart contract systems. We contribute a nuanced understanding of

the economic implications considering deployment and execution costs. This insight

provides valuable perspectives on the financial aspects of incorporating explanations

in smart contracts.

This chapter proceeds in the following sections: Section 5.2 offers essential background

information, Section 5.3 introduces the proposed explanation purposes and Section 5.4 out-

lines the methodology of the assessment approach inspired by MEB theory. In Section 5.5,

we have applied the framework in real-world applications, assessing surprises, explanations

and costs. Section 5.6 discusses the findings and the potential threats to the validity of the

work. Section 5.7 discusses related work and Section 5.8 summarises this chapter.

5.2 Background

This section presents background information on smart contracts settings, outcomes and

uncertainties, along with the theoretical foundation of the MEB theory of surprise. These

concepts will be referenced throughout the chapter.
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5.2.1 Setting Information

We refer to ‘setting information’ within the context of smart contract projects as the critical

information provided to users to allow them to understand the contract. Setting information

includes various aspects such as the project’s objectives, purpose in a specific context, core

functionality, decision-making mechanisms and terms and conditions. It also addresses legal

compliance matters such as data protection, privacy and other legal considerations [76, 99,

12, 117] . In addition, it specifies consent mechanisms, which are essential for managing user

consent in transactions involving sensitive data.

Setting information is typically presented to users through the project’s front-end in-

terface, acting as a comprehensive reference for all aspects of the contract. Users can easily

access necessary information, review and agree to the specified terms and proceed to exe-

cute the contract using the provided details. While some projects rely on code comments to

explain contract functionality, this method may not be user-friendly, especially for individ-

uals with limited technical knowledge. This challenge becomes particularly pronounced in

understanding complex contract terms and decision-making processes.

5.2.2 Outcome Information

The term ‘outcome information’ refers to transaction details that capture and record infor-

mation about the execution of contracts. When a smart contract is triggered, specific aspects

are typically documented in the transaction information. Transactions are initiated primar-

ily by external interactions or state-altering operations within the contract, such as variable

modifications, event emissions, fallback functions, self-destruct operations and internal pay-

ment transfers [46]. When a user or another smart contract triggers an external function

call to modify the contract’s state or initiate specific actions, it leads to a transaction [333].
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Transaction information includes the smart contract address, specific function details,

sender and receiver addresses and additional input data during a transaction’s interaction.

Examples of transaction information can be viewed through blockchain explorers such as

Etherscan [91] and BscScan [30], showcasing actual transactions recorded in the blockchain.

However, specific details may not be explicitly included in the transaction information, such

as changes in the internal state of the smart contract. Instead, these changes are stored within

the contract’s internal storage and are not immediately visible in the transaction data. Simi-

larly, function restrictions, such as using modifiers for pre-check conditions or limiting access

to certain parties, are not apparent in the transaction details. In a DApp, multiple smart

contracts serve distinct purposes, not all directly engaging in user or blockchain interactions.

Some manage internal logic, data storage, or other non-transactional functions [11].

5.2.3 Smart Contracts Uncertainties

Uncertainties, in the context of smart contracts, can intricately link to aleatory and epistemic

uncertainty, representing two distinct forms of uncertainty widely discussed across various

disciplines, including statistics, engineering [167, 138] and artificial intelligence [9, 26].

Aleatory uncertainty, or stochastic uncertainty, measures the intrinsic variability or

randomness of a system or process. It is characterised by unpredictable events or phenomena

that are inherently uncertain. In the context of smart contracts, aleatory uncertainty could

refer to unpredictable external factors affecting contract execution, such as market price

fluctuations or unforeseen events in the real world.

On the other hand, epistemic or subjective uncertainty arises from a deficiency of

knowledge or incomplete information about a system. This uncertainty results from a lack

of comprehensive understanding and is potentially reducible with the acquisition of addi-
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tional data or a deeper comprehension of the underlying processes. In the context of smart

contracts, epistemic uncertainty might stem from incomplete or imperfect knowledge about

the operation and behaviour of these contracts.

This chapter focuses on addressing epistemic uncertainties, mainly through the lens

of providing explainability. By integrating explainability into smart contracts, we aim to

better manage and reduce these uncertainties, offering users deeper insights into contract

behaviours to enrich their understanding and expectations. However, it is important to

recognise that explainability alone might not resolve all uncertainties. Therefore, we con-

sider explainability as one aspect of a broader, human-centric design strategy. This strategy

is designed to improve user experience and understanding across various dimensions, fos-

tering more informed and confident interactions with the technology. In terms of aleatory

uncertainty, which refers to inherent variability and unpredictability, we acknowledge its

significance. However, we position it as a potential avenue for future work, as outline in

Chapter 7, by exploring how explainability can be provided for unexpected events influenced

by aleatory uncertainty to reduce surprises. A better understanding and mitigation of the

impact of unpredictable external factors on smart contract execution can contribute to the

broader goal of creating smart contract systems that are more reliable and transparent.

5.2.4 The Metacognitive Explanation-Based Theory (MEB)

The MEB theory proposes that surprise intensity is closely tied to the metacognitive effort of

explaining an event [106]. According to this theory, events that are difficult to explain require

more cognitive effort to assimilate into existing mental schemas, resulting in a greater sense of

surprise. This connection highlights the role of cognitive processes in shaping our experiences

of the unexpected, where the challenge of integrating new information influences the degree

of surprise. This theory aligns with the Representation-Fit theory, which emphasises the
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Figure 5.1: Scenarios Classifications Based on the MEB Theory

importance of how well an event fits with an individual’s pre-existing mental models [195,

197]. Both theories suggest that the easier it is to integrate an event into these models,

the less surprising the event will be. Empirical studies support this view, showing that

providing clear and effective explanations can significantly lessen the surprise by facilitating

the integration of unexpected events into our cognitive frameworks [195, 197, 196, 103,

105, 104]. These empirical studies demonstrate that explanations significantly mitigate the

intensity of surprises and their findings are universally applicable, not confined to any specific

system or domain. This focus on explanations aligns directly with our study’s interest in

how explanations help manage the experience of surprise, distinguishing MEB theory from

models that center purely on probability or expectation-disconfirmation factors.

Other perspectives on surprise in cognitive science frequently investigate the dynamic

between surprise, probability and expectation. These theories consider various aspects, such
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as the low probability of an event, the contrast with more probable outcomes, the discon-

firmation of expectations, or the divergence from established mental schemas. They offer

insights into how surprise is processed and experienced in the human mind [194, 253, 191].

Many computational models of surprise are grounded in the probability and expectation-

disconfirmation perspective. These models aim to replicate surprise in artificial systems

by incorporating elements related to the probability of events and the extent to which

those events deviate from expected outcomes. In essence, these models seek to capture

the computational or quantifiable aspects of surprise within the framework of probability

and expectation-disconfirmation [188, 24, 17, 192]. However, since our study emphasises the

role of explanations in reducing surprise, MEB theory is more appropriate, as it directly

addresses the explanatory process rather than focusing solely on an event’s statistical rarity.

Our approach takes a new angle compared to existing surprise models by focusing

on the role of explanations when faced with uncertainty. We focus on how explanations

play a role when things are unclear, rather than just studying why something surprises

us. This structure establishes connections between the end result and the circumstances

leading up to it [173, 270]. Importantly, we contend that the resolution of surprise hinges

on the construction of an explanation that effectively links the initial situation to the final

outcome, ultimately leading to the resolution of the surprise. This emphasis on explanation

construction as a means to manage surprise further supports our selection of MEB theory,

as it provides a empirical foundation for understanding the importance of explanation in

reducing the surprise. Leveraging these insights, our research suggests that crafting effective

explanations can reduce surprises by adding clarity and context.

The MEB theory categorises scenarios into (i) setting information and (ii) outcome

information. Each scenario commences with setting information, including key actors, per-

tinent contextual details and unfolding events [106]. When the setting information is either

absent or not comprehensible to users, it can significantly contribute to the emergence of

179



Evaluating Smart Contracts Explanations to Reconcile Surprises

surprising outcomes. The setting information forms the foundation upon which users build

their expectations and mental models of how a given scenario should unfold. The theory

classifies settings and outcomes into known and less-known scenarios, as seen in Figure 5.1.

In addition, the theory presents four predictions that are (i) memory contents are critical in

surprise, (ii) scenarios are cues, (iii) partial explanations will reduce surprise and (iv) task

demands can affect surprise. Further exploration of the MEB theory and its application to

our study is detailed in Section 5.4 and 5.5.

5.3 Explainability Purposes for Smart Contracts

Smart Contracts operate on fixed, immutable and enforceable rules, demanding a robust

foundation of trust, particularly in decentralised contexts. Our strategy for formulating

tailored explanation purposes for smart contracts involves a twofold investigation. In the first

step, we evaluate the essential characteristics of legally binding contracts to determine their

enforceability and align them with the distinct characteristics of smart contracts. As a second

step, we conduct a comprehensive overview of XAI’s existing practices as AI complements

contract characteristics in automated decision-making processes.

We introduce the concept of ‘explainability purposes’ as vital components in develop-

ing explainable smart contracts. We outline four distinct explanation purposes — Explain

to clarify, justify, ensure compliance and facilitate consent. These explanation purposes are

fundamental in ensuring that smart contracts are comprehensible and legally compliant. We

argue that these purposes are essential for addressing different scenarios where certain in-

telligent system behaviours may be incomprehensible, undesirable, or unexpected for users

[124]. The defined purposes form the basis for benchmarking scenarios relevant to research

on explainable smart contracts as follows:
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Explain to Justify: This purpose is about justifying the decisions, actions and outcomes

of smart contracts. By doing so, stakeholders can gain a deeper understanding of the under-

lying logic that drives the contract’s behaviour, ensuring that every action is justified and

supported by solid reasoning. This purpose involves providing explanations at various levels

within the system, covering both high-level objectives and detailed explanations of specific

elements in decision-making.

Explain to Clarify: Clarification is necessary in order to illuminate the complexities of

smart contracts. Specifically, it aims to provide a clear understanding among stakeholders,

especially when details concerning contract execution, including off-chain processes, role-

based behaviour and risk management functions, are not immediately apparent. Therefore,

this purpose addresses various aspects of smart contracts, enhancing user awareness of pro-

cesses that are not transparent.

Explain for Compliance: The purpose of compliance is to explain how smart contracts

adhere to established legal norms and regulations. This function ensures the legality of

contract operations, providing users with a clear understanding of how the contract conforms

to established legal requirements. Additionally, this explanation enables users to navigate

the legal framework surrounding the contract, ensuring compliance with all applicable laws.

Explain for Consent (Offer & Acceptance): The consent process aims to provide users

with transparent explanations of the smart contract’s services and terms before its execution.

This ensures that all parties understand and consent to the contract terms, following contract

law’s fundamental principles of offer and acceptance. It also secures the consent of the users

when necessary, such as when using personal information.

It is essential to recognise that while these purposes are significant, they do not
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represent an exhaustive list. Other purposes, such as managing, validating, evaluating or

learning, could enhance smart contracts further. We acknowledge the existence of potential

avenues for exploration in designing contracts that prioritise human comprehension and

usability. However, in the context of this study, our emphasis has been on validating the

proposed four purposes.

5.3.1 Development of Explanation Purposes

This section briefly discusses the development of the proposed explanation purposes. We

established the aforementioned purposes by synthesising perspectives [244] from contract

law principles and the field of XAI to craft purposes explicitly tailored for smart contracts.

Table 5.1 and Table 5.3 present the summaries of the synthesis analysis.

Enforceable Traditional Contracts

Contract law serves as the foundation of legal systems, establishing the framework for the

creation, interpretation and enforcement of contracts. Traditional contracts rely on key

elements such as offer and acceptance, consideration, legality and capacity to validate and

enforce their terms [97, 202]. As smart contracts emerge at the intersection of technology

and law, it becomes imperative to align these innovative digital agreements with established

contract principles [64] [176].

As we step into the domain of smart contracts, understanding the four key elements

of a legally binding contract is fundamental. Table 5.1 summarises the alignment. First,

offer and acceptance involve a proposal by one party and agreement by the other (consent),

solidifying a binding contract [158]. Consideration, the second element, involves an exchange

of value, signalling intent to establish a legally recognised relationship [34]. Legality dictates
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Table 5.1: Alignment of Binding Contract Elements with Smart Contract (SC) Purposes

Binding

Element

Description SC Purposes

Offer &

Acceptance

Mutual agreement between parties via offer and

acceptance.

Consent

Consideration Something of value (e.g., money, goods, services)

exchanged between parties forming legal obliga-

tions.

SC holds value

Legality Terms must not violate laws or public policy. Con-

tracts with illegal purposes are unenforceable.

Compliance

Capacity Parties must have legal capacity and sound mind

to understand and agree to contract terms.

Clarification

that contracts must comply with the law, and contracts violating legal norms are void [97].

Capacity refers to individuals’ mental competence to engage in a contract; parties must

understand and fulfil their obligations. If a party is deemed incapable or presumed incapable

of comprehending the agreement, they lack the requisite capacity to partake in a legally

binding contract [76]. While these principles are universally applicable, specific EU directives

and regulations can significantly impact certain contracts and industries [170, 57]. Building

upon these elements, we have formulated specific explanation purposes: Explain to facilitate

consent, explain to ensure compliance and explain to clarify. Smart contracts inherently

satisfy the consideration element, holding value, services, or goods in exchange for fulfilling

specified conditions.

To operationalise these explanation purposes: Explain for compliance ensures smart

contracts adhere to established legal norms and regulations, aligning with the legality of

binding contracts. Explain for consent provides detailed information on contract terms and
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execution, allowing users to provide and withdraw their consent following the General Data

Protection Regulation (GDPR) [251] and facilitating the offer and acceptance component

for mutual agreement. The Clarification explanations address the need for users to com-

prehend coded contracts. This purpose aims to enhance user understanding by providing

clear insights into the logic, terms and processes that govern smart contract operations. The

purpose of clarification also shares similarities with explainability features in AI, focusing on

understanding and gaining insights into decision-making processes.

Established Explainability Goals in XAI

The origins of explainability goals or purposes stem from the inherent need for transparency

in AI [18]. To discover these purposes, we conducted a comprehensive literature review to

investigate and gain insight into the prevalent purposes and goals within the field of XAI.

Our review focuses specifically on surveys, reviews and SLRs that address the requirements

of explainability and thoroughly discuss XAI’s purposes.

To identify relevant studies, we searched popular databases such as IEEE Xplore,

ACM Digital Library, ScienceDirect and Google Scholar. Our search strategy initially tar-

geted studies covering the concept of explainability in AI using terms such as “XAI,” “ex-

plainable AI,” and “explainability.” We then refined our search by incorporating specific

terms such as purposes, goals, needs, drivers, or reasons for explainability. A clear inclusion

criteria guided the selection process. We sought studies that explicitly stated the purposes

or goals of explainability requirements in AI. Studies discussing methods and approaches

for XAI were excluded to maintain our focus specifically on explainability requirements.

Furthermore, we prioritised studies based on their quality and citation impact. We con-

ducted a quality assessment following established guidelines for evaluating studies based on

rationality, rigour, credibility and contribution [324]. Table 5.2 presents our final selection,
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Table 5.2: Summary of Selected Studies on Explainability Purposes in AI

No Study Title Year Venue Citation

1 [2] Peeking Inside the Black-Box: A Survey on

Explainable Artificial Intelligence

2018 IEEE Access 4802

2 [18] Explainable Artificial Intelligence (XAI):

Concepts, taxonomies, opportunities & chal-

lenges toward responsible AI

2020 Information Fusion 6461

3 [37] A Review of Trustworthy & Explainable Ar-

tificial Intelligence (XAI)

2023 IEEE Access 32

4 [67] Explainability of artificial intelligence meth-

ods, applications and challenges: A compre-

hensive survey

2022 Information Sciences 60

5 [75] Explainable AI (XAI): Core Ideas, Tech-

niques, & Solutions

2023 ACM Computing Sur-

veys

173

6 [132] Interpreting Black-Box Models: A Review

On Explainable Artificial Intelligence

2024 Cognitive Computa-

tion

72

7 [205] Explainable Artificial Intelligence: Objec-

tives, Stakeholders, & Future Research Op-

portunities

2022 Information Systems

Management

308

8 [201] The Role of Explainability in Creating Trust-

worthy Artificial Intelligence for Health Care

2021 Journal of Biomedical

Informatics

451

9 [248] Recent Advances in Trustworthy Explainable

Artificial Intelligence: Status, Challenges, &

Perspectives

2022 IEEE Transactions on

Artificial Intelligence

104

10 [256] Explainability in Human–Agent Systems 2019 Autonomous Agents

& Multi-Agent Sys-

tems

270

11 [304] Notions of explainability & evaluation ap-

proaches for explainable artificial intelligence

2021 Information Fusion 334
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comprising 11 studies that offer a representative coverage of established concepts related to

the purposes and goals of explainability within the literature on XAI.

Table 5.3 outlines the common goals of XAI as identified through our synthesis

analysis, highlighting causality and knowledge discovery as the most common purposes.

While knowledge discovery in AI enables systems to analyse and learn from data, enhanc-

ing decision-making capabilities autonomously, smart contracts are fundamentally different.

They strictly execute predefined rules encoded in their scripts without learning or adapta-

tion capabilities. Given these differences, we identify a shared trace in automated decision

reasoning, leading us to propose two fundamental purposes: Explain to justify and clarify,

which align with the deterministic nature of smart contracts.

The explain to justify purpose is particularly relevant in smart contracts when users

seek assurance and reasoning behind smart contract outcomes. It provides clear justifications

for the decisions made within the ecosystem. Further insights into justification explanations

can be found in [27]. Additionally, studies such as [18, 205] extensively explore motivations

for explainable AI models, highlighting ‘Causality’/‘Justification’ as a fundamental purpose

in the context of automated decision-making.

Finally, explain to clarify aligns with the objectives of providing users with clear and

concise informative explanations regarding the contract’s terms, conditions, processes and

functionalities. The purpose of clarification resonates with principles of informativeness, eth-

ical transparency and interactivity in AI, as it aids in ensuring that users fully understand

the implications and operations of smart contracts. Similar to the findings in [259], which

highlight clarity as a pivotal factor influencing user comprehension and trust in automated

systems, a parallel principle can be applied to the domain of smart contracts. The need

for clarification arises when system behaviours may be incomprehensible or unexpected, re-

quiring explanations that instruct and convince users for effective human-system interaction
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Table 5.3: An Overview of XAI Goals Across Selected Studies

XAI Goal/Purpose
Studies

[2] [18] [37] [67] [75] [132] [205] [201] [248] [256] [304]

Trustworthiness ✓ ✓

Causality ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Transferability ✓ ✓

Informativeness ✓ ✓ ✓ ✓ ✓ ✓

Confidence/Trust ✓ ✓ ✓ ✓ ✓

Fairness/Ethics ✓ ✓ ✓ ✓ ✓ ✓

Accessibility ✓

Interactivity ✓ ✓ ✓ ✓ ✓ ✓

Privacy Awareness ✓ ✓ ✓

Knowledge Discovery ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Validation ✓ ✓ ✓ ✓

Debugging ✓ ✓ ✓ ✓ ✓

Legality ✓ ✓ ✓ ✓ ✓

Improvement ✓ ✓ ✓ ✓ ✓ ✓
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[124, 133].

5.3.2 Scenario-Based Design for Explainability Purposes

Scenario-based design approaches can be found in many fields such as user experience design,

software development and systems engineering. Scenarios are detailed narratives or stories

describing how users interact with a product, system, or service in specific situations [257].

The primary goal is to understand user behaviour, needs and goals in a context.

Scenario-based design differs from the solution-first approach. In solution-first de-

sign, a technical solution is proposed upfront and subsequent evaluations aim to understand

the problem domain better. This technical solution is often seen in smart contract con-

texts, where specific technical solutions are introduced for real-world requirements. How-

ever, solution-first design has drawbacks, including prematurely committing to a solution,

oversimplifying the problem and hesitating to change initial solutions [257, 33]. Scenarios

help prevent premature commitments, avoid oversimplification and foster innovation that

aligns with the complexities of the real world.

We advocate for a fundamental change in the approach to smart contract design, tran-

sitioning from a technology-centric or solution-oriented approach to embracing a scenario-

based perspective. This shift can bring new perspectives to the design of explainable smart

contracts. Rather than solely focusing on what a smart contract system can explain, pri-

oritising scenarios encourages us to consider the kinds of explanations users might require

during their interactions with smart contract systems.

As previously mentioned, our inspiration comes from the MEB theory of surprise

[106]. The primary aim of explanation in this context is to alleviate surprises that users

might encounter while interacting with smart contracts. According to the MEB theory, each
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scenario starts with setting information, comprising key actors, relevant contextual details

and unfolding events. The MEB scenario elements resonate with scenario-based design [257],

where the four core elements are: (1) actors, (2) background information and assumptions

about the environment, (3) goals or objectives of actors and (4) sequences of actions and

events. To demonstrate the scenario-based design approach for explainability purposes, we

provide examples that illustrate how these principles can transform the design of smart

contracts into a more human-centred approach.

Scenario 1: Compliance with New Regulatory Requirements

• Context: Eve operates a DAO that manages funds. New regulatory requirements are

introduced, impacting how DAOs should handle fund management. The smart contract

governing Eve’s DAO must adapt to these changes to remain compliant.

• Compliance Purpose Design: Assess the smart contract’s responsiveness to changes in

regulatory requirements. The smart contract’s design should demonstrate the capa-

bility to uphold compliance through upgradable logic, ensuring adherence to updated

regulations and its proficiency in providing clear explanations for user understanding.

Scenario 2: Consent for Terms Update in a Loan Smart Contract

• Context: Charlie has an active loan through a decentralised lending platform. The

lending DApp introduces updated terms due to changes in regulations. Charlie is

prompted to consent to the updated terms before continuing with the loan agreement.

• Consent Purpose Design: Evaluate the smart contract’s handling of user consent for

changes in contractual terms and assess the transparency of the consent process. The
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smart contract is expected to facilitate the consent process, providing a straightforward

mechanism for Charlie to express his consent or dissent.

Scenario 3: Justification for Access Control

• Context: Bob attempts to access a DApp that requires authentication based on spe-

cific criteria. The smart contract denies access and Bob requests justification for the

restriction.

• Justification Purpose Design: Evaluate the effectiveness of the smart contract in pro-

viding clear justifications and communicating the underlying reasons to the user. The

smart contract’s design should carefully incorporate the rationale behind decisions,

acknowledging the impact on its users.

Scenario 4: Clarification of Value Determination

• Context: Alice, an investor in a decentralised token ownership platform, seeks clarifi-

cation on how the value of her tokens is determined. The valuation process involves

dynamic elements influenced by market conditions, external data feeds and internal

algorithms.

• Clarification Purpose Design: Assess the extent to which the smart contract elaborates

on the factors influencing token valuation, including market conditions, algorithms and

data sources. The smart contract should offer an explanation that is accessible and

understandable for users with diverse levels of technical knowledge. It should facilitate

real-time values on factors influencing token value, allowing Alice to stay informed

about valuation changes.
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5.4 The MEB Evaluation of Surprise

This section introduces a novel evaluation method for assessing explainability purposes,

drawing from the MEB theory of surprise [106]. In our perspective, surprise acts as a

mechanism directing attention to conflicting information in the environment, signalling the

need for an explanation to reconcile the discrepancy. The computation of the MEB theory

requires an explanation that connects the setting and outcome of the scenario, ensuring

coherence and sense-making. This process evaluates the congruence between the setting and

outcome information, providing a direct measure of alignment based on available contextual

information.

In developing our evaluation method, we incorporate two predictions derived from the

theory: Scenarios are cues and partial explanations will reduce surprises. The first prediction

categorises the setting and outcome information into ‘known’ and ‘less-known’ as presented

in Figure 5.1. A scenario that effectively activates a broad body of relevant knowledge tends

to result in a lower level of surprise. Conversely, if the scenario fails to activate pertinent

knowledge, it may lead to a higher surprise. Therefore, as per the theory, even if memory

holds a reservoir of potentially relevant knowledge, inadequate triggering of this knowledge

in the scenario can make comprehending the event challenging or unsuccessful, resulting in

surprises.

The second prediction, partial explanations will reduce surprises, suggests that indi-

viduals can better comprehend the unfolding event by providing additional key information

within the extended setting. It becomes evident that the provision of information plays a

pivotal role in mitigating the level of surprise. To summarise the insights from the theory:

• The setting information establishes the context for what is occurring. It identifies

the main actors, relevant background knowledge and unfolding events. If the setting
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Figure 5.2: Breakdown of the Surprise Evaluation Method

information is less-known or unknown to the individual, constructing a coherent expla-

nation for the surprising outcome becomes challenging. This increased cognitive effort

to build an explanation contributes to the sense of surprise. The more difficult it is

to bridge the gap between the unexplained outcome and the less-known setting, the

higher the perceived surprise.

• An unexplained outcome refers to an event or outcome that is unexpected or not in line

with the individual’s prior knowledge or expectations. When faced with an unexplained

outcome, individuals attempt to explain why it happened by drawing on their existing

knowledge and trying to connect the outcome to the provided setting information.

These insights have guided the development of our evaluation method. In the MEB

theory of surprise, the concepts of setting and outcome information play central roles [106].
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Each scenario is explicitly segmented into (i) setting information and (ii) outcome informa-

tion:

Setting Information is the information that establishes the context for what is

occurring within a scenario. The setting information in the MEB theory is classified into

‘known’ and ‘less-known’ scenarios. The classification reflects the degree of available infor-

mation and how well it cues relevant knowledge for explanation.

Outcome Information is the event or result that concludes or characterises the

scenario. The outcome information is also classified into ‘known’ and ‘less-known’ categories.

Known outcomes are those that align with the user’s expectations or prior knowledge, leading

to less surprise. In contrast, less-known outcomes are those that users do not expect, often

resulting in high levels of surprise.

In our evaluation method, each element in a scenario is segmented into (i) setting in-

formation and (ii) outcome information. We then classify setting and outcome information

into ‘known,’ ‘less-known,’ or ‘unknown,’ based on the degree of information availability, as

illustrated in Figure 5.2. The distinction between ‘less-known’ and ‘unknown’ is defined by

the level of available information: ‘unknown’ signifies a complete absence of information. In

contrast, ‘less-known’ indicates the information is unclear or partially missing. To streamline

the evaluation process, we apply the MEB theory’s definition of surprise to categorise sce-

narios into known, less-known, or unknown. We qualitatively assess each scenario’s potential

degree of surprise using the matrix presented in Table 5.4.

This matrix makes it possible to assess the degree of surprise in different scenarios

based on the known and less-known factors in both the setting and the outcome. This

interpretation of the categorisation of the scenarios helps in understanding the likelihood

and intensity of surprises that users may experience. Each scenario is analysed within this

framework to determine its position on a spectrum from ‘known’ to ‘unknown’:
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Table 5.4: Potential Degree of Surprise Qualitative Matrix

Known

Outcome

Less-Known

Outcome

Unknown

Outcome

Known

Setting

Very Low

Surprise

Low

Surprise

Medium

Surprise

Less-Known

Setting

Low

Surprise

Medium

Surprise

High

Surprise

Unknown

Setting

Medium

Surprise

High

Surprise

Very High

Surprise

• Known Scenarios (Low Surprise): Scenarios categorised as known are those with

sufficient information about the setting and the outcomes. The surprise level in such

cases is low because adequate resources and information are available to explain the ac-

tions and outcomes. The matrix presents these in green, indicating low surprise poten-

tial. Example: Consider a smart contract for rental agreements that clearly outlines

rent amounts, due dates and penalties for late payments before execution, constituting

the setting information. The outcome information includes details communicated after

the contract is executed. For instance, if a payment is delayed, the contract commu-

nicates the specified penalty and explains the reasons for this enforcement action. In

this case, the contract’s implementation aligns with the setting information provided

to all parties before execution. There are no hidden processes or missing details; the

outcomes contain all the necessary information to explain its actions.

• Less-Known Scenarios (Moderate Surprise): Essential information may be par-

tially available in these situations, leading to moderate surprise. Users have some

visibility into the process or outcomes but lack complete information, creating a gap

in understanding. Such scenarios often result in the need for more clarity and accessi-

bility of information. These scenarios are marked in yellow on the matrix, such as the

intersection of a less-known setting and a less-known outcome. Example: Consider
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a smart contract for a variable interest rate loan that indicates rates may vary with

market conditions. However, it lacks specifics in the setting information about the

frequency or exact triggers for these adjustments. When a borrower encounters an un-

expected rate increase, the contract fails to provide transparent outcome information

or explain the reasons behind the adjustments. This scenario can lead to moderate

surprise, as the borrower is aware that rates can change but is not informed about how

and when these changes occur nor the underlying reasons for the adjustments. Here,

the contract lacks an informative setting and its outcome lacks reasoning.

• Unknown Scenario (High Surprise): There is a high degree of surprise asso-

ciated with scenarios with little or no relevant information regarding the setting or

the outcome. Example: A smart contract utilising price oracles for real-time token

pricing, users are informed that pricing is automated based on reliable data feeds. How-

ever, unbeknownst to users, the contract includes a hidden process that allows project

owners to adjust prices manually. This manual intervention is neither disclosed in

the setting information nor recorded on the blockchain (outcome). During periods of

market fluctuation, owners may use this feature to alter prices, which could deviate

significantly from actual market rates. Such undisclosed setting information and their

unexplained outcomes lead to a high level of surprise, highlighting the urgent need for

enhanced transparency to maintain user trust. The contract’s setting information does

not accurately reflect the implementation of the smart contracts.

The matrix in Table 5.4 provides a qualitative assessment of the potential degree

of surprise. For this study, we convert these categories into quantitative assessments by

assigning numerical values. The surprise value is assumed to lie between the intervals [0,1],

where 0 indicates that no or minimal surprises may occur and 1 indicates that a very high level

of surprises may occur. We assume that the potential degree of surprise can be quantified

by adding the setting score to the outcome score. Table 5.5 presents a matrix of the average
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values for the potential degree of surprises.

Table 5.5: Potential Degree of Surprise Quantitative Matrix

Known

Setting(0)

Less-Known

Setting(0.25)

Unknown

Setting(0.5)

Known

Outcome(0)
0 0.25 0.5

Less-Known

Outcome(0.25)
0.25 0.5 0.75

Unknown

Outcome(0.5)
0.5 0.75 1

When the setting and outcome are known, the potential surprise value is zero, indi-

cating minimal surprise potential. Conversely, when the setting is less-known (0.25) and the

outcome is unknown (0.5), such as the intersection of the “Less-Known (Setting)" row with

the “Unknown (Outcome)" column, the average surprise value is 0.75, indicating a higher

potential of surprises. To illustrate the scoring process: In the unknown scenario example,

where there is partial information about data feeds (setting score: 0.25) and the execution of

a hidden process (outcome score: 0.5), the total score is 0.75, indicating a potential high level

of surprise. The following section provides detailed steps for evaluating surprise potential.

5.4.1 The MEB Framework Steps

We develop a systematic and generic set of steps to evaluate the potential surprises arising

from epistemic uncertainties within any scenario. The outcome of the evaluation is to clas-

sify scenarios into known, less-known and unknown, as explained in the Section 3.4. This

structured approach allows for assessing multiple elements, providing a versatile evaluation

framework applicable across various contexts.
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1. Develop Scenarios for Explanation Purposes : The initial step involves crafting

hypothetical scenarios to evaluate the provision of information and explanations during

user interactions. Specifically, in the context of our study, we develop scenarios tailored

to smart contracts to assess their explanatory capabilities, as presented in Section 5.3.2.

These scenarios are designed to include various aspects of smart contract interactions

such as decision-making processes and outcomes. This process includes identifying key

actors, understanding the context, outlining expected outcomes and specifying sources

of both setting and outcome information to evaluate explanations provision.

2. Defining Evaluation Criteria: We establish our evaluation criteria tailored explic-

itly to explanation purposes, including clarification, justification, consent and compli-

ance. For example, within the context of justification, the absence of a clear rationale

explanation yields a high impact on generating surprises, denoted by a score of ‘un-

known’ (0.5). Conversely, when a clear and comprehensive rationale is provided, it

registers a low level of impact and is assigned a ‘known’ score (0). This step is flexible

and can be customised to define various criteria depending on the evaluation objectives.

3. Define Scenario Elements and their Importance Weights: In this step, we

identify key elements within scenarios that require assessment for information provi-

sion within the system. Each scenario comprises multiple elements or components in

a system that reflect the targeted interaction under assessment. These elements range

from high-level components such as business terms, policies, or legal compliance re-

quirements to more detailed aspects such as decision logic, data processes and access

control conditions. Each element is assigned an importance weight on a scale from

0 to 1, indicating its relative impact on the potential for surprise. Elements with

higher weights are deemed more critical; their absence or inadequacy in the system’s

information provision can significantly increase the likelihood of surprise. Conversely,

elements with a weight of 0 are considered to have minimal impact on the overall
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surprise potential.

The weight assigned to each element reflects its importance in conveying decision-

related knowledge within the system. Certain elements carry a higher weight because

they are essential for users to understand factors that directly impact their decisions.

For example, specific conditions or criteria affecting user outcomes are given more

weight, as missing information on these elements could lead to unexpected surprises

for the user. In contrast, elements with a lower weight are less critical, as their presence

or absence does not significantly alter the user’s overall understanding of the decision.

4. Calculate Potential Degree of Surprise (DoS): We evaluate each element by

scoring its setting (S) and outcome (O) information according to the matrix criteria:

known (0), less-known (0.25), or unknown (0.5). If the scenario comprises only one

element, then the DoS is calculated by simply adding the scores of the setting and the

outcome. The result of this addition is interpreted by the matrix in Table 5.5. However,

the assigned importance weights are utilised if the scenario contains multiple elements.

For each element, multiply the assigned weight by the sum of the corresponding setting

and outcome scores. This calculation yields the potential degree of surprise (DoS) using

the equation:

DoSe = Weighte × (Sscore +Oscore)

5. Aggregate Element Scores: We aggregate the Degree of Surprise (DoS) scores

to determine the overall surprise potential for the entire scenario. This aggregation

involves summing up the weighted surprise scores of all evaluated elements in a scenario.

SurpriseAggr =
n∑

i=1

DoSe

Where DoSe represents the Degree of Surprise for each element and n is the total
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number of elements in the scenario. This aggregation provides a quantitative measure

that reflects the overall potential for surprise based on the combined impact of all

elements involved.

6. Normalise the Aggregate Score: After aggregating the DoS scores for all elements

in a scenario, it becomes essential to normalise this aggregate score to ensure that

the final surprise value is interpretable within the defined surprise matrix, typically

ranging from 0 to 1. This value can be achieved by dividing the aggregator score by

the number of evaluated elements n.

Surprisenorm =
SurpriseAggr

n

7. Interpretation of the Potential DoS

Once the Degree of Surprise (DoS) for each scenario has been normalised, it is im-

portant to interpret these scores to understand their potential surprise level. The

normalised scores are categorised into distinct ranges, each representing a different

level of potential surprise: a score from [0, 0.2] indicates a shallow potential for sur-

prise; a score from [0.21, 0.4] indicates a low potential for surprise; a score from [0.41,

0.6] indicates a medium potential for surprise; a score from [0.61, 0.8] indicates a high

potential for surprise; and a score from [0.81, 1] indicates a very high potential for

surprises.

Given the subjective nature of assessing information understanding and explanation,

we propose a peer coding process [20, 180], involving at least two evaluators to assess sys-

tems independently. This collaborative approach leverages diverse perspectives, mitigating

individual subjectivity and enhancing the reliability of the assessment. When multiple eval-

uators are involved, measuring the level of agreement between them is essential. Cohen’s

Kappa, a well-established method, quantifies the extent of agreement between evaluators
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[285]. A Cohen’s Kappa rate exceeding 0.6 signals a strong consensus among evaluators,

indicating an acceptable assessment. In instances of a low Kappa rate, a secondary review

is initiated. This process involves a detailed discussion of the reasons for discrepancies, fol-

lowed by a subsequent evaluation. The engagement of multiple evaluators and the iterative

review process ensure a thorough and consistent interpretation of surprise potential in the

assessment.

5.5 Application of the Evaluation Method and Explain-

ability Purposes

This section unfolds in several stages. Initially, we evaluate the provision of explanations

within two projects, considering our explanation purposes. Secondly, we formulate a strategy

to implement explanation purposes in areas marked as high priority. Lastly, we conduct a

cost analysis of integrating explanations into smart contracts.

We examine two lending DApps due to their substantial impact on users’ financial

status. Additionally, these applications incorporate fundamental elements necessary for their

operations, including decision logic comprising conditions and rules, reliance on external data

and dependencies for asset values and human involvement, where specific authorities have

the privileges to set and modify interest rates. The use case also incorporates additional

dimensions for consent and compliance, providing a robust foundation for application.

We utilise the Alchemy website 1, a comprehensive web3 development platform and

DApps explorer that showcases over 1000 DApps across popular public blockchains such as

Ethereum [89] and Solana [279]. We selected the final two from the top 10 lending DApps
1https://www.alchemy.com/best/decentralized-lending-dapps
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listed based on their configuration and successful installation in a local environment. At this

point, it is essential to clarify that our aim is not to make definitive judgments regarding the

trustworthiness or quality of the chosen projects—instead, our focus centres on a thorough

examination and comprehension of current industry practices. The decision to omit the

projects’ names underscores our commitment to providing an impartial analysis without

implying any specific assessment of their overall merit or reliability.

To commence the evaluation (step 1), we define specific scenarios covering the three

dimensions of decision-making: decision logic, external data and human involvement in

both projects. These scenarios serve as the contexts for evaluating and implementing the

explanation purposes.

• Scenario 1 (Lending Decision): Bob, a non-technical user of a decentralised lending

platform, finds himself confused by the platform’s borrowing decisions. Seeking clarity,

he searches for information to comprehend the rationale behind the values used in the

borrowing process. He is also interested in understanding how the platform aligns

with compliance standards and ensures that the DApp has provisions for obtaining his

consent in the lending process.

• Scenario 2 (External Resources): Emily, an experienced blockchain enthusiast,

is actively engaging with a lending platform to borrow cryptocurrency. She is keen

on ensuring the precision of her interest rate calculation. With her background in

blockchain technology, she decided to examine information about the external data

sources and input values used in the calculation to guarantee accuracy and transparency

in the process.

• Scenario 3 (Roles and Responsibilities): Sarah, an active user of a decentralised

lending platform, relies on smart contracts to manage her digital assets. While using

the platform, she noticed that certain authorities or administrators have control over
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critical functionalities. She wants to gain clarity on the roles and responsibilities of

each authority and searches for available information on the website. Additionally, this

discovery prompts Sarah to reflect on the confidentiality of her personal information.

After establishing scenarios, step 2 involves defining the evaluation criteria, which in

our case include justification, clarification, compliance and consent. Step 3 includes defining

scenario elements and their respective weights. We have defined a set of fixed elements for

each scenario, as outlined in Figure 5.3. This approach ensures a systematic and unbiased

assessment and guides the design of explanation purposes.

The elements in Figure 5.3 are identified by the scenarios given and supported by

the standards of ACM responsible algorithmic systems [58], considering essential qualities

such as understandability, transparency, accountability, interpretability and explainability.

For example, transparency is defined as “System developers are encouraged to clearly docu-

ment the way in which specific datasets, variables and models were selected for development,

training, validation and testing, as well as the specific measures that were used to guaran-

tee data and output quality." Elements such as external data sources, links and aggregation

methods are defined accordingly. For accountability and responsibility, we define elements to

understand the role of humans in smart contract decisions and operations, such as the stake-

holders’ roles and responsibilities involved in operating the smart contract and permission

hierarchy. Furthermore, interpretability and explainability are highlighted: “Managers of al-

gorithmic systems are encouraged to produce information regarding both the procedures that

the employed algorithms follow (interpretability) and the specific decisions that they make

(explainability)." We define elements in justification to help users understand decisions, jus-

tify changes in authorities and clarify values used in decisions, such as interest rates. Finally,

understandability emphasises the software’s ability to assist users in comprehending its suit-

ability and policies of use [41]. Consequently, we define elements related to compliance,
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Figure 5.3: Fixed Elements for Explanation Evaluation and Implementation

consent and understanding of conditions and risks.

Then, we identify sources for setting and outcome information for evaluators to en-

sure consisting assessment. The information of a project setting project include front-end

interactions, documentation and websites. While some projects use code comments to ex-

plain smart contracts, we exclude this method due to its potential limitations in providing

comprehensive user understanding. For outcome sources, we rely on transaction data, event

logs and code implementation. We provide evaluators with a generic template, including sce-

narios, element definitions, their weights and evaluation matrices based on the MEB theory

as outlined in Section 5.4.

Two researchers independently conduct the evaluation process, each with years of
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expertise in research on smart contracts and blockchain technology. For this evaluation, we

do not seek precise agreement on the reviewers’ results. Instead, our focus is on achieving

consensus regarding the degree of surprises based on the information provided, categorised

as high, medium and low.

The level of agreement was measured using Cohen’s Kappa [285], with an initial

agreement rate of approximately 0.52, indicating moderate agreement. Notably, divergences

occurred in two scenarios (2 and 3) due to differences in the setting information each re-

searcher referenced. We investigated these differences, focusing on the sources each researcher

used. For instance, Researcher 2 did not include the project’s white paper, which outlined

role explanations for Scenario 3, while Researcher 1 omitted developer documentation that

clarified external data for Scenario 2. These omissions led to further discrepancies between

reviewers, resulting in varied ratings such as [low, high]. After addressing these conflicts in

source information, researchers conducted a second evaluation round.

Our method focuses on evaluating the presence of explanation and justification; thus,

results such as [low, high] reflect the range of agreement or divergence in the perceived suf-

ficiency of explanations, as discussed in the previous paragraph. Factors such as incomplete

documentation, diverse data sources and the layered structure of DApps can contribute

to [low, high] variations in evaluation results. Therefore, this analysis demonstrated that

providing explanations within DApps is not straightforward. Various sources of informa-

tion highlighted the layered nature of information provided to users, indicating a need for

standardised settings and documentation in DApps.

To support transparency, the complete application, including the generic template,

element definitions, weights, evaluation matrices and results, is available in a public reposi-

tory2. Appendix D provides a snapshot of the evaluation process.
2https://github.com/halghanmi/ExplainableSC/tree/Explainability-Purposes-and-Surprises-Evaluation
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Table 5.6: An Overview of Potential Surprises

P1 P2

Scenarios
Normalised

DoS

Potential

DoS

Normalised

DoS

Potential

DoS

Scenario 1 (User Decision) [0.41, 0.46] Medium [0.33, 0.37] Low

Scenario 2 (External Resources) [0.65, 0.68] High [0.34,0.37] Low

Scenario 3 (Roles and Responsibilities) [0.56, 0.59] Medium [0.70, 0.73] High

5.5.1 Evaluation Results

Overall, Project 1 (P1) displays a higher potential for surprises compared to Project 2 (P2),

particularly in Scenarios 1 and 2. Conversely, P2 demonstrates a high potential for surprises

in Scenario 3, while P1 exhibits a medium degree of surprise, as illustrated in Table 5.6. P2

exhibits lower potential levels of surprises, which is attributed to its comprehensive provi-

sion of setting information. It offers detailed explanations for numerous elements assessed.

Moreover, the outcomes are more comprehensive than those of P1, owing to the recorded

events providing additional insight into smart contracts’ operations. This finding highlights

the existing explanatory practices in P2 that are absent in P1. We summarise our findings

as follows:

User Decision

The two projects demonstrate varying approaches to explaining decisions to users. P2 excels

in providing clear and well-justified explanations for the decisions made by smart contracts,

resulting in a low degree of surprises in terms of clarification and justification. P2 provides

comprehensive setting information that specifies values, calculations and justifications. As

a result, no significant surprises regarding user decisions were identified in P2. In contrast,
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P1 lacks detailed settings and clarification for most elements related to user decisions. For

instance, while it mentions that the admin sets the interest rate and liquidity sensitivity,

the specific values are not provided. Additionally, the transaction did not provide the values

used in the decision.

Roles and Responsibilities

Both projects exhibit a lack of clarity regarding the roles and responsibilities of stakeholders.

P2 is notably affected by the absence of information about who controls the contracts and

their respective responsibilities. Although the code implies the involvement of various parties

in critical aspects of contract decisions, the setting lacks a clear list of these roles, along with

their associated responsibilities and privileges. In this regard, P2 faces challenges in clarity

compared to P1. While P1 setting information acknowledges different roles, it needs to be

more consistent. The setting mentions the admin and operator roles without providing a list

of responsibilities. Both projects allow owners/managers to set values in lending decisions,

but no justifications are provided when these values change, directly impacting user decisions.

External Data and Dependencies

P1 lacks transparency in data feeds and dependencies. Despite mentioning the Chainlink

oracle feed, the project’s implementation uses on-chain oracle smart contracts without spec-

ifying their addresses. Additionally, P1 manually set token prices without justification as a

backup method, which raises ethical concerns. In contrast, P2 identifies all external data

and dependencies, resulting in fewer surprises. The outcome includes clarification through

event logs. However, P2 lacks information on the project-customised backup oracles. Further

explanation is needed to justify the backup oracle and clarify the exact token price used in

calculations.
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Compliance

Both projects, especially P2, need significant improvements in compliance. There is no

indication of adherence to regulatory standards or relevant regulations and laws. P2 demon-

strates compliance only in terms of data reliability and industry standards. While P1 men-

tions following some regulatory guidelines, specific information about the regulations refer-

enced or how they are applied needs to be included. There is no indication of the specific

data protection laws that both projects follow when handling personal data.

Consent

For personal data use consent, P1 explicitly states that by using the website and its ser-

vices, users are giving their consent for the use of personal data. However, P2 lacks a clear

procedure for obtaining consent from users for the use of personal information. Neither P1

nor P2 explain the process for obtaining consent for terms and conditions, risks, or consent

withdrawal following the GDPR law [251].

One key observation derived from the assessment underscores the deficiency of infor-

mation in the setting of both projects. The absence or inadequate setting information poses

a significant challenge to establishing expectation models and building prior knowledge for

users. While these projects often prioritise promoting their products, important explana-

tions related to compliance and consent are absent, contributing to an overall perception

of distrust. As these applications are still in their infancy, we emphasise the importance of

providing users with the requisite information before consenting to the contract. To address

these deficiencies and gaps in such projects, we advocate explicit explanation requirements

for both setting and outcome. As presented in the next section, we focus on the design

of explanations for smart contracts. However, we encourage researchers to contribute to
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the development of solutions or standards that address setting information in decentralised

applications.

5.5.2 Application of Explanation Purposes

In this section, we showcase how explanation purposes can serve as an integral resource for

designing smart contracts. Expanding on our previous discussion about the limitations of

setting information, we advocate for the scenario-based explanation purpose design approach.

This approach is essential for capturing explanation requirements for the setting information

such as (O1, O2 and O3) listed in Figure 5.3. We strongly recommend that designers

and engineers adopt a proactive strategy of providing thorough details and explanations

before users engage with contracts. This proactive measure aligns with the design principle

“Immutability Requires Proactive Measures" proposed in Chapter 3, Section 3.6.2.

However, in this section, we shift our focus to the design of smart contracts, incor-

porating the explanation requirements envisioned by our purposes. We have leveraged the

scenarios outlined at the beginning of Section 5.5—namely, Scenario 1 (Lending Decision),

Scenario 2 (External Resources) and Scenario 3 (Roles and Responsibilities)—which have

determined the requirements and elements presented in Figure 5.3. These elements helped

define the specific implementation of explanations.

To incorporate explanation capabilities into the evaluated smart contracts, we must

redesign existing practices and redeploy them as new projects. This step is essential due

to the immutable nature of smart contracts. Additionally, there are various implementation

strategies and the choice of strategy may vary based on the project’s specific needs. Such

flexibility showcases how our purposes can be adapted and tailored to meet the specific

requirements of each smart contract application. Detailed applications are demonstrated
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in the following cases and actual smart contracts implementation is provided in the public

repository.

Case 1: Consent

We advocate integrating consent mechanisms within smart contract codes, which are crit-

ical for creating binding agreements. Recording the consent status on the blockchain can

enable wider adoption in situations requiring explicit agreement. We distinguish two types

of consent: personal information use and agreement to terms and conditions, with the latter

important for high-risk decisions that necessitate explicit user consent before execution. Our

chosen method for implementing consent requirements is detailed in the algorithm 1, where

we introduce a boolean state variable to track the user’s consent status. Additionally, we

have defined a modifier that verifies the user’s full consent status before executing high-risk

functions. We also include a function that permits users to withdraw their consent anytime,

aligning with GDPR principles [251].

Case 2: Compliance

Designing compliance mechanisms in smart contracts can be intricate due to the involvement

of third parties in validating contract adherence. In our approach, we assume that compliance

checks are overseen by auditors or third-party entities responsible for verifying the project’s

adherence to regulations. We underscore the importance of recording this information on

the blockchain to facilitate contractual agreements, considering that some contracts require

compliance to protect consumers. In our implementation, as shown in algorithm 2, we

introduce a new state variable to track compliance status, which is only updated by the

auditor. The contract providers or owners assign this role. For transparency, users can

check the compliance status recorded on the blockchain. Furthermore, we designed a string
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Algorithm 1 User Consent Smart Contract
Struct UserConsent:

personalInfoConsent (bool) - false

termsAndConditionsConsent (bool) - false

Mapping userConsents:

address → UserConsents

Modifier hasConsent:

require(user.personalInfoConsent == true, error)

require(userConsents.termsAndConditionsConsent == true, error)

function providePersonalInfoConsent

userConsents[msg.sender].personalInfoConsent ← true

function provideTermsAndConditionsConsent

userConsents[msg.sender].termsAndConditionsConsent ← true

function withdrawPersonalInfoConsent

userConsents[msg.sender].personalInfoConsent ← false

function withdrawTermsAndConditionsConsent

userConsents[msg.sender].termsAndConditionsConsent ← false

210



Evaluating Smart Contracts Explanations to Reconcile Surprises

of explanations as an option for auditors when detailed explanations are necessary.

Algorithm 2 Compliance Smart Contract
State Variables:

bool isCompliant ← false

address auditor

Optional:

string personalInfoComplianceExplanation

string termsAndConditionsComplianceExplanation

Modifier onlyAuditor:

require(msg.sender == auditor, error)

function setAuditor((address _auditor) onlyOwner)

auditor ← _auditor

function setCompliance((bool compliant) onlyAuditor)

require(isCompliant == true, error)

isCompliant ← compliant

function setComplianceExplanations((string memory personalInfo, string

memory termsAndConditions))

personalInfoComplianceExplanation ← personalInfo

termsAndConditionsComplianceExplanation ← termsAndConditions

Case 3: Improvement to Roles & Responsibilities

We observed discrepancies in the information provided by the evaluated projects concerning

the roles and responsibilities. These discrepancies could lead to potential surprises, as users

may not be aware of the various parties making decisions that impact them. To enhance the

clarity of outcome information regarding roles and responsibilities, we introduced a new array
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structure. This structure encapsulates role names, associated addresses and descriptions,

aligning with the requirements in Figure 5.3. Users can access a list of roles within the

project, along with their corresponding addresses and associated responsibilities, through

the getAllRoles() function, as detailed in the algorithm 3.

Algorithm 3 Role Management Smart Contract
Struct RoleInfo:

string name

address roleAddress

string description

State Variable:

RoleInfo[] public roles

function createRole((string name, address _address, string _description))

bool roleExists ← false

for (uint i ← 0; i < roles.length; i++)

if(roles[i].name == _name)) then

roleExists ← true

break

endif

endfor

require(!roleExists, "Role already exists")

roles.push(RoleInfo(_name, _address, _description))

function getRoles(() public view returns (RoleInfo[]))

return roles

Moreover, we modified the existing design of evaluated smart contracts based on their

specific implementations to enhance clarification and justification. For example, in project

P1, regarding contract ownership (roles) changes, we integrated an event logging system to
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record these changes. This log captures both the former and new owner addresses, along

with justifications for the change to satisfy requirements R3 and R6, as specified in Figure

5.3. Additionally, we implemented an event to record owner executions, such as changes in

interest rates, providing clarification and justifications to keep users informed (R5 and D1).

In project P2, which already had programmed events, we adjusted parameters to include

string justifications for owner decisions (R5 and R6), addressing role changes or supply

adjustments that may impact the user’s lending outcome.

Case 4: Improvement to External Resources

Initially, we modified the existing events related to lending decisions for both projects. We

added variables to record the exact input retrieved from external sources, which justify the

lending amounts to satisfy (O4). In project P1, we integrated new events to record changes

in oracle addresses along with justifications (O1 and O5). Additionally, to address ethical

concerns raised by reviewers regarding the manual price entry function in P1, we added an

event to log manual price entries with justifications. For project P2, minimal adjustments

were made. We expanded an existing event to justify oracles address changes (O5).

Case 5: Improvement to User Decision

As P2 demonstrated a low level of surprise potential in lending decision requirements listed

in Figure 5.3, no additional implementation was deemed necessary. In the case of P1, the

project already incorporates getter functions for all the variables used in the lending decision,

which can facilitate the generation of explanations. We made minimal adjustments by adding

a few parameters to existing events, with the goal of improving clarity on the values utilised

in the lending decision-making process.
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As demonstrated, explanation purposes can influence the design and enhancement of

new and existing features. A variety of strategies can be employed to improve explainability,

aligning with smart contract capabilities. One effective method involves prioritising the

recording of key variables and values on the blockchain. This recorded information can then

be integrated with front-end systems and Web3 applications to build a more comprehensible

explanation for users.

5.5.3 Cost Analysis

Smart contracts on the Ethereum blockchain follow a transaction model based on gas, a

unit measuring the computational work required for execution. Gas fees, paid in Ether

(ETH), compensate miners or validators for their computational resources in processing and

validating transactions. For instance, the deployment cost of a new contract can range from

cents to thousands of US dollars, influenced by Ethereum prices ranging from $1,500 to $2,000

in 2023 [56]. This cost is calculated based on (i) the Ethereum token price, (ii) the compiled

contract size (in bytes) and (iii) the current gas price on the Ethereum network. However,

factors such as code complexity, tips, computational resource needs and network congestion

can increase costs [89]. Additionally, fixed fees are associated with specific operations, such

as ‘CREATE’ and ‘TRANSACTION, whereas setting storage variables comes with distinct

fees. The detailed breakdown of operational costs can be found in [320].

To examine the trade-offs between costs and explanations, we deployed and executed

contracts relevant to the assessed scenarios, implementing a simplified approach by remov-

ing dependencies. Our emphasis was solely on constructs related to scenarios, creating a

controlled environment for analysis. Gas amounts, representing transaction costs, were doc-

umented during the deployment and execution of specific functions linked to the presented

scenarios before any modification. Following this, we implemented explanations and docu-
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mented the subsequent deployment and execution fees of the same functions for comparison.

This methodology allows us to analyse the additional computational expenses incurred by

integrating explanations in smart contracts.

The computation cost involves gas used, gas price (measured in Gwei, a subunit of

Ether) and the current Ether-to-USD exchange rate [71]. To calculate the cost, the formula

based on Ethereum documentation 3 is

Total Cost (in ETH) =
Gas Units (Limit)×Gas Price

1,000,000,000

• Total Cost (in ETH): This represents the total cost of the transaction in ETH and it is

calculated by dividing the product of gas limit and gas price by the conversion factor

(1,000,000,000 Gwei = 1 ETH).

• Gas Units (Limit): The maximum amount of gas units allocated for the transaction,

representing computational resources. Gas units refers to the actual computational

work consumed during the execution of a transaction or interaction with a smart

contract.

• Gas Price: The price paid for each gas unit, measured in Gwei. Miners are more likely

to prioritise transactions with higher gas prices when including them in blocks. The

gas price influences the transaction’s priority on the network.

The resulting cost in Ether is then converted to USD using the prevailing exchange

rate. For our analysis, we adopted an average gas price of 39 Gwei and an Ether value of

$1980, as of 16/11/2023, which was obtained from [56, 90]. The corresponding costs for each

contract and function used in the evaluation have been recorded, as detailed in Table 5.7.
3https://ethereum.org/developers/docs/gas
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Table 5.7: Overall Cost Calculation Before and After Explanations

Before Explanation After Explanation Changes

Element Gas
Cost in

USD
Gas

Cost in

USD
Difference

Percentage

Increase

P1-Contract1 1657342 $127.98 1826049 $141.01 $13.03 10%

P1-Contract2 4426651 $341.83 4795125 $370.28 $28.45 8%

P1-Contract3 4992326 $385.51 6962019 $537.61 $152.10 39%

P1-Function A 28510 $2.20 29406 $2.27 $0.07 3%

P1-Function B 28761 $2.22 30001 $2.32 $0.10 4%

P1-Function C 25858 $2.00 32046 $2.47 $0.48 24%

P2-Contract1 501512 $38.73 501512 $38.73 $0.00 0%

P2-Contract2 2373244 $183.26 4100839 $316.67 $133.40 73%

P2-Function A 47797 $3.69 49228 $3.80 $0.11 3%

P2-Function B 33372 $2.58 35970 $2.78 $0.20 8%

P2-Function C 30539 $2.36 31992 $2.47 $0.11 5%

It is important to recognise that the provided prices in Table 5.7 are approximate and

do not precisely reflect the costs on the Ethereum mainnet. The exchange rate fluctuates

daily and this experiment is conducted on local blockchains and testnets. Additionally, gas

prices are subject to variations based on network conditions. Increased demand or congestion

can increase gas prices, impacting the overall cost of deploying and interacting with smart

contracts.

Cost Results Interpretation

Integrating explanations into smart contracts can lead to a noticeable increase in deployment

costs, particularly in cases such as P1-contract3 and P2-contract2, where most explanation

functions are implemented. This rise is due to using storage in smart contracts, especially
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strings that consume significant storage. In smart contracts, there are three types of data

storage: calldata, memory and storage [89]. Calldata and memory serve as temporary storage

during contract execution and are cleared once the execution is finished. In contrast, storage

involves the persistent storage of values on the blockchain and significantly impacts costs.

Storing strings in state variables and emitting events for explanations can be costly. The

business owners are primarily responsible for covering the deployment costs. In contrast,

executing functions accompanied by explanations has experienced only a marginal increase.

Users are required to pay a few extra cents when interacting with these functions, exemplified

by P1-Function A and P2-Function A and C. However, in P1-function C, ethical concerns

arise due to its allowance of manual token price manipulation. Therefore, we implemented

justifications and events to record changes for transparency, leading to a significant increase

in cost.

5.6 Discussion

While smart contracts hold significant promise, their design requires substantial refinement

and innovation. To fully realise smart contracts potential and facilitate wider adoption in

real-world applications, it is essential that we investigate current limitations and explore

avenues for improvement, as attempted in this chapter.

We have developed an approach centred around explainability purposes, designed

as integral resources for evaluating and designing blockchain-agnostic smart contracts. Al-

though our demonstrations utilised Ethereum smart contracts due to their widespread use

for deploying smart contracts, we employ a scenario-based design that can be adaptable and

tailored to any blockchain platform that supports smart contracts. We aim to support en-

gineers and designers in proactively eliciting requirements and design aspects that consider
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explanation requirements for potential user interactions and challenges.

5.6.1 Key Purposes in Smart Contract Explanations

Our comprehensive synthesis establishes connections between contract law principles gov-

erning binding contracts and the goals of explainability in AI systems. This synthesis has

unveiled primary purposes essential for improving smart contract design in terms of expla-

nation. The identified purposes align with the inherent characteristics of smart contracts,

emphasising the importance of justification, clarification, compliance and consent. Although

our focus in this study centres on these four primary purposes, it is noteworthy that other

goals exist within the broader landscape of explainability. Future research endeavours could

explore additional dimensions such as learning, management, evaluation, or improvement to

enhance further the understanding and implementation of explanations in smart contracts.

5.6.2 The MEB Evaluation Framework

We explored how the MEB theory informs a theoretical framework for evaluating surprise

potential in smart contracts. This framework systematically assesses surprise potential across

various scenarios and systems due to insufficient setting and outcome information.

A significant observation emerged during the evaluation process: The setting infor-

mation of smart contract systems often lacks critical details, including terms and conditions,

policy of use, legal compliance, consent information and associated risks. This information

is valuable for establishing user expectations and forming the foundation for a contracting

process where users fully understand and agree to all functionalities and associated risks be-

fore executing the contract. Users need the necessary background knowledge to build their

expectations and knowledge models. Navigating this new paradigm highlights the need to
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prioritise developing and standardising comprehensive setting information. Consequently,

we encourage researchers and designers to investigate further into the development of stan-

dardised setting information for future research.

5.6.3 Cost Considerations

Our evaluation revealed an increase in the deployment costs of smart contracts with expla-

nations. This rise is linked to the utilisation of storage in smart contracts, where the storage

of strings in state variables and the emission of events for explanations result in substantial

gas costs. Business owners who are responsible for deployment expenses must take these

costs into account. However, there was only a marginal increase in the execution costs of

functions with explanations. This slight rise, translating into a few extra cents for users,

indicates that operational costs associated with explanations are relatively manageable.

This study emphasises the experimental aspects of implementing explanations in

smart contracts. Effective optimisation strategies can be employed to mitigate the asso-

ciated cost implications. One such optimisation approach involves prioritising the storage

of critical explanation variables and functions that handle numerical values and booleans.

These types generally incur lower costs compared to strings in the Ethereum virtual machine

since strings involve more complex operations, resulting in higher gas costs. Additionally,

leveraging established error mechanisms within smart contracts, where strings of errors are

stored separately and referenced by numerical codes, offers a promising strategy to reduce

gas costs significantly. These numerical codes can be integrated with web3, streamlining the

retrieval process when specific codes are passed. Designing explainable smart contracts is

not a one-size-fits-all solution. Instead, it necessitates a meticulous examination of diverse

requirements and the thoughtful design of various aspects of the entire system.
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5.6.4 Threats of Validity

One potential internal threat to validity is the formulation of explanation purposes. The

risk lies in not having a comprehensive and complete list of explainability purposes for smart

contracts. To mitigate this risk, we adopt a dual-perspective approach. The first step is to

examine XAI objectives and goals and identify similar practices that can be applied to smart

contracts which focus on transparency and understandability. Secondly, we investigated the

traits of traditional contracts that make them enforceable and show similarities to smart

contract characteristics to utilise them to formulate these purposes. Even though there may

be additional explanation purposes, we have deliberately concentrated on the most pertinent

ones within the scope of this study. This focus covers both the decision-making process and

the contracting procedure for assessment and evaluation.

Furthermore, the concept of explainability purposes was meticulously designed for

versatility, addressing the diversity of smart contract systems that necessitate human inter-

action. This adaptability serves as a foundation, enabling customisation and contextualisa-

tion while recognising the distinctive requirements and nuances inherent in smart contract

systems.

A possible threat to our evaluation process arises from the novelty of the MEB ap-

proach to measuring surprises. While established studies in information systems and adaptive

system research use surprise theory [188, 24, 17, 192], these primarily focus on measuring

surprises based on the variance between expected and actual outcomes. In contrast, our

methodology employs the MEB theory, asserting that explanations can effectively mitigate

surprises arising from a deficiency of knowledge or incomplete information about a system

(epistemic uncertainty). The MEB theory is well-established in cognitive science and has

received empirical support from various studies [196, 106, 197, 103]. Several computational

models have been developed across different disciplines [105, 104, 195]. Therefore, to ad-
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dress this potential threat, our evaluation framework is founded on a theoretical base and

in this study, we showcased its application to validate its feasibility and utility in real-world

settings.

Additionally, given the subjectivity involved in evaluating explanations across various

contexts, we have enhanced the MEB evaluation method to incorporate a process akin to

code peer review. To effectively use our method, at least two evaluators are required to assess

potential surprises and it is preferable to involve more evaluators. We also propose using an

agreement measurement, similar to what we employed with Cohen’s Kappa [285]. By doing

this, we aim to mitigate potential biases that could be introduced by the evaluation method

and increase the reliability of the results.

In evaluating potential threats to the validity of our process, a critical aspect to

consider is the selection and treatment of study cases. This involves the risk of bias when

choosing specific use cases and projects for evaluation. To address this concern, we conducted

a thorough assessment of various use cases, emphasising those that include three essential

elements: decision-making with substantial user impact, reliance on external data and the

involvement of human authorities. Although some use cases, such as flight or weather insur-

ance, shared similar attributes, they lacked real-world application, making them less suitable

for evaluation. As a result, we opted for lending decentralised applications as they embodied

all three pivotal elements, along with additional dimensions of consent and compliance, pro-

viding a robust foundation for application. Moreover, selecting two projects with the same

use case facilitates valuable insights into the varying levels of potential surprises arising from

information provision. This approach offers a meaningful comparison of established practices

within different projects operating within the same use case.
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5.7 Related Work

Smart Contracts: Recent studies have highlighted the increasing interest in blockchain

smart contract technology, discussing its potential applications, challenges and future direc-

tions [164, 206, 1, 208, 308]. Some studies have focused on the legality of smart contracts

by discussing their limitations in meeting the traditional legal requirements for contract

formation. For instance, the lack of a universally accepted definition and their potential

incompatibilities with existing legal frameworks, which raise significant challenges for their

enforceability and regulatory acceptance [99, 117]. Ethical and social concerns are also promi-

nent in discussions about smart contracts [12, 76, 176]. Automating contractual obligations

can exclude necessary human judgment, and enforcement may lead to ethically questionable

outcomes.

Therefore, the literature recognises the need to understand and address the limitations

of trust. The study by [255] analyses trust in blockchain within the context of reputation

systems, focusing on how different types of distributed ledger technologies impact trust.

Similarly, the study by [5] emphasises that trust in smart contracts can be improved with

the involvement of legal professionals. It proposes language requirements that are human-

readable and user-friendly for both lawyers and programmers. These studies indicate a

broader recognition within the literature of the importance of addressing trust, transparency

and human understanding in smart contracts.

Surprise Theories: Theories of surprise in cognitive psychology fall into three cate-

gories: probability, expectations and sense-making. The probability theory examines surpris-

ing outcomes as events with low probabilities, utilising Bayesian theory to measure surprise

by quantifying the change in an observer’s beliefs through the divergence between prior and

posterior distributions, and their computational models are exemplified in the studies [24,

17]. However, this approach requires calculated prior beliefs or expectations to calculate
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surprise. Expectation-disconfirmation theory attempts to overcome this problem by sug-

gesting that genuine surprise occurs when unexpected events conflict with expected ones,

focusing on the subjective gap between what is expected and what occurs. This theory

posits that surprise happens when an event deviates significantly from an expected schema,

as demonstrated in studies [191, 192].

In contrast, sense-making theories such as MEB emphasise explaining and understand-

ing surprising events, typically done retrospectively rather than predictively [160]. Several

models have been proposed from this perspective of surprise akin to our study. For example,

the study by [104] proposes the EAMoS model, based on the MEB theory, for analysing the

explanation structure of surprising events. It constructs a directed graph of explanations

from provided text descriptions, linking the setting to the outcome to predict the surprise

rate of the outcome. Similarly, the study by [195] developed a computational model that

takes short scenarios as input and outputs a surprise rating for the final sentence. This

model consists of two stages: an integration stage, which creates a cohesive representation

of the scenario using WordNet, and an analysis stage, which produces a surprise rating for

a specific event based on the extent to which the prior representation supports that event.

5.8 Summary

This study explored the multifaceted landscape of smart contract explanations through their

purposes, evaluation methodology and associated cost implications. Our investigation was

driven by the overarching goal of reconciling surprises within smart contract interactions.

We identified four primary purposes of explanations—justification, clarification, compliance

and consent. These purposes were designed to be adaptable across diverse smart contract

systems. We developed the MEB assessment framework to systematically evaluate surprise
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potential in smart contracts, offering insights into the industrial practices of smart contract

systems. We evaluated the effectiveness and applicability of our approach through two real-

world DApps.

This evaluation highlighted the need for significant improvements in consent, com-

pliance, justification and information enhancement within the setting. Additionally, we

examined the cost implications of incorporating explanations. While we observed increased

deployment costs, we highlighted that optimisation strategies, such as prioritising storage for

critical variables and leveraging established error mechanisms which can effectively mitigate

these costs. Therefore, this chapter contributes to the broader comprehension of smart con-

tract explainability requirements as valuable resources for designers and engineers to evaluate

explanation needs, embed necessary explanations and understand cost implications.

224



Chapter Six

Reflection and Appraisal

6.1 Overview

This chapter aims to revisit the research questions presented in Chapter 1 and assess how they

have been addressed throughout the thesis. It also provides an overview of the evaluation

process for each contribution made in the research.

6.2 Analysis of the Research Questions

This section examines the extent to which the previous chapters have addressed the four

research questions.

RQ1: a) What are the most commonly reported concerns regarding smart

contracts from a human perspective, and how are these concerns currently being

addressed? b) How can we identify quality attributes commonly associated with

these human-centred concerns?

In Chapter 2, we performed a systematic literature review to identify common con-
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cerns from stakeholders’ perspectives in the domain of smart contracts. Our findings indicate

that human concerns related to smart contracts are primarily associated with two key stages:

Development and interactions. We classified development concerns into three categories:

Language, legality and ethical and social implications. The language concerns included

complexity, code readability and expressiveness. These concerns affect technical develop-

ers, non-technical experts and collaborative development teams as they work together on

the design, implementation and deployment of smart contracts. Interaction concerns, which

impact end-users, centred on usability, human readability, governance, trust and costs. To

deepen our understanding of the state of the art, we mapped frequently reported human-

centric concerns to system quality attributes [151] to provide a contextual understanding

of the deficiencies in these systems. Utilising the NIST standards for trustworthiness [220],

we identified that explainability and interpretability are often overlooked in smart contracts

while transparency and accountability have received limited attention in the literature.

Based on the SLR results, we observed a notable gap concerning the requirements and

design aspects of human-centric smart contracts. Most research on human considerations

has predominantly focused on developing new languages and external tools. This prevailing

focus has led to the neglect of important trustworthiness qualities that consider the human

in the loop. As a result, there was a critical gap in designing smart contracts with tailored

human-centred quality attributes that support the unique nature of smart contracts.

In particular, explainability has not been recognised as a quality attribute within

smart contracts. There is a lack of established methods and frameworks addressing ex-

plainability requirements, design and implementation. Moreover, evaluation methods and

trade-offs associated with integrating explainability into smart contracts remain unexplored.

To address these gaps, this thesis aimed to: (i) Systematise the existing knowledge of trans-

parency, accountability and understandability to elucidate the role of explainability require-

ments in smart contracts. (ii) Develop a human-centric framework to determine information
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and explanation requirements for designing explainable smart contracts. (iii) Evaluate the

need for explanation through the lens of explainability purposes to reconcile surprises and

investigate cost trade-offs.

RQ2: a) What is the state of the art of explainability, transparency, ac-

countability and understandability in blockchain smart contracts? b) How do

these concepts align with standardised definitions? c) How can the interrela-

tionships among these concepts guide the development of explainability in smart

contract systems?

In Chapter 3, we devised a systematic knowledge framework that classifies, defines

and allows discussion of the current state of transparency, accountability and understandabil-

ity of smart contracts. This framework categorises the acquired knowledge from developers’

consultations and literature reviews into five distinct levels: (i) output, (ii) algorithm, (iii)

external data, (iv) process and (v) application. Our findings revealed a complex array of

challenges that unravel the multi-dimensional aspects and common misconceptions surround-

ing these concepts in smart contracts. This was compounded by the lack of standardised

definitions specifically defining these qualities for blockchain and smart contracts, as evident

in our comparison with general standardised definitions. The analysis revealed that, while

smart contracts exhibit transparency and accountability in low-level aspects such as output

and algorithm, they fall short in more complex dimensions such as process and application.

Additionally, all levels demonstrated a pronounced deficiency in understandability.

These observations underscore a pivotal insight: There exists a complementary re-

lationship between explainability and the triad of transparency, accountability and under-

standability. In smart contracts, explainability acts as an enabler that connects low-level

technical details with high-level conceptual clarity. For example, transparency provides

visibility of code and transactions, while explainability ensures that this information is com-
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prehensible. Accountability provides traceability, while explainability makes decision rights

and responsibilities transparent and understandable. Moreover, explainability complements

understandability by breaking down complex smart contract operations into simpler, more

comprehensible explanations.

Recognising the critical importance of explainability, we developed comprehensive

guidelines to assist researchers and practitioners in this area. Our guidelines, specifically tai-

lored to the unique characteristics of blockchain smart contracts, address two main stages of

early development: (i) requirement analysis and (ii) design. The guidelines include the iden-

tification of explainability requirements through fundamental questions such as who, what,

why, when and how Additionally, explainability design principles are proposed as a holistic

approach encompassing the entire lifecycle of smart contracts. This approach emphasises

the role of designers and developers in prioritising the interests of stakeholders throughout

the development and interaction stages. To assess the feasibility and effectiveness of these

guidelines in shifting smart contract design, we demonstrated one implementation strategy,

prioritising explainability alongside transparency, accountability and understandability.

RQ3: How can a human-centred design approach be utilised to identify

the specific information requirements and content necessary for explaining smart

contract decisions?

In Chapter 4, we developed a structured human-centred framework to determine

the information requirements necessary to design explainable smart contracts (XSC) sys-

tems. This framework addresses the elicitation and analysis of explainability requirements,

focusing on the fundamental question of ‘what to explain’ in smart contracts. We inte-

grated the SA definition and GDTA from human factors literature, proposing three levels

of XSC explanations: For perception, comprehension and projection. These levels are tai-

lored to determine explanatory information by considering the behavioural properties and

228



Reflection and Appraisal

decision-making structures of smart contracts. We categorised behavioural properties into

three main components that shape smart contract behaviour: Logic, data and human in-

tervention. Additionally, we classified the decision-making mechanisms, according to their

characteristics, into governance structure (centralised vs decentralised), process location (on-

chain vs off-chain), degree of automation (fully vs semi) and behavioural pattern (fixed vs

dynamic). These classifications serve as a structured framework for requirements engineers,

aiding them in determining informational requirements for smart contract decisions. This

elicitation of information requirements, in turn, informs the development of explanatory

mechanisms through the three levels of XSC-tailored explanations, which are structured to

align with the users’ needs for awareness, reasoning and projection.

Our framework addresses a critical gap in the current landscape, where no stan-

dardised methods exist for determining explanations or information requirements in smart

contract systems. Our framework has been recognised by smart contract experts for its

usefulness, feasibility and ease of use. To enhance its clarity and understandability, we

demonstrated the use of the framework through a practical scenario that highlighted its

utility and applicability. The framework considers each decision individually, showcasing its

versatility in addressing various use cases within the blockchain ecosystem, which further

validates its relevance and effectiveness. This chapter was based on the work presented in

[4].

RQ4: a) What primary explanation purposes can be integrated into the

design of smart contracts? b) How can the MEB theory inform the creation of a

systematic framework to assess the potential surprises in smart contracts when

explanations are absent? c) What are the potential trade-offs regarding costs

when integrating explanations into smart contracts?

We embarked on a comprehensive evaluation of explainability as an integral resource
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for designing smart contracts through the lens of their purposes. This study aimed to address

the fundamental question of ‘why to explain’ as part of our explainability requirements

analysis. We posited that smart contract designers and requirements engineers can embed

explanations to clarify, justify, ensure compliance and facilitate consent. These purposes

are specifically tailored to the characteristics of smart contracts by combining insights from

established AI explainability practices and elements of legally binding traditional contracts.

This approach demonstrated effectiveness in two ways: First, by evaluating existing smart

contracts in terms of potential surprises stemming from epistemic uncertainties (i.e., lack

of knowledge and information) regarding justification, clarification, consent and compliance;

and second, as a design approach helping to implement explainability in new smart contracts.

We developed a novel assessment framework that uses surprise as a guiding factor to

systematically identify areas requiring improvement in terms of justification, clarification,

compliance and consent. The evaluation method is based on the MEB theory, which con-

ceptualises the resolution of surprise as a process of fitting new information into existing

mental frameworks, emphasising the role of explanations. We created a generic compu-

tational model of this theory to systematically pinpoint areas that lack explanation and

information provision, which can lead to potential surprises.

We demonstrated the utility and applicability of the explainability purposes as eval-

uation mechanisms by using the MEB evaluation method to systematically assess potential

surprises in two real-world lending projects. The results showed that the most noteworthy in-

stances of potential surprises originated from deficiencies in setting information, where users

established their expectations and assessed eventual outcomes. Additionally, the outcomes of

smart contracts revealed a lack of decision justification, clarity on the roles and responsibil-

ities of privileged parties, decision mechanisms and critical information to facilitate consent

and compliance.
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Given these findings, our explainability purposes demonstrated their effectiveness and

feasibility in designing explanations for smart contracts. We designed and implemented these

requirements to address the shortcomings in existing projects to validate our approach. Ad-

ditionally, we investigated the trade-offs between cost and explainability. Our evaluation

revealed an increase in deployment costs linked to the complexity of Ethereum smart con-

tracts, especially with the use of complex data types such as strings. However, there was

only a marginal increase in the execution costs of functions with explanations, amounting

to a few extra US cents per user. Furthermore, we highlighted that optimisation strategies,

such as prioritising storage for critical variables and leveraging established error mechanisms,

can effectively mitigate deployment and execution costs.

6.3 Reflection on the Research

In this thesis, we employed hybrid evaluation methods tailored for each chapter, incor-

porating DSRM evaluation techniques [302, 241, 282, 166]. We leveraged these methods

by conducting expert surveys and consultations to assess draft frameworks and validating

our work through qualitative measures such as usefulness, ease of use and benchmarking.

Additionally, we demonstrated the applicability and feasibility of our frameworks through

practical scenarios, evaluation of real-world projects and smart contract implementations,

which highlight the frameworks’ effectiveness in solving real-world problems.

6.3.1 Validation Criteria

We reflect on our hybrid evaluation techniques by applying the criteria established by

Kitchenham et al. [166], which were originally utilised to validate design science methodology

evaluation methods and tools (DESMET). This approach involves three levels of validation:
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Basic, use and gain, as follows.

Basic Validation: This evaluation concerns the quality of the component documen-

tation. For the reflection exercise, we selected the following subfeatures that were suitable

for our context:

• Documentation Completeness: This quality may carry different interpretations

because it involves various dimensions and subjective perspectives, making it nearly

impossible to address every aspect completely. Therefore, we defined specific criteria

focusing on reporting style, including scope and section coverage, depth and contex-

tual information, practical examples and case studies and supplementary materials. To

ensure comprehensive topic and section coverage, we followed rigorous reporting guide-

lines [258, 281] including defining clear research objectives, maintaining transparency

in methodology, detailing data collection and analysis processes. To guarantee depth

and contextual information, we analysed literature, industry reports, standards and

experts’ perspectives. Each contribution chapter includes practical examples and case

studies, such as flight insurance, privileged account scenarios and lending decentralised

applications. Given the word limit constraints of this thesis, we summarised some find-

ings and implementations in the chapters. However, detailed supplementary materials

are provided as appendices referenced in each relevant section. Additionally, we used

GitHub repositories to share the full results of Chapters 4 and 5 including the case

studies implementations.

• Appropriateness for Audience: This thesis was meticulously tailored to blockchain

and smart contract researchers and requirements and software engineers. Our contri-

bution statements specifically address this audience. We ensured the language and

content aligned with their expertise and enabled common understanding by defining

key concepts and glossaries in the background sections. In Chapters 3 and 4, inter-
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views and surveys with blockchain and smart contract specialists provided consistent

feedback, helping us improve our artefacts to better meet their needs. Additionally, we

incorporated real scenarios and example cases throughout our chapters to bridge theory

and practice, ensuring the documentation’s relevance and usefulness. This practical

approach helps the audience relate to the material and understand its contexts.

• Organisation: We rigorously structured our reporting for each contribution chapter

(2, 3, 4 and 5) to include (i) an overview introducing the problem and contributions,

(ii) fundamental concepts, (iii) a research approach explaining the methodology, (iv)

results presenting novel frameworks and approaches, (v) evaluations, (vi) discussion

and threats to validity, (vii) related work and, finally, (viii) a summary to conclude

the chapter. For example, the research approaches in Chapters 3, 4 and 5 each fol-

lowed structured reporting. Chapter 3 encompassed four main stages for knowledge

acquisition, systematisation, comparison and customisation. Chapter 4 detailed the

framework creation steps from SA and GDTA. Chapter 5 detailed the development

stages for explainability purposes and the MEB evaluation method. Additionally, we

used tables to organise information and show synthesis results in each contribution

chapter, for example, Tables 3.3, 4.4, 5.3. This rigorous reporting method ensured

consistency in presenting chapters, methodologies and results, thereby maintaining

reader understandability and transparency throughout the thesis.

Use Validation: This evaluation concerns the quality of a component and its use.

For the reflection exercise, we selected the following subfeatures that are suitable for our

context:

• Completeness: This quality measures the extent to which the developed framework

is self-contained and comprehensive. Although we cannot guarantee the absolute com-

pleteness of our work, we followed well-established research methodologies and provided
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generalised and generic frameworks to accommodate variants. However, in Chapter 3,

the completeness of our systematisation, classification and results were limited by the

available data, despite our efforts in conducting the SLR and incorporating insights

from developer consultations. Nevertheless, the explainability requirements and de-

sign principles in Chapter 3 are generic guidelines adaptable to different contexts and

scenarios. In Chapter 4, we constructed the framework by integrating the three main

components of SA, GDTA and smart contracts decision operational structure with pre-

defined steps designed to accommodate variants and future advancements. To address

potential incompleteness, we synthesised smart contract decision components, gather-

ing knowledge from diverse sources such as literature, use cases, blogs and white papers.

We employed the principle of separation of concerns to generalise components which

are the fundamental building blocks in most smart contract decisions. Our framework

is not exclusive to the proposed components as it is adaptable and customisable in or-

der to address unique factors such as regulatory compliance, security models, or other

project-specific models. In Chapter 5, we proposed four purposes for explainability,

noting that this list may only cover some possibilities. We focused on the most relevant

purposes within the thesis’ scope, using established XAI practices and traits of tra-

ditional contracts. Although other purposes may exist, we introduced the concept of

‘explainability purposes’ as generalisable design resources, showing how these purposes

can be utilised for evaluating and designing smart contracts. While we recognise the

challenges in achieving absolute completeness, we ensured our approaches are robust,

adaptable and capable of evolving to meet new challenges and requirements.

• Ease of Implementation: This quality measures the extent to which the intended

audience can easily implement the developed framework. We ensured the explain-

ability requirements analysis followed a generic template addressing the fundamental

questions of who, what, why, when and how. This approach is appropriate for smart
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contract practitioners with varying levels of expertise, and we provided examples to

illustrate the analysis for ease of implementation. The framework in Chapter 4 ex-

tends these fundamental questions with predefined inquiries which experts confirmed

its understandability and ease of use. However, experts also suggested demonstrating

its application, which we addressed through practical flight insurance decentralised

scenarios. The work presented in Chapter 5 may require a learning curve for some

requirements engineers and designers due to the complexity of measuring subjective

surprises. We defined detailed steps with simplified scenarios and examples to improve

understandability. Additionally, we offered a complete application and implementation

through real-world DApp to assist the target audience in following the steps, along with

a generic template that can calculate surprises by simply inputting the results.

• Application Demonstration: We provided detailed demonstrations highlighting

how our approaches can be applied to real-world scenarios. Although smart contracts

have limited real-world applications due to their novelty and developmental immaturity,

we selected relevant scenarios that have been discussed in the literature and industry.

In Chapter 3, we instantiated the explainability requirements analysis and principles

on privileged accounts functionality. In Chapter 4, we selected decentralised flight

insurance, which covers policy representation, data integration and human decision-

making processes, illustrating our framework’s constructs. Additionally, this use case

has been considered industrially by Chainlink, which has customised oracles to provide

flight data for smart contracts DApps. In Chapter 5, we examined two lending DApps

due to their substantial impact on users’ financial status. These applications integrate

essential elements such as decision logic, external data dependencies and human au-

thority in setting and modifying interest rates. Additionally, they address dimensions

of consent and compliance. These demonstrations collectively validate explainability’s

practical applicability and feasibility in addressing real-world use cases.
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Gain Validation: This evaluation concerns benefits delivered by the component.

For the reflection exercise, we selected the following subfeatures that are suitable for our

context:

• Usefulness: First, our methods offer blockchain and smart contract researchers valu-

able new insights and knowledge, enabling them to pursue research opportunities and

advancements in the field through (i) systematisation of the current state of some

trustworthy qualities to pinpoint the lack of standardisation (Chapter 3); (ii) a taxon-

omy and detailed classification of decision-making processes in smart contracts, includ-

ing behavioural components and decision mechanisms (Chapter 4); (iii) a theoretical

evaluation framework designed to assess epistemic uncertainties, which is adaptable

across various disciplines and systems (Chapter 5); and (iv) a cost analysis and sug-

gestion of optimisation techniques that can advance the field. Second, our approaches

and frameworks for explainability demonstrated their effectiveness and usefulness for

requirements and software engineers by providing (i) guidelines to support early in-

tervention in requirements analysis and design principles for diverse DApps (Chapter

3); (ii) a systematic framework to determine information requirements for smart con-

tract decisions, which has been acknowledged by experts for its usefulness (Chapter4);

(iii) the concept of ‘explainability purposes’ as a design and evaluation tool, showing

approach usefulness in helping engineers evaluate, elicit, design and implement smart

contracts through real-world applications (Chapter 5).

• Support for decision-making: Our objective was to inspire a paradigm shift in the

perception and design of smart contract systems by addressing current limitations such

as human interaction issues, misuse, scams and discrimination. We advocate for inno-

vative thinking in transitioning from centralised to decentralised systems, emphasising

the importance of developing responsible and trustworthy systems. The immutable

and deterministic nature of decentralised applications, which enforce decisions and
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outcomes without central authority oversight, necessitates careful and deliberate de-

velopment. We propose integrating explainability as a fundamental design concern

from the outset. Explainability can encourage decision makers (e.g., owners and de-

velopers) to make the development and interaction of smart contracts transparent,

accountable and comprehensible, thereby meeting the needs of humans in the loop.

We demonstrated the benefits of explainability designs through smart contract im-

plementations and analysis of cost implications. This analysis helps decision makers

prioritise initiatives and allocate resources efficiently.

• Applicability: This quality concerns the suitability and relevance of the components

and artefacts developed in this thesis across various contexts and scenarios. Although

we utilised Ethereum and Solidity smart contracts for real demonstration due to their

prominence, our contributions focus on early development stages, emphasising applica-

bility beyond specific technologies. For example, Chapter 4 presented an explainability

requirement elicitation framework applicable to various decentralised application sce-

narios. We generalised system components and decision mechanisms to accommodate

main characteristics while allowing customisation for specific use cases. Chapter 5

generalised the concept of explainability purposes. While we validated four specific

purposes, it can be adapted to suit different objectives. The MEB framework, pre-

sented as a generic framework with specified steps, can be customised for other systems

and disciplines. In Chapter 3, the explainability requirements and design principles

were developed as a generic template and guidelines. However, our systematisation re-

lies primarily on existing knowledge from the Ethereum blockchain and Solidity smart

contracts, meaning the results are based on these specific findings.
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6.3.2 Limitations of the Proposed Work

This section summarises the limitations and threats to validity of our research as discussed

throughout the thesis.

Summary of Limitations

Decentralised applications and blockchain technology are still in early stages, often man-

aged by small teams or individuals, which made collaboration with established organisations

challenging. This limited availability and responsiveness within the blockchain community

restricted opportunities to apply our frameworks directly in real-world settings. Despite ex-

tensive outreach, only a few developers, experts and researchers responded within the PhD’s

timeframe. To address this, we demonstrated the framework’s feasibility and usefulness

through real-world scenarios and industry-based applications in Chapters 4 and Chapter 5.

Future research could expand this work through partnerships with blockchain organisations

and industry collaborations.

Additionally, smart contract technology lacks well-established standards, best prac-

tices and a comprehensive understanding of its full potential. Much of the field remains

experimental, with ongoing research needed to explore how smart contracts can address

real-world challenges. This limitation required us to build foundational knowledge in each

chapter due to fragmented information and a lack of consensus on smart contract capabili-

ties. Our contributions, as shown in synthesis analysis outcomes in Tables 3.3, 4.4, 5.3, aim

to advance this foundational knowledge and support future research.
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Summary of Threats to Validity

Our study encountered several threats to validity which have been addressed through system-

atic mitigation techniques. Internal validity risks, such as selection bias, were managed by

implementing SLRs with clear inclusion and exclusion criteria in Chapter 2 and Chapter 3.

We also included diverse perspectives from developers and additional sources, including use

cases, blogs, secondary studies and white papers. However, internal validity remained partly

constrained by resource limitations and data availability. For the case studies in Chapters 4

and Chapter 5, selection bias was a concern; we mitigated this by establishing strict criteria

and selecting cases with varied decision mechanisms to assess our framework’s applicability.

External validity was impacted by our focus on Ethereum smart contracts, as the

findings in Chapter 3 are largely shaped by this context due to Ethereum’s prominence.

However, the explainability requirements were designed to be blockchain-agnostic. Addi-

tionally, while our expert group may not fully represent the entire blockchain ecosystem, we

selected individuals with diverse, proven experience in the field. To enhance generalisability,

we developed a customisable framework in Chapter 4 and adaptable explainability purposes

in Chapter 5, allowing application across various scenarios and platforms.

Construct validity was strengthened by defining key terms in Chapter 2, organising

system layers into five levels in Chapter 3, and using a separation of concerns approach to

structure decision-making elements in Chapter 4. Chapter 5 further refined explainability

purposes specifically for smart contracts. While these approaches do not ensure complete-

ness, they remain flexible to integrate new classifications and emerging knowledge.

Conclusion validity was supported through thematic analysis across the contribution

chapters, alongside secondary studies, standards, grey literature and white papers. Multiple

reviewers and developers contributed to achieving a shared interpretation of the data. Future

239



Reflection and Appraisal

research with real-world implementation and broader developers input could further validate

and extend the applicability of these findings across diverse blockchain ecosystems.
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Chapter Seven

Conclusion Remarks and Future Work

This chapter outlines our contributions and suggests directions for future research.

7.1 Contributions

This thesis aims to provide human-centred approaches to guide requirements engineers and

designers in creating explainable blockchain smart contracts concerning early development

stages. Therefore, we have addressed the following:

• A systematic review of literature on human-centric design concerns and con-

siderations in blockchain smart contracts. In Chapter 2, we conducted an SLR

to identify stakeholders’ common concerns, including programming languages, legality,

ethics, usability, readability, trust, governance, and costs. This review revealed gaps in

requirements and design interventions, highlighting frequently reported human-centric

quality attributes and deficiencies in smart contract systems. Notably, explainability

and interpretability are often overlooked, while transparency and accountability re-

quire deeper exploration. This review pinpointed gaps in human-centric qualities and
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outlined future research directions in smart contract explainability.

• A systematisation of transparency, understandability and accountability in

smart contracts unveils the role of explainability. In Chapter 3, we developed

a framework categorising these attributes into five levels: output, algorithm, external

data, process, and application. This framework, informed by literature and developer

interviews, provides a structured view of these concepts in smart contracts. By com-

paring our findings to ISO standards, we identified both alignments and discrepancies,

pinpointing improvement areas. We demonstrated that explainability bridges techni-

cal details with high-level considerations, enhancing transparency, accountability, and

understandability. We also developed guidelines outlining explainability requirements,

grounded in who, what, why, when and how. Additionally, we proposed design stan-

dards tailored to smart contracts, illustrated with an example case, providing detailed

guidance to researchers and practitioners.

• A human-centric framework to determine information requirements for ex-

plainable smart contracts (XSC). In Chapter 4, we introduced a human-centered

framework to define information requirements for XSC systems, utilising SA and GDTA

methods. We proposed three levels of XSC explanations—perception, comprehen-

sion, and projection—to address users’ needs for awareness, reasoning, and foresight.

These levels cater to information requirements based on smart contracts’ behaviour

and decision-making structures. This framework, praised by experts for its feasibility

and usefulness, assists requirements engineers in determining necessary explanations

and supported by practical demonstrations of its application.

• An evaluation of explanation needs in smart contracts through the lens of

explainability purposes to reconcile surprises. Chapter 5 introduces the concept

of explainability purposes as key resources in smart contracts to (i) assess explanation

needs and (ii) design explainability requirements. Drawing on contract law and XAI
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practices, we show how designers and requirements engineers can use explanations to

clarify, justify, ensure compliance, and facilitate consent. We developed an assessment

framework based on MEB theory to evaluate potential surprises from insufficient or

missing information. Applied to two real-world DApps, our approach identified po-

tential surprises, established explainability requirements, and demonstrated the design

and implementation of explanations. A trade-off analysis further examined the costs

of integrating explanations. This work provides essential resources for designers and

engineers to create human-centered smart contracts by evaluating explanation needs,

embedding necessary explanations and understanding cost implications.

7.2 Future Work

Although our exploration of smart contract explanations has shed light on key aspects,

numerous unexplored avenues await further research and exploration. Future directions for

our work include the following:

7.2.1 Optimising Explanation Costs

As discussed in Chapter 5, incorporating explanations into smart contracts increases costs

due to the additional computational resources required. The literature has investigated op-

timising smart contract code, often by reducing complexity at the expense of readability

[299, 47]. However, our thesis presents a new direction in optimising explanations in smart

contracts. We suggest new avenues for researchers by investigating established error mech-

anisms within smart contracts. This technique involves storing error messages as numerical

codes rather than strings, which can incur lower costs in the Ethereum virtual machine.
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Additionally, the concepts of global and local explanations in XAI present an in-

triguing area of investigation that can reduce costs. Global explanations provide the same

information to all users while local explanations focus on specific transactions or user in-

teractions. The system can avoid unnecessary duplication and associated costs by ensuring

that each explanatory data is stored only once and referenced appropriately (global explana-

tions). Local explanations, on the other hand, provide detailed, context-specific information

for particular transactions or interactions. One approach for local explanations is designing

smart contracts to return critical information, as shown in our practical demonstration in

Chapter 4 [4]. However, our work focused on the early development phases. Future directions

should concentrate on methods for developing and implementing contextual explanations,

incorporating user studies to evaluate both the explanations and the methods of delivering

them.

7.2.2 Aleatory Uncertainties

In Chapter 5, we investigated epistemic uncertainties in smart contracts. Exploring the inte-

gration of explanations to address aleatory uncertainty in smart contracts is a new direction

worth exploring. Researchers should explore how explainability can be provided for unex-

pected events to reduce surprises. One study has proposed designing flexible smart contracts

to handle unexpected situations by providing a list of actions for stakeholders to vote on in

these scenarios [185]. However, it is essential to conduct research first to understand and

analyse the context of unexpected events that influence smart contract execution.

Future work can focus on developing dynamic models and frameworks capable of

identifying and interpreting aleatory uncertainties to generate suitable explanations for un-

expected events, such as market price fluctuations or unforeseen real-world events. One

promising area is utilising machine learning and AI techniques to predict by training models
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on historical data and potential uncertainties. Then, explanations based on predictive ana-

lytics can be generated. Additionally, incorporating feedback mechanisms that allow users

to interact with the system and provide input on the explanations is essential. This way

can help refine the models and frameworks, making them more accurate and relevant. User

feedback can also help identify gaps in the explanations and areas for further improvement.

7.2.3 Impact on Non-Functional Requirements and Lifecycle

In Chapter 3, we proposed the “Full Functionality— Win-Win” design principle, which en-

sures that integrating explainability features into smart contracts does not reduce their over-

all effectiveness. This principle opens new avenues for investigating the impact of explain-

ability on other non-functional requirements (NFR) such as security, privacy, performance

and cost. A study has explored the impact of explainability on NFRs in a system-agnostic

manner [39]. However, most current research focuses on centralised systems.

Future work can explore the impact of NFRs on decentralised systems through several

approaches, such as cost-benefit analysis, risk and return on investment analyses. Addition-

ally, empirical studies and controlled experiments can be conducted to identify security

vulnerabilities, privacy breaches and performance metrics when incorporating explainabil-

ity. Future research directions can involve comparing various methods and techniques for

embedding explanations, such as adding an additional system layer in smart contracts and

evaluating their impact on non-functional requirements and trustworthiness characteristics.

This analysis will help identify the most effective approaches.

Furthermore, in Chapter 3, we proposed several explainability design principles. One

particularly intriguing principle that opens new streams of future research is “End-to-End

Explainability—Full Lifecycle Clarity.” This principle emphasises embedding explainability
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throughout the smart contract’s lifecycle, including the development stage. Our research

efforts have primarily focused on user perspectives and interaction. However, the literature

on smart contracts underscores significant development issues due to their complexity as

explored in Chapter 2.

It is important that researchers investigate methods for embedding explainability into

the development process of smart contracts by fostering collaboration between technical and

non-technical stakeholders. Developing explainability approaches that bridge the communi-

cation gap between these groups can significantly enhance the design and implementation

process. The literature mainly provides visual programming environments or domain-specific

languages (DSLs). Explainability should be explored to improve clarity and reduce misun-

derstandings, minimising reliance on third parties. Maintaining explainability throughout

the entire lifecycle of the smart contract can promote the design of responsible systems [58]

that prioritise explainability, transparency and accountability.
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Appendix One

Primary Studies Quality Assessment and

Summary - Chapter 2

Table A.1 presents the quality assessment results for the selected primary studies. Table A.2

summarizes their concerns and solutions, both were discussed in Chapter 2.
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Primary Studies Quality Assessment and Summary - Chapter 2

Table A.1: Quality Assessment Results

Study
Rationality Rigor Credibility

Total Study
Rationality Rigor Credibility

Total
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8

[76] 1 1 1 1 1 1 1 0 7 [243] 1 1 1 1 1 1 1 0 7

[157] 1 1 1 1 1 1 1 0 7 [295] 1 1 0.5 1 0 0.5 1 0 5

[130] 1 1 1 1 1 1 1 0 7 [73] 1 1 1 1 1 1 1 0 7

[156] 1 1 1 1 0.5 0 0.5 0 5 [32] 1 1 1 1 1 1 1 0 7

[168] 1 1 1 1 0.5 0.5 1 0.5 6.5 [287] 1 1 1 1 0.5 0.5 0.5 0 5.5

[230] 1 1 1 1 1 1 1 1 8 [159] 1 1 1 1 1 1 1 0 7

[48] 1 0.5 1 1 0.5 0.5 1 0 5.5 [79] 1 1 1 1 1 1 1 0 7

[227] 1 1 1 1 1 1 1 0 7 [121] 1 1 1 1 1 1 1 0 7

[289] 1 1 0.5 1 1 1 1 0 6.5 [152] 1 1 1 1 1 1 1 0 7

[245] 1 1 0.5 1 0.5 0.5 1 0 5.5 [273] 1 1 1 1 1 1 1 0 7

[140] 1 1 1 1 1 1 1 1 8 [200] 1 1 1 1 1 1 1 0 7

[322] 1 1 1 1 1 1 1 0 7 [250] 1 1 1 1 1 1 1 0 7

[214] 1 1 1 1 1 1 1 0 7 [293] 1 1 1 1 1 1 1 0 7

[28] 1 1 1 1 1 1 1 1 8 [230] 1 1 1 1 1 1 1 1 8

[216] 1 1 1 1 0.5 0.5 1 0 6 [12] 1 1 1 1 0.5 1 1 0 6.5

[54] 1 0.5 0.5 1 1 1 1 1 7 [312] 1 1 1 1 0.5 1 1 0 6.5

[323] 1 1 1 1 1 1 1 1 8 [129] 1 1 1 1 1 1 1 1 8

[329] 1 0.5 0.5 1 1 1 1 1 7 [55] 1 1 1 0.5 0.5 0 0.5 0 4.5

[303] 1 1 1 1 1 1 1 0 7 [134] 1 1 1 1 1 1 0.5 0 6.5

[114] 1 1 1 1 1 1 1 1 8 [247] 1 1 1 1 1 1 1 1 8

[318] 1 1 1 1 1 1 1 0 7 [222] 1 1 1 1 1 1 1 0 7

[113] 1 1 1 1 1 1 1 0 7 [23] 1 1 1 1 1 0.5 0.5 0 6

[120] 1 1 1 1 0.5 0.5 1 1 7 [186] 1 1 1 1 1 1 1 1 8

[96] 1 1 1 1 1 1 1 0.5 7.5 [109] 1 1 1 1 0 0 1 0 5

[190] 1 1 1 1 1 1 1 1 8 [60] 1 1 1 1 1 1 1 0 7

[62] 0.5 0.5 1 1 1 1 1 0 6 [5] 1 1 1 1 0.5 0.5 0.5 0 5.5

[108] 1 1 1 1 1 1 1 0 7 [169] 1 1 1 0.5 0.5 0 0.5 0 4.5

[266] 1 1 1 1 0.5 1 1 1 7.5 [111] 1 1 1 1 1 1 1 0 7

[296] 1 1 1 1 0 0 0.5 0 4.5 [153] 1 1 1 1 1 1 1 0 7

[127] 1 1 1 1 1 1 1 1 8 [198] 1 1 1 1 1 1 1 0 7

[128] 1 1 1 1 1 1 1 0.5 7.5
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Table A.2: List of Primary Studies with Synthesis of the Results

No Study Concern Interventions Stakeholders Area

1 [120] Designing and creating SC has a steep learn-

ing curve, posing a challenge.

Using Model-Driven Engineering to aid de-

sign and development with Domain Specific

Language

Developers (IT

& non-IT)

Language

2 [266] Complexity of smart contracts’ construction JSON-based module for contract modeling,

and enables automatic code generation with

TypeScript.

Developers (IT) Language

3 [296] Meeting stakeholders’ goals and policies as

complexity increases

Automates contract generation using goal

models for tasks and policies.

Developers (IT) Language

4 [130] Complex coding process leads to unnormal-

ized code, causing development and mainte-

nance issues.

Uses Long Short-Term Memory Recurrent

Neural Networks (LSTM-RNN) to generate

contract templates and streamline coding

Developers (IT) Language

5 [48] Translating business rules into smart con-

tracts is challenging due to frequent reuse

across contracts

Domain-specific ontologies and semantic

rules.

Developers (IT

& non-IT)

Language

6 [55] Languages should prioritize user needs, de-

tect critical bugs at compile time, and be

blockchain-agnostic

New Language "Obsidian" which aligns with

these requirements

Developers (IT) Language

7 [318] Disconnect between contractual clauses and

code hinders understanding and efficiency.

High-level domain-specific language auto-

transformable to implementation

Developers (IT

& non-IT) &

Users

Language
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No Study Concern Interventions Stakeholders Area

8 [289] Development is labor-intensive and error-

prone, requiring business collaboration.

Human-readable documents using DSL4SC

templates and parameter mapping

Developers

(IT)

Language

9 [230] Existing languages require a steep learning

curve and lead to bugs.

Empirical evaluation of existing languages

for usability and security.

Developers

(IT & non-

IT) & Users

Language

10 [62] SC lacks social interaction capabilities and

overlook non-digital currency applications.

Fides, a natural language contract creation

framework.

Developers

(IT & non-

IT)

Language

11 [54] Challenges in writing safe smart contracts. Compares usability in Obsidian vs. Solidity. Developers

(IT)

Language

12 [245] Lack of unified standards complicates devel-

opment and automatic generation

Auto-generate SC using UML and knowledge

extraction.

Developers

(IT)

Language

13 [312] Creation is inaccessible to non-technical ex-

perts.

Graphical programming language using mod-

ularized legal contracts.

Developers

(IT & non-

IT)

Language

14-15 [128, 127] Development is challenging due to diverse

platforms with unique terminologies and syn-

tax

DSML language for deploying smart con-

tracts on multiple blockchains

Developers

(IT)

Language

16 [287] Solidity requires programming skills, chal-

lenging non-programmers.

Visually creates Ethereum SC with a direct-

manipulation interface.

Developers

(IT & non-

IT)

Language
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No Study Concern Interventions Stakeholders Area

17 [198] Solidity’s complexity makes it hard for aver-

age users to design SC.

Visual programming platform for users Developers

(non-IT) &

Users

Language

18 [23] Lack of code expressiveness hinders user un-

derstanding

MDA approach to enhance trust and clarity Developers

(IT) & Users

Language/

Usability

19 [243] Contracts are not human-readable, hard to

modify, and hinder collaborative drafting

and mutual consent."

Intelligible Description Language Contract

(IDLC) enables collaborative drafting like a

text editor.

Developers

(IT & non-

IT) & Users

Language/

Human-

Readability

20 [134] Enabling domain experts with non-IT back-

grounds to collaboratively understand, dis-

cuss, and specify the contract.

A specification language to facilitate collab-

orative design

Developers

(IT & non-

IT) & Users

Language

21 [293] Semantic consistency and consent among di-

verse participants.

Automate converting contract clauses into

MNL sentences, understandable by both

smart contracts and humans.

Developers

(IT & non-

IT) & Users

Language

22 [299] Readability vs gas consumption Empirical study - Trade off analysis of code

readability and gas consumption

Developers

(IT)

Language

23 [32] Lower readability makes smart contracts

hard to understand and reuse

iSCREAM, a tool to help developers and re-

searchers estimate code readability

Developers

(IT)

Language

24 [323] Limited budgets and experience result in

missing or inaccurate code comments

Automatic code comment generation method Developers

(IT)

Language
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25 [129] Comment-code inconsistencies can mislead

developers and introduce vulnerabilities

Detecting comment-code inconsistencies Developers (IT) Language

26 [329] Lack of effective comments makes under-

standing SC challenging.

Uses retrieval knowledge to generate Solidity

code comments.

Developers (IT

& non-IT) &

Users

Language/

Human-

Readability

27 [108] Limited mechanisms exist to make speci-

fication and interpretation accessible to a

broader audience.

Model supports semi-automated translation

of human-readable contracts

Developers (IT) Language

28 [121] Declarative vs. imperative languages Comparison Analysis Developers (IT) Language

29 [250] Existing language lacks clear mapping to

natural language, hindering human under-

standing

Design concepts & domain-specific language

(DSL)

Developers (IT) Language/

Human-

Readability

30 [76] Developing legally-binding DAOs presents a

complex challenge

SLCML: Markup language for legally-

binding DAOs.

Developers (IT

& non-IT)

Language

31 [5] Trust concerns in development Requirements for a lawyer-friendly, human

and machine-readable contract authoring

language

Developers (IT

& non-IT)

Language

32 [247] Knowledge gap between developers and legal

experts

Symboleo: Formal specification language for

legal contracts.

Developers (IT

& non-IT)

Language

33 [273] Trade-off between expressiveness and safety

in language design.

Scilla: Intermediate-level language for safe

smart contracts

Developers (IT) Language
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34 [295] Challenges stem from design approach, not

programming languages used.

Beagle framework integrates law into smart

contracts

Developers (IT) Language/

Legality

35 [168] Developing and verifying legal smart con-

tracts challenges

Unified model for language requirements. Developers (IT) Language/

Legality

36 [73] Conflicts with existing laws, limitations at

the individual contract level, and current

technical design issues

Human-based survey - Identifying key barri-

ers to adoption

Developers (IT &

non-IT) & Users

Legality

37 [200] Traditional legal tools fail in altering and up-

dating SC

Standards for altering and undoing smart

contracts.

Developers (IT) Legality

38 [216] Oracle trustworthiness and compliance in le-

gal adjudication

A novel framework for secure and efficient

oracle development.

Developers (IT) Legality

39 [12] Smart contracts lack clear legal regulation;

applying current law is challenging

Clarification of SC in relation to the Civil

Code

Developers (IT &

non-IT) & Users

Legality

40 [159] Updating SC and integrating blockchain in

legal systems

System architecture with UI, application

logic, and blockchain

Developers (IT) Legality

41 [79] The relationship between transaction ac-

counting, immutable code trust, and lever-

aging distributed crowds and databases.

Examines the landscape of blockchain in

terms of trust, governance, decentralization

Developers (IT &

non-IT) & Users

Ethical and

Social

42 [186] Fairness issues arising from the logical de-

sign.

FairCon, a framework for verifying fairness

properties

Developers (IT &

non-IT) & Users

Ethical & So-

cial
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43 [303] Ethical and design challenges in using

blockchain for social impact.

Human-based survey - Evaluating design

choices

Developers (IT &

non-IT) & Users

Ethical & So-

cial

44 [153] Challenges users encounter when interacting

with blockchain technology.

Human-based survey - Usability testing for

dApp Application

Users Usability/

Cost & Fees

45 [111] lack of systematic understanding of user-

centered cryptocurrency threats

Human-based survey - Insights for under-

standing user-centered threats

Users Usability/

Cost & Fees/

Trust

46 [140] Non-tech-savvy end-users cannot interpret

the source code.

SMARTDOC: Automatically generates user

notices for smart contract functions

Users Usability

47 [227] Users lack essential knowledge to avoid vul-

nerable and malicious contract code

Tx2TXT: Automatically generates security-

centric textual descriptions

Users Usability

48 [157] Adversaries exploiting blockchain’s pseudo-

anonymity threaten accountability and attri-

bution

A novel user-centric visualization framework

for transactions

Users Usability

49 [113] Challenges faced by early users in the Cryp-

tocurrency

Human-based survey- Identifying challenges

for the HCI community.

Users Usability/

Cost & Fees/

Trust

50 [190] Accessibility for users with disabilities. Human-based survey - Analyzing accessibil-

ity

Users Usability

51 [156] Accessibility and understandability concerns,

especially for vulnerable individuals

Visualization platform for creating and veri-

fying contract content.

Users Usability
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52 [214] Developing public understanding of tech-

nologies

Human-based survey - Explaining blockchain

from an HCI perspective.

Users Usability

53 [109] SCs are complex and not user-friendly for the

average user.

SC generator using Ethereum’s ERC stan-

dards with a configuration wizard

Users Human-

Readability

54 [222] Complex gas triangle should not be exposed

to end-users

Empirical evidence to support the claim. Users Cost & Fees

55 [96] The impact of fee prices on user activities on

Ethereum.

Empirical study - Insights and analysis of

fees

Users Cost & Fees

56 [169] Centralization risk associated with smart

contracts.

Insights on the implications of centralization

risk

Users Governance/

Trust

57 [152] Centralization risk associated with smart

contracts.

A library to ensure responsible ownership

and management of ERC20 tokens

Users Governance

58 [322] Centralization risk associated with smart

contracts.

Empirical study - Detecting centralized secu-

rity risks

Users Governance

59 [114] Privileged parties at the application layer. Ethpector tool for detecting privileged par-

ties in binary smart contract code on

Ethereum

Users Governance/

Trust

60 [60] Human trust in these systems is an issue Human-based survey - Understand trust in

blockchain systems

Users Trust

61 [28] Examines prosumers’ concerns about smart

contracts

Human-based survey - Social and legal ac-

ceptance.

Users Trust
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Appendix Two

Semi-Structure Interview Questions -

Chapter 3

Figure B.1 presents the semi-structure interview questions for chapter 3. The responses from

the developers’ interviews have been uploaded to a public repository for better clarity and ac-

cessibility at https://github.com/halghanmi/ExplainableSC/tree/Systemisation-of-Knowledge
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Semi-Structure Interview Questions - Chapter 3

Figure B.1: Semi-Structure Interview Questions
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Appendix Three

ExplanaSC Evaluation Survey and

Results - Chapter 4

This appendix presents the survey questions and experts’ responses to evaluate the Ex-

planaSC framework described in Chapter 4. Detailed information on the framework’s itera-

tion processes, evaluation, and the feasibility of implementing the scenarios demonstrated in

Chapter 4 have been uploaded to the public repository at https://github.com/halghanmi/

ExplainableSC/tree/ExplanaSC-Framework
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Evaluating the Effectiveness of a Framework for Smart 
Contract Explanation Requirements  

 

 



Are the elements of the proposed framework clear and understandable?  

ID Response  Comments 

ID-1 Yes  

ID-2 Yes  

ID-3 No  

ID-4 Yes  

ID-5 Yes  

ID-6 No  I believe an introduction would help in clearing any ambiguity  

ID-7 No  

ID-8 Yes  Clear, but needs an example use case for usage illustration. 

ID-9 Yes  

ID-10 Yes  

ID-11 Yes  

Is the proposed framework potentially easy to use? 

ID Response  Comments 

ID-1 Yes  

ID-2 No  

ID-3 No  

ID-4 Yes  

ID-5 Yes  

ID-6 No It is premature to decide by just looking to the illustration  

ID-7 Yes  

ID-8 Yes   

ID-9 Yes 

The proposed framework is potentially easy to use, but it depends on a 
number of factors, including the complexity of the SC decision ,the domain 
in which it is used and the level of technical expertise of the users. The 
framework is structured and provides a clear roadmap for determining the 
information requirements for SC decisions. This makes it easy to follow 
and use. 

ID-10 Yes  

ID-11 Yes  

 

 

 



Is the proposed framework useful for supporting the design of human-centred SC? 

ID Response  Comments 

ID-1 Yes  

ID-2 Yes  

ID-3 Yes  

ID-4 Yes  

ID-5 Yes  

ID-6 No I am not in favour of human intervention  

ID-7 Yes  

ID-8 Yes   

ID-9 Yes 
Yes, Once the framework has returned the SC output and the reason why it has 
returned that output, this information can be used to design SCs that are more 
understandable and transparent. 

ID-10 Yes  

ID-11 Yes  

Are the elements of the proposed framework complete? 

ID Response  Comments 

ID-1 Yes  

ID-2 No  

ID-3 Yes  

ID-4 Yes  

ID-5 No  Integrity could be also considered as part of how the decision is made. 

ID-6 No  Can’t really judge at this stage  

ID-7 Yes  

ID-8  
No 

 It covers various important high-level factors. But it might also needs to 
consider security aspects, user-experience, nodes behaviour, public or 
private settings, the impact of the underlying infrastructure on the smart 
contract outcomes, upgradability, portaility, and so on.  

ID-9 Yes   

ID-10 Yes  

ID-11 No  

 

 

 



Is the proposed framework feasible? 
ID Response  Comments 

ID-1 Yes  

ID-2 Yes  

ID-3 Yes  

ID-4 Yes  

ID-5 Yes    

ID-6 Yes     

ID-7 Yes  

ID-8 Yes  

ID-9 Yes   

ID-10 Yes  

ID-11 Yes  

 
Based on your expertise, what specific information do you think is important for users 
to understand smart contract decisions? 
 

ID-1 

Users need to ba aware of the security controls put in place by the smart contract. This 
involves undrestanding the code for possible vulnerabilities. Users need to recogise the risks 
involved with using the smart contract by being aware of the security protocols. 
 
Users should be aware of any legal requirements, contractual terms, or potential risks 
associated with using the smart contract.  

ID-2 The most importaing thing we need to clarify to users is why we need to use smart contracts it , 
as well as we need to think of how courts deal with smart contractsI’m  

ID-3 components of the smart contract and what the relation with Blockchain 



ID-4 

It is important for the end user to view how the smart contract work and sometimes they read 
the code in order to trust the smart contract, it is their money after all. 
 
One good example, Uniswap smart contract 
it has a complex structure and it is quite hard to understand even for developers.  
 
Uniswap provide a documentation that explains how the smart contract works in details and 
they provided some visualizations to help understand it better.  
 
https://docs.uniswap.org/concepts/uniswap-protocol 
https://www.desmos.com/calculator/j8eppi5vvu 
 
and more in their docs 

ID-5 Probably as part of how the decision is made, it will be great to consider the integrity of the 
smart contracts, especially if you look at upgradable smart contracts.  

ID-6 Roles and responsibilities  

ID-7 I wish there was some input on the unexpected event. 

ID-8 
It might also needs to consider security aspects, user-experience, nodes behaviour, public or 
private settings, the most importantly; the impact of the underlying infrastructure on the smart 
contract outcomes, upgradability, portaility, and so on.  

ID-9 
The input of the smart contract and its purpose or goal are indeed important factors that can 
help users understand the decisions made by the smart contract. These factors significantly 
influence the overall processing and functioning of the smart contract 

ID-10 Mostrly ownability and permissions on the SC. For example who has permision to burn or mint 
tokens in a bridge execution. 

ID-11 Design of human-centered SC 

 
Please provide any feedback that could help us improve and refine our framework  
 

ID-1 

Smart contract users would find it helpful to know the location where the data will be stored and 
to have a clear understanding of all the legal implications and considerations associated with 
the smart contract. 
 
In genral, the framework is clear and understandable. It may be beneficial to give a catchy 
name to your framework 

ID-2 No comments.  

ID-3 Good luck to you  

ID-4 

for me personally, i could simulate any action with any smart contract using some developer 
toolings like https://tenderly.co in order to know how the smart contract behave. but i usually 
start with reading the smart contract code in https://etherscan.io  
 
if the code isn't then the framework you provide could work for most people.  
 
Great job! 

ID-5 No comments. 

ID-6 I believe illustrating/adding the point (at what level of the development lifecycle) where SC will 
take place in the BC application  

ID-7 I think the input information is too specific. In my opinion, there is some input on the 
unexpected event like accident in our society. 

ID-8 No comments. 



ID-9 
I believe that the usage and integration of the framework should be simple, clear, and easy to 
understand for users of all levels of expertise. This makes the framework more accessible to a 
wider range of users. 

ID-10 Your framework would be applicable for transparency when minting and burning ERC20 
tokens. Investidores always fear minting functions due inflationary catastrophe. 

ID-11 You are doing good 

 



Appendix Four

Evaluation Matrices & Results - Chapter

5

This appendix includes the generic template developed for evaluating potential sur-

prises in the selected decentralized application. It also presents the metrics used dur-

ing the evaluation, samples of two reviewers’ evaluations and final results. The com-

plete results of each reviewer’s evaluation and the implementation of explainability

requirements, considering the explanation purposes, have been uploaded to a public

repository for better presentation at https://github.com/halghanmi/ExplainableSC/tree/

Explainability-Purposes-and-Surprises-Evaluation.
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Evaluation Matrices & Results - Chapter 5
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Appendix Five

Ethical Approval

We include the confirmation of ethical approval for conducting surveys.
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Dear Rami Bahsoon and Hanouf al Ghanmi,

RE: A Survey for Evaluating a Framework for Explainable Smart Contract  

Application for Ethical Review:  ERN_1234-Jun2023 

You project has been considered in line with the University of Birmingham’s research ethics processes and on the basis of the information you have provided, it is
understood that while your project does involve human participants, the project raises no substantial research ethics issues and therefore no further ethics review is
required

Any adverse events occurring during the study should be promptly brought to the Committee’s attention by the Principal Investigator and may necessitate further ethical
review.

Please ensure that the relevant requirements within the University’s Code of Practice for Research and the information and guidance provided on the University’s ethics
webpages (available at https://intranet.birmingham.ac.uk/finance/accounting/Research-Support-Group/Research-Ethics/Links-and-Resources.aspx ) are adhered to.

Please be aware that whilst Health and Safety (H&S) issues may be considered during the ethical review process, you are still required to follow the University’s
guidance on H&S and to ensure that H&S risk assessments have been carried out as appropriate.  For further information about this, please contact your School H&S
representative or the University’s H&S Unit at healthandsafety@contacts.bham.ac.uk.   

Kind regards,

The Co-Chairs of the Science, Technology, Engineering and Mathematics Committee

E-mail: ethics-queries@contacts.bham.ac.uk 

University of Birmingham Edgbaston Birmingham B15 2TT United Kingdom w: www.birmingham.ac.uk
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