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Abstract

Networked radar systems provide benefits in terms of extended coverage, resiliency and im-

provements to target tracking and classification. The remote sensor nodes provide additional

challenges of distributing the local oscillator signal simultaneously to both the transmitter and

receiver. This leads to increased requirements for timing synchronization as well as a reliance

on stable and accurate oscillators due to the lack of inherent phase noise suppression. The focus

of this work is to apply methods to synchronize two static L-band staring radar systems, and is

achieved via signal processing methods as well as the use of disciplined oscillator configurations.

The use of digital signal processing techniques for synchronization provides adaptability

and simplicity to the radar hardware. Novel methods have been developed with the subject

of radar networks operating in an urban environment in mind. The range profile correlation

method provides time offset correction for the radar and the multiple reference phase correction

(MRPC) method corrects residual phase errors, both improving synchronization accuracy and

suppressing phase noise. Both this techniques make use of alternative reference sources in the

urban environment.

Alternatively, the use of atomic clocks provides a solution which is not reliant of external

reference sources. This work is part of the development towards the quantum enabled network

radar and reports on the use of a new Fabry-Perot cavity based, microwave photonic common-

mode configuration for supplying disciplined oscillators to each node. This method has been

applied to the network, achieving synchronization accuracy of 14 ps over the period of 600 s.

Use of this photonics technology can have impacts on synchronization of various networked

sensor systems.
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Chapter 1

Introduction

1.1 Motivation

Since the inception of radar systems in the 1920s, their use has been mainly in the use for

defence applications [1]. However, they have proven to be vital instruments for various civilian

applications such as in airports [2], airlines [3], automotives [4], weather monitoring [5] and

space exploration [6]. Although radars alone can be a powerful sensor, challenges such as

detection of low reflectivity "stealth" targets [7], shadowing effects [8], clutter and multipath

interference [9] have inspired the research effort into distributed networked radar systems [10].

This work addresses some of the barriers to networked radar such as synchronization [11]

and the lack of inherent phase noise cancellation [12]. The use case, for the radar systems

used as a part of this work, is for small unmanned aerial vehicle (S-UAV) detection in urban

environments where the difficulty of detection is amplified due to low radar cross section (RCS),

slow velocity, low altitude and strong stationary clutter [9].

Large man-made structures situated within urban settings produce backscatter, with a power

several orders of magnitude greater than the intended target [9]. If the clutter power is sufficiently

strong, the effect of phase noise is higher than the thermal noise floor of the radar receiver, at

the Doppler frequencies of interest. The degradation of SNR is proportional to the power of

the strongest signal, which is usually the stationary clutter in the resolution cell, appearing at
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zero Doppler frequency. This can also occur when a large structure is present in adjacent range

gates and within the angular sidelobes. Therefore, a single clutter contribution can cause a

reduction in sensitivity in multiple regions. In a monostatic system, there is a level of phase

noise compensation [12], but in the case of a distributed system, more reliance is placed upon

the frequency stability and accuracy of the local oscillator.

In the case of a non co-located transmitter and receiver, incoherency between the local

oscillators can impact the performance. Phase errors result in coherent integration loss [13]

and timing offsets cause a range uncertainty [11], while frequency offsets induce a shift in the

observed object velocity and also produce an equivalent timing error drift [11].

Within this work, various methods of synchronization are explored, ranging from the use

of digital signal processing, disciplining oscillators using the current global navigation satellite

systems (GNSS) infrastructure, and novel photonics based oscillator schemes resulting in 10

picosecond level synchronization accuracy.

1.2 Publications

Journal Articles

• [J5] Griffiths, D., Kannanthara, J., Donlan, G., Jahangir, M., Baker, C.J., Antoniou, M.,
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1.3 Original Contributions

• Development of synchronization processing for the bistatic L-band staring radar system. [C2]
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• Developed the bistatic data corrections for compensation of timing error in the L-band staring

radar network using a range correlation method. [J3]

• Developed the bistatic detection capability using the L-band staring radar systems. [C2] [J3]

[J4] [J5]

• Involved in performing the frequency stability characterization of the various oscillators and

the oscillator-radar interface up to the transmitted signal and developed tools for characterising

synchronization performance of the L-Band radar network. [J5] [C4] [C6] [C7]

• Developed a novel phase synchronization scheme for bistatic radar, based on use of multiple

reference sources for phase estimation. [J4]

• Developed a simulation toolbox for the staring radar network, simulating multiple targets,

clutter and radar nodes, including their respective local oscillators with frequency instabilities.

[J3]

• Contributed to the development of the quantum-enabled networked radar at UoB of UK as

part of the Quantum Technology Hub in Sensors and Timing. [J5] [C1] [C4] [C6] [C7]

• Developed a active stabilized fibre link setup for optical frequency transfer between Quantum

Technology (QT) Hub labs, which became a prototype for developing the HARPO systems. [J5]

• Development of the microwave photonic common mode configuration, utilizing a master

optical cavity, optical frequency combs and microwave photonic generation. This method

enables coherent comb operation in distributed radar, achieving a high level of synchronization

and ultra-low phase noise local oscillators. [J5] [C6]
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1.4 Thesis Outline

Excluding the current introductory chapter, the content of the remaining chapters of this thesis

are described:

Chapter 2 - Radar Systems : This chapter provides a brief introduction to radar system with

respect to the radar equation. Also, the topic of networked radar is introduced, along with the

effects of noise in the radar.

Chapter 3 - Quantum Enabled Networked Radar Overview : This chapter provides an

overview of the Quantum enabled radar project, explain how optical atomic clocks can be

beneficial to distributed radar. Then each of the different subsystems are introduced with the

focus on the components of modern photonics based technologies ranging from optical atomic

clocks to photonic radar.

Chapter 4 - Staring Radar Network Modelling : This chapter describes the work on the

network radar simulation. The simulation architecture is described, with the ability to simulate

multiple L-band staring radar systems together and including each of their oscillator dynamics

for emulation of synchronization errors.

Chapter 5 - Radar Hardware and Measurement Procedure : This chapter describes the

hardware processing chain of the L-band staring radar from the local oscillator, to the transmitted

signal, to the digital signal processing. Also, the procedures for radar measurements are

introduced.

Chapter 6 - Networked Radar: Digital Signal Processing Synchronization Techniques :

This chapter dives into the work using the L-band staring radars in a bistatic configuration.

Analysis of various effects of a non-coherent network are presented before introducing methods

to synchronize the radars using software. Two novel synchronization schemes are applied for use

in an urban environment, one using range profile correlation to correct timing error and another

using multiple reference phase correction (MRPC) to correct residual phase errors between the

two nodes.

Chapter 7 - Networked Radar: Synchronization Using Ultra Stable Oscillators : This

chapter focused on the effect of disciplined and stable oscillators to synchronize network radar

6
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and reduce the effects of phase noise. The first half is focused on GPS disciplined oscillators,

their ability to synchronize the L-band system and which characteristics are most important for

optimal performance. The second half is focused on the use of optical clock technology and

provides a novel method to synchronize radar systems using a microwave photonics (MWP)

common-mode configuration to synchronize to the 10 picosecond level along with a comparison

of target detection performance for a wide range of oscillator configurations. Finally the future

outlook on the development of radars and photonic oscillator technology is discussed.

Chapter 8 - Conclusion : This chapter concludes the thesis.
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Chapter 2

Radar Systems

Radars currently have applications in many areas including target detection of aircraft [3], area

mapping [14], and weather surveillance [5], although this report will be mainly focused on

target detection [15]. There are various types of radars, including pulse Doppler radars that

produce periodic pulses [16], holographic staring radar [17] that illuminates the entire field

of view (FOV) simultaneously, and synthetic aperture radar (SAR), that utilises moving radar

platforms for a fine special resolution [18], among many others. Radars can have “move to scan”

/ mechanical antennas or can be electronically scanned array antennas that change the phase

of the received signals to digitally form beams towards different directions [19] [20]. One key

radar design which will be focused on is network radars, where multiple individual radars work

together as a single sensor to provide enhanced performance [10].

This chapter will start with the radar basics, where the basic operation of a monostatic

radar is described. This is followed by an introduction to different noise types that affect radar

systems, and finally, a section on network radar along with the differences this brings and their

requirements for synchronization.

2.1 Introduction to Radar Systems

One of the key tasks in most radar applications is for the system to be able to make detections,

and it is able to do this by transmitting a signal using a transmitting antenna, and then listening to

9
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target echoes using a receiver antenna. The target’s received signal must be detected amidst the

inherent thermal noise present in all radar receivers. For the object to be successfully detected,

the target signal must exceed a specified threshold, which is decided by the background noise

level. The location of the target in 3 dimensions can be determined by measuring the range and

the angles for azimuth and elevation. The range can be deduced by measuring the time difference

between when the signal was transmitted and the instant that the target echo is received. By

using the assumption that the distance between the transmitter and target is the same as the

distance between the receiver and target, and also using the known constant for the speed of light

in the atmosphere, equation 2.1 can be used to calculate the targets range (𝑅).

𝑅 =
𝑐𝛿

2
(2.1)

Where 𝑐 is the speed of light and 𝛿 is the time difference between transmission and reception

of the pulse (time delay).

Generally, two angles are needed to measure in 3 dimensions and these are the azimuth angle

(left/right angle) and the elevation (up/down angle) so that the target can be determined at a

certain point in the spherical coordinate system. The method used to scan through each angle

is dependent on the radar design, especially the antenna design and whether it is mechanically

scanned or a phased array antenna. Depending on the beam width and directivity pattern, more

beams will be needed to cover the entire field of view (FOV) [19]. The FOV is defined as the

entire volume of space that the radar can detect targets. Then a combination of finding the

beam with the maximum target return and interpolation can be used to find both azimuth and

elevation angles. In a mechanical antenna, the antenna would be steered at various angles for

small numbers of pulses, and the antenna position at the moment of detection will be taken

as the target angle. While in a phased array antenna, the phase at each transmitter is changed

to steer the beam in various directions. Each group of pulses will be stored into a frame for

processing, each angle will be stored into a different frame and therefore, multiple frames are

needed for each scan. This is true for a multibeam system but a staring radar such as the one

used in this report, each transmitted pulse covers the entire FOV so only a single scan angle

10
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is needed and digital beamforming on receive is used to point the beam at different angles to

record the target angle measurement [17]. For a staring radar, only a single frame is needed

for each scan providing the advantage of simultaneous detection of multiple targets in the FOV,

independent of their position.

A detection is made based on the power of the signal return, a threshold is set based on

the background noise level and if the recording is sufficiently high (for example a typical radar

could require 20 dB above the noise floor) then a detection can be made [19]. However, one

of the problems encountered when making detections is clutter. Thus, for example in the case

of ground-based radar, returns would not only be received from targets but also from various

sources of clutter such as buildings, trees and the ground. As these would typically have

much larger surface areas, they can produce the majority of the signal returns and potentially

drown out signal echoes from targets [9]. This problem is conventionally addressed by Doppler

processing, and the approach is effective provided radar clutter and targets move at substantially

different velocities. Doppler radars measure the phase of the returned signal as well as the

amplitude, allowing for the range rate of the target (velocity of the target relative to the radar)

to be measured by determining the Doppler frequency. Moving targets can then be separated

from the unwanted stationary clutter as they will produce a Doppler shift ( 𝑓𝐷). The amount of

Doppler shift a moving target will produce will be dependent on the range rate of the target ( 𝑑𝑅
𝑑𝑡

)

and the frequency of the transmitter signal ( 𝑓 ) as shown in Equation 2.2 [15].

𝑓𝐷 =
−2 𝑓
𝑐

𝑑𝑅

𝑑𝑡
(2.2)

2.2 Radar Equation

The ability for a radar to make a detection is defined by the signal to noise ratio (SNR) and this can

be derived based on the various radar and target characteristics for any radar but for this case, it

will be based on the radar range equation for an L-band staring radar shown in equation 2.3 [15].

In this radar, pulses are emitted at the pulse repetition frequency (PRF) and sampled at various

11
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ranges equivalent to their respective time delays. A number of channels are used dependant on

the number of receiving elements (𝑁𝐶ℎ) and these are combined during the processing to form

beams. Also a number of pulses (𝑁𝐹𝐹𝑇 ) are grouped into a frame and integrated together to

increase the SNR. More details about the radar data frame will be explained in Chapter 4

𝑆𝑁𝑅 =
𝑃𝑇𝐺𝑇𝐺𝑅𝜎𝜆

2𝑁𝐹𝐹𝑇𝑁𝐶ℎ

(4𝜋)3𝑅4𝑘𝑇0𝐵𝐹𝐿
(2.3)

Where 𝑃𝑇 is the power of the transmitted signal, 𝐺𝑇 and 𝐺𝑅 are the antenna gains of the

transmitter and receivers respectively, 𝜎 is the radar cross section (RCS), 𝜆 is the wavelength

of the transmitted signal, k is the Boltzmann constant, 𝑇0 is the standard operating temperature

(290 K), B is the receiver bandwidth, F is the noise figure (defined as the ratio between the SNR

at the receiver input and output) and L indicates any additional losses from ideal conditions.

The following sub-section explains the individual contributions in equation 2.3 and effec-

tively derive this equation in reverse.

2.2.1 Transmitter and Antenna

In order to send out a radar signal, there needs to be a transmitter to generate the signal. The

signal generator stage of the transmitter comprises the power supply to generate the high voltage

DC signal, a modulator to generate pulses in a pulsed radar and the oscillator to ensure the signal

phase is coherent and the general timing sequence is synchronized with other subsystems of the

radar. The power supply and the modulator will determine the transmitted power and the pulse

repetition frequency of the radar and will determine the operating ranges of the radar as can be

seen by the 𝑃𝑇 term in equation 2.3.

In order for the signal to be radiated into the environment, a transmitting antenna is required.

The design choices of the antenna determine the directivity of the beam so that the radiation

can be focused into specific directions and with a higher gain with respect to the isotropic gain

[19]. Equation 2.4 determines the maximum directivity gain of the transmitting antenna and𝐺𝑇

is included as the total gain contribution of the transmitting antenna in the radar range equation

12
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(equation 2.3).

𝐺𝑇 =
𝜂𝑎4𝜋𝐴
𝜆2 (2.4)

Where 𝐴 is the aperture area and 𝜂𝑎 is aperture efficiency. Also, as seen by equation 2.4 the

choice of wavelength determines the maximum directivity gain. Radars that transmit at lower

frequencies generally will require larger antennas due to this. Another important parameter

is beamwidth, defined as the angular region between the points where the transmitted power

decreases by 3 dB from the peak of the main beam. [15]

2.2.2 Propagation to and from the Target

Once the radiation has been radiated into the environment, the next stage is for the signal to

travel from the transmitting antenna to the target. The propagation of the signal through free

space induces loss. This is due to various factors such as the divergence of the beam as it spreads

out in a spherical type pattern and the attenuation caused by various effects in the atmosphere

[15]. The divergence of the beam is the biggest contributing factor for losses in lower frequency

radar systems (less than 10 GHz) where the effect of atmospheric attenuation is less than 0.01

dB/km [21] and can be described with equation 2.5.

𝑃 𝑓 =
𝑃𝑖

4𝜋𝑅2 (2.5)

𝑃𝑖 is the initial power of the signal, 𝑃 𝑓 is the power density after signal propagation and 𝑅

is the distance the signal is required to travel between the transmitter and the target. The signal

would also need to travel again upon reflection back to the receiving antenna and this will incur

the same type of loss. Therefore, combining both sets of propagation losses will produce the
1

(4𝜋)2𝑅4 contribution within the radar range equation (equation 2.3).

13
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2.2.3 Target Reflections

When the signal reaches the target there will be losses due to the absorption and re-radiation

from the surface of the target. This is not a factor that can be controlled in most applications

but may be useful to consider when designing other parts of the radar. Targets in the real world

are complex and will cause the signal to scatter and reflect in different ways. The size of the

target is one of the factors of determining the RCS, large aircraft will reflect more of the radar

signal than a bird for example. The shape of the object is a factor, a flat plate will produce a

large RCS and for more complex targets a change in aspect angle can result in dramatic changes

in RCS [22]. Also, the material should be considered, stealth aircraft commonly use absorbing

materials as they are efficient in converting more of the electromagnetic energy into heat energy

and reducing reflection [22]. Due to the complexity of the scattering mechanisms from complex

targets, reflection is simply compressed into a single term called the RCS (𝜎 measured in square

meters) and can be defined as the ratio between the power density after reflection and prior to

reflection. The RCS term is contained in the radar range equation to represent the contribution

of the losses due to reflection from the target.

2.2.4 Receiver

Receivers can be viewed as the section of the radar that converts the incoming radiation into

digital signals for processing. The first stage, is the receiving antenna which can be the same

as the transmitting antenna or they could be separate. There is an additional loss component at

the receiving antenna as only a small fraction of the reflected signal at range 𝑅 is intercepted by

the antenna. The power density of the signal of this stage can be multiplied by the effective area

(𝐴𝑒) which is shown in equation 2.6.

𝐴𝑒 =
𝐺𝑅𝜆

2

4𝜋
(2.6)

Where𝐺𝑅 is the gain of the receiving antenna and can be calculated equivalently to equation

2.4. Once the signal is received, the signal will be processed internally. Receivers also contain
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amplifiers, various filters, mixers and an analogue to digital converter (ADC) so that the signal

can be processed digitally. Low noise amplifiers (LNA) are used to boost the signal power with

minimal degradation to the SNR, therefore maintaining a lower noise figure. The terms on the

right-hand side of equation 2.6 are contained in the radar range equation to show the contribution

of the receiver.

2.2.5 Processing Gains

More detail about the individual processing steps used within this work will be presented in

Appendix A but the general contribution to the radar range equation is the number of channels

and number of pulses for integration.

𝑁𝐶𝐻 represents the number of receiver channels used and each will be combined together to

form beams. 𝑁𝐹𝐹𝑇 represents the number of pulses integrated together and consequentially also

determines the integration time of the radar. As the number of pulses integrated and number of

channels increases, the SNR again increases proportionally. 𝑁𝐶𝐻 is constrained by the hardware

available and the size of the radar but theoretically more channels are better. 𝑁𝐹𝐹𝑇 is also

preferred to be longer but there are also trade-offs to consider such as how long the target is

expected to stay in the resolution cell and processing time. These two properties 𝑁𝐹𝐹𝑇 and 𝑁𝐶𝐻

are contained within the radar range equation (equation 2.3) to show the main contributions of

the processing on the SNR.

2.3 Noise in Radar Systems

In the real world, there is noise due to various mechanisms that can distort or even mask signals.

This section will separate noise into two types, thermal noise and phase noise. Phase noise is

not accounted for within the radar equation but it is useful to consider, since it is a crucial subject

of this thesis.
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2.3.1 Thermal Noise

Although thermal noise is unavoidable, its properties can be exploited in order to reduce its

negative effect as much as possible. The main source of thermal energy in radar systems is

usually from the random motion of electrons within electrical circuits in the receiver. The

thermal noise is known to be white and Gaussian, meaning that the frequency spectrum of the

noise fluctuates but is flat on average and that the probability density function, of the voltage of

the thermal noise returns, follows a Gaussian pattern [23]. The Gaussian pattern means that it

has an average value and is symmetric about the mean. Inherently, the mean power of the noise

sets the limit for target detection. However, even if the target echo is weak, integrating multiple

pulses can enhance the signal power more significantly than the noise power, thereby effectively

increasing the Signal-to-Noise Ratio (SNR).

In radar systems, the thermal noise power (𝑃𝑛) is set by the receiver system and can be

defined by equation 2.7 [15].

𝑃𝑛 = 𝑘𝑇0𝐹𝐵 (2.7)

𝑘 is simply the Boltzmann constant (1.38 x 10−23 W S K−1), 𝑇0 is the operating temperature,

B is the bandwidth of the receiver and F is the noise figure.

The key properties that can be changed are the bandwidth and the noise figure. The bandwidth

can be reduced, to proportionally reduce the total noise power in the radar as seen by equation

2.7 but there is a trade off with radar resolution. Shorter pulses require larger bandwidths and

the minimum requirement for bandwidth can be shown to be 1
𝜏

where 𝜏 is the pulse width. This

ensures that the spectral components of the pulse are preserved. Otherwise, the pulse shape may

become distorted, resulting in degraded SNR [19]. The noise figure is determined by the various

filters and amplifiers within the receiver, the design of the receiver should carefully optimise the

noise figure in order to reduce the thermal noise. The main contribution to the noise figure is

the LNA that occurs at the start of the chain and its purpose is to produce high gain while having

as little extra noise generated by the amplifier itself [24].
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2.3.2 Phase Noise

In addition to thermal noise, there is also another type of noise prevalent in radar systems and

this is phase noise. Unlike thermal noise, phase noise power is dependent on frequency and is

very different in behaviour. This type of noise typically occurs near a carrier signal and falls off

as the frequency offset increases [25].

The phase noise is the one-sided spectral density of the phase fluctuations measured in

dBc/Hz [26], and is dependant on the local oscillator stability and additive noise throughout the

radar RF chain. Oscillators are designed to give a pure periodic signal in order to function as a

timing device. However, real oscillators are not perfectly pure tones and this introduces jitter in

the time domain which can be seen as slight variations in the time instant that each zero crossing

occurs. Also, the phase noise can be described as having slight frequency fluctuations over time.

More information about how it is measured in an oscillator is described in Appendix B, with

the phase noise profiles for various oscillators presented in Chapter 7. Also, different types of

phase noise (such as white noise, flicker noise, etc...) are simulated onto a radar signal within

the modelling work in Chapter 4.

2.3.3 Combined effect of noise on Radar Systems

At a basic level, it is the thermal noise that limits the detection sensitivity and this cannot be

improved beyond that as set by the receiver noise figure. However, in some circumstances,

an issue is presented when needing to distinguish between target echoes on one hand, and

background disturbances (e.g. land, sea, rain, etc), or “clutter”, on the other. However, this

ability is fundamentally limited by phase noise, introduced by various subsystems of the radar.

The complexity of the radar returns, including their amplitude, distribution, velocity, and

variations, combined with the numerous sources of clutter, presents a significant challenge for

radar systems for two interrelated reasons.

Firstly, that clutter returns usually exceed those of targets by several orders of magnitude [9].

This problem is conventionally addressed by Doppler processing, which is effective when radar

17



2.3. NOISE IN RADAR SYSTEMS 18

clutter and targets move at different velocities, as discussed earlier in section 2.1. However, in

practice, phase noise can spread into adjacent frequencies, causing even static clutter to appear

with moving components in the Doppler domain. This results in masking of weaker target

echoes and lower Doppler frequency returns, as illustrated in figure 2.1 of clutter and target

spectra in the radar, in one range and angle cell, i.e. the basis for Doppler radar detection. By

improving the quality of the local oscillator, the overall radar noise floor is reduced, assuming

other components in the radar are not limiting or contributing additive noise.

Figure 2.1: Graphic demonstrating the effect of phase noise on reducing the detectability of
small or slow-moving targets.

Phase noise thus poses a fundamental limit to radar sensitivity and that is agnostic of the

radar function (detect, track, or identify) and the specific application of the radar system. A

reduction in phase noise will translate into greater sensitivity and hence better target detection,

tracking etc.

Phase noise is dependent on the stability of the oscillator and the power of the received signal

since phase noise is measured in dBc/Hz as a function of frequency offset from the carrier [25].
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Since Birmingham is a built-up urban area, the field of view covers many high clutter regions

due to large structures. Although, there are still several smaller residential or grassy regions that

have comparatively lower clutter. Whether the clutter power is high or low, the fall-off rate of

the phase noise will remain the same. Therefore, in high clutter regions, the phase noise lies

above where the noise floor would be at higher frequencies. In this case, we can consider the

radar to be phase noise limited and it is due to the instabilities in the oscillator signal that cause

diminishing performance.

Sampling rates (slow time) in radar systems are constrained by the PRF, and the Nyquist

frequency sets the limit for the maximum frequency that can be measured without ambiguity.

The Nyquist frequency is defined as half of the sample rate and any frequencies present that are

higher than this will appear to be mirrored above this as they are under sampled. For example,

if the PRF of the radar is 10 kHz, the Nyquist frequency would become 5 kHz and if there was

originally a frequency component at 6 kHz, it would fold across the Fourier spectrum and appear

at -4 kHz instead. Therefore, phase noise contributions outside of this Nyquist band will fold

back into the Nyquist band and add constructively. Potentially raising the phase noise levels at

all frequency offsets.

An ideal radar LO will have low phase noise at the low frequency offsets for detection of

slow moving targets, close to the stationary clutter. Also, it should have low phase noise at high

frequency offsets, since the Nyquist frequency causes additional increase in the band limited

noise, as mentioned previously.

2.4 Bistatic and Networked Radar

Previously in this section, the focus was on a monostatic radar setup which is the most simple

and common approach. However, during this project, the effect of having 2 radars in a network

configuration will have to be considered. There are various advantages to this including,

detection of stealthy targets, immunity to electronic attack, detection of targets travelling in

tangential trajectories and more [10]. The key difference is that the transmitters and receivers
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can be spatially separated from each other. This can lead to many different configurations

depending on the locations, how many radar nodes are in use and which are transmitters,

receivers or both. In situations where the transmitter and receiver are separated this is called a

bistatic setup [10].

One of the differences that can be examined with a networked radar is the difference it makes

to the radar range equation. Thus, for the case of the bistatic set-up due to the new geometry,

this leads to an altered bistatic radar range equation that is given as follows [15].

𝑆𝑁𝑅 =
𝑃𝑇𝐺𝑇𝐺𝑅𝜎𝐵𝜆𝑁𝐹𝐹𝑇𝑁𝐶ℎ

(4𝜋)3𝑅4𝑘𝑇0𝐵𝐹
(2.8)

Where 𝑅𝑅 and 𝑅𝑇 are the range between the target and receiver and the range between the

target and transmitter respectively. 𝜎𝐵 is the bistatic RCS which would vary from the monostatic

RCS especially at larger bistatic angles (the angle at the vertex consisting of the transmitter,

target and receiver) [27]. Equation 2.8 also implies that, unlike in a monostatic system where

the contours of constant SNR and constant range are collinear and circular, in a bistatic system,

these contours become ellipses, and the contours of constant SNR become ovals of Cassini [10],

this can be seen in Figure 2.2. Another effect of the new geometry is that the area of each

resolution cell is no longer equal which means that the range and angular resolution is dependant

on target position.

Figure 2.2: Constant SNR and range contours for monostatic and bistatic radar. (a) Both constant
SNR and Range contours are circular for a monostatic radar. (b) Constant SNR contours are
ovals of Cassini for a bistatic setup. (c) Constant range contours are ellipses for a bistatic setup.

The consequence of the new geometry is that it makes operation fairly more complex. In a

monostatic radar, the calculation of the target position is fairly simple when the angle of arrival
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(AOA) and the range is known.

Usually, to gather information about a detection, range, angle, position in 3 dimensions

and its range rate are calculated in a monostatic radar as described in chapter 2.1. In the

bistatic geometry, the range is calculated in a similar way by measuring the time delay between

transmission and reception of the radar signal but unlike in the monostatic case, this doesn’t

directly contain information about target to receiver range (𝑅𝑅) They cannot be separated

without additional information and solving the bistatic triangle, which is illustrated in Figure

2.3. Assuming the locations or the transmitting and receiving nodes are fixed and are known,

the baseline (L) can also be known. The AOA is found in the same way as in a monostatic radar

and can be used to calculate the solid angle between the baseline and the transmitter (𝜃𝐿𝑅). The

target position can then be seen as where the AOA trajectory and the ellipse for the specific

bistatic range meet or equivalently, the bistatic triangle in the plane made of the transmitter,

receiver and the target. The cosine rule can be used on the bistatic triangle as in Equation 2.9

and used with the bistatic range (𝑅𝐵) (Equation 2.10) to determine the receiver to target range

(𝑅𝑅) (Equation 2.11).

Figure 2.3: Bistatic triangle for target localisation in a bistatic configuration.

𝑅𝑇 =

√︃
𝐿2 + 𝑅2

𝑅
− 2𝐿𝑅𝑅𝑐𝑜𝑠(𝜃𝐿𝑅) (2.9)
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𝑅𝐵 = 𝑅𝑇 + 𝑅𝑅 (2.10)

𝑅𝑅 =
𝑅2
𝐵
− 𝐿2

2(𝑅𝐵 − 𝐿𝑐𝑜𝑠(𝜃𝐿𝑅))
(2.11)

Finally, the range rate is calculated in the same way by measuring the Doppler frequency

shift of the target. However, the Doppler frequency shift is a result of the rate of change of the

bistatic range as shown in Equation 2.12 [10].

𝑓𝐷 =
−1
𝜆

𝑑 (𝑅𝑇 + 𝑅𝑅)
𝑑𝑡

(2.12)

2.5 Synchronization requirements

In addition to these extra challenges, in order to achieve coherency between several different

spatially separated radar nodes, time, frequency and phase synchronisation must be achieved.

This is typically achieved either by using the same clock and sending to each radar individually

[28], disciplining each oscillator to a frequency reference [29] [30] or multiple highly stable and

accurate clocks can be used within each radar [28]. In a monostatic radar, the transmitter and

receiver both utilise the same clock and therefore, phase fluctuations are correlated, rather than

random, allowing for some level of cancellation. This does not tend to be the case for a bistatic

radar for the case when separate oscillators are used at each node, signifying the need for high

spectral purity radar signals to be used.

The key goal of this project is to achieve synchronisation between the staring radar network

at the University of Birmingham and this section will be dedicated to this topic. There are many

potential benefits to having separated radar receivers and transmitters but this comes at a cost

of greater timing requirements. At the heart of each radar, an internal clock runs and is the key

to keeping the timing of the radar. In a monostatic radar, each hardware component that has

a timing requirement will share the same internal clock, although instabilities are a problem,

they will be correlated between the different components. However, when the receiver and

transmitter are separated it is more difficult to share the same signal. One solution is to have a

22



23 CHAPTER 2. RADAR SYSTEMS

single clock and to distribute the signal between the two radars however this would introduce

propagation attenuation and delay, and additive noise due to the path. Another solution is to use

two separate identical oscillators at the two radar nodes, but, for non co-located radar nodes,

the oscillators need to also be accurate, as well as being stable or it would result in a systematic

frequency offset.

The following subsections will discuss the various requirements for synchronisation, where

a certain level of synchronisation can be considered sufficient for a certain application. The

means of quantifying synchronisation and measuring this will be discussed.

Oscillators are not perfect and possess inherent instabilities that introduce phase noise.

Ideally, the frequencies of the signals at both radar nodes in a network would be identical, and

their phases would match at any given moment. However, these instabilities can cause the two

signals to drift over time. An oscillator can be likened to a clock, with its phase changing

continuously over time. If two oscillators start simultaneously with the same phase, their

accumulated phases will likely differ after a period of time. This discrepancy in accumulated

phase corresponds to a time error between the two oscillators, which needs to be minimized.

Time synchronisation of the radar is critical, as a deviation in the timing can result in range

errors. Frequency and phase synchronisation are required as they will allow maximum gain over

longer coherent interval times [32]. If the clock is to drift significantly over the integration period,

the targets will start to blur or drift in both range and Doppler and result in a reduced probability

of detection or errors in positional measurement [26]. The required oscillator stability can be

estimated by equation 2.13 [31].

𝑓𝑆𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =
Δ𝜙

2𝜋 𝑓𝑇𝑖𝑛𝑡
(2.13)

Where Δ𝜙 is the allowed phase drift, 𝑇𝑖𝑛𝑡 is the integration time and f is the radars operating

frequency for the L-band staring radar used, the parameters are:

• Operating frequency [f] = 1.255 GHz

• Integration time [𝑇𝑖𝑛𝑡] = 0.557 s (assuming 4096 pulses used)

• Allowed phase deviation [Δ𝜙] = 0.01 radians
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These parameters would require fractional frequency stability of 2.3 x 10−12 at 0.557 s

averaging time, according to equation 2.13. Additional information about frequency stability

measures such as the unitless measure of fractional frequency stability are described in Appendix

B.

2.6 Summary

This chapter has provided a summary of the working principle of radar systems, both monostatic

and bistatic. Also, the effects of thermal noise and phase noise on degradation of performance

of a radar have been discussed. In addition, the requirements for synchronization in a distributed

radar network, along with what is expected from the L-band staring radar used within this work

is described.

From the values provided, the time synchronization requirements for the L-band staring radar

are not unreachable from what is expected from GPSDOs. Frequency stability requirements

can also be achieved if a high quality oven controlled crystal oscillator OCXO is used as the

oscillator to be disciplined. For reference, work on the use of different GPSDOs within the

radar network are presented in Chapter 7. However, radar systems with shorter pulse widths

and higher operating frequencies would have much higher requirements for oscillator stability.

In this work this radar is used as a testbed to determine what levels of synchronization accuracy

are achievable in a distributed radar network.

The following chapter will introduce the Quantum enabled network radar project and give a

literature review on each of the different subsystems involved.
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Chapter 3

Quantum Enabled Networked Radar

Overview

This chapter details the Quantum enabled networked radar (QER) project within the UK Quantum

Technology (QT) Hub [33] and acts as the motivation for much of the work in this thesis (not

to be confused with ’Quantum radar’). Firstly, the project is introduced and the overall concept

and architecture is shown in accordance with the existing radar and optical clock setups at the

University of Birmingham. Then, each section focuses on the individual steps starting from the

optical atomic clocks, cavity stabilized lasers, active phase stabilized fibre networks, frequency

combs and microwave photonic generation. For each step, the technology is introduced along

with a brief literature review and then an explanation of how it will be implemented within this

project.

3.1 Architecture

The requirements for low phase noise oscillators and network synchronization in radar systems

has been explained in the previous section. This project looks to use the current state of the

art oscillators (strontium optical lattice clocks) within radars for the first time and measure the

performance enhancements that are achievable. Modern radar networks with a synchronization

requirement typically use GPSDOs due to the low cost and the wide availability of GNSS signals
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[29]. However, the worlds best in terms of frequency stability (at the time of writing) is only

achievable using optical atomic clocks [34]. Fractional frequency instability of GPSDOs are

generally at the 10−13 level, whereas the state of-the-art optical clocks are able to reach levels

of 10−18. There are also atomic clocks with intermediate performance such as active hydrogen

masers [35] and caesium fountain clocks [36] with typical noise floors in the order of 10−15 and

10−16 respectively.

Superior levels of stability from optical clocks can provide various benefits. Improved levels

of synchronization is achievable, improving from the nano second level of timing error from

GPSDOs to potentially sub picosecond timing errors using optical atomic clocks. This can

contribute to range measurement accuracy of targets to the millimetre level and below. Also,

the reliance on GNSS is a drawback for critical infrastructure, as it can be easily spoofed.

Another benefit, is the improvement of the sensitivity of radar systems due to the reduced phase

noise possible from microwave photonics and optical cavity technology, which can be utilized

alongside the optical clocks and will be discussed in the following sections.

Three key obstacles are the conversion from optical to RF, additive noise from each of

the downconversion stages and additive noise from frequency transfer. Radar systems using

microwave domain oscillators and frequency standards have already been realised, but there are

now additional challenges when using an optical frequency standard. The atomic transitions

used as the clock reference are in the 100s of THz regime, whereas radar systems require a

local oscillator in the RF regime, typically in the 10s of MHz regime. Therefore, a method

of downconverting the signal seven orders of magnitude is required. In addition, there is the

challenge of accomplishing this without degrading the stability of the optical clock. It is known

that upconversion processes will add noise to electrical signals (both fundamentally and additive,

as demonstrated in Chapter 7.1) [38] and also active components used for downconversion of

frequency are also prone to adding additive phase noise [39]. It is therefore imperative that the

additive noise is minimised at each stage. As will be seen, optical clocks are currently at a low

technological readiness level and many of the most high performing systems are based in a lab,

covering entire optical tables. They are not suitable for transportation into the radar cabin at this

26



27 CHAPTER 3. QUANTUM ENABLED NETWORKED RADAR OVERVIEW

stage and therefore an additional challenge of transporting the signal to the radar cabin, again

without degrading the stability.

Figure 3.1: Staring radar and timing facility overview. Top down image showing 2 L-band
staring radar nodes, fibre links and the clock labs (Google maps).

An overview of the radar-clock infrastructure is shown in Figure 3.1. Two radar systems are

installed, each on the European Research Institute (ERI) building and the Gisbert-Kapp (GK)

building. In the centre, the Alkaline research group and QT hub labs are based and this is the

home of the UoB optical clock. For this work the lab based strontium optical lattice clock is

being used and is under development by the clock team [40] [41]. The lattice clock is based in a

lab and the clock laser light is transferred to the radar cabins via single mode optical fibre links

covering the university campus. There is also the consideration to ensure the three fibre links

connecting the two radars and the clock lab are phase stable.

The block diagram describing the process for the clock signal to reach the radar cabin in its

required format are shown in a simplified form in Figure 3.2. The strontium optical clock consists

of the physics package which enables the atoms to be prepared and trapped within the vacuum

chamber, ready to be probed by the clock laser. The atoms act as the reference for the clock. The

clock laser is stabilized via an optical cavity, providing short term stability, and is disciplined

to the atoms to provide long term stability. The stability of the optical clock is imparted to a
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Figure 3.2: Block diagram of the optical clock to radar interface for the quantum enabled radar.

transfer laser, making it suitable for transmission using traditional telecom single-mode fibre.

The optical fibre network consisting of an active phase noise stabilization system to transfer the

low noise clock signal to the radar cabin. Within the cabin an interface node consisting of a

beat detection to measure the frequency difference between the incoming clock signal and an

input frequency comb. The next stage is the microwave generation unit which is a MENLO

ultra-stable microwave unit (UMS) [42], which contains an optical frequency comb which locks

to the incoming clock signal and the microwave photonics generation unit to produce the ultra

stable microwave signal. Finally, the microwave signal is down-converted and conditioned to

meet the requirements to be used for the radars LO before being sent up to the radar cabin via

coaxial cable. Each of these sections will be described in more detail in the following sections.

For the second radar node, the initial plan is to demonstrate operation using the same optical

clock signal. Therefore, all steps from the optical fibre network to the radar are repeated for the

second node. Future realizations can involve a second strontium optical clock to take advantage

of their superior accuracy and stability to maintain timing throughout the network while using

independent LOs.
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3.2 Atomic Optical Clocks

At the time of writing, the most stable oscillators in the world are those of optical atomic clocks

[34]. Before this, this title was held by caesium atomic clocks [36] and therefore, the caesium

clock transition frequency became the definition of the SI (International System of Units) second.

Microwave clocks typically take 1 day to reach instability levels in the order of 10−15 whereas,

optical clocks can reach the same level in seconds. [43]. There is a push towards redefinition

of the SI second [44], since current optical clocks can perform 100 times better than caesium

fountains. Figure 3.3 shows that absolute frequency measurements of state of the art optical

clocks are limited as they need to be measured relative to the caesium fountain standards [45].

Figure 3.3: Progression of frequency accuracy for state of the art frequency standards. Courtesy
of Patrick Gill [45]

Atomic clocks (both microwave or optical) consist of an oscillator which can be made up of

a tunable crystal oscillator or a CW laser source and a frequency reference which is provided

by an atomic transition 𝜈 = (𝐸1 − 𝐸2)/ℏ. Atomic clocks started with the invention of the

Caesium clock in 1955 [46] involving a quartz oscillator disciplined to the 9.19 GHz ground

state hyperfine energy level in Caesium-133. Over the following decades, caesium clocks

became more accurate, reaching the 10−13 level. After this, other species of atomic clocks such
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as Hydrogen masers [47] and Rubidium atomic clocks [48] were invented.

Equation 3.1 estimates the theoretically achievable fractional frequency stability achievable

in an atomic clock [49]. Where 𝜈 and Δ𝜈 are the transition frequency and linewidth respectively.

𝑇𝑚 is the measurement time, 𝑁 is the number of atoms and 𝜏 is the averaging time. This suggests

that improvements in stability of an atomic clock can arise from a decrease in measurement time

or and increase in the number of atoms or transition frequency used.

𝜎(𝑦) ∝ Δ𝜈

𝜈

√︂
𝑇𝑚

𝑁𝜏
(3.1)

Further improvements were achieved with the aid of laser cooling. The discovery of laser

cooling and trapping in 1975 [50] was crucial for the development of atomic clocks utilizing

narrow optical transitions and led to the noble prize in physics in 1997 by Steven Chu, Claude

Cohen-Tannoudji, and William D. Phillips [51]. This development then led to the invention of

the caesium fountain clock [36] which included a cooling stage to reduce thermal motion of the

atoms. This allowed for the atoms to be launched and dropped within the fountain. Although

this causes an increase in the measurement time (𝑇𝑚), due to this and the slower thermal motion

of the atoms, the linewidth (Δ𝜈
𝜈

) is reduced and therefore, improving stability towards 10−16.

Atomic clocks built from optical transitions (100s of THz) can provide orders of magnitude

improvement over those built from electronic transitions (10s of GHz). However, various

technological challenges prevented the development of optical atomic clocks. These involved

finding a suitable transition with narrow linewidth and that the lasers were available, to access

the cooling transitions as well as the clock laser transition. After the advent of the optical

frequency comb and narrow linewidth lasers (see section 3.3 and 3.5) at the suitable transition

wavelengths, this paved the way for optical atomic clocks with frequency stability below 10−16.

Shortly thereafter, in 2002, an optical clock utilizing iodine molecules was developed in [52].

Some of the first optical atomic clocks were based from single trapped ions such as the Mercury

ion (199Hg+) clock [53] and the Aluminium ion (27Al+) clock [54] with systematic uncertainty

measured up to 2 x 10−17. Soon after this, many other different species of optical atomic clocks

were being investigated, such as those utilizing strontium atoms.
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Another key development was to use an optical lattice to trap a large amount of atoms. This

increases N significantly in Equation 3.1, improving stability of the clock by averaging down

the noise of individual atoms. Katori [55] proposed a magic wavelength where the light shift

contribution from the ground and excited states cancel out, minimizing differential stark shifts,

leading to the development of the neutral atom based, Strontium optical lattice clock [56].

An example of the atomic package for a (88Sr) optical lattice clock is shown in Figure 3.4a

and represents the setup developed by Yogeshwar Kale of a compact clock at Birmingham [57].

It is designed with a low form factor but contains the key elements for a functioning clock such

as the atom dispenser, science chamber, vacuum ion pumps, etc... A brief description of the

steps of achieving the frequency reference in a (88Sr) lattice clock is described.

Figure 3.4: (a) Schematic view of Mini clock, Strontium optical lattice clock. (b) Atomic
transition diagram for an optical clock using Strontium 88. Courtesy of Yogeshwar Kale. [57]

Various different transitions need to be addressed for preparation of the atoms and probing

of the clock transition. These include the clock transition for the reference, cooling transitions

for reducing thermal motion of the atoms and repump transitions to close cooling cycles. Each

of these require the lasers addressing the required wavelengths and properties.

The clock transition requirements for an optical clock generally need to have a long lifetime

(𝜏) allowing for narrow linewidths (Δ𝜈), as described by equation 3.2, facilitating long coherence

times provided there is adequate environmental control. For Sr clocks, this is addressed by the
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1𝑆0 to 3𝑃0 transition at 698 nm, with a linewidth on the order of 1 mHz (for 87Sr). The energy

level structure, focusing on the transitions addressed in the clock, are shown in Figure 3.4b.

Δ𝜈 =
1

2𝜋𝜏
(3.2)

Cooling transitions must be considered to reduce the thermal motion of the atoms, reducing

collisions and preparing them for high precision spectroscopy such that that the narrow clock

transition can be suitably resolved. Initial cooling is performed with a broad transition with very

short lifetime in the excited state for fast cycling. For Sr, this is addressed with the 1𝑆0 to 1𝑃1

transition at 461 nm, where the excited state has a lifetime of only 5 ns. This cools the atoms to

temperatures of around 770-2000 𝜇K, but further cooling is then required [58].

Further cooling uses a narrower linewidth transition and in Sr clocks this is addressed using

the 1𝑆0 to 3𝑃1 transition at 689 nm with a natural linewidth of 7.5 kHz. Second stage cooling

can provide atom temperatures in the region of 180 - 2000 nK [49].

To fully close the cooling cycle, additional repump lasers are required to address energy

levels that don’t have rapid decay times. Occasionally, from the first cooling cycle, atoms in the
1𝑃1 state will decay to the 3𝑃2 state which has a longer lifetime. Therefore, a 707 nm repump

can move the atoms to the 3𝑆1 to then decay to the ground state (1𝑆0). The second repump is

intended for atoms in the 3𝑃0 state as a result of the second stage cooling. Therefore, a 679

nm repump laser is used for the 3𝑃0 to 3𝑆1 transition for faster cycling of the atoms back to the

ground state [59].

Finally, a lattice laser is required, this allows the already cooled atoms to be trapped in

potential via the interaction of the atomic dipole moment with the varying electric field from

the laser [55]. The laser is at 813 nm and is tuned to the magic wavelength to prevent offsets of

the transition frequency due to differential stark shift of the ground state (1𝑆0) and the excited

clock state (3𝑃0). High laser power of 100s of mW are used for deep lattice depth potentials,

ensuring atoms can remain trapped in the potential wells and forming a periodic array structure

of atom sites [55].

This has addressed the various lasers and their requirements but as for the entire optical

32



33 CHAPTER 3. QUANTUM ENABLED NETWORKED RADAR OVERVIEW

clock, it consists of the physics package (which itself consists of everything required to prepare

the atoms, and perform spectroscopy), an oscillator which can be steered and a counter. The

oscillator is an ultra stable laser, locked to an optical cavity (see Chapter 3.3) and the counter is

provided by an optical frequency comb (see Chapter 3.5) and a frequency counter.

The science chamber itself consists of an atom dispenser to heat up the strontium source

and allow for the emission of atoms. Ion pumps provide ultra high vacuum within the interior,

reducing collisions with other atoms. A science chamber is included, where the atoms will be

trapped and suspended in the optical lattice. The science chamber will have multiple viewports

for all the different lasers, allowing for laser trapping and cooling, probing the clock transition and

also state detection. Additionally, magnetic coils are incorporated, consisting of tightly wound

copper coils designed to generate a strong and controllable magnetic field gradient within the

science chamber.

For a generic 88𝑆𝑟 optical lattice clock [57] [59], the process of preparing the atoms is

described. The strontium source is heated in the atom dispenser and are sent towards the science

chamber. The atoms are captured in a magneto-optical trap (MOT), using a combination of

the magnetic coils and the 461 nm lasers to perform the first cooling stage. At this stage the

atoms are trapped in the "blue MOT". The repump lasers are activated to move atoms out of

the 3𝑃2 energy level. Next, the second cooling stage is performed to further reduce the thermal

motion of the atoms and achieve "red MOT". However, this is done in two stages. Firstly, for

broadband red MOT, the 689 nm laser is artificially broadened via frequency modulation in

order to capture a wider range of atomic velocities. Then, for single frequency red MOT, the

bandwidth of the laser is reduced and precisely tuned to the 1𝑆0 to 3𝑃1 transition to cool down

the atoms even further. The atoms are loaded into the lattice. The 813 nm laser is tuned to the

magic wavelength, and since the velocity range of the atoms is low enough, they are able to be

trapped into the 1D lattice. Next stage is the probe and detection. A large number of atoms

are trapped in the lattice and are within the ground state (1𝑆0). All other lasers are switched

off, except the lattice, and the 698 nm laser is emitted through the lattice, exciting a fraction of

them into the clock state (3𝑃0). The probe laser (461 nm) and CCD camera are switched on for
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a short duration to measure the atoms in the ground state. The probe laser will only interact

with atoms remaining in the ground state, exciting the 1𝑆0 to 1𝑃1 transition and the florescence

created when decaying back down to the ground state is detectable on the camera and is used

to estimate the number of atoms in the ground state (𝑁𝑔). This destructive method ensures the

atoms in the ground state are lost for the next step. The other atoms, that were excited by the

clock laser, are next measured. Theoretically, the remaining atoms (N - 𝑁𝐺) are still in the 3𝑃0

state. These are now returned to the ground state for via the 679 nm and 707 nm repumps before

again performing a measurement with the probe laser and CCD camera to estimate the number

of atoms in the excited state (𝑁𝐸 ). The values of 𝑁𝐸 and 𝑁𝐺 are used to measure the absorption

spectrum and therefore determine where the clock laser frequency is relative to the resonance

of the clock transition and is steered accordingly.

This describes the simplified operation of a clock using the 88𝑆𝑟 isotope, although 87𝑆𝑟 is

also commonly used as a basis for an optical clock. The key difference between the two is that
87𝑆𝑟 is fermionic and has nuclear spin. The energy level structure is mostly the same, but there

is now hyperfine splitting of the energy levels to take care of and therefore, is more complex.
87𝑆𝑟 is usually the isotope of choice due to the more precise control available of the atomic

states to reduce systematic effects [59].

Various Sr optical lattice clocks have been developed with measured stability in the 10−18

region [60] [61] [62], and [34] has reported a systematic uncertainty of 8.1 x 10−19. Other

species of clocks are also showing promise such as the Yb lattice clock [63] [64] and the Al+

clock [65] with reported systematic uncertainty of 1.4 x 10−18 and 9.4 x 10−19.

Although these clocks provide orders of magnitude performance improvements over current

commercial standards, they need to be made more compact and functional outside of the lab

environment. Few groups have built transportable such as a Sr lattice clock in a van form factor

[66], a Sr lattice clock [67] contained within 3 separate, short transportable racks and an optical

clock for space applications [68]. Still there is much to be done to bring them to the level so that

they can be used in civilian applications.

Within this work, the lab based strontium optical lattice clock being developed at the Uni-
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versity of Birmingham is intended to be used as the reference for the radar systems to test the

capability. The atomic reference use the 88𝑆𝑟 isotope and provide long term stability beyond

10−16.

3.3 Optical Cavity and Ultra Stable Laser Systems

Ultra stable lasers are used for various applications including for atomic physics [69]. They

are an integral part of an atomic optical clock but, are also used as a stand-alone oscillator

[64]. Stand-alone commercial laser systems can be obtained at relatively low linewidths on the

order of 10s of kHz resulting in a frequency stability of around 10−11 at 1s averaging time [70].

However, for use as a clock laser in an optical clock, this is not narrow enough to achieve the

high stabilities possible and accurately probe the 698 nm transition. The main solution is to

use Fabry-Perot resonators as cavities for laser stabilization to reach sub-Hz linewidths and a

fractional frequency stability in the 10−15 region and below at 1 s.

A simplified diagram of the a Fabry-Perot cavity is shown in Figure 3.5. The input beam

is aligned into the cavity such that it is reflected back in the same beam with highly reflective

mirrors being used to trap light within the cavity for numerous round trips. The laser frequency

is tuned to match the resonant condition (𝐿 = 𝑛𝜆) for a standing wave to form, creating a

high gain interference pattern between the mirrors [71]. A spacer material with low thermal

expansion ensures the distance between the two reflective surfaces remains constant to a high

degree [72].

The amount of time the light is able to remain trapped in the cavity is an indication of the

achievable stability. One of the key parameters used to characterise a cavity is the finesse (F )

and is dependant on the reflection coefficients of the mirrors (𝑟1 and 𝑟2) [73].

F =
𝜋
√
𝑟1𝑟2

1 − 𝑟1𝑟2
(3.3)

At typical optical frequencies (in the order of 400 THz), a 1Hz change in the frequency

is equivalent to a 2 fm change in the length of the cavity [43], highlighting the importance of
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Figure 3.5: Diagram showing the principles of an ultra stable laser stabilized to a Fabry-Perot
optical cavity.

maintaining the length. Therefore many technical challenges need to be addressed:

(1) Spacer material properties: The spacer must not only be mechanically stable to deforma-

tions but also needs to fulfil its purpose of maintaining a stable cavity length. The main material

property of concern is a low thermal expansion coefficient at the operating temperature. Ultra-

low expansion glass (ULE) is commonly used due since they possess a zero-crossing thermal

expansion coefficient near room temperature [74].

(2) Temperature: The effect of temperature variations on the length are minimised due to the

correct choice of spacer material but it is still important to consider since other components

such as the mirror coatings would have different thermal expansion properties. Therefore,

temperature is generally controlled in high performance cavities using insulating layers around

the cavity as well as active temperature stabilization systems on the interior.

(3) Vibrations: Environmental disturbances can result in fluctuation of the cavity length. This

remains one of the more difficult challenges for use of longer cavities in pertubative environments

such as at sea. However, vibrations on the cavity can be minimised using active vibration

stabilization platforms. Also the support positions of the cavity can be optimized such that

vibration sensitivity is minimised in all three axial directions such as in [75].

(4) Contamination control: Dust particles can accumulate on the surfaces of the mirrors

causing scattering and absorption of light. Residual particles in the cavity are reduced by

operating in ultra high vacuum.
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Figure 3.6: Block diagram of a simplified PDH locking system for an ultra-stable laser. PID -
Proportional integral derivative loop, EOM - Electro-optic modulator, PD - Photodetector.

With all of these solutions in place, the length of the optical cavity is stable and the next

step is to stabilize the laser light to the cavity. The Pound Drever Hall (PDH) locking method

[76] [77] is used create the feedback loop to the laser. A simplified schematic of the PDH

method is shown in Figure 3.6. The general idea is that the frequency response of the cavity

will represent a narrow peak corresponding to the resonance condition of the standing wave.

An electro-optic modulator (EOM) is used to form sidebands either side of the laser entering

the cavity. However, only the main peak will resonate and will be the only component present

in the reflected signal. Then a photodetector (PD) can detect the phase difference between the

reflected signal and the modulated signal, providing information on the lasers position relative

to the cavity resonance. A potential integral derivative (PID) circuit, can then be used to turn

the error signal into feedback to the laser current which will change the instantaneous frequency

accordingly. This feedback loop ensures the frequency is stabilized to the optical cavity length.

State of the art optical cavities are designed with their thermal noise limitations in mind.

This sets the ultimate limit or the flicker noise floor based on thermal noise contributions due

to the the spacer, substrate and coating. The power spectral density (PSD) of thermal noise

due to contributions of the spacer are described in [78]. A detailed analysis of thermal noise

contributions, also including those from the two mirror substrates and coatings can be found in

[73] [71]. As shown in equation 3.4, the achievable fractional frequency stability (𝜎𝑦) can be
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related to the cavity length (𝐿𝑐𝑎𝑣), temperature (𝑇) and Young’s modulus of the material (𝐸)

[43].

𝜎𝑦 ∝
1
𝐿𝑐𝑎𝑣

√︂
𝐾𝐵𝑇

𝐸
(3.4)

Efforts to push the thermal noise floor limits by increasing the cavity length (𝐿𝑐𝑎𝑣) have been

led by National physical laboratory (NPL), who have demonstrated a 48.5 cm ULE cavity with

an estimated thermal noise floor of 6 x 10−17 [71], and measured 1.1 x 10−16 at 10 s averaging

time. On the other hand, Physikalisch-Technische Bundesanstalt (PTB) have led efforts on

cryogenic based cavities [79] to reduce the thermal noise via reduction of temperature (𝑇). By

using silicon mirrors and spacers with a zero crossing thermal expansion coefficient at 124 K

and realising instabilities of 4 x 10−17 at 1-10 s averaging times [73], corresponding to a laser

linewidth below 10mHz [80].

Figure 3.7: NPL 48.5 cm ULE cavity Courtesy of Marco Schioppo [72]. (a) Frequency stability
measurement, (b) photograph of the system. PLB cryogenic silicon cavity, Courtesy of Jialiang
Yu [73]. (c) Frequency stability measurement, (d) photograph of the system.

The instability curves for these cavities previously mentioned are shown in Figure 3.7.

Although they provide better short term stability over other oscillator technologies, the long

term stability is limited as can be seen by the upward trends at averaging times greater than 100

s. These are due to drifts in the cavity length (due to material relaxation [73]), and although

there is work to characterise and predict these effects to improve the long term stability (by
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compensation of the drift via an AOM in the path, i.e. de-drifting) [73], this would limit

their application where low timing errors are required. Therefore, in the same way that crystal

oscillators are disciplined to GNSS signals, optical cavities can also benefit from a frequency

standard and this can be provided by the atomic transition in atomic optical clocks. Typically an

optical cavity stabilized laser is used as the clock laser within a high performance optical clock,

making use of the cavities short term stability and the long term stability provided by the atomic

reference.

Within this project, the ultra stable laser cavity is made up of a MENLO systems optical

reference system (ORS) [81]. This consists of an NPL cubic cavity [75] made up of ULE 5 cm

spacer and crystalline (XTAL) coated mirrors. The ORS also consists of a 1397 nm laser and

PDH locking electronics. This represents the transfer laser in Figure 3.2. The reason for this

choice is twofold. Firstly the wavelength of 1397 nm allows for transfer over 1-2 km of single

mode optical fibre without critical attenuation. Also, the CW laser is almost exactly half of the

frequency needed to excite the 1𝑆0 to 3𝑃0 transition in Strontium and therefore, can act as the

clock laser in the optical lattice clock after second harmonic generation, making this an integral

piece in the setup. Since at the moment of writing, the transfer laser is not being used in the

full system and has only been used for characterization of other laser systems. Another 2 ultra

stable cavity lasers that are used within Chapter 7 are ORS cubic cavitys at 1542 nm and they

are located within each of the radars for enabling independent locking of the OFC.

3.4 Fibre Networks

Time and frequency transfer is required to connect remote nodes in networks, such as for

telecommunications and radar networks [13]. GNSS signals are a cheap and commonly used

source for this, where remote clocks are referenced to signals emitted from satellites containing

caesium frequency standards. However limitations such as variable troposphere delay [82],

multipath [83] and hardware delays [83] set a limit for the accuracy of clock transfer. This

section focuses on the development of an improved method of frequency transfer using optical
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means. This method, introduced in [84], is active fibre phase noise stabilization of CW laser

light.

The use of optical fibres as a means for frequency dissemination is attractive because of their

properties such as low attenuation compared to coaxial cables. Single mode telecommunications

fibre typically has losses of only 0.2 dB/km at 1550 nm and 0.5 dB/km at 1300 nm [85]. Also,

optical fibre allow for transfer of the optical signals directly and therefore, the highest precision

cavities and optical clocks can be transferred with no instability added through down-conversions

and up-conversions to, and from, the RF domain. The prevalence of single-mode optical fibres

in existing infrastructure enables the use of this method over international distances.

The challenges that need to be addressed as a result of sending ultra-stable signals through

optical fibre are as follows:

(1) Attenuation - The attenuation is significantly lower than coaxial cable but is still present and

accumulates over long distances. A double pass link between Reims and Strasbourg, consisting

of 940 km of fibre, produced a total attenuation of 262 dB [86]. Attenuation can be caused by

a combination of fibre attenuation and connection points, some of these connections consist of

straight connectors causing loss and reflections. This needs to addressed by amplification or

regeneration of the signal at intermediate points in the link.

(2) Delay - Light travelling through the fibre will experience a delay. However, the time offset

is not the main concern but rather the variable delay. A change in delay results in a change in

the phase and frequency, adding phase noise to the original signal. Thermal expansion is one of

the contributors, for fused silica, typical thermal expansion coefficient is 5 x 10−7 mK−1 [87]. A

change in temperature also causes thermo-optic effect, changes of refractive index (n) for fused

silica is 1 x 10−5 [87]. Another contributor to phase noise is strain induced in the fibre due to

seismic changes, causing elongation of the fibre. Each of these combine to produce phase noise

that would need to be compensated for.

(3) Polarisation rotation - Changes in the birefringence properties in the fibre can also cause

changes in the polarization of the light as it propagates through the fibre [88]. This can cause

the attenuation to vary with time and may need to be controlled for high performance links.
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The simplified schematic for a phase noise stabilization system is shown in Figure 3.8. The

main stages are an unbalanced Michaelsen interferometer, AOM and fibre link double pass,

signal amplification or regeneration and the feedback loop correction stage.

Figure 3.8: Simplified schematic of a generic fibre phase noise stabilization system. ISO -
Isolator, FM - Faraday mirror, AOM - Acoustic optical modulator, VCO - Voltage controlled
oscillator, PID - Proportional integral derivative loop, PD - Photodetector.

Firstly for the interferometer, one arm is used for the reference and is reflected at the Faraday

mirror, while the longer arm is directed towards the AOM and to the fibre input. The light is

then passed through the AOMs and the fibre network. Upon reaching the remote output, part of

the light is reflected and sent back into the same fibre, being double passed through each of the

AOMs on the way. At this stage, the light has accumulated phase and frequency shifts due to

the fibre and AOMs according to equation 3.5.

𝑓𝑏𝑒𝑎𝑡 = 2 𝑓𝐴𝑂𝑀1 + 2 𝑓𝐴𝑂𝑀2 + 2𝜙 𝑓 𝑖𝑏𝑟𝑒 (3.5)

Along the link, there may be significant attenuation stages along the way and therefore there

are periodic regeneration and amplification stages. These are required to be bi-directional due

to the double pass nature of the link. The reflected light then returns to the interferometer and

is compared with the reference light on a photodetector producing ( 𝑓𝑏𝑒𝑎𝑡). This contains the

systematic shifts from AOMs (2 𝑓𝐴𝑂𝑀1 and 2 𝑓𝐴𝑂𝑀2) as well as the random shifts contributed

from the fibre phase noise (2𝜙 𝑓 𝑖𝑏𝑟𝑒). The systematic shifts can be mixed out using a local

oscillator, producing an error signal (containing only 2𝜙 𝑓 𝑖𝑏𝑟𝑒). A PID controller and voltage

controlled oscillator (VCO) can be used to provide feedback to the AOM and compensate for

the variable delay on the fibre.
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Some of the technical challenges and limitations of phase stabilized fibre transfer are:

Amplification - To maintain the signal strength over long haul fibre links, the uni-directional

amplifiers are unsuitable due to the requirement of 2 way propagation. Unfortunately, these

are typically used in existing fibre networks and typically they contain an optical isolator so

they can operate at high gain without backscatter. The most common amplification method are

bi-direction erbium doped fibre amplifiers (EDFAs) [89]. Also, fibre Brillouin amplifiers [90]

and Raman amplifiers have been developed for this purpose [91]. An alternative method is to

use a repeater laser station (RLS) as in [92], where a separate laser is used to ensure sufficient

power and is phase locked to the incoming light.

Limited bandwidth - The correction of the phase can only occur after two way propagation,

and due to the finite speed of light in a medium, there is a minimum delay before the correction

can be applied. This sets a limitation on the maximum bandwidth of the feedback loop and

is dependant on the length of the stabilized path. This is termed, delay-unsuppressed noise in

[93] and it is found that the phase noise as a result will degrade proportionally with 𝐿3/2. A

workaround is to split the long stabilized link into multiple shorter stabilized links, increasing

the bandwidth of the system but also the cost and complexity. This can be done using a separate

feedback loop for each segment [86].

Other residual errors - This scheme assumes the phase noise added onto the fibre is the same on

both forward and reverse trips and results in a loss of localized noise information and results in a

source of residual error [94]. Uncompensated fibre paths in the system will also add additional

noise and much be kept as short as possible and unexposed if they are in free space. For any

unavoidable uncompensated paths, they can be temperature stabilized to reduce their effect.

Phase noise stabilized fibre links have been developed between various institutes throughout

Europe such as between the Max Plank Institute (MPQ) and PTB [95], also, between NPL and

SYRTE [86]. In [72], the 2200 km stabilized fibre link was used for a comparison of the two

cavities mentioned in the previous chapter from NPL [71] and PTB [73] up to the 7 x 10−17

level.

Within this project the phase noise stabilization scheme is used to disseminate light between
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different nodes of the radar network. A prototype phase noise stabilization system is developed

within this thesis and detailed in Section 7.3.1 to disseminate 689 nm and 698 nm cavity stabilized

lasers from one lab to another over a distance of 100 m in polarization maintaining fibre. Free

space optics are used for both the local and remote processing branches and therefore some of

the components differ from Figure 3.8. However, the general procedure is comparable. This

system was used to aid the development of a fibre based system, named HARPO, by Gwynfor

Donlan and Jithin Kannanthara. The HARPO is used to disseminate 1397 nm and 1542 nm

cavity stabilised lasers between the three nodes of the radar-clock network. 2 dark fibre links

are dedicated to sending 1397 nm light, via the transfer laser, from the clock lab to the two radar

nodes. Also, another dark fibre link between the radars is dedicated to sending 1542 nm light

from a transportable ORS.

3.5 Frequency Combs

The frequency comb is responsible for conversion between the optical and RF domain for

compatibility of the radar system. This section will describe the purpose and operation of

optical frequency combs (OFC), discuss recent developments in this technology and finally

describe how the OFC is used specifically within the QER.

OFCs are used widely within various different fields such as metrology [72], telecommu-

nications [96] and spectroscopy [97]. Prior to the invention of OFCs, the pathway between

RF and optical frequencies could only be bridged using many PLL up conversion stages con-

catenated together [98] or optical interval division [99]. The complexity and numerous stages

of this approach limited its feasibility for wider application and reduced the achievable overall

stability. The idea of using stable pulse trains was envisioned as early as 1977, where Hansch’s

team demonstrated one of the first femtosecond mode locked lasers in [100]. In 1999, [101]

performed the first absolute frequency measurement of the 1S - 2S hydrogen transition using a

frequency comb, demonstrating the feasibility of frequency combs for optical measurements. A

detailed history of the optical frequency comb technology can be found in [102]. The invention
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of the optical frequency comb led to the 2005 nobel prize in physics, shared by Roy Glauber,

John Hall and Theodor Hänsch [103]. Analogies between OFCs and the concept of a frequency

ruler are frequently drawn, as you will see throughout this section. Additionally, OFCs can be

likened to a set of rotating mechanical gears, representing both the optical and RF domains, as

illustrated in Figure 3.9 [104].

Figure 3.9: Frequency comb gear diagram. Credit: NIST

A block diagram of the general procedure for generating a frequency comb is shown in Figure

3.10 and is suitable for describing OFCs based on optical fibre. Femtosecond fibre lasers are

the most commonly used variant due to their robustness to environmental effects and longevity

that has been demonstrated [105]. Such an example is, Menlo systems have demonstrated the

use of a fibre based frequency comb on a sounding rocket in [106]. Therefore for the generic

description of frequency comb generation, it will be limited to fibre based combs.

Figure 3.10: Block diagram of the sequence of generating a stabilized octave spanning, fibre
based OFC.

Fundamentally, an OFC consists of a cavity in which a laser is locked to. Unlike the cavity

described in the previous section, the OFC cavity is designed for pulsed operation rather than
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CW operation and this is attained through mode locking of several modes within the cavity. The

contribution of all of these modes creates a pulsed profile in the time domain with a spacing T

and a ’comb’ like structure in the frequency domain consisting of equally spaced spectral lines

spaced by 𝑓𝑅𝑅, which represents a pulse train in the temporal domain. This is illustrated within

Figure 3.11 [104].

Figure 3.11: Visualization of a mode locked laser, buildup of multiple modes within an optical
cavity, producing a pulse train. Credit: Scott Diddams [104]

For a fibre based frequency comb, the cavity can be made up of a nonlinear optical loop

mirror (NOML) as shown in a schematic in Figure 3.12 [107]. The loop is made up of non-linear

optical fibre and a gain region. For 1550 nm combs, erbium doped fibre amplifiers (EDFA) are

used for the gain region, with an input port for the pump lasers. This structure is self oscillating

such that the pump laser at 980 nm can generate photons at 1550 nm within the Er doped gain

region via stimulated emission [107]. The reflection from the downward leg creates a counter

propagating path in the cavity causing interference between itself and the forward propagating

light causing different modes to form due to constructive and destructive interference. At higher

pump powers, self phase modulation (SPM) and cross phase modulation (XPM) occur due to

the Kerr effect due to the non linear fibre used [108]. As a result of broadening, the NOML

outputs narrow femtosecond pulses of constant repetition rate.

However, at this stage the typical bandwidths are on the order of 20-50 nm [107] and are not

enough to perform self-referencing which requires octave spanning combs. Therefore, there is a
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Figure 3.12: Schematic diagram of a generic NOML for frequency comb generation. PBS -
Polarization beam splitter

further step for supercontinuum generation consisting of amplification and injection into highly

non linear fibre (HNLF) which further broadens the comb spectrum via SPM and XPM. [108].

Once the octave spanning comb is achieved this way, there are still instabilities on the comb

and therefore the self referencing via an f-2f interferometer is required [102]. A schematic

for the f-2f interferometer is seen in Figure 3.13. The carrier envelope offset (CEO) is the

frequency offset between the 0th mode and the DC line, caused by phase shifts of the peak of

the electric field between consecutive pulses. The CEO is measured on a photodiode by beating

together a particular comb mode which is then doubled using second harmonic generation [102]

𝑓1 = 2( 𝑓𝐶𝐸𝑂 + 𝑓𝑛) and its 2n counterpart within the comb spectrum 𝑓𝐶𝐸𝑂 + 𝑓2𝑛. The result

is the difference between these two frequencies 𝑓𝐶𝐸𝑂 which can then be controlled to enable

for flexibility of the comb spectrum. A feedback loop is initiated which mixes down the 𝑓𝐶𝐸𝑂

output with a reference oscillator at the target frequency and to generate the error signal. A PID

controller is then able to feedback to the actuator, in this case can be an AOM in the path of the

initial pump laser [109].
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Figure 3.13: Schematic diagram of a f-2f interferometer for CEO stabilization. SHG - Second
harmonic generation, PD - Photodetector.

To ensure that the exact spacing between each of the equidistant modes are known, the

repetition frequency of the pulse train also needs to be stabilized. The repetition rate can be

stabilised in two different ways depending if the comb is locking to an RF source such as a

crystal oscillator or a Hydrogen maser, alternatively it can be stabilized to an optical source such

as a cavity stabilized laser or an optical atomic clock.

The mechanisms for the repetition rate lock are similar to the CEO stabilization in terms of

the feedback loop. However, the method of measurement and therefore generation of the error

signal are different. For 𝑓𝑅𝑅 stabilization to an RF reference, the comb repetition rate is measured

directly on a high bandwidth photodetector. The error signal is generated by scaling down the

measured repetition rate to align with the reference oscillator frequency, and then mixing it

down to baseband. When an optical reference is used [110], instead the beat frequency between

the CW optical reference laser and the nearest comb mode are measured on a photodetector

which is then mixed down by a synthesiser (which can be referenced to a frequency standard

for absolute accuracy) to generate the error signal. The stabilization of CEO and repetition

rate are visualised in Figure 3.14. The CEO lock ensures that the spacing between the DC

line and the zeroth mode are maintained. The RR lock ensures the spacing between the modes

are maintained while alternatively, if a stable CW reference is available, it ensures the comb is

locked coherently with that optical source.

One of the most powerful functions of an OFC is the absolute measurement of optical

frequencies throughout the entire octave comb spectrum. For a CW laser present within the
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Figure 3.14: Diagram illustrating the locking mechanisms for an OFC.

range of the comb spectrum, the absolute frequency can be defined by equation 3.6 where n is

the comb mode number closest to the CW laser frequency and 𝑓𝑏𝑒𝑎𝑡 is the difference frequency

between the nth mode and the CW laser frequency. Also, the CEO frequency can be locked on

either the positive or negative sign and the beat sign can either be positive or negative depending

on which side of the comb mode it lies on.

𝑓𝐶𝑊 = ± 𝑓𝐶𝐸𝑂 + 𝑛 𝑓𝑅𝑅 ± 𝑓𝑏𝑒𝑎𝑡 (3.6)

Since 𝑓𝐶𝐸𝑂 is locked to a known frequency, 𝑓𝑅𝑅, can be measured by inputting the pulse

train to a high bandwidth photodetector and 𝑓𝑏𝑒𝑎𝑡 can also be measured on a photodetector, the

exact frequency of the CW laser can be determined using equation 3.6, assuming comb number

n is known. Various methods can be used to measure n, one of them is shown in [111], by

changing the repetition rate in a two step process. This provides a very effective way to track

the frequency of lasers at much better resolution. For a stable laser that is fluctuating by 1Hz,

the frequency can be measured to a resolution of approximately 1 Hz, compared to a wavemeter

where the resolution is typically limited to around 100 kHz.

As mentioned in previous sections on optical clocks and ultra-stable cavity lasers, the state
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of the art levels of frequency stability can only be obtained by optical oscillators. The method

of locking to an optical reference allows for the transfer of the stability of the laser to the

frequency comb. Each of the different comb modes would ideally maintain the same stability

as the optical reference. This is powerful as it would allow for a transfer between different

parts of the optical spectrum that are otherwise unreachable by high bandwidth photodetectors.

This is however, dependant on the amount of additive noise via the stability transfer. This has

not been a limitation at this stage as it has been demonstrated in [112], where a multi line

comb comparison demonstrated spectral purity transfer with instability of 1.6 x 10−18 at 1s and

reaching a minimum of 5 x 10−20 at 400 s. This was further improved in [110] with frequency

agreement of two frequency combs to the 20th decimal place in less than 100 s and averaging

down to 1.5 x 10−20. This measurement shown that the spectral purity transfer is at least an

order of magnitude better than the best optical clock throughout the measurement.

Performance of OFCs have demonstrated the ability to transfer the stability of optical clocks

with precision that exceeds what is achievable with the clocks themselves, within lab conditions.

However, there is another challenge when trying to use them in more strenuous applications

where low size weight and power (SWAP) is crucial. Commercial fibre based frequency combs

have been reduced to the level of a rack mountable system [113], with sufficient requirements

for optical clock stability transfer. However, to reach even smaller form factors, developments

of micro-combs are underway [114] which allow OFCs to be used within photonic integrated

circuits (PIC).

Within the QER project, the frequency combs used are the Menlo Systems, Smartcomb

[113]. There are two of these, one in each radar cabin and with identical specifications. They

are fibre based frequency combs with a repetition rate of 125 MHz and CEO of ± 10 MHz. The

smartcombs are able to be locked to an optical reference which will be the 1397 nm transfer laser

via an external beat detection unit (BDU). The BDU enables for filtering of the comb spectrum

around the desired wavelengths and coupling of the CW laser into the same fibre to allow for

generation of the beatnote between the 1397 nm CW and the nearest comb mode. In addition to

this the OFC can also lock to a 1542 nm optical reference and this will be used within networked
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radar measurements within Chapter 7.

3.6 Microwave Photonics for Low Phase Noise RF Generation

The next stage involves exploiting the stable repetition of the frequency comb to generate

high spectral purity RF signal to be used as the radars local oscillator. This section starts by

introducing the field of microwave photonics with focus on generation of microwave signals

via optical means. Then the process of generating RF via a frequency comb using the optical

frequency division method is described. Finally, the description of how this fits into the QER is

mentioned.

Typically for radar applications, high frequency or highly tunable signals with low phase

noise are required. The use of electronic oscillators is possible but there are various challenges

to overcome. For example a crystal oscillator typically operating at a lower frequency (e.g. 100

MHz) would need to be upconverted if used in an X-band radar system at around 10 GHz. This

would add significant phase noise to the signal [115], in this case, at least 40 dB addition of

phase noise. Also, crystal oscillators provide limited frequency tunability. For example a typical

commercial OCXO at 100 MHz, the electronic frequency control adjustment range is around

±2 ppm [116]. In addition, if oscillator signals need to be transferred to a remote site, high

attenuations are involved from RF transfer over coaxial cable.

As mentioned in Chapter 3.3, optical fibres provide huge advantages in terms of dissemination

of signals due to the low attenuation [85]. Also, high frequency and flexibility microwave signals

are possible using optical sources due to the high stability and bandwidth of laser systems.

An overview of microwave photonics can be found in [117] [118] demonstrating the early

work on photonic RF generation as well as optical processing and beamforming applications.

However, in this work, the focus is only on photonic RF generation. The general process of

producing an RF signal using 2 lasers is shown in Figure 3.15 [117], and is essentially a beatnote

between the two optical signals, producing an oscillating electrical output equal to the difference

frequency of the two signals. The frequency is dependant on the amount one laser is detuned
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compared to the other and the phase noise is dependant on the coherency of the two laser sources.

Using this technique, it is possible to generate microwave signals in the mmwave regime where

it is difficult to generate electronically without adding significant phase noise [119].

Figure 3.15: Block diagram showing the basic concept of photonic microwave generation.
Courtesy of Jianping [117].

For two completely independent lasers, the phase noise of the RF output is expected to be

poor. Therefore, initial methods have been developed to improve the coherency such as injection

locking [120], optical phase locked loops [121], phase modulation [122] and dual-wavelength

laser sources [123]. Methods based on opto-electronic oscillators (OEO) are effective for low

phase noise as they can generate low noise, high frequency signals while not requiring a reference

oscillator [118]. Also, methods to utilize enhanced tuning bandwidth have been developed such

as in [124], where a Fabry-Perot laser diode with external injection locking is used to create an

oscillator tunable from 6.41 GHz to 10.85 GHz. Even higher frequencies in the mmWave band

have been generated via photonic enabled multiplication schemes in [119].

Arbitrary waveform using photonic oscillators are discussed in [125] for high spacial reso-

lution radar systems. An example of linearly chirped waveforms with up to 2 GHz bandwidth

have been generated in [126], using tunable optoelectronic oscillator and a recirculating phase

modulation loop.

It was mentioned in the previous section that high finesse optical cavities can stabilize the

repetition rate of an OFC, producing a spectrum of phase coherent modes. The concept of low

noise microwave generation based on optical frequency division is described in [127] which

leverages this effect, and so far has produced the lowest phase noise signals of all methods

at frequencies of 10-12 GHz [128]. Applying the pulse train signal from the OFC onto a
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photodetector, RF signals at integer multiples of the repetition rate are produced. This is due to

the different modes mixing together simultaneously. For example mode m mixing with mode

m+1 but also with mode m+2, m+3, m+4, etc... This essentially shifts the comb spectrum down to

the RF domain (excluding the CEO). Since each of the comb modes are phase coherent, the result

is many low phase noise signals which can be filtered out accordingly. As described in [127], a

1 GHz repetition rate Ti:sapphire comb is employed and the 10th harmonic of the photodetector

output produces a 10 GHz output with phase noise of -104 dBc/Hz at 1 Hz offset from carrier.

If lower carrier frequencies are required, then the phase noise is potentially reduced further

via electronic frequency division [115], which as mentioned earlier, is much more effective at

producing low PN signals than electronic up-conversion of conventional oscillators.

One issue with this approach is that combs from Ti:sapphire or fibre lasers typically have

a lower repetition rate and to generate the high frequencies, a high number of harmonics are

needed and can saturate the photodetector. This reduces the SNR of the desired harmonic,

therefore limiting the phase noise achievable. This issue is addressed in [129] with a repetition

rate multiplication scheme which is made up of cascaded mach-zehnder interferometers (MZM).

Each interferometer is tuned to have a path length difference equal to half of the pulse interval,

such that the repetition rate is doubled upon recombining as shown in Figure 3.16 [129]. As

a result, high frequency signals require less harmonics to be generated on the photodetector,

improving the phase noise floor.

Figure 3.16: OFC repetition rate multiplication using MZMs. courtesy of Haboucha [129].

Another limitation is with the photodetector used, they need to be of sufficient bandwidth

and exhibit linear properties in order to produce high SNR signals at high frequencies. In [130]
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modified uni-travelling carrier (MUTC) photodiodes are developed. They have achieved 10

GHz signals with strengths up to 14 dBm, allowing for phase noise floor reductions to -177

dBc/Hz.

A combination of using the optical frequency division method, repetition rate multiplication

and high bandwidth MUTC photodetectors, microwave generators with low phase noise at all

frequency offsets can be achieved, outperforming all other oscillator types to the best of my

knowledge. One of the lowest phase noise microwave signals reported are generated in [131]

using the techniques previously described and achieve a 12 GHz carrier with -106 dBc/Hz at 1

Hz and below -170 dBc/Hz at 10 kHz offset frequency.

A more compact version of this oscillator (19 inch rack size) was developed in [132], using

the techniques mentioned previously allowing this technology to be used outside of laboratory

conditions. A cavity stabilized frequency comb with a repetition rate of 250 MHz is set through

a four stage cascaded MZM multiplier, resulting in a 4 GHz repetition rate. The third harmonic

is filtered to generate a low phase noise 12 GHz signal with a measured residual phase noise of

-115 dBc/Hz at 1 Hz and less than -168 dBc/Hz at 10 kHz offset for the photonic microwave

generation.

Microwave photonics are proven to be useful in generation of radar signals with appealing

properties such as low phase noise, frequency flexibility and arbitrary waveform shaping. Also,

photonic microwave generation systems are becoming more compact. However, there is still

the vision to make these systems even smaller, to the point where they can all fit within a PIC.

This field of integrated microwave photonics has recently gained much interest [133]. Highly

tunable integrated microwave sources have been developed in [134], with an impressive tuning

range from 1 to 112 GHz, although the phase noise is still high due to the incoherent laser

sources. The key challenge is the integration of a high Q factor cavity into the chip [135].

Soliton microcombs have been produced with repetition rates at the X and K bands for direct

microwave generation on an integrated photodiode in [136]. However, one of the smallest form

factor and lowest phase noise, photonic chip RF generators to date are presented in [137]. This

device used 2 semiconductor lasers that are stabilized by self injection locking to separate, high
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Q factor, spiral micro resonators. They are then further stabilized with a chip integrated F-P

cavity. Another separate microcomb, seeded by another laser is then stabilized using the Two

point optical frequency division (2P-OFD) scheme. This technique involves anchoring two

spectral endpoints of the comb with the two cavity stabilized lasers. Unlike traditional optical

frequency combs that need to be self-referenced and require octave comb spanning OFCs, this

microcomb is able to operate with lower pump power. The system produces 20 GHz microwave

signals with phase noise of -135 dBc/Hz at 10 kHz offset which is approaching that of larger

optical frequency division systems. A table showing the relative performance achievalbe from

the different methods of photonic generation is shown in Figure 3.17 [128]. Overall, this is a

very promising area and is expected to be used for many applications in the future.

Figure 3.17: Comparison of different photonic RF generation methods. SSR: spur suppression
ratio. Courtesy of Shilong Pan [128].

The microwave photonics used within this work is the spectral purity unit, a subsystem of

the ultrastable microwave system, from MENLO systems [42] and is based on the form factor

of [132]. The comb light is taken from the smartcomb unit and the 125 MHz repetition rate

is multiplied by a factor of 16 via a four stage MZM interleaver, providing 2 GHz repetition

rate. The 5th harmonic 10 GHz output is filtered from the photodiode output and is then

divided electronically producing outputs at 10 GHz, 5 GHz and 1.25 GHz. Additional details

are provided in [138]. The phase noise results of the 10 GHz output are reported to be -89

dBc/Hz at 1 Hz and -135 dBc/Hz at 10 kHz offset frequency.
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3.7 Summary

In terms of using these technologies in radar systems, there is little published work in the

literature. Optical atomic clocks and Fabry-Perot based oscillators have been almost unreachable

to the RF domain before the advent of the optical frequency comb in 1999. Even after the

development of the optical frequency division method for low phase noise microwave generation,

such high stability oscillators are still a rarity due to the equipment and technological challenges

involved. Only select institutions around the world have a fully operational "ticking" strontium

optical lattice clock. Therefore, many applications of these technologies remain unexplored,

including those in radar systems.

However, the use of photonics in radar is an area developing much interest [128] [139]

since the first demonstration of a fully photonic-based radar system [140]. So far, photonic

based radars have not been focused on the area of ultra-low phase noise but rather some of

the other benefits of using optical signals. One such example within the same system [141],

demonstrates a photonics based transceiver operating on both the S and X bands, transmitting

pulses sequentially. The radar utilizes a mode locked laser, with modes located at the two bands

to ensure both are coherent to each other, allowing for more effective fusion of the data. Also, the

extended frequency coverage has been demonstrated in photonic RF scanning receivers [142],

making it possible to simultaneously map signals at 20 GHz and 40 GHz. High bandwidth

capability is demonstrated in [143], generating a chirped pulse train spanning from 5 GHz

to 60 GHz which was able to resolve 2 targets with a separation of only 6.3 cm. Another

example in [144], demonstrates a 30 GHz bandwidth photonics enabled radar and lidar system

for contactless vital sign detection. The use of phase noise stabilized links has also been explored

in [28] for dissemination of a H-maser reference to radar nodes in different cities.

Photonics can provide many advantages in radar systems as mentioned above, but so far the

use of ultra-low phase noise microwaves with F-P cavities, and OFD have not been reported in

the literature to the best of my knowledge, at the time of writing and will be one of the focuses

of this work. Chapter 7 will demonstrate the use of the photonic microwave signals within the

L-band staring radar network for low phase noise, better synchronization purposes.
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Chapter 4

Staring Radar Network Modelling

This chapter focuses on the modelling of an L-band staring radar network with particular focus on

the effect of oscillator offsets and instabilities on network synchronization. Also the simulation is

used as a platform to test processing methods developed within this work. This can be important

in allowing us to understand the inner workings of the radar and to make predictions that could

aid us in the design. The focus is on getting a fairly realistic model which can obtain similar

results to the real radar system but also some simplifications are made so that we can focus on

the parameters that are believed to be most important.

4.1 Gamekeeper 16U

The radar that is used throughout the thesis is an L-band staring radar, named the Gamekeeper-

16U. designed by Thales, Aveillant [145]. The purpose of the radar is for accurate low altitude

aircraft detection and for detection of SUAS targets such as drones. The radar consists of a cabin

base which contains the radar main computer and servers, (also contains many of the oscillators

that will be explained in later sections) and the radome on top which contains most of the radars

RF chain, staring beam transmitter and receivers. Two of these systems were installed at the

University of Birmingham to be used in a radar network. Figure 4.1 shows a close up photo of

both of the radars.

These radars are classed as pulse Doppler radars which transmit a single frequency in the
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Figure 4.1: Photos of the L-Band staring radars. (a) GK000 installed atop Gisbert Kapp building.
(b) GK007 installed atop ERI building.

L-band with a pulsed shaped waveform and a fixed pulse repetition frequency (PRF) of 7.3 kHz.

The transmitter produces a spotlight staring beam which illuminates the entire field of view

allowing for the capability of simultaneous detection of many targets. The radome itself is fixed

in position so the field of view (FOV) is limited to the forward facing direction of the radome

but the azimuth and elevation swath are approximately 90 degrees and 60 degrees respectively.

The instrumented range is 5-10 km depending on the radar configuration used. To determine

a targets angle of arrival (AOA), electronically scanned phased array technology is used. The

radome consists of 64 receive elements placed in a 16 by 4 grid arrangement where the 16

elements are placed vertically providing an enhanced resolution in elevation. Each element

records the IQ data for each of the 64 elements allowing for digital beamforming on receive, this

is implemented into the post-processing chain.
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4.2 Networked Radar Simulations

This chapter is consists of work from the published paper "Fully digital, urban networked staring

radar: Simulation and experimentation" [146]. Text and figures have been reused from this

publication. The work regarding development of this simulation tool, testing and the analysis of

the outputs have been performed by myself.

The simulations are designed based on the Gamekeeper 16U network and consist of 5 main

phases. The full flow diagram with each of the 5 phases are shown in Figure 4.2.

Figure 4.2: Full networked radar simulation block diagram.

Firstly, the user is able to define the radar environment which can consist of how many

radars are in the field along with their respective configuration. Each radar will have a defined

position and bearing. Similarly to the radar experiments, a radar can be tagged as a passive

bistatic receiver and in this case it will not transmit any pulse. Each node will also have a local

oscillator regardless of whether it is transmitting or not, which also has frequency instability

imprinted onto it in the form of phase noise and frequency drifts. There are various parameters

to select for adding the frequency instability, firstly there is the initial frequency offset which

typically happens when using oscillators that are not disciplined to a frequency standard, here
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it is simulated as an initial shift of the frequency in units of Hz. An initial time offset is also

defined since the radars may not be triggered to start their pulse sequences at the same time,

and will result in a misaligned recording window. A linear frequency drift is also simulated

which is common in many oscillators such as OCXOs and F-P cavity based oscillators. For the

simulation of phase noise there are 5 parameters that will together determine the phase noise

profile of the oscillator and these are calculated empirically to match the phase noise profile of

a known oscillator. The 5 phase noise parameters relate to the different noise types; white phase

noise, flicker noise, phase walk PM, flicker walk and phase walk FM and these are equivalent

to phase noise roll off of 0 dB/dec, 10 dB/dec ... 40 dB/dec respectively. One of the radars

will be marked as the reference radar in which the generated data will be in the perspective

of that radar. Also the reference radar will be assumed to have a ’perfect’ noiseless oscillator

without any phase noise added, this allows for the assumption of no phase noise added by the

ADC and allows to implement the ADC as a simple subsampling. Also the number of targets

can be defined with each of their respective initial positions, RCS, velocity. And the clutter can

also be defined, these are similar to the targets but with no velocity. Other general parameters

that can be modified include the base sampling frequency which determine how many samples

per cycle are generated for the radars carrier frequency, the receive antenna array configuration

(How many elements are used and the element spacing) and length of the recording window.

Next is the signal generation step which is performed for each radar and PRI. After a set

amount of PRIs are completed they are grouped into a data frame and if multiple frames are

to be generated then this is performed for each frame. The signal is generated directly at the

receiver for each of the array elements using equation 4.1 where the outer loop iterates through

each radar transmitter and the inner loops iterate through the different targets and clutter within

the scene. Each target signal 𝑡𝑛 (𝑡) takes the form of equation 4.2, where A is the attenuation

parameter determined by a form of the general radar equation. E(t) is the envelope function,

𝜏 is the time delay calculated from the combined transmitter to target distance (𝑅𝑇 ) and target

to receiver distance (𝑅𝑅). The phase noise and frequency drift is applied through an additional

phase parameter 𝜙(𝑡). The clutter 𝑐𝑚 (𝑡) and the direct signal 𝑑𝑟 (𝑡) have the same form except 𝜏
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will be different.

𝑦(𝑡) =
𝑟∑︁

𝑟=1:𝑅

[
𝑑𝑟 (𝑡) +

𝑛∑︁
𝑛=1:𝑁

𝑡𝑛 (𝑡) +
𝑚∑︁

𝑚=1:𝑀
𝑐𝑚 (𝑡)

]
+ 𝑤(𝑡) (4.1)

𝑡𝑛 (𝑡) = 𝐸 (𝑡)𝐴𝑒𝑖(2𝜋 𝑓𝑐,𝑛 (𝑡−𝜏)+𝜙(𝑡)) (4.2)

𝐴 =

√︄
𝑃𝑇𝑋𝜎𝜆

2𝐺𝑇𝐺𝑅

𝑅2
𝑇
𝑅2
𝑅
(4𝜋)3

(4.3)

𝜙(𝑡) = 𝑝0𝜙0(𝑡) + 𝑝1𝜙1(𝑡) + 𝑝2𝜙2(𝑡) + 𝑝3𝜙3(𝑡) + 𝑝4𝜙4(𝑡) + 𝑡2 𝑓1 (4.4)

𝑃𝑇𝑋 represents the power of the transmitter in units of W, 𝜎 is the RCS, 𝜆 the wavelength

of the transmitted signal, 𝐺𝑇 and 𝐺𝑅 are the antenna gains of the transmitter and receiver

respectively. Equation 4.4 shows how the phase noise is added to the returning signal. 𝜙0(t)

to 𝜙4(t) represent each of the different noise types mentioned previously from white noise to

random walk FM. 𝑓1 is the frequency drift parameter and this term represents the sub PRI phase

progression contribution due to the linear frequency drift. These are all generated individually

with their respective parameters set by the user and then summed together finally to provide the

combined phase progression throughout the PRI.

The first noise type 𝜙0(t) represents the white noise, and represents a zero mean Gaussian

noise process. This has a flat power spectral density and sometimes referred to as the thermal

noise floor. Figure 4.3a and b shows the phase of a signal containing only white noise and

its equivalent phase noise spectrum. A parameter relating to white noise 𝑝0 is selectable and

corresponds to the standard deviation of the Gaussian distribution.

Flicker noise (𝜙1(t)) is generated by a method used in [147] for N samples and are then scaled

using the flicker noise parameter 𝑝1, by changing 𝑝1, the flicker noise corner can be adjusted

accordingly. Figure 4.3c shows the behaviour of the signal phase when only applying flicker

noise and Figure 4.3d shows the spectrum with the correct gradient of -10 dB/dec.
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Figure 4.3: Simulated radar carrier signal with different phase noise types. White noise (a) time
domain, (b) phase noise profile. Flicker noise (c) time domain, (d) phase noise profile. Random
walk PM (e) time domain, (f) phase noise profile. Flicker walk (g) time domain, (h) phase noise
profile. Random walk FM (i) time domain, (j) phase noise profile.
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For the other noise types, it is shown in [148] that differentiated random walk noise ( 𝑓 −2)

provides white noise ( 𝑓 0) and vice versa. Therefore, performing numerical integration on a

set of white noise data converts it into random walk noise data. Also, it can be shown that by

performing the numerical integration onto phase with a power law of ( 𝑓 𝛼) the result will have a

power law of ( 𝑓 𝛼−2) as shown in Equation 4.5.

𝜙𝛼−2 [𝑛] =
∑︁

𝑖=1:𝑛−1
𝜙𝛼 [𝑖] (4.5)

Therefore, random walk PM noise (𝜙2(t)) is generated by first generating white noise and

then integrating. Flicker walk noise (𝜙3(t)) is generated by integrating flicker noise. Finally

random walk FM noise (𝜙4(t)) is generated by integrating the random walk noise (or integrating

white noise twice). Figure 4.3e, g, i shows the phase behaviour of random walk PM, flicker

walk and random walk FM noise types respectively. Figure 4.3f, h, j shows the corresponding

phase noise spectrum with decreasing power law. Just like with the flicker noise, parameters

𝑝2, 𝑝3 and 𝑝4 will scale the phase that is generated from each noise type and this will move

the corner frequencies. By using all 5 noise types, this is enough to simulate the phase noise

profile of the oscillators used within this work for the Fourier frequencies of interest, between 1

Hz and 100 kHz (see Appendix C). More details, specifically about the different types of phase

noise and a useful resource for anything involving frequency stability, see the National Institute

of Standards and Technology (NIST) frequency stability report [190].

Once the signals have been combined together at the PRI level, the signal will then go

through the internal processing chain. Figure 4.4 shows the steps of the internal processing with

numbered probes where the simulated radar return of a single PRI containing only single radar

echo will be shown.

The time delayed transmitted waveform with a delay representing the time of signal flight is

shown at the receiver tile in Figure 4.5a and b in the time domain. To reduce computational load

the samplesPerCycle parameter is set fairly low but this is sufficient provided that it satisfied

the Nyquist sampling theorem of all frequencies involved. This should be a minimum of 3 to

ensure to meet the Nyquist frequency requirement of all frequencies involved. The spectrum in
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Figure 4.4: Block diagram of the internal processing chain used in the network simulations.

Figure 4.5c and d show that this signal corresponds to a single peak at the carrier frequency and

a bandwidth of approximately 1 MHz as intended.

First, the combined pulsed signals at the carrier frequency are mixed together with the Local

oscillator for baseband downconversion (LOBB) frequency CW signal to down-convert the radar

echo information to the intermediate frequency. A narrow bandpass filter with a passband of 20

MHz, centred at the IF, is then used to filter out the sum component so that only the difference

component remains from the mixer output. The pulse after it has been mixed down to IF and

filtered is shown in Figure 4.6 where now it appears as a smooth waveform with a pulse envelope

and the filter is shown to effectively remove the very high frequency noise.

The signals at IF are then sampled at the ADC frequency, and this is done by subsampling

as the base simulation sample rate is a integer multiple of the ADC sample rate. This does not

take into account clock jitter on the ADC sampling but in this situation the simplification that

the transmitter is the dominating noise source is made. Jitter effects still occur due to the phase

noise on the transmitter. The ADC sampling frequency is 62.5 MHz and therefore the output is

undersampled and is shown near 15 MHz in Figure 4.7.

Next, the signal is matched filtered with a replica of the radar pulse at the mixed down ADC

frequency to extract the desired echoes from within the noise. In this case SNR is already high

so it is just further amplified as seen in Figure 4.8a. The final step before inserting into the

data frame is to again subsample the data into the respective range gates to reduce data volume
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Figure 4.5: Signal return as measured at the receiver. (a) Time domain, (b) Time domain
zoomed, (c) Frequency domain, (d) Frequency domain zoomed.

and the radar pulse is seen in Figure 4.8b where the peak is straddling multiple range gates and

therefore can be interpolated during the digital processing stage.

At the end of each PRI, the local time for each of the radar nodes is updated taking into

account each local oscillators timing offset, frequency offset and linear drifts. Also, each of the

targets in the scene are updated to their new positions depending on their current positions and

velocities. Parameters of the radar are also updated such as the clock frequency ( 𝑓𝐿𝑂), PRF

( 𝑓𝑃𝑅𝐹) and the carrier frequency ( 𝑓𝑐) as shown in (4.6) - (4.9).

𝑓𝐿𝑂 (𝑡) = 𝑓𝑛𝑜𝑚𝑖𝑛𝑎𝑙 + 𝑓0 + 𝑡 𝑓1 (4.6)

𝑓𝑃𝑅𝐹 (𝑡) =
𝑓𝐿𝑂 (𝑡)
𝑁𝑐𝑦𝑐𝑙𝑒𝑠

(4.7)

𝑓𝑐 (𝑡) = 𝑁𝑃𝐿𝐿 𝑓𝐿𝑂 (𝑡) (4.8)

𝑡 [𝑝] = 𝑡 [𝑝 − 1] + 𝑃𝑅𝐼 [𝑝 − 1] (4.9)

𝑓𝑛𝑜𝑚𝑖𝑛𝑎𝑙 is the nominal clock frequency, 𝑁𝑐𝑦𝑐𝑙𝑒𝑠 is the number of clock cycles per PRI and

𝑁𝑃𝐿𝐿 is the PLL multiplication factor. Once the set number of PRIs is reached, the data frame is
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Figure 4.6: Signal after mixing to IF and filtering. (a) Time domain, (b) Time domain zoomed,
(c) Frequency domain.

saved to file before starting the new frame (if applicable). The simulated data is then processed

using the standard methods which we will call the internal processing chain. A window is

applied across the time dimension before performing the FFT to transform to the frequency

domain. The data is then beam formed in the desired direction and then a simple cell averaging

constant false alarm rate detector (CA-CFAR) is applied to find the targets. The target estimation

is then refined using interpolation and fine beamforming techniques.

This concludes the description of the simulation tools. Use of the staring network simulation

tool is demonstrated in Appendix C for scenarios including local oscillator instability and for

validation of the synchronization processing methods developed in Chapter 6.
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Figure 4.7: Signal after ADC subsampling (a) Time domain, (b) Frequency domain.

Figure 4.8: (a) Signal after matched filtering, (b) Signal after range gate subsampling.
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Chapter 5

Radar Hardware and Measurement

Procedure

This chapter describes the individual subsystems of the radar-oscillator interface and the radar

hardware, including the transmitter and receiver. Then the experimental setup is explained for

both background noise measurements and controlled drone measurements. The radar processing

tools and data analysis methods are discussed, including radar sensitivity measurements, target

detection, and specific figures of merit relevant to networked radar and synchronization.

5.1 The Gamekeeper Hardware Chain

As mentioned in the Chapter 4, the Gamekeeper-16U is an L-band staring radar system utilising

a pulse Doppler architecture for surveillance of low altitude aircrafts. [145] An overview of the

radar architecture from the collection of oscillators to the receiver radar output and digital signal

processing (DSP) is sketched in Figure 5.1.

5.1.1 Oscillator Interface

The oscillator interface used for most of the measurements are shown in Figure 5.2. This

enables a approach to testing radar performance with different oscillator configurations. The
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Figure 5.1: Radar schematic of the L-band staring radar. Consisting of the radar-oscillator
interface, receiver RF chain and transmitter RF chain.

only exception to this are the measurements performed in Chapter 6.1, as these occurred before

any modification to the radar oscillator and the measurements performed with the LNRCLOK

and Thunderbolt-E GPSDOs in Chapter 7.1 due to an insufficient number of multiplier modules

available during the experiment (more information is given in Chapter 7.1).

Figure 5.2: Oscillator-radar interface schematic for L-band staring radar. Consisting of OUTs,
RF switch, BPF, Buffer, TWG.

The first stage of the chain is the oscillator under test (OUT), which has the functionality to

switch between different signals, to feed in as the radars local oscillator. Chapter 7 characterizes

various oscillators in terms of frequency stability, analyzing their distinct properties along with

the advantages and disadvantages they contribute to radar systems. Various different oscillators
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include OCXOs, GPSDOs and Photonic oscillators.

One challenge is that not all of the oscillators are able to output the same nominal frequency

as the radar’s local oscillator (LO). Therefore, the signal conditioning stage takes care of this to

ensure the frequency of all the signals entering the RF switch are at 𝑓𝐿𝑂 . One example of this is

the MWP, since the RF generation is at 10 GHz followed by internal frequency division to reach

1.25 GHz and then another external division to get to 𝑓𝐿𝑂 . Another example are oscillators that

output only a standard 10 MHz output, these are multiplied up to the correct frequency using a

bespoke frequency multiplier unit.

The RF switch provides the ability to remotely change between different OUTs during

radar measurement and for monitoring and logging of the oscillator configuration. This is

a mini circuits USB-1SP8T-852H [149] which is a 8 to 1 switch allowing up to 8 oscillator

configurations. The switch provides a feed through to one of the 8 inputs depending on the users

selection and terminates the remaining inputs. All components after the RF switch output are

standard for all OUTs.

Finally, before entering the main radar transmitter chain, this is a sequence of RF components

consisting of a band pass filter with a pass band containing 𝑓𝐿𝑂 . With the filter, any potential

harmonics that are initially contained with the signal, are attenuated. Following this, a custom

buffer unit is in place to terminate the signal unless it falls within a few hundred Hertz of the

specified frequency and meets the required power level. Also, the signal is converted from

a sinusoidal to a square waveform before being sent through a 5-10 m RF cable to the radar

radome.

5.1.2 Radar Transmitter

The oscillator signal is input into the timing and waveform generation board (TWG) and the

local oscillator is defined. A timing signal distribution unit will amplify and split the LO to other

subsystems of the radar such as each of the receiver boards and part of the signal will be sent to

the carrier phase locked loop (PLL). The PLL is a critical point which will be discussed at various

point throughout the thesis. This is a common way to generate high frequency carrier signals
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in radars as it allows for frequency flexibility and makes use of a low phase noise oscillator

signal at a lower frequency. The main drawback is that there is inherent noise added via the PLL

up-conversion. Regardless, this will be discussed more in Chapter 7.3 about alternative radar

architecture for future radar systems. In this radar, the PLL has a fixed output frequency, with a

frequency multiplier factor of approximately 20.

After the signal is multiplied, the vector modulator is used to shape the pulse waveform using

a set of attenuation coefficients. The pulsed signal at 𝑓𝑐 contains a duty cycle of approximately

1 %. The TWG board contains the local oscillator, carrier PLL and the vector modulator and is

highlighted in Figure 5.3.

A high power amplifier, Microwave Amps AM84, is used to increase the power of the RF to

2 kW. The power amplification was calibrated with the pulsed TWG output within the lab using

a set of attenuators and a power meter to ensure an accurate power output is transmitted. The

measurement setup for this is shown in Figure 5.3 with the power amplifier shown in the bottom

left.

Figure 5.3: Benchtop setup of TWG and power amplifier for calibrating radar transmitter
amplification.

After the pulse is amplified to the appropriate power levels it is then transmitted using an

array of patch antennas in an 8x1 linear configuration. The staring radar produces a spotlight
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beam, illuminating the whole FOV. There is no scanning involved for the transmitter side so

from pulse to pulse, the beam profile is considered to be identical.

5.1.3 Receiver

The receiver sub chain is now described. This starts with the receive antenna which is a 2D grid

of receiver elements with 16 vertically and 4 horizontally with approximately half a wavelength

spacing. Each element records the echo returns from targets within the environment and using

a low noise amplifier (LNA) to increase the power for subsequent stages.

Each of the 64 channels are now sent through the same sequence, next being the mixing

down stage where the received pulsed are down converted to the intermediate frequency (IF).

This is performed in the mixer where one arm is connected to the received signal and the other

arm is connected to the LOBB PLL. The LOBB PLL takes the clock reference signal from the

TWG distribution board and multiplies the frequency to 𝑓𝐿𝑂 + 𝑓𝐼𝐹 .

The output signal after the mixer contains the (unwanted) sum components around 2 𝑓𝑐 + 𝑓𝐼𝐹

and the difference components around 𝑓𝐼𝐹 . Therefore, an IF filter is used to suppress the sum

component.

Next, the analogue to digital converter (ADC) digitises the signal at a sample rate of 𝑓𝐿𝑂 .

This utilizes undersampling, therefore the frequency of the radar returns are aliased and appear

at a reduced frequency of 𝑓𝐴𝐷𝐶 .

Finally, the digital signal is matched filtered via a field-programmable gate array (FPGA)

using a replica of the transmitted pulse mixed down to 𝑓𝐴𝐷𝐶 before reaching the data output and

digital signal processing (DSP) stage.

5.2 Experimental Setup for Measurements

This section explains the setup for performing radar measurements. The focus of this work is on

the effect of radar performance with a change in oscillator configuration. Previous sections have

shown the standardised process of running the radar with a specified OUT. Further details on
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each oscillator configuration will be provided in the corresponding sections, while this section

focuses exclusively on the radar measurement techniques.

5.2.1 Controlled Drone Measurements

One of the main functions of a radar is to be able to detect and locate a target and one of the

ways that this can be benchmarked in the radar is to perform controlled drone trials. To ensure

that any difference in radar performance can be contributed to the oscillator, several factors

must be controlled. Staring radar illumination provides a complex electromagnetic environment

with radar scatter from various sources, therefore there is only a limited extent to which we

can control all of the variables in real experiment. Regardless, what can be controlled, to some

extent, is the target, location, trajectory, time of day, weather and radar parameters.

The targets used are various models of drones. The main target used for most configuration

is the DJI Inspire 2 [150] and is shown in Figure 5.4a. The DJI Inspire 2 drone is large in

size, weighing approximately 3.4 kg, and provides a relatively high RCS (Radar Cross Section)

target, making it detectable by radar under most conditions at ranges of up to a few kilometers.

Additionally, a smaller drone, the DJI Mini Mavic 3, and a larger model, the DJI Matrice, are

also used in measurements, shown in Figure 5.4b, c.

Figure 5.4: Photographs of the drones used within radar measurements. (a) DJI Inspire, (b) DJI
mini mavic 3, (c) DJI Matrice.

The locations chosen are based on the feasibility to fly drones in the particular area, whether

it is within the coverage area of the radars and if it is sufficiently far from any roads or buildings.
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Since one of the topics of this thesis involves radar surveillance in the urban environment, it is

also beneficial for there to be high clutter sources in the region. This is sometimes due to a large

structure, but sometimes indirectly through high azimuthal sidelobes. For example, part of the

Richmond track passes through an azimuth sidelobe of the Chamberlain hall building which is

one of the largest scatterers in the FOV.

The trajectory of the drone can be controlled by setting fixed waypoints corresponding

to flight scenarios and the drone can automatically follow the waypoints with a fixed speed.

This is possible with the DJI Inspire and produces highly repeatable patterns. For this reason,

the data analysis presented within this thesis refers to the data taken with the DJI Inspire 2.

Three of the locations used within this work with their waypoints are shown in Figure 5.5.

However, most the Richmond location is used for the majority of measurements due to it being

more central and positioned in the overlapping region of both radars, and contains data for all

oscillator configurations. To ensure consistency, the same location (Richmond) is used for the

data analysis.

The time of day and the season can affect the amount of other opportune targets in the area.

This is challenging to control as it severly limits when new data can be collected but generally

the drone flights occur in the mornings.

The weather cannot be so precisely controlled as the temperature, precipitation, wind speeds,

etc can have an effect on what the radar measures. No drone flights are performed when there is

precipitation or if there are high wind speeds. Overall, this is one of the more loosely controlled

factors as conditions will still vary from flight to flight, regardless of if they occur on the same

day.

Other radar related parameters are also controlled. The radar position is fixed and has not

been moved or rotated since their installation. The radar configs that contain information such

as the waveform parameters, PRF, transmitted frequency, etc. are also standardised. A default

config is used for all of the monostatic radar measurements. For the bistatic measurements, the

RxBistatic config is used, this is the same apart from a fully attenuated transmit signal and an

extended recording window during each PRI (130 range gates rather than 64 default).
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Figure 5.5: Flight scenarios used within the radar measurements. (a) Vale, (b) Richmond, (c)
Metchley Pitches, (d) Overlapping radar FOV region. Credit: Google Maps

5.2.2 Background Noise Measurements

An expected result of phase noise in a radar is that the overall noise floor is raised and therefore

the smallest RCS target that is detectable will increase. One of the measurements is focused on

measuring the actual noise floor and comparing this with different radar-oscillator configurations.

As will be explained in later sections, noise levels are dependant on the range, angle and

Doppler cell under test (CUT). Also, since the instantaneous power fluctuates, the noise level

in a particular CUT is obtained by measuring the power over a longer time period. The effect

of other targets in the environment can be an issue in this regard, and although, the effect of

targets can be reduced by calculating the median noise, it is rarely completely removed. In other

work [151] target track heatmaps with the L-band radar system were measured over different

periods of the day. It was found that opportune target occupancy was relatively lower during
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night-time periods (20:00 - 23:59) compared to the other times of the day. Typically, there can be

multiple targets constantly in the same resolution cell during the peak periods of the day. This is

demonstrated in Figure 5.6 where spectrograms are compared between a day-time period and a

night-time period for the same location. Clearly, in the day-time spectrogram, the sheer number

of targets present will make obtaining a measure of the noise floor very difficult, especially at

close-in frequencies. However, in the night-time data for the same location, no moving targets

are present within the time interval. Some specular signatures are shown at non-zero Doppler

frequencies, and these are due to spurious tones in the transmitted signal and anomalies in the

radar. Therefore, it is beneficial to record radar data during this night-time window to obtain a

measure of the real noise floor.

Figure 5.6: Spectrogram of data recordings from a chosen location (a) night-time data, 10pm.
(b) day-time data, 9am.

The process of taking the background noise measurements consists of setting up the oscillator

configuration, taking in-situ phase noise measurements and recording raw radar data for a period

of 10 minutes or more to get sufficient data.

This chapter concludes the L-band staring radar measurement setup and measurement

methodology. The following chapters present the results of radar network measurements using

different synchronization techniques.
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Chapter 6

Networked Radar: Digital Signal

Processing Synchronization Techniques

Within the chapter, the focus is on the methods used to synchronize two staring radar nodes and

the corresponding results from field trials. Two identical staring radar systems, described in

Chapter 4.1, are placed upon two buildings on the University of Birmingham campus as shown

in Figure 6.1. On the right hand side, the radar placed atop the Gisbert-Kapp building and is

designated as GK000. On the left hand side, another radar node (GK007) is placed at a baseline

of 180 m atop the European research institute (ERI) building.

Figure 6.1: Overview of the networked staring radar configuration in Birmingham (Google
maps)
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In the following sections, the effects of timing errors on a non-coherent network radar system

are discussed. Then, the use of novel signal processing schemes are devised which can be used to

synchronize network staring radars in an urban environment, which can overcome the instability

induced from lower quality oscillators. These include range profile correlation method for range

alignment, a detector for bistatic staring radar and a method for correcting sub-CPI phase errors

by combining phase estimations of multiple reference sources in an urban scene.

6.1 Non-coherent radar network

This section contains data using the initial radar configuration shortly before they were moved to

Birmingham in late 2020. This section consists of reused text and figures from the publication

"Direct signal synchronization for staring passive bistatic radar" [11]. In this work I had created

the bistatic data correction tooling and processed the results.

These are the same radar systems designated as GK000 and GK007, but they are located

in Deenethorpe airfield with overlapping coverage of the rural region. Radar experiments

consisted of a controlled drone flight of a DJI S900 flying in the PACMAN_S01 scenario. The

radar coverage and drone checkpoints are shown in Figure 6.2. One radar (GK000) is set to

be in its default radar configuration while the other (GK007) is set to receive only and acts as

the bistatic receiver. These measurements had taken place prior to the implementation to the

radar-oscillator interface; therefore, both radars are operating with OCXOs as their LO.

Since both LOs are not disciplined to a frequency standard or common reference and there is

no external radar triggering, this is considered to be an non-coherent radar network. Although,

the OCXOs have the same nominal frequency specification, the actual frequency will be offset

due to external factors such a temperature variations, power supply fluctuations and ageing

[152]. In terms of bistatic radar operation, this relates to an initial frequency offset and drift

throughout the measurement. The effects of the incoherent network on the bistatic radar output

is demonstrated by producing a range-Doppler plot at a time instance when the drone is present,

shown in Figure 6.3. The peak relating to the drone is also marked in red, and its position is
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Figure 6.2: Deenethorpe experimental bistatic measurements overview showing radar coverage
and PACMAN_S01 drone trajectory. Inset photo of the DJI S900 drone (Google maps).

measured in terms of the perspective of the radar and compared to its true position determined

by GPS truth data.

One clear observation is there is a significant frequency offset present, evident with the

clutter appearing at 280 Hz Doppler frequency offset. This is consistent with a target moving

at a relative velocity of 33.6 m/s. Since the local oscillator is maintaining the radar’s local time

scale, the result is one radar ticking faster than the other. Ticking, in this context refers to the

time progression of the local clock. Another effect is on the generation of the carrier waveform,

since this is derived from the LO via PLL. The frequency errors are multiplied according to the

PLL upconversion factor. On the receiver node, the echoes are retrieved and mixed down to IF

and then mixed down to baseband via matched filter. In this example, the frequency errors have

propagated though the radar RF chain in the receiver and resulting in a frequency offset of all

signals.

Another observation is that the entire profile of the range-Doppler appears to be shifted

upwards. This can also be shown via the detected position of the Drone target which is reported

in Table. 6.1. One of the causes for this is the lack of triggering in the receiver node, there is an
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Figure 6.3: Range-Doppler plot of the non-coherent bistatic radar output.

initial time offset present causing a mismatch in the timing of the PRI between the two radars.

This arbitrary timing offset causes an equivalent arbitrary error in the range as measured for

all objects detected by the radar. This is detrimental to the radar, as the correct positioning of

objects is crucial to its operation.

Table 6.1: Drone position as measured by the bistatic radar and the real position determined via
GPS truth data.

Bistatic radar Bistatic truth Monostatic radar Monostatic truth
measurement measurement

Range [m] 5444 2962 3417 3424
Doppler [Hz] 341 62.8 57.5 58.7

Also, since the frequency error is significant, range drift is observed over medium to long

time scales. This is demonstrated in Figure 6.4, which shows as time progresses, the entire

profile shifts downwards. After 284 s as seen in Figure 6.4c, the range gates consisting of the

direct breakthrough signal and the near range returns are outside of the recording window and

with not much useful data present.

Each of the issues described, present a challenge for accurate detections of objects within

the bistatic data. This is typically addressed by providing a common local time scale or by

providing each radar node with disciplined LOs. Most commonly, networked radars consisting

of disciplined oscillators use GPSDOs which make use of the widely available GNSS signals

[153] [154]. These techniques are more widely discussed in Chapter 7. Other methods of
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Figure 6.4: Range-Doppler plot of bistatic radar output at different times, demonstrating range
drift. (a) t = 0 s, (b) t = 142 s, (c) t = 284 s.

providing synchronization are to use network time protocols and white rabbit protocols have

also been implemented. [155] However, one common technique is to directly utilize the direct

signal of the transmitter or an illuminator of opportunity. Direct breakthrough signals are

collected using a separate reference antenna and can be used directly in the matched filter stage.

Passive radar has been demonstrated using various classes of uncooperative illuminators such

as DVB [156], WiFi [157], GNSS [158], 5G [159] and Starlink [160].

In this work, the timing errors are corrected for using the direct breakthrough signal of the

cooperative transmitter. In this case, many factors are known already such as the waveform,

carrier frequency, pulse schedule, etc. Since the radars are fixed, the locations and baselines are

known. Also, due to the spotlight illuminator, there is no requirement for a separate reference

channel or for beam chasing. Therefore, using the bistatic radar, synchronization can occur

using the direct signal extracted from the surveillance channel, and the full coverage for the

entire FOV is retained. The block diagram of the direct signal synchronization method is shown

in Figure 6.5 and is published in [11].

The first stage consists of the detection of the direct signal and its corresponding range. This

is accomplished by converting to the beam-Doppler domain and finding the transition between

thermal noise and a powerful signal in the range dimension. Interpolation then occurs over the

range gates surrounding the peak to determine the range more precisely.
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Figure 6.5: Block diagram of the direct signal synchronization method.

Clock frequency offset ( 𝑓𝑑) can be described by Equation 6.1 where 𝑁𝑃𝐿𝐿 is the PLL

multiplication factor and 𝑓1 and 𝑓2 are the frequencies of the two LOs. This can be measured in

the beam-Doppler domain by peak finding in the frequency dimension.

𝑓𝑑 = 𝑁𝑃𝐿𝐿 ( 𝑓2 − 𝑓1) (6.1)

The value 𝑓𝑑 [Hz] is then used to calculate the phase gradient (Δ𝜙1) in Equation. 6.2,

representing the phase shift required between each time step to correct for the frequency offset.

An additional term containing frequency drift (Δ𝜙2) is also computed with Equation. 6.3 where

𝑓1 is the frequency drift in units [Hz/s]. Then the frequency correction is applied to the time-

channel data frame (𝐶𝑡) in Equation. 6.4. Within the data frame (𝐶𝑡
ℎ, 𝑗 ,𝑘,𝑙

), the subscripts h,

j, k and l correspond to the row element, column element, range index and time/pulse index

respectively.

Δ𝜙1 =
−2𝜋 𝑓𝑑
𝑃𝑅𝐹

(6.2)

Δ𝜙2 =
−2𝜋 𝑓1
(𝑃𝑅𝐼)2 (6.3)

𝐶𝑡ℎ, 𝑗 ,𝑘,𝑙 = 𝐶
𝑡
ℎ, 𝑗 ,𝑘,𝑙𝑒

𝑖(𝑙Δ𝜙1+𝑙2Δ𝜙2) (6.4)

The timing error is then estimated as a PRI offset (Δ𝑡) which requires knowledge of the
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pulse scheduling. Both radars are designed to have the same pulse scheduling and therefore

measurement of the PRI offset is illustrated in Figure 6.6 where the pulse is referring the direct

breakthrough signal. 𝑡𝑖 is the time interval between the PRI start and the transmit pulse. 𝑡𝑎 is

the time difference between the transmit pulse and the first range gate representing the blanking

range. 𝑡𝑏 is the measured time difference between the first range gate and the observed pulse. 𝑡𝑐

is the computed time between the transmit pulse and the expected position of the pulse in the

receiver node. PRI offset is then determined using Equation. 6.5 and is used to determine the

time for the newly defined range gates using Equation. 6.6, completing the correction of the

PRI offset. 𝑡𝑛,𝑚
𝑘

is the time representing the kth range gate of the nth receiver node using the

mth transmitter node. 𝑡𝑟𝑔 represents the time interval between range gates. This bistatic data

correction method is used on simulated data with the results shown in Appendix C.

Figure 6.6: PRI offset estimation using the measured and expected time of pulse.

Δ𝑡 = 𝑡𝑎 + 𝑡𝑏 − 𝑡𝑐 (6.5)
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𝑡
𝑛,𝑚

𝑘
= 𝑡𝑛1 + Δ𝑡 + (𝑘 − 1)𝑡𝑟𝑔 (6.6)

The direct signal synchronization method is applied to the same data frame and the range-

Doppler plot is shown in Figure 6.7 with the position of the drone target marked with a red cross.

The frequency offset is no longer present with the clutter appearing at 0 Hz Doppler frequency.

Also, the range offset has been corrected with the direct signal now appearing closer to the start

of the PRI. The position of the target is now correctly measured with a measured bistatic range

of 2973 m and a Doppler frequency of 61.1 Hz.

Figure 6.7: Range-Doppler plot of the bistatic radar output after applying direct signal synchro-
nization with the position of the drone marked with a red cross.

The spectrogram for a portion of the PACMAN_S01 flight with the DJI S900 is produced in

the bistatic radar after applying the direct signal synchronization for each timestep and is shown

in Figure 6.8a. The clutter remains at 0 Hz throughout the flight and the main body of the target

is visible throughout with high SNR. Also the micro-Doppler returns can be seen symmetrically

to the fuselage. Another spectrogram for the same time interval but for the monostatic radar

is shown in Figure 6.8b. The SNR visibly looks to be lower in the monostatic data with the

average SNR throughout the time interval shown being. 53.2 dB and 55.4 dB respectively for the

monostatic and bistatic data. However, this should not be misinterpreted in a way that suggests

that this method is able to provide better performance than an equivalent monostatic radar,

since there are various other factors in play. The bistatic range is lower than the corresponding
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monostatic range, causing higher signal echoes and also the geometry used causes higher clutter

and therefore more phase noise in the monostatic case. The increased SNR in the bistatic radar

measurement demonstrates one of the several situational advantages that can be obtained using

multiple radars in a network.

Figure 6.8: (a) Spectrogram of the DJI-S900 from the bistatic radar after direct signal synchro-
nization, (b) equivalent spectrogram in the monostatic radar.

The direct signal synchronization is proven to be successful in correcting for the range and

frequency offset present in the bistatic receiver. This has given the L-band staring radar the

capability to make detections and attribute an accurate measurement of its position when using

the radars as a network. Also the measurement of average SNR shows that this method can

provide a comparable level of performance in the bistatic radar in this situation. However, the

issue of the range drift is not resolved and is still an issue that remains at this stage. After time

step 700, the target had drifted outside of the recording interval and the coverage is lost. An

example is also shown in figure 6.4 where there is no direct signal to calculate the range offset.

One solution is to increase the length of the recording window to be close to the entire length of

the PRI, but that would result in higher requirements for data write speed and capacity beyond
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what is possible with the current hardware. Another solution is to implement triggering of the

receiver node and actively change the start time of the PRI, requiring knowledge of the PRI

offset. This can be enabled by this method or would require a communication channel between

the two nodes. Implementation of the radar triggering required alterations to the hardware which

were not addressed during this work and are not discussed further but are only acknowledged as

a potential solution.

Another problem is when there is no direct line of sight between the radars or if the location

of the breakthrough pulse is not clear; therefore, not detectable in the same way. Yet another

problem occurs where there are sub-CPI frequency fluctuations visible in the radar output as a

result of oscillator instability, which can typically occur in low cost COTS oscillators. These are

issues that are to be addressed with novel signal processing schemes developed and are presented

in the following sections.

6.2 Novel Urban Bistatic Processing

This section consists of several novel processing schemes that are developed for L-band staring

radar in an urban environment to aid with synchronization and surveillance of sUAVs. The

range profile correlation method utilizes various landmarks in the environment to obtain an

improved estimation of the PRI offset (Δ𝑡). A bistatic detector is developed to provide capability

of detections, directly from the raw data, in the bistatic node. Also, a phase synchronization

method is developed which utilizes multiple reference sources to obtain an improved estimation

of the phase error between two remote radars.

6.2.1 Range Alignment via Range Profile Correlation

The upgraded bistatic correction scheme provides range profile correlation and clock drift

correction in the bistatic data correction stage and is published in "Fully digital, urban networked

staring radar: Simulation and experimentation" [146]. Some of the text and figures from this

section are reused from this publication [146]. I was involved in the data collection along with
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other members of the team. Conceptualization, developing the software and processing the

results were completed by myself

The previous method is expected to struggle when there is no direct line of sight between

the two radar nodes. Therefore, this method takes advantage that the spotlight transmitter

beam characteristics are constant and assumes that much of the stationary returns are correlated

between different times and dates. This method utilizes the newly termed, range profile reference

(RPR), containing the averaged clutter power profile over an extended period. This is then used

as a tool to measure Δ𝑡 for future data sets.

The first stage is the generation of the RPR. This is assuming the radars are stationary, each

unique combination of receiver and transmitter would require its own profile since they will

each have a different perspective of the environment. It is still a question as to how long of an

interval before a new RPR is needed, but it is expected that the same range profile would remain

valid for more than a year. Since this will only change if there are many new developments

(or demolitions) taking place in the area, dramatically changing the trends of the clutter. To

generate the clutter profile, first a suitable set of data is found, this will have at least a few

range gates before the direct signal available and at least 64 range gates after the direct signal

(or at its expected position). Then, the range profile for multiple CPIs are generated. These

are then upscaled to increase the level of precision achievable for the correlation step, defining

fractional range gates. The range profiles are then aligned using a relative PRI offset before

averaging them together. The fractional range gate most closely relating to the position of the

direct breakthrough signal is then defined, either through the direct signal detection method

described in Chapter 6.1 or via a one time manual input.

Upon reading in the bistatic data for processing, a check for a valid range profile is made,

and the current range profile for the same beam is generated and upsampled in the same way as

the RPR. The convolution between the range profile and the RPR is computed and an example

using a range profile from a different time period used to generate the RPR is shown in Figure

6.9a. Since the RPR and range profile will have similar characteristics, a clear peak will be

present and can be used to represent Δ𝑡. Then the range profile is shifted by Δ𝑡, providing the
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range alignment. The combined plot of the corrected range profile and the RPR are shown in

Figure 6.9b where the location of the direct breakthrough signal and large clutter sources are

marked.

Figure 6.9: (a) Result of the convolution between range profile reference and a range profile
from a different time period. (b) Combined plot of range profiles with significant landmarks
marked.

It is seen that this method successfully determines and corrects for the PRI offset for this data

set. Since the radar returns from large buildings produce strong returns with a lower variance as

discussed in Chapter 7, each of these sources are able to aid with alignment of the range. Range

profile correlation can be used when the direct signal is not available and rely on other features

such as echoes from large buildings, transition from thermal noise to signal in the first range

samples and the trend of higher signal powers at short ranges.

The range profile correlation method is used to correct the bistatic data after the radars

were installed in Birmingham. During these initial bistatic experiments, both radars contain the

default OCXO oscillators and therefore is still considered to be non-coherent. The DJI Inspire
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2 is flown with the Richmond_S01R (Reverse) flight path at an altitude of 100 m. The radars

were configured such that GK007 was the transmitter and GK000 acted as the passive receiver

but the configuration was swapped halfway through the experiments and the same flights were

repeated. The flights that are used throughout this work are shown in Table. 6.2.

Table 6.2: Drone flight used during initial bistatic experiments at Birmingham

Tx Radar Rx Radar Experiment Data Target type Flight used
GK000 GK007 2022-07-06_Uob_Trial26 M01 Inspire 2 Flight #4
GK007 GK000 2022-07-06_Uob_Trial26 M02 Inspire 2 Flight #12

Figure 6.10: Bistatic range-Doppler plots with GK000 as the receiver node (a) before bistatic
corrections, (b) after bistatic corrections.

A range-Doppler plot using GK000 as the bistatic receiver node is shown in Figure 6.10a

containing the controlled drone target marked in red. The bistatic corrections are applied with

the use of the range profile correlation method and the resultant range-Doppler plot is shown in

6.10b. The target is now located at the correct range gate and the expected Doppler frequency,

validating the use of this processing technique. However, several vertical lines are apparent in

both plots, these are termed clutter lines and are a side effect of spurious tones in the oscillator

and they were very significant in this data set.

The range profile correlation method is used to generate bistatic spectrograms for Flight #4

and Flight #12 and also the equivalent monostatic spectrograms are shown in Figure 6.11 In the

spectrograms, the SBM subtraction technique is used and this helps with hiding the clutter lines.

The drone target is clearly visible in all radar configurations including the bistatic spectrograms

where two different RPRs are used for the two different transmitter receiver pairs. As mentioned
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previously, GK007 OCXO stability is superior and therefore, both body and micro-Doppler

sidebands are shown more strongly in the GK007 monostatic data.

Figure 6.11: Drone spectrograms for for OCXO bistatic experiments with the DJI Inspire 2 and
Richmond_S01 scenario (a) GK000 monostatic, (b) GK007 bistatic after corrections, (c) GK000
bistatic after corrections, (d) GK007 monostatic.

Table 6.3: Drone flight used during initial bistatic experiments at Birmingham

Flight Number Radar Configuration Average SNR Scaled [dB] Probability of Detection
Flight #4 GK000 Monostatic 38.78 0.664
Flight #4 GK007 Bistatic 37.33 0.726
Flight #12 GK007 Monostatic 48.28 0.749
Flight #12 GK000 Bistatic 31.76 0.613

The average SNR is scaled to a constant range for each of the 4 spectrograms are shown in

Table. 6.3. A 9-10 dB difference is seen between the GK000 and GK007 monostatic flights.

There are a cascade of reasons for this including RF transmitter power and array scan losses.

Although these are assumed to be small due to the similar transmit powers used between the

radars and similar angles from boresight. The greatest contributor is expected to be difference

in phase noise properties of the two oscillators and clutter power due to the radar geometry. The

SNR values recorded from the bistatic flights are more similar to GK000, phase noise would

be expected to be limited to the poorer oscillator which is observed here. There is a similar
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PD for all the data sets, limited by the drone dead time at the start and end of the flight where

the drone is hovering and masked by the clutter. As discussed previously, one shortfall is that

the frequency offset causes significant range drift and the timing error eventually exceeds the

recording length of the radar. Although the range profile correlation can potentially recover the

data when the direct signal is not present, there is a point where the drone echo is missing until

it loops back around into the next PRI. This can be observed in Figure 6.11b after frame 600,

and 6.11c before frame 80. This challenge can be resolved by synchronizing the oscillators to a

frequency standard or providing a common LO.

6.2.2 Bistatic Detector

Figure 6.12: Block diagram of the bistatic detector chain [146].

Detection capability is added to the radar in the bistatic configuration. The block diagram

for the detection signal processing is shown in Figure 6.12 where the green highlighted blocks

are unique to the bistatic operation. Raw radar data was processed offline to generate spectal

background maps (SBM) using the time criteria. Descriptions of SBMs and how they are

produced from the raw radar data are described in Appendix A. Therefore, SBMs are only used

if they are within 20 minutes of the selected data. Upon reading in the raw data for an entire CPI,
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the bistatic data corrections are applied consisting of the range profile correlation method for

estimating Δ𝑡. The first beamforming stage consisting of a course grid of beams is performed,

matching with those from the SBM. The SBM is used as a cell averaging CFAR for the peak

detection stage, where for each cell under test (CUT) the identical position in the SBM is used

to represent the noise level and is subtracted. Subsequently, a threshold of 20 dB above the

noise level is applied, peaks crossing this are marked as initial detections. Duplicate detections

that are in the same range and Doppler cell, which are common when high SNR targets are

detected within azimuth and elevation sidelobes, are then filtered as well as for targets with a

anomalous location, such as below ground height or behind the radar. The filtered detections are

then refined for range and angle. The fine beamforming stage generates a high resolution grid of

beams for the cells containing detections, allowing for higher precision in angular measurement.

Quadratic interpolation is performed over the range dimension, further enhancing positional

measurement. Equation. 6.7 is used to convert the measured bistatic range (𝑅𝐵) into the range

from the receiver node (𝑅𝑅).

𝑅𝑅 =
𝑅2
𝐵
− 𝐿2

2(𝑅𝐵 − 𝐿𝑐𝑜𝑠𝜃𝐿𝑅)
(6.7)

𝑅𝐵 = 𝑅𝑅 + 𝑅𝑇 (6.8)

Where L is the baseline distance and 𝜃𝐿𝑅 is the angle between the vector connecting the

baseline and the vector connecting the receiver to the target. With the position of each of

the radar detections known in polar coordinate space, these can then be converted to the local

Cartesian and geodetic coordinate systems.

For testing the use of the bistatic detector, Flight #4 is used as shown in Table. 6.2 using the

DJI Inspire drone using the Richmond_S01R scenario. The entire map of detections from the 3

minute time interval containing the drone flight is shown in Figure 6.13 with the height above

sea level (meters) indicated with the color coding and size of each point representing the SNR

(dB). Various moving targets are detected, indicated by clusters of points and at varying heights.

Since, there is no implemented tracking algorithm, The detections relating to the controlled
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Figure 6.13: Plan view of the bistatic detection output for all detections in the FOV (Earthstar
Geographics).

drone target are manually filtered for further analysis based on the expected latitude and longitude

recorded from the GPS truth data. In addition, the filtered points are then smoothed using a

Savitzky-Golay filter to demonstrate the type of performance that would be achievable and

is shown in Figure 6.14a along with the corresponding truth data. This is repeated for the

monostatic radar during the same flight and the detections and truth data are shown in Figure

6.14b. The orientation of the track appears skewed due to the different radar geometry between

the monostatic and bistatic cases.

This demonstrates successful detection of the drone target throughout the flight with the

bistatic radar node using the upgraded direct signal synchronisation scheme and the track

matches well with the truth data in both cases. One of the main factors for the offset, in both

cases is a systematic bias in the elevation and azimuth angles due to multipath reflections. The

positional error of the drone in local Cartesian coordinates is shown in Figure 6.14c, d. It is

observed that while the error is generally less in the monostatic case, the height of the target was

more accurately measured with the bistatic radar, possibly suggesting that the effect of multipath

is reduced. However, the error in the x and y position fluctuate more in the bistatic radar due to

the limited synchronisation accuracy corresponding to half of a range gate (35 m).

Overall, these results demonstrate the successful implementation of the range profile cor-

relation method and the overall bistatic detection chain. This provides the very first shown

capability of synchronization and bistatic operation of these particular systems [146]. However,
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Figure 6.14: Positional accuracy measurements from a single controlled drone flight. (a) plan
view detection plot for monostatic GK000, (b) plan view detection plot for bistatic GK007, (c)
positional error from truth GK000, (d) positional error from truth GK007 [146].

there are still some challenges such as the range drift that can cause information to be lost and

the sub-CPI phase drifts, causing coherent integration losses.

6.2.3 Phase Suppression of Bistatic Radar using Averaged Phase Estima-

tion

The work within this section is part of a submitted paper "Phase Synchronization of Bistatic

Radar by Exploiting the Urban Scene". I was involved in the data collection along with other

members of the team. Conceptualization, developing the software and processing the results

were completed by myself. The paper is not yet published at the time of writing and this section

reuses text and figures from the paper.

To proceed with further improving the level of synchronization it is vital that the frequency

offset from the large frequency offset is removed or there is a trigger implemented into the

96



97
CHAPTER 6. NETWORKED RADAR: DIGITAL SIGNAL PROCESSING

SYNCHRONIZATION TECHNIQUES

hardware of the radar itself. While the use of oscillators are mostly the topic of the next chapter,

in this section, a pair of low cost COTS oscillators are implemented. As will be seen, these are

able to meet the minimum requirement for being able to remove the effects of range drift due

to the disciplined aspect but the quality of the oscillator is poor in comparison to the OCXO

causing considerable phase noise. Therefore, the previously mentioned sub-CPI phase drifts are

more significant. The respective phase noise profiles are shown in Figure 6.15 where the Leo

Bodnar GPSDO [161] is compared with the radar’s default OCXOs.

Figure 6.15: Phase noise profile for the Leo Bodnar GPSDO compared with the default OCXO.

The phase noise is significantly higher for the GPSDO, especially for the close-in frequencies

such as at 100 Hz offset where the difference is approaching 25 dB. In a monostatic radar, there

is a self phase noise cancellation effect. This is demonstrated in Figure 6.16 where the PSD of

the radar output is measured for the Leo Bodnar monostatic case as well as when the radars are

operating bistatically with a pair of Leo Bodnar GPSDOs.

In the bistatic PSD, the close-in phase noise is following the trends expected according to the

phase noise of the oscillator. However, in the monostatic case there is significant suppression

of phase noise resulting in an improvement of the expected radar performance. This causes an

imbalance between the sensitivity of the monostatic and bistatic configurations and diminishing

the advantages of networked radar. The methods described in this section aim to replicate the

phase noise suppression in the bistatic radar by measuring and correcting for the phase error
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Figure 6.16: SSB Phase PSD measurement of the radars in both monostatic and bistatic config-
uration when using the Leo Bodnar GPSDO.

between the transmitter and receiver in digital post-processing.

A review on phase synchronization for bistatic synthetic aperture radar (BiSAR) is found in

[162] consisting of the commonly used techniques to compensate phase errors. Examples of

phase synchronized BiSAR systems are LuTan-1 [163] [164] [165] [166] and in TerraSAR-X

[14] and in work for GNSS BiSAR [167]. For other radar types phase synchronization was

achieved in a very long baseline array (VLBA) system [168], CW-MIMO [169] and FMCW

MIMO [170].

Phase synchronization methods typically require either a direct line of sight, a separate

reference receiver or infrastructure for a dedicated synchronization channel. In this work, the

synchronization problem is addressed in the urban environment where it is not guaranteed that

there is a line of sight between different nodes and there is increased dynamic range requirements

due to significant clutter returns. The general idea behind the proposed method is to utilize the

other reference sources in the environment (such as high rise buildings) to obtain a more accurate

estimation of the phase error between the two LOs. Both radars are equipped with low cost

GPSDOs and a novel phase error estimation method is applied. The proposed method, termed

multiple reference phase correction (MRPC), utilizes multiple scatterers in the environment,

determines which are suitable for use as a reference and then computes the average phase

98



99
CHAPTER 6. NETWORKED RADAR: DIGITAL SIGNAL PROCESSING

SYNCHRONIZATION TECHNIQUES

accumulated over these points, for a better estimation of the phase error.

Figure 6.17: Block diagram of the MRPC scheme.

Firstly, the bistatic corrections are applied as explained in previous sections with the range

profile correlation method and the frequency offset correction, if one exists [146]. The next

step involves measuring the oscillator phase error. Since the two radars are using different

oscillators with different random phase noise, there will be a phase difference between the two

local oscillators at any given time. In a monostatic radar, there is some level of self phase

noise cancellation occurring. However in the bistatic scenario, the phase error relative to the

receiver will be imprinted on the transmitted signal. This can be extracted in a staring radar

by recovering the phase information from the transmitted signal. The MRPC method adopts

an averaged phase extraction method which utilizes the properties of the urban environment.

The full block diagram is shown in Figure 6.17. In the following paragraphs, the algorithm

is described and expressed in mathematical form. Variable subscripts are represented with the

index of the array with the number of items in the subscript representing each dimension.

Starting with the time-channel data frame (𝐶𝑡
ℎ, 𝑗 ,𝑘,𝑙

) this is transformed into the spectral

domain, via FFT, using Equation. 6.9 resulting in the Doppler-channel data frame (𝐶𝐷
ℎ, 𝑗 ,𝑘,𝑚

).

The dimensions ℎ, 𝑗 , 𝑘 , 𝑙 and 𝑚 represent the channel rows, channel columns, range gates, pulse

number and Doppler frequency index respectively.
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𝐶𝐷ℎ, 𝑗 ,𝑘,𝑚 =
∑︁
𝑙=1:𝐿

𝐶𝑡ℎ, 𝑗 ,𝑘,𝑙𝑒
𝑖2𝜋𝑙𝑚

𝐿 (6.9)

For each range gate, fine beamforming on the central clutter bin is performed to calculate

the azimuth and elevation angle containing the highest clutter return and the maximum received

power is stored. Equation. 6.10 - 6.12 are used to calculate the beam weights matrix (𝜙𝐵
ℎ, 𝑗

) for a

beam angle of [𝜃𝑎𝑧𝜃𝑒𝑙]. The variables 𝑑 and 𝜆 represent the element spacing and wavelength of

the transmitted signal respectively in units of meters. 𝜙𝑐
ℎ

and 𝜙𝑟
𝑗
are the beam weight components

for the columns and rows. 𝐻 and 𝐽 are the total number of column and row elements present.

𝜙𝑐ℎ = (2ℎ − 𝐻 − 1)𝑐𝑜𝑠(𝜃𝑎𝑧) −𝜋𝑑
𝜆

(6.10)

𝜙𝑟𝑗 = (2 𝑗 − 𝐽 − 1)𝑐𝑜𝑠(𝜃𝑒𝑙) −𝜋𝑑
𝜆

(6.11)

𝜙𝐵ℎ, 𝑗 = 𝜙
𝑟
𝑗 ‘ 𝜙

𝑐
ℎ (6.12)

The beam weights are the applied using Equation. 6.13, resulting in the beam-Doppler data

frame for all angles (𝐶𝐵
𝜃𝑎𝑧𝑝 ,𝜃

𝑒𝑙
𝑞 ,𝑘

) at the central Doppler bin.

for 𝑚 = 𝑀
2 + 1 :

𝐶𝐵
𝜃𝑎𝑧𝑝 ,𝜃

𝑒𝑙
𝑞 ,𝑘

=
∑︁
ℎ=1:𝐻

∑︁
𝑗=1:𝐽

𝜙𝐵
𝜃𝑎𝑧𝑝 ,𝜃

𝑒𝑙
𝑞 ,ℎ, 𝑗 ,𝑘,𝑚

𝐶𝐷ℎ, 𝑗 ,𝑘,𝑚 (6.13)

The peak power of the beams for each range index 𝑃𝑘 are calculated in Equation. 6.14 and

their respective beam numbers in Equation. 6.15.

𝑃𝑘 = 𝑚𝑎𝑥𝜃𝑎𝑧𝑝 ,𝜃𝑒𝑙𝑞 (𝐶
𝐵

𝜃𝑎𝑧𝑝 ,𝜃
𝑒𝑙
𝑞 ,𝑘

) (6.14)

𝑃𝜃𝑎𝑧
𝑘
, 𝑃𝜃𝑒𝑙𝑘 = 𝑎𝑟𝑔𝑚𝑎𝑥𝜃𝑎𝑧𝑝 ,𝜃𝑒𝑙𝑞 (𝐶

𝐵

𝜃𝑎𝑧𝑝 ,𝜃
𝑒𝑙
𝑞 ,𝑘

) (6.15)

Next the power is scaled with the bistatic range (𝑅𝑘 ) and then a threshold (𝜖𝑇 ) is applied

to the clutter-range profile in Equation. 6.16 with beam weights (𝜙𝐵
ℎ, 𝑗 ,𝑘,𝑙

) generated according

to azimuth angles (𝑃𝜃𝑎𝑧
𝑘

) and elevation angles (𝑃𝜃𝑒𝑙
𝑘

). The result is the time-beam data frame

(𝐶𝑡𝐵
𝑘𝑇 ,𝑙

) at the range gates containing significant clutter to noise ratio (CNR) (𝑘𝑇 ).
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for 𝑃𝑘

𝑅4
𝑘

> 𝜖𝑇 :

𝐶𝑡𝐵𝑘𝑇 ,𝑙 =
∑︁
ℎ=1:𝐻

∑︁
𝑗=1:𝐽

𝜙𝐵ℎ, 𝑗 ,𝑘𝑇 ,𝑙𝐶
𝑡
ℎ, 𝑗 ,𝑘𝑇 ,𝑙

(6.16)

This determines the locations containing the strongest sources of stationary clutter as shown

in Figure 6.18. The threshold was chosen empirically to filter out weaker reference sources. In

principle, this step determines the quality of the reference source with respect to its ability to

provide accurate phase information. In this work, the scaled clutter power is used to quantify

this property since larger clutter returns generally relate to large structures. The range scaling

is approximated with the fourth power as this has not been measured. The approximation is

appropriate as this is only used to determine which clutter source to use. Otherwise, the data

frame is left unscaled. The in-phase quadrature (IQ) time series data for the respective range

gates are then beamformed in the direction of the maximum clutter.

For each of the range gates that were marked as crossing the threshold, the wrapped phase

error (𝜙𝑊𝐸
𝑘𝑇 ,𝑙

) is extracted using Equation. 6.17

𝜙𝑊𝐸
𝑘𝑇 ,𝑙

= 𝑎𝑡𝑎𝑛2(𝑅𝑒(𝐶𝑡𝐵𝑘𝑇 ,𝑙), 𝐼𝑚(𝐶𝑡𝐵𝑘𝑇 ,𝑙)) (6.17)

The phase progression is maintained without discontinuities by performing phase unwrap-

ping (𝜙𝑈𝐸
𝑘𝑇 ,𝑙

). The algorithm will analyse the trend of the data and apply a shift if the phase drifts

outside of the 2𝜋 region.

Then the final averaged phase error (𝜙𝐹𝐸
𝑙

) is calculated by averaging in the range dimension

using Equation. 6.18 essentially, reducing uncertainty using multiple measurement of phase.

𝜙𝐹𝐸𝑙 =
1
𝑁

∑︁
𝑘𝑇=1:𝑁

𝜙𝑈𝐸𝑘𝑇 ,𝑙 (6.18)

It is the case that there are multiple potential sources of phase error. This estimated phase

mainly contains the phase contribution from the oscillator instability and added noise from

other radar hardware components. Ideally each of the extracted phase error profiles would be

identical but there are some additional noise sources that are uncompensated. One such source

is high frequency aliased noise which would not be common among different range gates. Also,
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Figure 6.18: Scaled clutter power for each range gates with a threshold applied with a photo of
each of the significant clutter contributions (Google maps).

other sources in the resolution cell will contribute to localised phase differences. Another is

atmospheric phase fluctuations but these are not expected to be significant in this system due to

the lower frequency, elevation angles and ranges involved.

Now that the phase information has been extracted, this phase shift is applied to the rest of

the data frame. The data is beamformed in the desired direction (𝜃𝑎, 𝜃𝑒) and then the phase

shift is applied in the pulse dimension using Equation. 6.19 resulting in the beam-time, phase

corrected data frame (𝐶𝑃𝐶
𝜃𝑎 ,𝜃𝑒,𝑘,𝑙

).
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𝐶𝑃𝐶𝜃𝑎 ,𝜃𝑒,𝑘,𝑙 = 𝐶
𝑡𝐵
𝜃𝑎 ,𝜃𝑒,𝑘,𝑙

𝑒−𝑖𝜙
𝐹𝐸
𝑙 (6.19)

The phase corrected data frame now contains significantly reduced sub-CPI phase drifts and

fluctuations and can be used in subsequent processing for detections or generating spectrograms.

This MRPC method is used on simulated data and the results are shown in Appendix C.

The results are shown when using the MRPC method on data from Leo Bodnar GPSDO

radar experiments. The two data sets used within this work are the night-time measurements

from 2023-10-10_Uob_Trial43 M01 and the controlled drone measurements from 2023-10-

12_Uob_Trial44 M01. In both of these experiments, GK007 operated as the transmitter and

GK000 as the bistatic receiver node. Both radars contained the same model oscillator, the Leo

Bodnar GPSDO to apply the frequency synchronization.

The crucial requirement for this synchronization scheme to function is that the phase error

between the radars is successfully extracted. This is achieved using the methods described

previously, by extracting the IQ time series data from the direct signal as well as three dominant

clutter sources in the field of view. All 4 sets of phase data were extracted using the same sequence

of data frames but a different beam is formed corresponding to a different reference source, and

is shown in Figure 6.19a. If this method is successfully extracting the phase error between the

nodes, the resultant phase accumulation from each of the sources should be correlated. It is

shown that there is no observed change in the phase accumulation from the measurement of the

three clutter sources. Whereas, there is some divergence observed in the phase measured in the

direct signal. Several factors are involved concerning the ability to accurately extract the phase

error from a clutter source, the main factor being the power of the clutter compared to the noise

level of that from other targets in the region. Also, it is seen that from sample to sample the

phase difference is minimal, enabling smooth phase unwrapping.

Also, from stationary manmade structures in an urban environment, the variance of the

clutter power is expected to be low as shown in previous work [9]. In the case of the direct

breakthrough signal, there are also multipath effects involved. Due to the positioning and the

orientation of the radars, the direct signal appears in a sidelobe which could amplify this effect.
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Figure 6.19: (a) Extracted phase error measured from multiple clutter sources and the direct
breakthrough signal. (inset: zoomed in segment), (b) Pulse to pulse power measured in the
resolution cell of multiple clutter sources and the direct signal.

The power variation of the three clutter sources as well as of the direct breakthrough signal is

measured for each pulse over an interval of 2.2 s and compared in Figure 6.19b. Although the

direct signal power is over an order of magnitude higher, the variation of the received power

is significantly higher compared to that of the clutter sources. Overall this shows that in this

system, it is more effective to use the clutter sources as a means of phase estimation rather than

the direct breakthrough sources due to the high levels of multipath.

This would not also be a more robust method in this case because of the number of clutter

sources to choose from; but also, allows for even better estimation of the phase by averaging

together the unwrapped phase from multiple clutter sources measured simultaneously. The

approach used here to observe the effect of averaging multiple clutter sources is to measure the

SSB phase PSD for various cases. Both before and after applying the phase corrections to the
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rest of the data frame and also when using a single source for phase estimation compared to

averaging multiple sources and the results are shown in Figure 6.20 & 6.21 respectively.

Figure 6.20: Compared SSB phase PSD calculated from the unwrapped phase for the monostatic
case, bistatic case before applying phase corrections, using the direct signal method and using
the MRPC method.

This method of estimating phase can be more robust for environments with a number of large

clutter sources. Also, it can allow for a even better estimation of the phase by averaging together

the unwrapped phase from multiple clutter sources measured simultaneously. The approach

used here to observe the effect of averaging multiple clutter sources is to measure the SSB phase

PSD for various cases. In Figure 6.20 the SSB Phase PSD is compared before adding any phase

corrections, using only the direct signal for phase estimation and then using the MRPC method.

The SSB phase PSD is calculated using the methods shown in Appendix A. The results show

the effect of the self phase cancellation effect in the monostatic radar where the lower frequency

phase fluctuations are common on both the transmitter and receiver resulting in a suppression of

the phase noise. By attempting to replicate this effect using the direct signal method it is shown

that the phase noise is reduced but this is not able to reach the same as the monostatic case.

However, the MRPC method is successfully able to bring down the phase PSD to the monostatic

level resulting in a successful cancellation of the phase noise below 200 Hz. Noise beyond this
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consists of mostly aliased noise which remains uncompensated.

Figure 6.21: Compared the SSB phase PSD when using a single clutter source for phase
estimation to using multiple clutter sources.

Figure 6.21 shows that the level of noise suppression can be increased by using multiple

clutter sources in the phase estimation stage. Firstly, only a single reference clutter source is

used. Similar to the direct signal method but a high CNR building is used. Then the SSB

phase PSD is computed when averaging together the phase extracted from increasing numbers

of reference targets. This can be useful when operating in an environment with many clutter

sources as the estimation of the phase can be improved by averaging out errors from uncorrelated

noise. A drawback of using the direct signal method, or a strong clutter echo, is the effect of

other targets in the same resolution cell as this will be imprinted onto the phase. Therefore,

cancelling this phase will also remove the target from the data. In addition, if a moving targets

phase contribution is also included in the phase error estimation, this will print into the other

cells and will result in additional false targets. These negative effects originating from a target

in the same cell can also be reduced by using multiple clutter sources to average the phase since

phase error due to oscillator instability is common between different cells whereas phase error

due to moving targets remains uncorrelated.

Next, phase error is observed over longer periods and then converted into respective time

and range error. Timing error accumulated over a 140 s period is shown in Figure 6.22. Without

106



107
CHAPTER 6. NETWORKED RADAR: DIGITAL SIGNAL PROCESSING

SYNCHRONIZATION TECHNIQUES

Figure 6.22: (a) Time error and range error due to accumulated phase error before phase
synchronization, using the direct signal to correct the phase and the MRPC method. (b) Zoomed
in version.

applying phase corrections to the bistatic data, the Leo Bodnar starts to gradually attain time

error with a random walk like behaviour. On shorter time scales there are oscillations which

are a characteristic of this oscillator which result in faster accumulation of positive and negative

time error. Using the direct signal in the phase estimation reduces the timing error by an

order of magnitude while using the proposed method reduces this even further. As seen in

Table. 6.4, the phase synchronization accuracy for the 140 s period is measured to be 338.9,

48.9 and 7.2 degrees for the no synchronization method, direct signal method and the MRPC

method respectively. For the phase error of 7.2 degrees obtained using the MRPC method, this

corresponds to a time error of 16 ps and a bistatic range error of only 4 mm. When comparing
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with the phase error measured from the monostatic node in Figure 6.22b, the phase corrections

successfully reduce the errors to a similar level.

Table 6.4: Synchronization accuracy results determined from the maximum error observed over
140s.

Synchronization Method Phase Error [deg] Time Error [ns] Bistatic Range Error [m]
No Correction 338.9 0.750 0.226
Direct Signal 48.9 0.108 0.032

MRPC 7.20 0.016 0.004

One consequence of the lack of phase synchronization is a reduction in the coherent integra-

tion gain as target power is spread into adjacent Doppler cells due to sub CPI frequency changes

in the oscillator. The CNR of a large stationary target is measured for increasing CPI lengths

from 0.1 s to 60 s. The CNR of the target is shown in Figure 6.23a and the coherent integration

loss is shown in Figure 6.23b. The target is a building (Trigate) located around 4 km away from

each of the radar nodes (close to the edge of the radars instrumented range), and therefore should

include increased loss of coherence at longer distances.

Figure 6.23: (a) CNR measured over increasing CPI lengths, (b) Coherent integration loss before
and after phase corrections are applied.

When using the GPSDOs in the bistatic configuration there is a small but steadily increasing

coherent integration loss which reached 6dB for a CPI of 54 s. After applying the phase

synchronization method, the coherent integration curve does not deviate from the predicted

integration gain. Therefore, negligible coherent integration loss has been achieved using the

proposed method, for CPIs up to 60 s, which is much higher than what is typically used in the

applications targeted by this radar system.

108



109
CHAPTER 6. NETWORKED RADAR: DIGITAL SIGNAL PROCESSING

SYNCHRONIZATION TECHNIQUES

As discussed previously, the effect of phase noise in urban environments is a major concern

for radar systems when it comes to detection of low RCS, low altitude or slow moving targets

as the target signature can be masked by the raised noise floor due to high clutter power and

oscillator phase noise. The next set of analysis involves focusing on a particular clutter source

(the same cell used to inspect the coherent integration loss) where the phase noise is known to

be far greater than the thermal noise floor. Consecutive spectral data sets of 2 s CPI are averaged

over a duration of 2.5 mins. This suppresses other targets that may be in the scene and exposes

the actual noise floor whether it has hit the thermal noise floor or is phase noise limited. The

background noise floor in the selected region is shown in Figure 6.24a for the monostatic radar,

bistatic before corrections and the bistatic radar after corrections. The absolute power of the

clutter in the selected region is different in the monostatic and bistatic case due to the geometry,

therefore, the power relative to clutter for the positive frequencies is shown in Figure 6.24.

A similar trend is shown as to what is seen in the phase PSD data where the noise floor is

raised in the bistatic data set due to the lack of self phase cancellation in the bistatic radar. Using

the phase synchronization method, the phase noise is reduced to the same level as the monostatic

result in the frequency region of interest between 10 Hz and 90 Hz. This demonstrates a real

and significant reduction of the noise floor of the bistatic radar and an increase in the overall

sensitivity of the radar in urban environments. At 10 Hz offset frequency the noise floor is

reduced by 20 dB allowing for detection of targets with significantly lower RCS. In addition, the

significant spur shown at 50 Hz is a characteristic of the oscillator and has been suppressed by

approximately 35 dB since this is a common feature imprinted into the entire data.

Both the bistatic pre-corrections and post-corrections data are shown using the same data set

while the monostatic data is taken from a time period approximately 50 mins later where GK000

is operating as a monostatic radar with the same oscillator configuration. The spectrograms

of the Trigate building throughout the data set used to generate the background spectrum are

shown in Figure 6.25. The noise suppression and removal of the spur are seen in Figure 6.25b.

However, the spurs at 30Hz and 60 Hz still remain. This is believed to be an anomalous effect

from the radar system that is not fully understood but since it is not a consistent feature in the

109



6.2. NOVEL URBAN BISTATIC PROCESSING 110

Figure 6.24: (a) Background noise level comparison at a selected high clutter region for Doppler
frequencies between -90 and 90 Hz. (b) Background noise power relative to carrier.

data set, this suggests why it would remain after phase corrections are applied.

This section now examines the effect of noise suppression on target detection. Part of the

radar measurements involved controlled drone flights where the DJI Inspire 2 was flown through

pre-determined waypoints while the radars recorded in a bistatic configuration. This section

examines the target spectrograms. Also, improvement in the detection performance using the

proposed phase synchronization scheme in comparison with standard processing is analysed.

A single CPI containing the drone target is processed into a range-Doppler plot via beam-

forming and FFT. The resultant range-Doppler plots for the original data and the phase corrected
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Figure 6.25: Spectrograms of the high clutter region (a) bistatic before corrections, (b) bistatic
after using MRPC, (c) monostatic.

data are shown in Figure 6.26. In each plot, the drone appears in range gate 13 at a Doppler

frequency of 58 Hz. After frequency correction, the clutter is now focused into the central

Doppler bin and therefore improving sub-clutter visibility. The same effect can be seen in some

of the moving targets. The time interval was chosen so that the drone target had a constant

velocity throughout the entire CPI as is seen in the drones GPS truth logs.

Figure 6.26: Range-Doppler plot of a 2 s CPI containing the drone target moving at a constant
velocity. (a) without phase corrections, (b) with phase corrections applied.

Only one out of the eight flights is shown here for a more detailed comparison. The

spectrograms of the drone target flying at an altitude of 80 m in the clockwise variant of the

Richmond scenario is shown in Figure 6.27, with a reduced CPI length of 0.5 s.

Since the drone has a relatively high RCS, it is already very prominent in the original bistatic
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Figure 6.27: Target Spectrogram of DJI Inspire 2 for an entire flight through using Richmond
scenario. (a) without phase corrections, (b) with phase corrections applied.

spectrogram but there are particular segments in the flight where the drone enters a cell with

high clutter power. In these regions, the clutter appears to spread out into adjacent Doppler bins

and raises the noise floor even in the far out frequencies. The effective SNR is then reduced at

these stages of the flight, potentially resulting in missed detections and breaking up of the track.

It is shown that after the MRPC method is applied, there is a significant reduction in the close

in phase noise resulting in a more well resolved spectrogram. Another observation is that the

drone micro-Doppler is also better defined in those regions which benefits the classification of

drones. The spur at 50 Hz is also seen to be removed. In Figure 6.28a, b a zoomed in version

of the spectrogram is shown along with the detections.

In Figure 6.28a the clutter is seen to be moving slightly, in the Doppler frequency dimension,

from one CPI to the next in an oscillatory fashion as a consequence of the oscillatory behaviour
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Figure 6.28: (a) Zoomed in target spectrograms with truth and detections without phase correc-
tions, (b) with MRPC applied, (c) Signal power and noise power comparison, (d) Comparison
of SNR measurement throughout the flight.

of the phase error. The MRPC method successfully stabilizes this and therefore, the velocity

error is reduced and the clutter is focused into the central Doppler bin. In addition to this,

the suppression of the spur as discussed previously is obvious in the spectrograms. In this

flight, the velocity of the drone in the first straight, is matching that of the spur, falling into the

same resolution cell and therefore, resulting in several consecutive missed detections. The spur

suppression results in ensuring consistent detection throughout the entirety of the straight.

The signal and noise power throughout the drone flight are analysed in Figure 6.28c where

the noise power is determined by the time averaged power in that particular range and Doppler

cell over a period of 2.5 minutes. Therefore the high noise power in particular regions of the

pre-correction data is due to a combination of the increased phase noise and the spurs in the

signal since the noise is calculated from historical data of the same cell. The comparison of

the SNR pre and post-correction is shown in Figure 6.28d. The suppression of the spur is

shown to have the most significant increase in the SNR which is most notable around timestep

200-240 where SNR is increased by up to 25 dB. Since this data is taken with a relatively short

CPI of 0.5 s, not much coherent integration loss (due to radar network phase incoherence) is

expected. This is consistent as the signal power is mostly unchanged. However, at timesteps
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130-150 the noise power change is due to the missed detections in the pre-corrected data, caused

by an insufficient SNR. Therefore a different range-Doppler-angle cell is chosen during these

timesteps in the pre-corrected data, so the difference in signal power here can be ignored. There

are a few periods where the reduction of the phase instability resulted in a significant increase in

SNR and only after applying phase corrections is the target clearly separated from the stationary

clutter. One is at timesteps 290-330 where the drone velocity is not matching the spur but the

noise in this region is successfully suppressed resulting in up to 8 dB increase in measured SNR.

The greatest improvement however is observed for targets with very slow range rate as is shown

in timesteps 0-35 where the target trajectory is almost perpendicular resulting in low Doppler

frequency. Here the suppression of the noise is much greater resulting in over 10 dB increase in

SNR.

Table 6.5: Comparison of the average SNR throughout each flight before and after applying the
phase corrections. F - Forward, R- Reverse

Flight Pre-correction Post-correction SNR
Description Avg scaled SNR [dB] Avg scaled SNR [dB] Gain [dB]
GK000, 100m, F 45.19 48.62 3.43
GK000, 100m, R 43.47 47.32 3.85
GK000, 80m, F 43.64 47.19 3.55
GK000, 80m, R 42.40 46.25 3.85
GK007, 100m, F 42.03 45.70 3.67
GK007, 100m, R 39.65 46.16 6.51
GK007, 80m, F 41.71 46.81 5.10
GK007, 80m, R 38.93 45.60 6.67
Average of flights 42.54 46.81 4.77

While the detailed plots are shown for this one particular flight, the quantitative results for

all 8 flights combined are shown in Table II where GK000 or GK007 indicates the node used as

the bistatic receiver and reverse indicates that the drone flew through the waypoints in reverse

order. Each of the flights uses the same CFAR parameters for consistency. For all 8 flights, an

improvement in the SNR is observed between 3 dB and 7 dB and when taking the average of

all flights the average SNR scaled to a constant range is 42.54 dB prior to phase corrections and

46.81 dB after corrections. Overall the results prove the effectiveness of cheap COTS oscillators
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used in unison with the proposed phase synchronization methods for a drastic performance

enhancement in networked radar systems.

This work shows that it is possible to synchronize staring radar networks using post-

processing and presents a novel method that is able to reach a level of phase noise suppression

matching what is achieved in the monostatic radar. Over a period of 140 s a phase synchroniza-

tion accuracy within 0.02 degrees has been achieved which is on the same order of magnitude

as measured from the monostatic radar. In cluttered urban environments the phase noise at 10

Hz offset has been demonstrated to be suppressed by 20 dB and the method has been used for

detecting a real target with observed enhancement of the SNR on a consistent basis. Overall

this method is proven to be a simple and low cost solution to achieving high levels of synchro-

nization for radar networks operating in the urban environment when paired with cheap low cost

GPSDOs. Future work can involve utilizing the full advantage of network systems where data

fusion concepts can realise the full potential of coherent multistatic network systems.

6.3 Discussion

The MRPC method completes the framework for a fully synchronized networked radar utilizing

the urban environment, the concept is seen in Figure 6.29. Time synchronization is achieved

using the range profile correlation method to align the range dimension using landmarks in the

line of sight (LOS). The frequency synchronization is achieved using a disciplined oscillator to

minimize the frequency offset and therefore the range drift.

These methods exploit the feature of multiple scatterers within the urban scene for measure-

ment of the PRI offset and for correcting phase errors on a pulse by pulse basis. Various benefits

can be seen with these methods, including that there is no requirement for a separate reference

channel or synchronization protocol. Also, a direct line of sight between the transmitter and

receiver in principle is not required if there are other features in the environment that can be

used as a replacement. In addition, with the use of cheap COTS oscillators with significant

phase noise, full phase coherence for maximum coherent integration gain of the bistatic radar is
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Figure 6.29: Concept for synchronization of a networked radar in an urban environment.

achieved up to a 60 s CPI.

There are some limitations however, as this is dependant on the urban scene. In more

rural environments or at sea, application of this method may be limited. For the range profile

correlation, significant landmarks in the data are used to align the data. If there are no substantial

clutter sources then it would continue to function as it can rely on other effects such as the

transition between thermal noise and the breakthrough signal. For a different transmitter -

receiver combination, a new RPR is required and this includes if the position of the radars

change. Therefore, the method assumes static radar systems and would not function optimally if

either of the radar nodes are moving. This is due to the change in the geometry and a new RPR

would need to be generated. The phase correction method is also reliant on multiple reference

sources, more sources is expected to result in better suppression of phase noise. A few other

limitations include that high frequency noise remains unsuppressed due to the synchronization

interval being fundamentally limited to the PRF, since it is a digital signal processing technique.

Also, it is assumed that each of the reference sources are pure, if there is a strong moving target

present in the same cell, this will be imprinted onto the phase error estimation. The use of

multiple sources can aid in averaging out the external effects such as these, but can be a problem

when there are very few reference sources and they are corrupted by targets in the region. This
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would result in additional frequencies being imprinted onto the entire data set; therefore, for a

full implementation, precautions need to be put in place to prevent this.

With this in mind, to improve the radar performance further and push through some of the

current limitations such as potential lack of reference targets or the synchronization interval

limitation, the only way to proceed is to improve the oscillators used in radar systems. The

implementation of higher quality, spectrally pure and stable oscillators are discussed in the next

chapter along with radar experiments.
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Chapter 7

Networked Radar: Synchronization Using

Ultra Stable Oscillators

This chapter describes the work undertaken throughout the duration of this thesis, considering

disciplined or stable oscillators for the synchronization of the L-Band staring radar network at

the University of Birmingham. The first section details the experiments with different GPSDOs,

which was performed in collaboration with researchers at University College London (UCL)

[30], who have developed the RadSync unit and was delivered to Birmingham for testing on

the radar network. The second section describes the work on using state of the art photonic

oscillators for radar synchronization and represents the current progress on the development of

the QER project. The use of a novel method utilizing microwave photonic and common mode

cavity distribution is described and characterized within the radar network. Finally, a reflection

on the current status, what is learned from this work and how it can be used to develop future

radar and sensor networks is discussed.

Since this chapter is focused on the use of stable oscillators, measurements of oscillator

instability are presented throughout. Additional details about each of the frequency instability

measurements and how they are performed are detailed in Appendix B. In addition, measure-

ments of the radar system using ultra-stable oscillators in the monostatic configuration are

presented in Appendix D.
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7.1 GNSS Disciplined Radar Systems

This section consists of work from the unpublished paper, currently in preparation at the moment

of writing, "Synchronization Performance of L-Band Staring Radar with Different GPSDOs".

This was a collaborative work with the radar sensing group at UCL where my role is in the data

collection, processing and analysis, using software developed in Chapter 6. The development

of the RadSync is the work of the UCL researchers and is detailed further in [30] [154]. This

section contains text and figures that are reused from the paper.

The aims of this work presented in this section are to successfully synchronize the L-band

staring radar network with the use of GPSDOs and to evaluate radar performance. The use of

different qualities of oscillator are also examined, where lower phase noise can be combined

with the GNSS reference.

Typical methods of synchronization include direct RF link synchronization schemes [171],

the use of the direct breakthrough signal [11] and white rabbit protocol [13]. However, more

common is the use of the existing global positioning systems (GPS) infrastructure by replacing

the radar local oscillator (LO) with GPSDOs. Other works in the literature have experimented

with this method as a means of radar network synchronization [30] [29] [172].

A GPSDO combines the short-term stability from high-quality oscillators, such as those of

low-phase noise oven-controlled oscillators (OCXOs), with the long-term stability of the GPS.

In general, OCXOs (among other oscillators) experience phase fluctuations and frequency drifts

due to environmental change and ageing processes [173]. To maintain accurate timing over long

periods, a frequency reference is required. For GPSDOs, this is provided by caesium clocks

based within the existing GPS infrastructure. A receiver is used to collect signals transmitted

from multiple satellites within the line of sight (LOS) to obtain common timing reference. Then

a control loop is able to compare the frequency error between the GPS signal and LO and steer

the frequency, enhancing the long-term stability in line with GPS.

This work, looks into which characteristics of GPSDOs are important to the performance of

a bistatic radar. Performance is measured in terms of synchronization accuracy and its ability to

perform drone surveillance in an urban environment.
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7.1.1 Oscillator-Radar Interface for GPSDO experiments

One of the GPSDOs utilized within this work is the Leo Bodnar GPSDO [161], which is a low-

cost commercial off-the-shelf (COTS) oscillator. The device, shown in Figure 7.1a, consists of

a temperature-controlled crystal oscillator (TCXO) and synthesizer for generating a wide range

of frequency outputs and a GPS receiver input to enable the frequency lock.

The RadSync [30] [154], shown in Figure 7.1b, contains the Thunderbolt-E [174] and

LNRCLOK [175] oscillators, which are shown in Figure 7.1c and Figure 7.1d respectively.

The Thunderbolt-E consists of an internal OCXO while the LNRCLOK consists of an internal

Rubidium based oscillator. Both of the internal oscillators have frequency tunability, such that

they can be steered to the reference GPS signal. The steering and monitoring is performed

within the RadSync, with more details shown in [30] [154]. Development of the RadSync was

performed entirely by the UCL researchers. At the moment of writing, the approximate price

per unit of the oscillators is £200, £1,000 and £7,500 for the Leo Bodnar, Thunderbolt-E and

the LNRCLOK respectively.

Figure 7.1: Photographs of the GPSDOs and timing equipment. (a) Leo Bodnar GPSDO, (b)
RadSync, (c) Trimble Thunderbolt-E, (d) LNRCLOK.
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One of each of the oscillator types is installed into each radar cabin for use within the

radar measurements. For this work the UCL RadSync system was installed at the University of

Birmingham radar testbed for three weeks. This section explains the radar-oscillator interface

as illustrated in the schematic in Figure 7.2.

An RF switch is included to allow for the selection of the LO input remotely. Since the output

frequency of the LNRCLOK and Thunderbolt-E are at 10 MHz, they are required to undergo

an upconversion to 𝑓𝐿𝑂 . This is achieved by a bespoke multiplier unit. Within the radome, the

signal is then conditioned into a square pulse before undergoing a second multiplication stage

to 𝑓𝑐 via the timing and waveform generation unit (TWG).

Figure 7.2: Schematic diagram of the oscillator to radar interface.

7.1.2 Oscillator Measurements

Timekeeping is crucial for the operation of the radar network and is fundamentally provided

by the LO. However, different oscillators may exhibit frequency fluctuations and drifts, causing

them to "tick" at different rates. Consequently, they will display different times at any given

moment. Each type of oscillator is measured in the lab for its PN, using a Rohde & Schwarz

FSPN [176].

The phase noise profile is measured at different stages of the RF chain, starting from the

oscillator standard 10 MHz output frequency as seen in Figure 7.3a. The exception is with
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the Leo Bodnar as it can directly output at 𝑓𝐿𝑂 , but it is included here for consistency. The

Leo Bodnar has significantly more, low-frequency phase noise than the other oscillators with

the LNRCLOK measuring more than 35 dB lower phase noise at 10 Hz offset frequency. The

Thunderbolt-E performs poorest of all the oscillators at the higher offset frequencies beyond

1 kHz offset frequency and the LNRCLOK outperforms all other oscillators at all measured

frequency offsets.

Figure 7.3: Phase noise measurements of the oscillators used within the radar experiments. (a)
Oscillator outputs – 10MHz, (b) After first frequency upconversion – 𝑓𝐿𝑂 (dotted line – predicted
phase noise), (c) After second frequency upconversion – 1.25GHz (dotted line – predicted phase
noise), (d) Calculation of expected phase noise after PRF aliasing.

There is an upconversion stage to 𝑓𝐿𝑂 via a bespoke multiplier unit, and the phase noise

is measured again in Figure 7.3b. The trends mentioned previously are maintained, but there

is inherent phase noise added via the frequency upconversion. This inherent phase noise from

upconversion is due to the increased sensitivity to phase fluctuations at higher frequencies for

the same amount of time error. The expected additive phase noise is shown in Equation 7.1

[25], where 𝑓1 and 𝑓2 are the frequencies before and after upconversion respectively. However,

the LNRCLOK gains an additional 4 dB of additive noise due to the multiplier unit.
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L𝑎𝑑𝑑𝑖𝑡𝑖𝑣𝑒 = 20𝑙𝑜𝑔10
𝑓2
𝑓1

(7.1)

A second upconversion stage occurs to 𝑓𝑐 via a phase-locked loop (PLL) and the measured

phase noise is seen in Figure 7.3c. At least a 25 dB increase in phase noise is observed due to the

increase in frequency. Also, the PLL synthesizer noise is contributing at the high frequencies,

further raising the noise floor of the LNRCLOK, adding up to 15 dB of additive noise. This

additive noise is contributed by both the buffer amplifier unit and the TWG PLL upconversion.

The pulse repetition frequency (PRF) of the radar sets a limit on the Nyquist limit and high-

frequency noise will contribute at the higher frequencies. The computed folded-over phase noise

due to aliasing from the 7.3 kHz PRF is shown in Figure 7.3d. Despite this, huge reductions in

phase noise are achievable at lower frequencies, less than 100 Hz although effects are reduced

at higher frequencies.

7.1.3 Experimental Setup

The L-band staring radars are configured in a bistatic configuration where one radar acts as a

monostatic node and the other as a receive-only node, in the same way as in the experiments

in Chapter 6. The radar data used within this work is exclusively from the receiver node of

the bistatic system, where the contribution from both LOs is considered. The bistatic data is

processed using the bistatic data corrections and range profile correlation methods discussed in

Chapter 6.2.1 [146]. However, the phase correction processing is not used, such that the network

is reliant on the disciplined oscillator network for maintaining synchronization. The bistatic data

corrections are applied to estimate the initial timing error present between the nodes such that it

can be corrected for throughout.

At any time, each radar contains the same type of GPSDO. At the end of a measurement,

the radars are switched off, and the oscillator configuration for both radars is changed by

reconfiguring an RF switch routed to the LO distributor before resuming the radar’s operation.

Each measurement consists of multiple controlled drone flights using the DJI Inspire, shown in
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Figure 7.4a. The drone is configured to follow a set of pre-determined waypoints for a repeatable

flight profile. The waypoints and track for the flight pattern used within the measurements are

shown in Figure 7.4b.

Figure 7.4: (a) DJI Inspire 3, target type used for controlled drone flights. (b) Flight path used
for the experiments (Google maps).

7.1.4 Results

Time Error

The phase/time error is measured by extracting the unwrapped phase profile from a high

SNR stationary target. The radars are operating at the same frequency and therefore, the direct

signal ideally appears at zero Doppler frequency. Phase error is measured as a deviation of the

LO in the remote node from that in the local node.

The short-term phase accumulated from the different LO configurations is shown in Figure

7.5a, where there is a visible difference between the behaviour of the LOs. The Leo Bodnar LOs

exhibit oscillatory behaviour on the order of a second, suggesting the frequency is oscillating

around the setpoint. Whereas LNRCLOK exhibits less frequent corrections of its frequency

resulting in a smooth phase profile throughout a typical coherent processing interval (CPI). For

the Thunderbolt-E, each of the frequency changes due to the steering mechanism of the GPSDO

are seen.
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Figure 7.5: Phase error measured via bistatic direct breakthrough signal for different oscillator
configurations. (a) Sub-CPI phase errors, (b) Long term phase errors.

Since it is important to retain time synchronization over longer periods of time, if there is no

external synchronization mechanism, then it is reliant on retaining minimal phase error between

the LOs. The long-term phase accumulation over 30 minutes is shown in Figure 7.5b. Since

all are GPSDOs, relying on the same reference, each drifts by the same order of magnitude.

The maximum phase error accumulated during the 30-minute interval is 3400, 4000 and 6100

degrees respectively for the Leo Bodnar, LNRCLOK and Thun-E. This corresponds to a timing

error of 7.6, 8.8 and 13.5 ns respectively. For perspective, a timing error of 10 ns results in a

bistatic range error of 3 m. Although this is sufficient for this radar system, it is not the case for

high resolution radar networks depending on high precision target location.

SSB Phase PSD

Using the unwrapped phase data, the single sideband (SSB) Phase power spectral density

(PSD) is calculated for each LO configuration and shown in Figure 7.6. Within a monostatic

radar, self-phase noise cancellation can occur, but here, no suppression of phase noise is evident

since both radars contain independent GPSDOs. There are resemblances between the phase

PSD and the phase noise estimated after aliasing (Figure 7.3d), indicating this can be a reliable

method for estimating radar phase noise in pulsed radar systems.

Background Noise Measurement

The background noise level of the radar ideally represents the thermal noise limit of the

receiver. However, oscillator phase noise results in a lifted noise floor, potentially reducing
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Figure 7.6: Comparison of SSD Phase PSD for each oscillator configuration.

the sensitivity of the radar. The extent to which the noise floor is raised depends on several

factors, including LO phase noise, additive noise in the system, and environmental properties

such as stationary clutter power. This is more pronounced in the urban environment where

large structures produce significant clutter returns. In this section, the background noise floor is

compared between the different LO configurations in the same selected high clutter region.

The background noise level is calculated as the average power in each frequency bin within

a 3-minute period. This enables a reduction in the fluctuation of the noise as well as averaging

down of moving targets that may influence the result. The computed background noise floor

for each LO is seen in Figure 7.7. The measurements were taken from the location of a single

dominant static clutter which was a multistory building located beyond 3 km.

For this measurement, a CPI of 2 s is used to improve the Doppler resolution and to observe

phase noise effects at low Doppler frequencies. For the reference target used, the ratio between

the signal power and the thermal noise floor is measured to be 103 dB on average with a variation

of less than 1.5 dB between different GPSDOs. Therefore, the radar is phase noise limited for all

measured Fourier frequencies in this resolution cell. As expected, the background level is much

higher in the Leo Bodnar configuration, showing a 16.8 dB and 25.9 dB increase in noise over

the Thunderbolt-E and LNRCLOK respectively at 10 Hz frequency offset. The noise floor of the

LNRCLOK is the lowest throughout with almost 10 dB lower noise than the Thunderbolt-E at all

frequencies, because of the higher quality oscillator. Spurious tones are seen in the oscillators
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Figure 7.7: Background noise measurement comparison using the Trigate building resolution
cell.

but are more prominent in the Leo Bodnar at frequencies of 30 Hz and with a power level as

high as -50 dBc at 52 Hz.

Target Measurements

This section focuses on the controlled drone measurement and the impact of oscillator

stability on detectability. One flight is selected for each of the LO configurations where all the

flight properties (altitude, flight path, velocity) remain unchanged. A spectrogram is generated

for each flight, for a CPI of 2 s, and these are seen in Figure 7.8.

The first spectrogram, in Figure 7.8 shows the Leo Bodnar LO configuration. When the flight

is entering high clutter regions, in this case, there is a strong return at zero Doppler frequency

due to a large building. The clutter is seen to spread out significantly and raise the noise around

the target. This is most significant in frame numbers 140-200. At the start of the flight, when

drone velocity is relatively low, the target is almost masked within the broadened clutter. The

52 Hz spurious tone is visible throughout the flight, harming detectability for targets moving

at the same velocity. Unfortunately, the drone target occasionally moves within this cell for a

sustained time.

For the Thunderbolt-E flight seen in Figure 7.8b, clutter spread is not as significant and
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Figure 7.8: Target spectrograms for the Inspire DJI for different oscillator configurations. (a)
Leo Bodnar GPSDO, (b) Thunderbolt-E, (c) LNRCLOK.

although there is still a raised noise floor in the strong clutter regions, the effect at low Doppler

frequency offsets is much reduced.

However, phase noise effects are barely observed in the LNRCLOK spectrogram in Figure

7.8c, with the target being more clearly distinguishable.

Vertical lines are visible in the data at frame 100 and frame 380 in the Thunderbolt-E and

LNRCLOK data respectively and this is due to an artefact in the radar and not considered as

part of the analysis.

The signal-to-noise ratio (SNR) is measured using a shorter CPI of 0.5s. The target power is
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measured as the power value from the maximum range-beam-Doppler cell after detection and the

noise power is the average value from the same cell over the previous 3-minute interval as defined

by the SBM in Chapter 5.3.4. This approach enables phase noise effects to be accounted for

in the measurement while minimizing the influence of other targets on the noise measurement.

The SNR measured throughout the flights is shown in Figure 7.9, with the high clutter regions

highlighted.

Figure 7.9: SNR measurement of the Inspire DIJ throughout the flight for each oscillator
configuration.

Near the start of the flight, where velocity is low, there are up to 20 dB differences in the

SNR of the drone. In the phase noise-limited regions there is also a separation of SNR values

with LNRCLOK being the highest, followed by Thunderbolt-E and then by Leo Bodnar. For

other regions, SNR is mostly independent of LO in thermal noise-limited regions as the coherent

integration loss due to sub-CPI phase fluctuations is not significant.

7.1.5 Conclusion

Different types of GPSDOs were compared and although they all have the same reference, the

oscillator is of varying quality and the steering mechanisms are different. The primary observa-

tions in this study focused on the short-term stability and phase noise of the internal oscillator.
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This has been found to have a significant effect for slow moving targets with improvements in

SNR of up to 20 dB when using a different LO configuration. The long-term stability effects

are measured via timing error and a similar level of timing error is seen in each of the different

GPSDOs. Long term stability may be able to be improved to come extent. But the choice of

GPSDO design is mostly determined by the internal oscillator. The phase noise here is limited

by the upconversion from 10 MHz to 62.5 MHz. To achieve optimum performance the consid-

eration of the oscillator that provides the lowest phase noise at the radars operating frequency

should be employed.

7.2 Fully Synchronized Staring Radar Network with Microwave

Photonics

This section is made up of work from the unpublished paper, currently in preparation at the

moment of writing "Precision Synchronization of Networked Radar using an Optical Clock

Laser." I was involved in the conceptualization, experimental setup and the data collection. My

role in the development of the HARPO was advisory. Also, I completed the data processing and

analysis. This section contains text and figures that are reused from the paper.

Microwave photonics oscillators can provide substantial benefits to radar systems due to their

superior phase noise properties. In this section, ultra-stable microwaves generated from high

finesse F-P cavities and using the optical frequency division method, are used to synchronize

an L-band staring radar network. The F-P cavity is undisciplined but this is overcome with the

use of a common mode MWP configuration and is the first of its kind to be demonstrated in

a real radar system. Fibre phase noise stabilization is utilised for dissemination of the light to

remote radar nodes without degrading the stability of the oscillator. Synchronization accuracy

of 14 ps is achieved over the period of an hour while relying solely on the oscillator and the

fibre link. The radar noise floor and coherent processing performance are shown to be improved

compared to a standard GPSDO and what can be achieved using alternative methods. The

bistatic MWP common mode configuration was successfully used to detect drone targets in
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an urban environment and demonstrating higher SNR and PD that the standard GPSDO and

reaching the radars limit in terms of sensitivity and short term synchronization accuracy. This

method provides a means for high-performance synchronization of ground-based, stationary

networked radar systems.

Common methods of synchronization include using the direct breakthrough signal as a

trigger point, but this fails when the direct signal is obstructed [11]. Global positioning system

(GPS) disciplined oscillator (GPSDO) pulse per second (PPS) generation is also used, but is

prone to global navigation satellite system (GNSS) denial or spoofing [154] [177].

Limitations involved with RF synchronization schemes can be overcome by moving the

optical domain. This provides benefits such as higher precision, low attenuation for long-distance

communication links and immunity to electro-magnetic field (EMF) interference. Common

optical-based approaches include white rabbit protocol [13], electronic stabilization (ELSTAB)

[178] and in-fibre two-way time and frequency transfer (TWTFT) [179] achieving stability levels

of 10−12, 10−13 and 10−17 respectively, in terms of short term stability. Although, TWTFT is

currently limited to distances in the order of 10 km.

The technique in this section leverages various recent technologies such as Fabry-Perot (F-P)

cavity-stabilized lasers, PN stabilized fibre links and optical frequency combs, providing the

potential to synchronize systems to below 10−18 level over longer distances. Also, this method

is able to provide lower phase noise than RF based oscillators, which would not be the case for

the other optical synchronization schemes as they are only for providing timing synchronization.

F-P cavities provide the capability to stabilize lasers to a high degree. Two mirrors are

fixed in place by a substrate such that light resonates within the cavity at particular frequencies

corresponding to integer wavelengths. The high vacuum interior, vibration isolation, highly

reflecting mirrors, low thermal expansion coefficient substrates and other environmental controls

provide the current record of short-term stability for oscillators. Such examples are the 48.5 cm

ultra-low expansion (ULE) glass cavity by the National Physical Laboratory (NPL) [71], and the

cryogenic silicon cavity by Physikalisch-Technische Bundesanstalt (PTB) [79], both providing

sub 10−16 fractional frequency stability. The remaining issue is that independent cavities may
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have different resonant frequency modes and undergo different environmental perturbations,

especially if they are located remotely. This results in frequency offsets and uncorrelated

noise. To overcome this, a common-mode scheme is devised which provides a common optical

reference to multiple radar nodes.

The current widespread optical fibre infrastructure provides a possibility to send light over

long distances with low attenuation of 0.2 dB/km at 1550 nm [85]. However, effects of PN are

induced due to path length fluctuations caused by thermal expansion, thermo optic effect and

pressure perturbations [87]. A method was devised in [84], for active cancellation of PN in fibre

links. This method has been proven to provide optical frequency dissemination to accuracies on

the 19th decimal place and beyond, over distances of the order of 1000 km [95].

With the use of F-P cavities and stabilized fibre links, coherent optical sources at remote

locations becomes possible. For the use in a radar system, the challenge of converting between

the optical and microwave domain is overcome with the development of optical frequency combs

[103] and microwave photonics generation [128]. The lowest PN microwave signals have been

demonstrated using the optical frequency division (OFD) method [127] [132], where a mode-

locked laser is locked to an F-P cavity stabilized laser. The coherent modes within the comb

spectrum can then be detected on a photodiode and the rejection of common noise between

adjacent modes along with the huge division factor obtained from transferring from optical

to microwave domain, results in ultra-low PN signals. The OFD method is found to produce

microwaves that are phase coherent with the source up to zeptosecond levels in laboratory

conditions [131].

This technique allows for high spectral purity oscillators, beyond what is achievable with

RF synthesizers as well as record levels of synchronization. In this section, we use all of these

techniques to generate a common time scale between radar nodes with 10 picosecond level

synchronization. This demonstrates the use of this method of local oscillator generation in a

radar network for the first time.

The use of photonics in radar is an area developing much interest [128] [139] since the first

demonstration of a fully photonic-based radar system [140]. So far, photonic based radars have
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not been focused on the area of ultra-low phase noise but rather some of the other benefits to

using optical signals. One such example within the same system [141], demonstrates a photonics

based transceiver operating on both the S and X bands, transmitting pulses sequentially. The

radar utilizes a mode locked laser, with modes located at the two bands to ensure both are

coherent to each other, allowing for more effective fusion of the data. The use of phase noise

stabilized links has also been explored in [28] for dissemination of an H-maser reference to radar

nodes in different cities.

7.2.1 Fibre Phase Noise Stabilization

The technique of using phase noise stabilized fibre links for dissemination of optical references

was introduced in chapter 3.4. Perturbations in the path length of the light travelling through the

fibre cause additional phase noise contributions. It is a requirement for the QER project to be

able to distribute light from one node of the network to another, whether it is a cavity stabilized

laser or a clock signal. Within the entire scope of the optical clock and radar network, there

may be multiple areas where phase noise stabilized links are needed and they may have different

requirements, such as fibre length, operating wavelength, required frequency stability, etc. In

this section the development of an in house fibre phase noise stabilization system is presented.

The phase noise cancellation system developed within this chapter is purposed for sending

ultra stable lasers from one lab to another within the Alkaline research labs in the University

of Birmingham. Also, it will act as a prototype for use in the various other phase noise

stabilization systems needed in the project. In terms of the frequency stability requirements, the

additive noise of the link must be lower than the instability of the laser source that is intended

to be disseminated. The setup will differ from the generic block diagram previously shown in

figure 3.8. For example, the length of this link is on the order of 100 m and therefore, optical

amplification should not be required. Also, wavelength specific PM optical fibres were installed

between the labs with FC-APC connectors. Therefore, back reflections at intermediate interfaces

are minimised and the second AOM at the user end is also not expected to be required. With

strontium clocks in mind, the clock laser and second stage cooling lasers are at wavelengths of
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698 nm and 689 nm respectively and therefore, are the operating wavelengths of the system.

The local and remote nodes are made out of free space optical components as they are cheaper

to obtain at the wavelengths involved, compared to fibre coupled components.

For the description of the system, the phase noise stabilization will be split into 3 parts, the

local optical branch, PLL electronics and remote optical board. The local optical branch along

with PLL electronics are located on the input side, from where the ultra stable laser is transmitted

from. The remote optical board is setup on a small, transportable optical breadboard such that

it can be placed close to the user or near the local branch for testing purposes. For testing of the

setup, 689 nm light was used from a F-P cavity stabilized laser system.

Local Optical Branch

The schematic diagram for the local optical branch and fibre link, as well as a photograph of

the respective components are shown in Figure 7.10.

Figure 7.10: Local optical branch of the phase noise stabilization setup. (a) Schematic diagram,
(b) Photograph of the setup. PLL - Phase locked loop, PD - Photodetector, AOM - Acoustic
optical modulator, RRF - Retro-reflector fibre.

Firstly the fibre coupler / collimator sends the 689nm light into the setup. The half wave plate

(𝜆/2) and the polarization beam splitter (PBS) is used to split the light based on its polarization

into both legs of the interferometer. The shorter leg is reflected from the PBS, reflected from

the mirror and double passed through the quarter wave plate (𝜆/4), such that it is transmitted
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back through the PBS and aligned onto PD1. The longer leg of the interferometer, with a

higher fraction of the optical power is sent into the acoustic optical modulator (AOM) which is

optimised for producing the first order with a 100 MHz frequency shift. The frequency shifted

light is then coupled into the PM fibre link and after propagating through the fibre a part of the

light is reflected back through the same path while the remaining light is sent to the user. The

back reflected light is passed backwards through the same fibre towards the local optical branch.

It is then double passed through the quarter wave plate and the AOM such that the light with

a 200 MHz frequency shift can be reflected by the PBS and aligned onto PD1. The 200 MHz

frequency shift on the reflection beam allows the beat note to be obtained on PD1 between the

two merged beams. The beatnote is crucial for the phase noise stabilization to function as it

contains the information about the phase noise added via the fibre link.

PLL Electronics

The next stage is the PLL electronics where the schematic diagram and photographs are

shown in Figure 7.11. The purpose is to extract the phase information from the 200 MHz

beatnote and generate the correction signal to the actuator, which is the AOM.

Figure 7.11: PLL electronics portion of the phase noise stabilization setup. (a) Schematic
diagram, (b) Photograph of the setup. HPF - High pass filter, LPF - Low pass filter, VCXO -
Voltage controlled crystal oscillator, CPL - RF Coupler.

The 200 MHz beatnote output from PD1 is of low power and must be conditioned. Therefore

a series of high pass and low pass filters with 200 MHz in the passband as well as two RF

amplifiers are required to bring the signal level above -10 dBm and attenuating the out of band
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noise. An RF coupler is then used to monitor the beatnote on a spectrum analyser. The fibre

noise component is extracted by mixing the beatnote with a 200 MHz reference signal. This is

provided by a function generator which is referenced to a H-maser. The different frequency is

filtered out using a low pass filter with a cut off frequency of 1 MHz resulting in an error signal.

The error signal is input into a Newport LB1005 servo controller which acts as a P-I circuit. The

PI parameters were optimized for phase noise suppression and are shown in table 7.1 The AOM

input is steered using an ABLNO voltage controlled crystal oscillator (VCXO) with a central

frequency of 100 MHz and tuning range of approximately 5 kHz. The 100 MHz VCXO output

is then amplified and used to drive the AOM.

Parameter Value
PI Corner 10 kHz

LFGL Off
Overall Gain 650

LF Gain 20 dB
Output limits -3.3 - +3.3 V

Table 7.1: Parameter values for the phase noise stabilization P-I controller.

Remote Optical Board

Finally the optical components on the remote end are introduced. The design choice is a

small, transportable optical breadboard, such that it can be bolted onto an optical table as close

to the user as possible to ensure rigid and stable operation. This enables the vibration isolation

of the optical components as well as minimizing noise due to out of loop fibre on the user

side. The schematic diagram for the entire phase noise stabilization setup, including the remote

optical board, is shown in Figure 7.12. Alternatively, the remote optical board can be replaced

with a retro-reflecting fibre but this was not available at the time for the desired wavelength.

The remote optical board consists of a simple configuration for reflecting part of the light

back into the input fibre. This is achieved using a quarter wave plate and PBS such that part of

the light is reflected from the PBS and the user signal is transmitted.

To measure the performance of the fibre phase noise stabilization, the beatnotes are compared

for both in-loop and out of loop cases. The 200 MHz output from PD1 is shown in Figure 7.13.

There is a visible reduction of the noise when the feedback loop is switched on with up to 20 dB
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Figure 7.12: Remote optical board used for the link stability measurement. (a) Full schematic
diagram, (b) Photograph of the remote board.

suppression of the noise.

Figure 7.13: Spectrum of PD1 output with and without the stabilization loop enabled.

This work demonstrates the setup for an active phase noise stabilized fibre link. This

prototype can be used for sending the clock laser from the High Spec Lab (HSL) (where most

of the F-P cavities are located) to the clock lab, in which the strontium clock is being developed.

The free space optical configuration allows for a high level of control. However, for the radar

to radar link, it would not be practical to build the system on an optical bench and therefore

a fibre based version is used. A optical configuration, but with fibre coupled components is
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made by Jithin Kannanthara and Gwynfor Donlan for the wavelengths of 1397 nm and 1542

nm to be used within the quantum enabled radar project and is termed HARPO. The 1542 nm

HARPO is used within the following work using the MWP common mode configuration for

radar synchronization.

7.2.2 Radar Experiential Configuration

This section consists of the configuration of the MWP oscillators and how they are implemented

into the staring radar network.

An RF switch containing multiple inputs corresponding to the various oscillators is inserted

in the RF interface. Followed by signal conditioning steps to ensure the signal is consistent

with the local oscillator specifications. The oscillators considered are GPSDOs, oven controlled

crystal oscillators (OCXO) and MWP oscillators (MWPO). The conventional oscillators used

are all commercial off-the-shelf (COTS) while the photonic oscillator configuration is described.

The MWPO is made up of 3 main parts, the F-P optical cavity, frequency comb stability

transfer and the photonic-microwave generation, all of which are illustrated in Figure 7.17.

The laser diode (LD) at an operating wavelength of 1542 nm is locked to a cubic F-P optical

cavity [75] using a 5 cm ULE spacer and a reported benchmark stability of 5 x 10−15 [138]. This

acts as the master oscillator for the radar network and the intention is to distribute to both radar

systems and down-convert to 𝑓𝐿𝑂 with minimal additive noise. The cavity is located within the

transmitter radar cabin and is routed to the OFC using a short polarization maintaining (PM)

optical fibre.

A photograph of the F-P Cavity system within the UMS is shown in Figure 7.14a. The cavity

along with the PDH optics are contained within the thermal isolation enclosure and is placed

upon a vibration isolation platform to counteract radar cabin movements. The reflection signal

after enabling the PDH locking loop is shown on a spectrum analyser in Figure 7.14b. This has

been optimized for a maximum locking bandwidth of 1 MHz and the PID parameters are shown

in table 7.2. For free running operation there is an identical system within the receiver node

cabin with similar locking bandwidth and parameters.
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Figure 7.14: (a) Photograph of the ORS atop the vibrational stabilization platform. (b) Reflection
signal spectrum when the PDH lock is enabled.

Parameter Value
Slow integrator gain 45 dB

Slow integrator corner frequency 16 kHz
Fast integrator gain 15 dB

Fast integrator corner frequency 150 kHz
Differential corner frequency 250 kHz

Proportional gain 800
Overall gain 0.7 V

Table 7.2: Parameter values for the PID loop for the PDH lock.

The OFC used within the experiment is a MENLO Smartcomb and is used for the stability

transfer from the optical to the microwave domain. The carrier envelope offset (CEO) is

stabilized via f-2f self-referencing while the repetition rate is stabilized to 125 MHz via the F-P

cavity.

The beatnote for the CEO frequency lock and the optical CW-Comb beatnote are both shown

in Figure 7.15 when both locks are enabled in blue and red respectively. To ensure accuracy in

the locking frequencies at both nodes, a 10 MHz Leo Bodnar GPSDO is used as the external

frequency reference and is distributed to the both electronics modules for the CEO and Repetition

rate locks. The CEO frequency is locked to the 10 MHz reference. For the repetition rate lock,

the CW laser acts as an anchor point, such that the beatnote between the CW laser and the

nearest mode of the OFC are locked to a defined frequency. In this case, the locking point for

the CW beatnote is approximately 38 MHz. This frequency is tuned such that the repetition rate

is measured to be exactly 125 MHz.
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Figure 7.15: Spectrum of PD outputs for the CEO stabilization (blue, top side) and the repetition
rate stabilized to the ORS (red, bottom side).

Since the F-P cavity has a slow linear frequency drift, this can cause the resulting repetition

rate to also have a slow repetition rate drift when it is locked to the CW source. To counter

the effect of the cavity drift, the direction and drift rate of the ORS are measured, and for this

system is measured to be approximately 37 mHz/s. The locking frequency for the CW beat is

also de-drifted at the same rate to minimize offsets in the repetition rate over longer time periods.

For the free running configuration, the drift rate of the ORS for the other radar is also measured

and is actively de-drifted within the repetition rate lock. The drift rate for OFC-2 is measured to

be 23 mHz/s. The parameters for locking the OFC are pre optimized by MENLO Systems for

use with the 1542 nm ORS and are shown in table 7.3.

Repetition rate multiplication is performed using a 4-stage Mach-Zender interferometer

(MZM) as described in [138], resulting in a 2 GHz mode spacing. The repetition rate of

the comb is extracted via a PD and the 5th harmonic at 10 GHz is filtered out. This is then

downconverted down to 1.25 GHz using electronic frequency dividers. All the equipment from

the F-P cavity to the 1.25 GHz output is contained within the MENLO ultrastable microwave
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Parameter Value
Repetition rate integrator 1 cut off frequency 56 kHz
Repetition rate integrator 2 cut off frequency 4.6 kHz

Repetition rate differentiator cut off frequency 491 kHz
Repetition rate proportional gain -10 dB

CEO integrator 1 cut off frequency 56 kHz
CEO integrator 2 cut off frequency 7.4 kHz

CEO proportional gain -8 dB

Table 7.3: Parameter values for the OFC stabilization PID loops.

system (UMS). The frequency is further divided down with an external electronic frequency

divider, resulting in a low PN signal at 𝑓𝐿𝑂 and is then used as an external LO for the transmitter

node.

The phase noise of the signal throughout the MWP chain, starting from the optical signal to

the LO is shown in Figure 7.16. The phase noise of the beatnote between the ORS and another

higher stability F-P cavity is shown in Figure 7.16a. The phase noise is then significantly reduced

after OFD. There are some variations between the theoretical downconverted PN and the actual

phase noise of the 10 GHz microwave signal. Figure 7.16b shows there is little reduction in PN

after the first downconversion stage to 1.25 GHz, however this is still better than what can be

expected in RF synthesized signals at 1.25 GHz. The second downconversion, from 1.25 GHz

to 62.5 MHz, performed externally to the UMS is shown in Figure 7.16c. The PN is reduced

significantly by up to 20 dB but still contains additive noise from the theoretical limit.

The LO is upconverted to the 𝑓𝑐 internally within the radar system via a PLL and the phase

noise is shown in Figure 7.16d. The 1.25 GHz upconverted signal undergoes a fundamen-

tal increase in phase noise but also there is significant additive phase noise due to the PLL

synthesiser. The 1.25 GHz direct signal is also compared, showing the potential phase noise

improvement that could be achieved if the radar architecture would allow for directly providing

a 1.25 GHz signal from an external source. The PLL upconversion in general is understood to

be a bottleneck for achieving the lowest PN signals possible but modification or designing of a

new radar system is not addressed within this work. This aspect is discussed in more detail in

Chapter 7.4.
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Figure 7.16: Phase noise measurements of the MWP chain. PN contributions from (a) Optical
to microwave at 10 GHz, (b) 10 GHz division to 1.25 GHz, (c) 1.25 GHz division to 62.5 MHz,
(d) PLL upconversion to 1.25 GHz.

For the MWP free-running bistatic radar experiments, a second identical configuration is

used within the receiver radar cabin, providing the second local oscillator signal. The schematic

diagram is shown in Figure 7.17. Although the signals have exceptionally low PN properties,

the long-term stability and accuracy of the oscillator frequency are not sufficient for coherent

network radar operation without additional frequency synchronization. The nominal frequency

of lasers stabilized to independent F-P cavities are not likely to be identical, providing an initial

frequency offset. Also, the effects of cavity ageing and environmental disturbances can cause

slow frequency drifts in the output frequencies and fluctuations that are not correlated between

the two oscillators.

However, for common-mode MWP operation, the principle is to use a single master cavity to

reference both radar systems. In this way, any drifts or fluctuations are correlated, provided there

is low noise dissemination of the light to the different nodes. This is obtained using an in-house

active fibre PN stabilization system, termed ‘HARPO’. The HARPO consists of all fibre based

components for the active cancellation of the phase fluctuations arising from the dissemination of
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Figure 7.17: Schematic diagram for the bistatic radar using MWP free-runnung configuration.
OFC - Optical frequency comb, LD - Laser diode.

the 1542 nm signal from the master cavity. The HARPO is an independent system from the one

introduced in Chapter 7.3.1. The schematic diagram for the MWP common-mode configuration

is shown in Figure 7.18.

The HARPO is placed at close proximity to the master cavity in the transmitter radar cabin,

and the optical signal that reaches the HARPO via a short single mode fibre is stabilised with

the help of an 100 MHz acoustic optical modulator (AOM), and proportional integral derivative

(PID) controller in conjugation with a direct digital synthesizer (DDS) acting as a PLL. The

HARPO setup contains similarities to the one mentioned in Chapter 7.3.1 , in terms of its design,

but the PBS is replaced with a circulator and fibre splitters among other changes.

When using the HARPO there is the frequency shift of 100 MHz due to the AOM which

must be accounted for when locking both OFCs. This scheme used to compensate for the AOM

offset is shown in Figure 7.19. The variables that can be changed are the 𝑓𝐶𝑊 locking frequency,

𝑓𝐶𝑊 sign, 𝑓𝐶𝐸𝑂 sign, and mode number. It was found that repetition rate locking performance

is adequate when the locking point is between 20 MHz and 48 MHz. Another condition is that

the repetition rate must be calibrated to 125 MHz for accurate RF outputs from the microwave

generation. Therefore, the nearest mode must be locked at a particular position, relative to the
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Figure 7.18: Schematic diagram for the bistatic radar using MWP common-mode configuration.
OFC - Optical frequency comb, LD - Laser diode, PD - Photodetector, AOM - Acoustic optic
modulator, RRF - Retro-reflector fibre.

ORS. One solution that meets both criteria is found by locking the ORS on opposite sides of the

same comb mode within each of the radar cabins and using alternating CEO beat signs.

In the transmitter node, 𝑓𝐶𝐸𝑂 is locked with negative polarity and 𝑓𝐶𝑊 is locked at -38 MHz

to the nearest comb mode to obtain a repetition rate at 125 MHz. Within the receiver node, to

satisfy the range of optimal locking frequencies after a 100 MHz frequency shift, 𝑓𝐶𝐸𝑂 has its

polarity reversed. In this way, the correct value for 𝑓𝐶𝑊 , to allow for coherent comb operation

is satisfied by equation 7.2. Where 𝑓𝐶𝑊−𝑂𝑅𝑆1 and 𝑓𝐶𝑊−𝑂𝑅𝑆2 are the CW locking frequencies

within OFC-1 and OFC-2 respectively. Therefore, 𝑓𝐶𝑊 in OFC-2 is locked at +42 MHz. Using

this scheme, since the noise on both CW optical references are correlated due to the HARPO,

the resultant repetition rate fluctuations should also be correlated.

𝑓𝐴𝑂𝑀 = 𝑓𝐶𝑊−𝑂𝑅𝑆2 − 𝑓𝐶𝑊−𝑂𝑅𝑆1 + 2| 𝑓𝐶𝐸𝑂 | (7.2)

As with the free running configuration, the de-drift of the repetition rate is applied to

counteract the drift of the ORS. However, since the drift is now common on both nodes, the

same absolute value of the de-drift frequency is used. However, due to the opposite polarity of

𝑓𝐶𝑊 , the sign of the de-drift is reversed in order to meet the criteria of equation 7.2. The locking
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Figure 7.19: Diagram showing the OFC locking scheme for the MWP common-mode configu-
ration.

parameters of the two OFCs for the common mode configuration is shown in table 7.4.

Parameter Value
(OFC-1) 𝑓𝐶𝑊 -38 MHz
(OFC-1) 𝑓𝐶𝐸𝑂 -10 MHz

(OFC-1) mode number n 1555199
(OFC-1) CW de-drift +0.037 Hz/s

(OFC-2) 𝑓𝐶𝑊 +42 MHz
(OFC-2) 𝑓𝐶𝐸𝑂 +10 MHz

(OFC-2) mode number n 1555199
(OFC-2) CW de-drift -0.037 Hz/s

Table 7.4: OFC locking parameters for the MWP common-mode configuration.

The MWP common mode configuration has been described, in this section the radar interface

and setup for radar measurements are introduced. The overview of the L-band staring radar

infrastructure is shown in Figure 7.20. For this experiment, a dark link consisting of single-mode

telecommunication fibre is installed, connecting the two radar cabins. The fibre link is routed

within the campus network and the total path length spans approximately 2 km. Both radar

cabins also consist of the UMS to produce photonic microwaves but during the common-mode
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experiment, the F-P cavity in the receiver node is disconnected. The HARPO is installed in the

transmitter node to disseminate the ultra-stable light to the receiver node via the fibre link.

Figure 7.20: Overview of the L-band staring radar network setup for MWPO measurements and
the phase noise stabilized fibre link (Google maps).

In these experiments, the same bistatic radar configuration is used, along with the same

target type and scenario. Controlled drone measurements are performed with all oscillators

while the background noise measurements during the night hours are performed with the MWP

and GPSDO. Each of the datasets used for the respective oscillator configurations are shown in

table 7.5.

The GPSDO and MWP common-mode configurations are considered to be disciplined

configurations, suitable for a networked radar. Other un-disciplined configurations where there

may be a frequency offset are calibrated to the nominal frequency before the trial. For the case of

MWP free running, the repetition rate of each of the OFCs are manually tuned on the frequency

counter to 125 MHz before starting the radar measurements using a Leo Bodnar GPSDO which

is reconfigured to output at 10MHz.

Additional oscillator configurations that are considered along with the respective data sets

are also listed:

Rakon OCXO - High spec OCXO at 10 MHz, upconverted to 𝑓𝐿𝑂 using the multiplier mentioned

in Chapter 7.2.1. Background data measurements taken from 2024-03-06 measurements and

controlled drone trials from 2024-03-11. Since this is an un-disciplined oscillator, the pre
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calibration was performed in the lab by measuring the frequency against a H-Maser reference.

Then, the frequency is tuned for both Rakon OCXOs such that they are as close to the nominal

frequency and each other as possible before installing them in the radar. There is expected to be

a small frequency offset due to the uncorrelated drift and additional warm up of the oscillators

after installation.

LNRCLOK - LNRCLOK GPSDO used for comparisons. Controlled drone trial data recorded

from the 2023-11-15 measurements. Measurement setup described in Chapter 7.2.

Thunderbolt-E - Thunderbolt-E GPSDO used for comparisons. Controlled drone trial data

recorded from the 2023-11-15 measurements. Measurement setup described in Chapter 7.2.

PLO locked to GPS - In house version of a low phase noise OCXO locked to GPS. The Leo

Bodnar GPSDO is used to reference the PLO.

Oscillator Background Noise Controlled Drone
Data Measurements Data

Leo Bodnar GPSDO 2024-03-27 2023-10-12
LNRCLOK GPSDO N/A 2023-11-15

Thunderbolt-E GPSDO N/A 2023-11-15
PLO Locked to GPS N/A 2024-03-11

Rakon OCXO 2024-03-06 2024-03-11
MWP Free Running 2024-03-06 2024-03-11

MWP Common-mode 2024-03-27 2024-05-01
MWP Common-mode (No HARPO) N/A 2024-05-01

Table 7.5: Datasets used for the radar oscillator measurements.

7.2.3 Oscillator Frequency Stability Characterization

Within the radar system, the LO is distributed to various subsystems such as the ADC, transmitter

and receiver. For generating the transmitter and receiver signals the LO is upconverted to the

required frequencies using PLLs internal to the radar system.

The premise of this method relies on phase-coherent frequency comb operation and in this

method, the frequency stability of the various oscillators and configurations is characterised.

Frequency stability of various oscillators. The oscillators include, the low phase noise Rakon

OCXO, the Leo Bodnar GPSDO, MWP free-running and MWP common-mode. These are
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characterised in terms of PN, in units of dBc/Hz, which gives an idea as to the background noise

levels achievable in the radar system in the presence of significant clutter [9]. Another figure of

merit is the modified Allan deviation (MDEV), which characterises the long term stability and

equates to the level of phase drifts that will be present between the radar nodes. Both of these

measures along with the measurement setups are described in more detail within Chapter 7.1.

The PN is measured using a Rohde & Schwarz FSPN for each of the oscillators, at different

stages of the radar-oscillator interface to observe the additive noise from various RF components.

The measured PN at probe A is compared in Figure 7.21 for the GPSDO, OCXO and the MWPO

in the free-running configuration as well as common-mode (both with and without stabilization

enabled).

Figure 7.21: Phase noise measurements of stable oscillators at Probe A within the radar-oscillator
interface. All oscillators are at 𝑓𝐿𝑂

The MWPO can provide significantly reduced PN at the low offset frequencies, with 32 dB

improvement over the OCXO at a 1 Hz offset. At the same time, the photonic oscillator’s thermal

noise floor is also very low, matching that of the best electronic oscillators. The out-of-loop

photonic oscillator exhibits an increased PN, especially in the 10 - 50 Hz regime, where it is

raised by up to 15 dB, which is the typical region corresponding to drone targets. This raised

PN is suppressed after the fibre noise stabilization is applied with the PN matching that of the
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system in free-running configuration. [180]

The MDEV measurements are performed using a K+K FXE (frequency counter), within the

lab. The measurement consisted of a frequency ratio between two identical oscillators while both

channels are referenced to a T4 science iMaser (Hydrogen maser). The MDEV measurements

taken in the lab at probe A are shown in Figure 7.22

Figure 7.22: MDEV measurements of the differnet oscillator configurations used within the
radar network. Measurements are performed in the lab at 𝑓𝐿𝑂 .

This shows that OCXOs are typically limited to 10−13 on short time scales and disciplining to

the atomic reference via GPS is able to provide similar levels of stability in the longer term. Due

to the orders of magnitude increase in frequency of optical signals, as well as the development

of F-P cavities, oscillator frequency stabilities are pushed far beyond what is achievable with

electronic oscillators. A measurement between the ORS used within this work and another with

higher known stability is measured via an optical beatnote. This provides fractional frequency

stability of 5 x 10−15 at 0.1 s averaging time which exceeds the OCXO by 3 orders of magnitude.

This optical signal is used for generation of the photonic microwaves and two identical systems

are compared in both a free-running and common mode configuration. For the free-running
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configuration, a constant linear de-drift is applied to the comb repetition rate of the two systems

to minimise the drift of the output. However, the resulting slow drift and non linear contributions

are still visible beyond time scales of 1000 s. The common mode regime solves this problem,

allowing for cancellation of the cavity drifts and reaching below 2 x 10−15 at 10000 s averaging

time. The MDEV measurements of the photonic microwaves are limited below 100 s due to the

noise floor of the frequency counter. This shows that the common mode photonic microwave

configuration can take advantage of superior stability at all averaging times to benefit radar

networks. [180]

The phase stabilized link is a crucial part of maintaining the phase coherence between the

two signals. The additive noise of the fibre link is measured in 7.23. The link stability is

below the level of the MWP signal, ensuring a noise-free dissemination of the signal from the

transmitter cabin to the receiver cabin.

Figure 7.23: MDEV measurement of the residual link instability.

The radar-oscillator interface was described in section 5.1.1, with the default configuration

being used for each of the oscillators under consideration (Figure 5.2). The measurements of

the Rakon OCXO, Leo Bodnar GPSDO and the MWP at probe B of the interface are shown in

Figure 7.24.
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Figure 7.24: Phase noise measurements of stable oscillators at Probe B within the radar-oscillator
interface. After RF switch and buffer unit 𝑓𝐿𝑂

It is shown that the Rakon OCXO and Leo Bodnar GPSDO exhibit negligible differences

between their respective probe A measurement. However, the white noise floor has been raised

from -164 dBc/Hz to 156 dBc/Hz. The additive phase noise floor of the buffer amplifier is

limiting the noise floor at probe B to -156 dBc/Hz. Regardless, the close in phase noise below

100Hz offset remains unchanged for the MWP oscillators.

The PN is also measured at probe C after the upconversion to 𝑓𝑐 via the TWG board and this

is shown in Figure 7.25.

The phase noise at probe C provides insights into one of the major contributions to phase

noise in the radar chain. The theoretical upconversion due to equation 7.1 explains an increase

in PN by 26 dB. The Leo Bodnar GPSDO follows this trend for most Fourier frequencies up

to around 50 kHz. However, Rakon OCXO Phase noise is raised by 31-32 dB at the close in

frequencies 1 - 100 Hz, suggesting there is further additive noise contributed by the TWG. This

is even more significant for the MWP with noise increases reaching 41.6 dB at 10 kHz offset,

a further 15.6 dB beyond ideal upconversion. As mentioned earlier during the measurement of

the MWP chain, the TWG synthesizer is limiting PN at probe C to the level measured from the

MWP oscillators.
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Figure 7.25: Phase noise measurements of stable oscillators at Probe C within the radar-oscillator
interface. After PLL upconversion to 𝑓𝑐

The PRF of the radar limits the sampling frequency of the radar, causing aliasing of the phase

noise. This effect is computed using the probe C measurement data for each of the oscillator

and is shown in Figure 7.26.

The effect of aliasing is predicted for all oscillator configurations but is most significant for

the Rakon OCXO at the frequencies of interest. At 100 Hz offset frequency there is an increase

of 0.58 dB, 10.65 dB and 5.56 dB due to aliasing for the Leo Bodnar GPSDO, Rakon OCXO

and MWP respectively. This demonstrates that even is the low offset frequencies are of more

interest in terms of detection, it is also important to have oscillators with low phase noise at

higher offset frequencies due to the aliasing contribution.

7.2.4 Radar Measurements

This section reports the results from the bistatic radar measurements with the MWP oscillator

using the data from the receiver node. Firstly, measurements on static opportune reference

targets will provide a benchmark for the synchronization accuracy and sensitivity of the radar

system. Then, target detectability will be analysed via controlled target measurements.
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Figure 7.26: Predicted PN after aliasing at PRF.

Reference Target Measurements

Firstly, the phase error is measured via the time series data from a reference target, produced

from the reflected echoes of a stationary object with high radar cross section (RCS). For the

measurements within this work, a large and relatively isolated office building is used as the

reference target. The bistatic unwrapped phase is calculated for a period of 600 s for each of

the different oscillator configurations. The accumulated time error is computed and shown in

Figure 7.27, along with the equivalent range error it implies by using the methods in Chapter

5.3.1.

The OCXO and MWP free-running configurations are both undisciplined and therefore,

contain inaccuracies in the clock frequency. For the case of the Rakon OCXO, the timing drift is

more severe, resulting in significant range offsets in a short period of time. An example of two

range-Doppler plots are shown in Figure 7.28. After only a 600 s interval, the entire profile has

drifted by 2 entire range gates, resulting in approximately 150 m range offset. The frequency

offset results in a runaway of the accumulated phase as seen by the linear slope. This suggests

high-frequency synchronization intervals are needed to maintain the required synchronization

accuracy. From the drift rate of the time error of the two undisciplined configurations, the
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Figure 7.27: Accumulated time error and range error over a period of 700 s for each oscillator
configuration.

frequency offset is calculated to to approximately 10 mHz and 2.1 Hz for the MWP free running

and Rakon OCXO respectively. Now only the disciplined oscillator classes are considered, and

of these, the MWP common-mode configuration has considerably less deviation between the

timing of two LOs. The GPSDO reports a maximum timing error of 7.74 ns in the measurement

period, relating to a range error of 1.16 m. Whereas, the MWP common mode reports a

maximum timing error of only 14 ps, corresponding to a range error of only 2.1 mm. These

results suggest only infrequent synchronization intervals are required.

The lack of synchronization in a radar network can have 2 main implications on target de-

tectability. These are the coherent integration loss as well as the lack of inherent PN cancellation.

Both of these aspects are analysed for the GPSDO and MWPO networked radar.

For the cases of the GPSDO and the MWP common mode, the signal power is measured for

increasing coherent integration intervals (CPI). This is then compared with the theoretical limit

that is obtainable to measure the coherent integration loss and is shown in Figure 7.29. Methods

of computing coherent integration loss are explained in Chapter 5.3.3. All of the oscillators

compared, exhibit little to no deviation from the predicted coherent integration gain except for
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Figure 7.28: Range-Doppler plots of the bistatic Rakon OCXO configuration after a time interval
of 600 s.

the Leo Bodnar GPSDO which is shown in Figure 7.29a.

The coherent integration loss is calculated as the difference between the measured SNR and

the expected SNR for each of the oscillator configurations in Figure 7.29f. This shows that the

bistatic L-band system meets its requirements for coherent integration gain with most of the

oscillators that are compared. Especially at the typical CPIs used within this work (0.5 - 2 s),

there is negligible coherent integration loss. The limit for coherent integration gain is dependant

on the frequency used and the radar range resolution. Therefore, the small improvement is a

limitation of the radar design, other radar systems, with a different architecture, may experience

a larger improvement.

In a monostatic radar receiver, during the down conversion to the intermediate frequency,

the phase is correlated between the receiver reference signal and the received echoes, causing a

level of PN cancellation. For a bistatic radar, this can become more of a challenge and achieving

a low PN system requires a heavier reliance in the PN of the local oscillator. To measure the

effect of PN in the radar system, the background noise level is measured. During the night-time

measurements, the spectral data is averaged over a period of 150 s for each Doppler cell in a
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Figure 7.29: CNR as a function of CPI up to 60 s (a) Leo Bodnar GPSDO, (b) LNRCLOK
GPSDO, (c) Rakon OCXO, (d) MWP free-running, (e) MWP common-mode, (f) Coherent
integration loss for each oscillator configuration.

region of high clutter power. These methods are designed to remove the influence of unrelated

targets in the measurement of the noise level as described in [9]. The methods for generating

background noise measurements are explained in more detail in Chapter 5.3.5. Using the regions

containing a large stationary target allows for a higher dynamic range, such that the PN is present

and limiting the radar sensitivity.

The background spectrum, calculated using the methods described in Chapter 5.3.5, for the

Leo Bodnar GPSDO, Rakon OCXO and MWP in both the free-running and common-mode

configurations are shown in Figure 7.30. The background spectrum is measured at the Trigate

building resolution cell where it is known that the radar is phase noise limited in the bistatic
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regime. A longer CPI of 2 s is used to focus on the close in phase noise and also the improvement

in frequency resolution aids with reducing the influence of opportune targets, this is shown in

Figure 7.30a with the power scaled relative to the carrier in Figure 7.30b. The thermal noise

floor is measured to be at 20 dB and 10.5 dB for the different CPI lengths of 2 s and 0.5 s

respectively proving that this region is phase noise limited for all oscillator configurations.

Figure 7.30: Background noise measurements of the bistatic receiver in the Trigate region. (a)
Close in spectrum with CPI of 2 s, (b) Close in spectrum scaled to relative clutter power, (c) Far
out spectrum with CPI of 0.5 s, (d) Far out spectrum scaled to relative clutter power.

The MWP oscillators show superior PN compared to the GPSDO with a 30 dB PN re-

duction at 10Hz offset, as expected from the probe C PN measurements. The Rakon OCXO

is outperformed regardless of its high stability. The reason for this is due to the poor phase

noise performance at higher frequencies, amplified by the fact that the nominal frequency og the
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OCXO is 10MHz and has undergone more upconversions. Although the low frequency PN of

the Rakon is similar to the MWP at 𝑓𝐿𝑂 , it suffers more from PRF aliasing of the PN as shown

in Figure 7.26. The far out frequencies are also shown by using a shorter CPI of 0.5 s in Figure

7.30c, d. Here there is a clear separation of the MWP oscillators. However, this value of -95

dBc/Hz is not unreachable for RF based oscillators. In fact, the current MWP oscillators have

reached the noise floor of the radar system due to the additive noise of various components of

the radar chain, this will be discussed further in Chapter 7.4. In addition, the noise floor of

each of the oscillators are higher than predicted in Figure 7.26. However, this behaviour is more

of an additive noise rather than a bottleneck since all oscillators seem to exhibit a noise floor

increase of around 4 dB. This is potentiality caused by the pulse modulator as there would be

an attenuation of the average signal power, and therefore, reduction of SNR.

The PN reduction at a 20 Hz Doppler frequency when using the MWP oscillator over

the GPSDO is shown in Figure 7.31. This plot is generated using the clutter data structure,

described in Chapter 5.3.5. Most resolution cells at close range as well as areas consisting of

large structures, experience a larger improvement in PN. Areas, that are thermal noise limited

see no further improvement of the radar PN when improving the oscillator.

Figure 7.31: Phase noise improvement map of using MWP common-mode over a standard
GPSDO throughout the FOV at a Doppler frequency of 20 Hz.
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The proportion of resolution cells in the bistatic FOV that are limited by PN are computed.

The decision as to whether a cell is PN limited is defined in this measurement as if the average

power in that cell exceeds the thermal noise floor by a set threshold. The measurements are

performed on SBM data with a 0.5 s CPI where the average level of thermal noise is measured to

be 10.5 dB and a threshold for determination of a PN limited cell is set to 13.5 dB (3 dB above).

This is computed for a fine grid of azimuth and elevation angles for each oscillator configuration

and is shown in Figure 7.32.

Figure 7.32: Proportion of phase noise limited regions as a function of offset frequency for
different oscillator configurations.

The MWP configurations are showing a lower and consistent proportion of PN limited

cells with the exception of an increased noise in the 30-90 Hz region for the common-mode

configuration. There are resemblances between these results and the PN data as would be

expected since at the higher offset frequencies, the Rakon OCXO tends to suffer more from

phase noise limited regions.

Table 7.6 presents the quantities for proportion of PN limited resolution cells at selected

Doppler frequencies of interest for detection of SUAV targets in the L-band radar. At 10 Hz,

corresponding to a slow moving target, the Leo Bodnar GPSDO has 132 % more PN limited

resolution cells compared to MWP common-mode. This reduces to 35 % at a Doppler frequency
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Oscillator Proportion of phase noise limited resolution cells
Configuration 10 Hz 20 Hz 40 Hz 80 Hz
Leo Bodnar GPSDO 0.788 0.597 0.439 0.303
Rakon OCXO 0.400 0.389 0.271 0.247
MWP Free-running 0.334 0.259 0.211 0.192
MWP Common-mode 0.340 0.273 0.268 0.224

Table 7.6: Proportion of PN limited cells at 10 Hz, 20 Hz , 40 Hz and 80 Hz Doppler frequency.

of 80 Hz.

Target Detection Analysis

This section focuses on the bistatic radar’s ability to make detections in the urban environment

with the use of the MWP oscillators. Qualitative measurements are performed using target

spectrograms using the truth GPS data and processing methods described in Chapter 5.3. The

target SNR is then measured for each of the flights with the DJI Inspire and different oscillator

configurations. The SNR provides a direct measure on the radars ability to detect targets as it

depends on the contribution of the coherent integration gain (for changes in signal power) and

the phase noise (for changes in the noise power). Since the negative impacts of phase noise

are expected for slow moving targets, the SNR is measured as a function of the target velocity.

Finally, the average SNR and PD for each of the drone flights are analysed with respect to the

oscillator configuration. Methods of generating spectrograms and SNR analysis are described

in Chapter 5.4.4.

Spectrograms are generated consisting of the resolution cell containing the drone target for

each of the flights. One spectrogram from the GPSDO and MWP common mode configurations

are selected and are shown in Figure 7.33. Both spectrograms are from flights using the clockwise

scenario at 100 m altitude.

Since the controlled target (DJI Inspire 2) has a high RCS compared to the majority of non-

stationary opportune targets and therefore is always expected to be present in the spectrogram,

assuming its own relative velocity is non-zero. Within the GPSDO spectrogram in Figure 7.33a,

the noise levels are higher at the close in Doppler frequencies when compared to the MWP
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Figure 7.33: Controlled drone target spectrograms as measured in the receiver node. (a) GPSDO,
(b) MWP common-mode.

common-mode spectrogram in Figure 7.33b.

Spectrograms for each of the oscillator configurations used in bistatic measurements are

shown in Figure 7.34 with the detections of the drone marked in red. Similar to previous

measurements, the RCS of the target is large and high SNR and probability of detection are

expected. Therefore, all oscillators are able to be used to detect this target for most of the duration

of the flight. The areas of difficulty are when the target is quickly accelerating/decelerating,

moving at a slow velocity, near the same cell as another opportune target and when the target

is within a spurious tone. Near the start of the flight, when the target is moving with a slower

velocity, there are missed detections for all oscillators except the MWP oscillators and the Rakon

OCXO due to their superior close in phase noise. For the PLO locked to GPSDO, the target

remains undetected for that entire portion of the flight. Also, the radar will always report a

missed detection when the relative velocity of the target is zero. The Leo Bodnar and PLO

spectrograms contain strong spurious tones, caused by the oscillator. This is found to have

a severe impact on the detections, with many missed detections occurring when the target is
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near Doppler bin 2020. The strength of the clutter line (horizontal line) produced by the spur

is related to the power in the zero Doppler bin, and therefore has a more significant effect on

reducing the SNR in high clutter regions. Apart from oscillator spurs, there are also spurs that

are independent of the oscillator configuration and are introduced by other components of the

radar system. These are seen in Doppler bin 2065, within the spectrograms of the LNRCLOK,

MWP common-mode and MWP common-mode without HARPO. The effect of this is also a

reduction in SNR but in these cases is not severe enough for missed detections to occur.

Figure 7.34: Target spectrograms for the DJI Inspire drone for different oscillator configurations.
(a) Leo Bodnar GPSDO, (b) LNRCLOK GPSDO, (c) Thunderbolt-E GPSDO, (d) Rakon OCXO,
(e) PLO locked to GPS, (f) MWP free-running, (g) MWP common-mode, (h) MWP common-
mode without HARPO.

To quantify the detection performance, the signal-to-noise ratio (SNR) is calculated for each

timestep where a detection is made. The background noise level is taken as the values from

the SBM, while the signal level is the value within the peak Doppler-angle-range cell. The
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detections are made using a simple cell averaging constant false alarm rate (CFAR) detector,

where the signal level must exceed a fixed threshold above the background level in the same cell.

An equivalent flight is compared while using the Leo Bodnar GPSDO and MWP common-mode

configurations and the SNR throughout the flight is shown in Figure 7.35a.

Figure 7.35: (a) SNR of the target as detected by the bistatic radar compared between GPSDO
and MWP common mode oscillator configurations, (b) Relative bistatic range rate profile as
measured from truth data, (c) Separated signal and noise components throughout the flight.

The SNR of the MWP common-mode is us to 18 dB higher than the GPSDO when within

the slow velocity region, indicated within the relative velocity profile (Figure 7.35b) where the

target is travelling at an average range rate of 1.7 m/s. Also, at portions of the flight where there

is strong clutter, there is a significant decrease in SNR when using the GPSDO configuration.

Around timestep 200, the SNR difference approaches 20 dB. The cause of the SNR change is

examined in Figure 7.35b where the signal and noise power components are separated. There is

no significant difference in the signal power due to the negligible coherent integration loss but it

is mostly varying with a function of range as expected. It is rather the noise level that is the main

factor in determination of the SNR where the higher phase noise of the Leo Bodnar GPSDO is
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causing the overall noise level to rise when the target is in a Doppler cell close to clutter or if

the overall clutter power is increased.

Since the target range varies throughout the flight, the SNR for each timestep is scaled to

a constant range using the approximate 𝑅4 scaling factor. The SNR is plotted as a function of

the Doppler frequency of the target in Figure 7.36, for both the Leo Bodnar GPSDO and MWP

common-mode configurations for the flights shown in the spectrograms. The data points are

grouped into velocity bins before taking the average and standard deviation (STD).

Figure 7.36: Measured average SNR as a function of the target bistatic range rate.

For the majority of target velocity ranges, the MWP common-mode configuration provides

greater SNR than the GPSDO. The challenge in detection of slow moving targets is highlighted

by the sharp decline in SNR, closer to 0 m/s. The improvement in SNR due to the improved

oscillator quality is also evident, especially in the -1 to -2 m/s velocity range where a 14 dB

improvement is measured. Also, the average SNR for the Leo Bodnar at absolute relative

velocities below 1 m/s is below the detection threshold of 20 dB. Due to the superior close in

phase noise of the MWP, the radar is able to detect slower moving targets that were previously

undetectable using the GPSDO oscillator.

The probability of detection and the average SNR for the target with different oscillator
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configurations is measured by taking into account each of the flights taken in the same location,

target and oscillator. The data is taken from different dates and each oscillator configuration

contains two sets of flight data. The flights are all performed using the same set of waypoints

for the flight trajectory. The two flights consist of a forward and reverse flight, where the target

passes through the waypoints in reverse order.

The average SNR throughout each of the respective flights with each oscillator configuration

is shown in Figure 7.37. Generally, the trend is the oscillators with lower phase noise at close

in offset frequencies such as the MWPOs and Rakon OCXO are producing higher SNR than the

other oscillators. Also the oscillators with higher phase noise and had visible clutter broadening

in the spectrogram (Leo Bodnar GPSDO and PLO locked to GPS) tend to report lower SNR.

It is unexpected to see Rakon OCXO outperform the MWPOs in this regard but this could be

due to the varied sample size and variability between the flights. Also, the Rakon OCXO and

MWP free-running configurations are undisciplined and not suitable for use in a networked

radar without external synchronization. The LNRCLOK, which also has relatively good phase

noise performance is reporting similar SNR values to the most stable oscillators. The error bars

represent the STD and show variability between the flights. Unfortunately, radar related spurs

are occasionally present in the data, at velocities matching the drone target, this is causing large

variations in the SNR. The spurs are determined to be unrelated to the oscillator and introduced

by components in the radar system.

Figure 7.37: Average SNR scaled to constant range, measured from each of the different
oscillator types.

The reported PD for each of the oscillators, for the same flights, are shown in Figure 7.38.
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Each of the flights uses the same CFAR parameters for consistency. The highest PD is reported

from the MWPOs and the Rakon OCXO, all reporting PDs over 0.98. It was mentioned during

the analysis of the spectrograms, that the Leo Bodnar GPSDO and PLO reported significantly

more missed detections. This results in a much lower PD throughout the flights. However, the

main cause is due to the oscillator spurs rather than the phase noise.

Figure 7.38: PD measured from each of the different oscillator types.

The SNR and PD show that the Leo Bodnar GPSDO and PLO locked to GPS clearly have

a lower level of detection performance than the other oscillator configurations used within the

experiments, for the particular flight patterns performed. However, the wider picture becomes

more complex, since the level of phase noise and performance degradations are dependant on

many other factors (excluding oscillator stability), especially the location and the contribution

of other components in the radar system.

Within this chapter, we have demonstrated the use of ultra-stable cavities and photonic

microwave generation in a radar system and compared their performance with GPSDOs. It has

been shown that the timing error is reduced by more than 2 orders of magnitude using this

configuration. The results infer that lower requirements for the synchronization interval would

be required, no coherent integration loss up to 60 s with the L-band radar network and increased

sensitivity in cluttered environments. Successful detection of a controlled drone target using the
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MWP oscillator has been presented, outperforming the Leo Bodnar GPSDO at low velocities.

Also, the lower phase noise oscillators are found to have better detection performance in general.

However, it is difficult to quantify in terms of an SNR improvement due to the variation among

the flights and small data set.

This work presents an alternative method for a disciplined network radar configuration.

Future radar systems can be designed with the high stability LO in mind, the current limitation

is with the high-frequency noise induced by synthesizers, PLLs and mixers within the radar RF

chain, limiting to the 100 fs regime, and the background noise floor to -96 dBc/Hz. The full

quantum enabled radar is believed to be able to achieve similar performance levels, without the

need for a fibre link, by disciplining the oscillators to an atomic reference. Overall the methods

shown using MWP common-mode are very powerful, they provide a disciplined oscillator

configuration to static ground based radar systems while not relying on GNSS and also providing

a significant improvement in terms of synchronization accuracy and reduced phase noise.

7.3 Future Outlook

This work on the use of common-mode MWP is as far as I am aware, the first use of this

method for synchronization of network radars. There are areas for improvement to allow for

even better synchronization accuracy such as better characterization of the cavity drift, changing

the mechanism for the OFC repetition rate dedrift, better reference oscillators for the initial

calibration. Firstly, for better cavity characterization, currently the dedrift is only applied by

linearly drifting the lockpoint for the OFC repetition rate lock. The cavity is assumed in this case

to be linear which is not fully accurate. It may be of use to better characterise the cavity to allow

for better long term predictions of the cavity drift such has been done with other F-P cavities in

the literature [181] [182] [183]. Second, the mechanism of applying the dedrift the resolution

of the drift rate is limited to 1 mHz/s which is likely due to software limitations and frequency

resolution limitations of the DDS. Applying the dedrift to the cavity output directly can allow

for better control of the drift as well as eliminating the need for a dedrift within the frequency
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combs at all nodes of the network. Although absolute frequency precision is not necessary for

this method, a shift from the nominal frequency could have other adverse effects throughout the

radar chain. Therefore, an initial calibration is performed before starting the radars to ensure the

repetition rate of the OFC is as close to 125 MHz as possible. Currently this is done using the

Leo Bodnar GPSDO but potentially a more stable oscillator could help with making this initial

calibration more efficient.

These points mentioned relate to the synchronization accuracy, but improvements to the

overall stability and phase noise of the oscillators are also possible in the future, beyond what is

reported in this work. The maximum short term stability of the MWPO is determined by the F-P

cavity. The F-P cavity used within this work has a stability of 5 x 10−15, but state of the art cavities

have been demonstrated to reach stabilities below 10−16 [73] [71]. It is expected that a better ORS

would result in even better phase noise performance of the oscillator. The long term stability

is also area of interest, especially for the Quantum enabled radar project. Implementation of

the atomic reference is intended to compensate for the cavity drift. In a scenario where each

radar is equipped with an optical atomic clock, the radar systems can operate in a ’free-running’

configuration while also being in a disciplined (to the atomic transition) state, without the need

for a fibre link between the nodes, an external synchronization or reliance on GNSS. This is

not only relevant for L-band radar systems but any sensor network or any distributed system

that requires synchronized local clocks. However, in the case of radar networks, it is crucial to

verify both the system requirements and whether the radar can effectively utilize the oscillator’s

stability. For the L-band staring radar network, there should first be a consideration as to how

to overcome current bottlenecks in the system as any further improvement in the phase noise is

likely to be lost.

The major limitation of the radar system has been identified as the PLL upconversion which

would be expected due to the inherent phase noise multiplication resulting from a frequency

multiplication [115]. However, the phase noise inherent within the PLL from the reference

synthesizer, results in additional additive noise that is above the level expected from the MWPO

as discussed in Chapter 7.3.3. It is shown that the MWPO PN is bottlenecked by the upconversion
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from 𝑓𝐿𝑂 to 𝑓𝑐 and there is still room for improvement as the radar is still phase noise limited in

some circumstances. For example in Figure 7.30c, the MWPO white phase noise floor is still

10 dB above the thermal limit and there can be situations where this is even higher. The ideal

situation would be to remove the PLL upconversion since high frequency and low phase noise

signals are possible with MWP. Future radar architectures with low phase noise requirements

can be designed with this in mind since it is possible to generate different frequency signals from

an OFC that are coherent with each other [131]. Within the current radar system, a theoretical

phase noise improvement of the transmitted signal is shown in Figure 7.39 if a signal at 𝑓𝑐 were

given directly rather than and upconversion from 𝑓𝐿𝑂 . It is shown that after PRF aliasing there is

a potential of 35 dB decrease in the phase noise floor which would ensure the radar is essentially

never phase noise limited.

Figure 7.39: Potential phase noise if bypassing PLL.

However, this is assuming that there are no other sources of noise, which is not going to be

the case. It is known that there are phase noise contributions from the buffer unit, the mixers,

vector modulator and the PLL within the receiver node to mix the signal down to IF. Now

that the oscillators are able to provide stability far beyond what the radar system can handle,

a rethink into modern radar architecture is required for suppression of phase noise in dense

urban environments. A possibility is to design a radar such that the local oscillator is in the

optical domain and all the required frequencies for generating the transmitted waveform, the
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receiver mixing signal and the ADC clock are all generated using MWP by careful design of

the frequency comb repetition rate, and the radar frequencies involved. My opinion is that this

is more likely to be achieved by moving towards photonic based radar systems where as much

is performed in the optical domain as possible. It has been acknowledged that photonic based

radar can potentially provide the benefit of low phase noise [128], and there are various cases of

existing photonic based radars as discussed in Chapter 3.7 but to my knowledge it has not been

demonstrated using OFD for this purpose. The remaining sources of potential phase noise could

be the RF amplifier (which would be unavoidable for high power transmission) and vibration of

the receiver array faces.

Along with the effect of phase noise within a single CPI, there is the need for highly stable

and accurate oscillators for minimizing timing error in the long term. The MWP common-

mode configuration has shown to perform significantly better than GPSDOs in that regard.

As was observed in Figure 7.27, the high frequency noise added via the synthesizer for the

upconversion, limits the noise floor at 100 fs. Therefore, it was not possible to measure the

timing error contribution from the MWP common mode configuration within a typical CPI of

0.5 - 2 s. For this L-band staring radar network, it does not cause an issue since the radar would

not benefit from a synchronization accuracy below 100 fs. On the other hand, this may not be

the case for radar systems with high range resolution and operating at much higher bands where

there are higher requirements for achieving full coherent integration gain.

This work was mostly focused on a ground based radar network, and although this is a good

place to start, there are many more applications of radar networks which present additional

challenges which make the common mode regime impractical. Such examples are if there is no

fibre link connecting each node and they also require high synchronization accuracy. In this case

an alternative solution could be to employ free space links [184]. However, this is limited by

visibility. Another situation is when the nodes are on moving platforms such as a ship, a plane

or even a drone. These present the challenge of reduction of SWAP. The current system used is

transportable but still is too large in size for most of these applications. I imagine that this could

be solved with the push towards integrated microwave photonics as discussed in Chapter 3.6.
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PIC based microwave generation from an F-P cavity has been demonstrated, achieving much

lower phase noise achievable from RF based synthesizers [137]. Not quite achieving the level

of stability of a bulk MWP system such as the one in this work but the considerable reduction

in SWAP makes this viable for use on the examples of moving platforms mentioned.

To provide the long term stability, when the use of a direct link is not possible, the only

feasible solution that does not require frequent communication between the different nodes is the

use of an optical atomic clock. The prospect of getting a strontium optical clock and microwave

generation all within a chip, is something to look towards in the future. This would be the ultimate

vision of the quantum enabled radar project and likely to be the standard for synchronization of

remote networks in the future. There is still a way to go, with optical atomic clocks still being

in their infancy but there are signs of progress with recent commercial atomic clocks such as

the Infleqtion Tiqker [185] based on Rubidium 87 and Vector Atomic Evergreen-30 [186] based

on Iodine, both reaching 10−15 region within a 3U form factor. Strontium optical lattice clocks

are reaching 10−18 levels are there are a few systems that have been made transportable such as

shown in Riken [67] and PTB [66], but these are not near the level of SWAP or robustness to be

used on a moving sensor platform. There would need to be major technological advancements

to get the physics package form factor down to this level and to reduce the power requirements

of the laser systems involved.

To summarise, this work provides a useful insight into high performance radar synchroniza-

tion with optical clock technologies and it will be interesting to see what the future holds, for

the development of both radar systems and oscillator technology.
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Conclusion

This work has studied the effects of the LO on L-band staring radar systems both in simulation

and experimentation. Various methods of synchronization have been proposed, demonstrated

and characterised using these systems. Synchronization can be applied both via software

or hardware, each with their own respective pros and cons. Overall the radar systems have

been synchronized using various approaches, maximizing the coherent integration gain and

minimizing the noise floor, ensuring optimal conditions for detection of S-UAV targets in the

urban environment and giving insights that carry over to other radar systems and applications.

A radar model consisting of the full radar receiver chain has been developed, mimicking the

hardware of the real system. Its flexibility allows for the insertion of multiple radar nodes with

custom oscillator parameters and the simulation of a custom environment and range of targets.

It has proven to be a high fidelity simulation of the network, successfully reproducing the level

of performance from the real system when matching parameters are used. Also, it has been

a useful tool in the verification of the various software synchronization approaches developed

within the work.

Understanding the effect of coherency in a radar network has always been a difficulty. This

work has aided in providing clarity by developing on some new and existing measures of radar

synchronization performance and stability.

In a monostatic radar, the synchronization approach is simple due to the co-located transmitter
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and receiver. However, the effects of phase noise on radar sensitivity have been analysed. It

was determined that low frequency noise is mostly cancelled out due to the inherent phase

cancellation. Instead the performance is mostly solely determined by the high frequency phase

noise or the white noise floor.

Initially, the radar systems had no synchronization mechanisms in place, leading to range

and frequency errors in the output. Within this work, various software based approaches are

developed. Ranging from the existing direct signal synchronization and then improving on

this with the novel range profile correlation method which allows for the calibration of the

range measurements for static sensors without the need for a direct line of sight. The residual

phase errors are then corrected using the MRPC method which is a novel approach to utilize

multiple reference targets for estimating and correcting the phase error on the remote receiver.

This has proven to provide improved performance over the standard method of using the direct

breakthrough signal for phase estimation.

The main focus of this study is the use of optical clock on networked radar systems. Net-

worked systems that cannot rely on the software synchronization approaches, require both stable

and accurate local oscillators which is typically achieved by disciplining each of the local oscil-

lators to a common reference. The use of different GPSDOs in the L-band staring radar network

has been explored and found to provide sufficient performance in this application. The quality

of the oscillator within has been determined as the main factor in determining the performance

since the reduced phase noise is beneficial for detection. However, for some applications, it is

importance to not have total reliance on the GNSS infrastructure since it may not always be

operational whether intentional or unintentional. A method has been developed to make use of

various advantages of operating in the optical domain such as ultra-stable F-P cavity oscillators

and low noise and low loss fibre dissemination. This method of MWP common-mode has

enabled for significant improvements over GPSDOs in terms of synchronization performance

reaching synchronization accuracy of 14 ps over a period of 600 s.

The use of ultra-stable optical references enable both low phase noise LOs as well as high

levels of synchronization for remote nodes. This can be even more beneficial for applications
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requiring high frequency, low phase noise signals such as X-Band systems and beyond where

the synchronization requirements are higher and performance gap between photonic oscillators

and RF oscillators are much wider. However, to take full benefit of the oscillator phase noise, a

rethink into modern radar architecture is required such that PLL upconversions are avoided and

as much of the processing as possible is performed in the optical domain.
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Appendix A

Radar Processing Tools

One aspect is to set up the radars to be able to accept different oscillators and to measure radar

data in an effective way. This section addresses the measurement of radar performance so

that quantitative measures can be retrieved. The three main aspects that are discussed are the

level of synchronization accuracy for radar networks, the radar sensitivity level in high clutter

environments and the target detection capability.

For the measurement of the synchronization accuracy, the bistatic unwrapped phase error,

single sideband (SSB) phase power spectral density (PSD) and the coherent integration loss are

measured. The radar sensitivity is quantified using spectral background maps (SBM) and the

background noise levels relative to the clutter. Finally, for determining the radars ability to detect

targets, spectrogram generation and target SNR throughout the flights trajectory are analysed.

A.1 Phase Error

In a radar system, the transmitter oscillator will determine the purity of the transmitted waveform

and the receiver will determine the purity of the signal used for mixing down to baseband. In an

ideal situation, perfect oscillators will ensure the receiver mixing signal and the received signal

from a stationary target are essentially the same. To measure the phase error, a reference source

is used, such as the direct breakthrough signal or a large stationary clutter reference. In the radar

output, this will appear as a DC signal as there is no Doppler offset and therefore, ideally should
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have a constant phase. By using the unwrapped bistatic phase from a reference source, like

those mentioned, phase errors on the transmitted waveform at 𝑓𝑐 should be proportional to those

observed in the unwrapped bistatic phase, assuming there are no phase errors in the receivers

LO. In reality, both LOs have instability and therefore, the unwrapped phase error demonstrated

phase error between the two nodes at 𝑓𝑐. Similar methods have been used to measure directly

the phase error between two radar nodes. In the BiSAR LuTan-1 [166], synchronization pulses

are used as a measure of the phase error and in the ARESTOR network system [30], an RF cable

between two identical radar systems is used to simulate returns from a static target which can

then be used for phase error measurement.

The method works best in situations where the clutter-to-noise (CNR) is higher and where

there are less opportune moving targets in the vicinity. In this work, unwrapped bistatic phase

is measured using the Trigate building as a reference source. This phase measurement is

performed in the bistatic configuration, using the GK000 as the receiver node and GK007 as

the remote transmitter. Also, for reduced target influence, the phase measurement is performed

using background (night-time) trials data. In some cases there may be better results from

using the direct breakthrough signal as it is usually the strongest possible return but in the

Birmingham environment a lot of multipath effects are experienced which degrade the resultant

phase estimation, more is discussed about this in Chapter 6.2.3. In this case, the Trigate reference

source appears at a range gate of 𝑘𝑟𝑔 = 50, an azimuth angle of 𝜃𝑎𝑧 = 140 [degrees] and an

elevation angle of 𝜃𝑒𝑙 = 91 [degrees].

The radar data frame in channel-time domain is defined as 𝐶𝑡
𝑖, 𝑗 ,𝑘,𝑙

where i is the channel row

index, j is the channel column index, k is the range gate and l is the time index or pulse number.

The first step involves using digital beamforming [19] to generate the desired beam toward the

Trigate building. The beam weights (𝜙𝐵) are calculated using Equations A.1 - A.3 where d is

the element spacing in meters and 𝜆 is the wavelength in meters. The combined channel-time

domain data for a single beam (𝐶𝐵𝑠𝑖𝑛𝑔𝑙𝑒
𝑙

) is determined using A.4.

𝜙𝑐𝑖 = (2𝑖 − 𝐼 − 1)𝑐𝑜𝑠(𝜃𝑎𝑧) −𝜋𝑑
𝜆

(A.1)
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𝜙𝑟𝑗 = (2 𝑗 − 𝐽 − 1)𝑐𝑜𝑠(𝜃𝑒𝑙) −𝜋𝑑
𝜆

(A.2)

𝜙𝐵𝑖, 𝑗 = 𝜙
𝑟
𝑖 ‘𝜙

𝑐
𝑗 (A.3)

𝐶
𝐵𝑠𝑖𝑛𝑔𝑙𝑒

𝑙
=

∑︁
𝑖=1:𝐼

∑︁
𝑗=1:𝐽

𝜙𝐵𝑖, 𝑗 ,𝑙𝐶
𝑡
𝑖, 𝑗 ,𝑘,𝑙 ; 𝑤ℎ𝑒𝑟𝑒 𝑘 = 𝑘𝑟𝑔 (A.4)

The unwrapped phase is determined from the beamformed data by using Equation A.5.

𝜙𝑊𝐸 (𝑙) = 𝑎𝑡𝑎𝑛2(𝑅𝑒(𝐶𝐵𝑠𝑖𝑛𝑔𝑙𝑒
𝑙

), 𝐼𝑚(𝐶𝐵𝑠𝑖𝑛𝑔𝑙𝑒
𝑙

) (A.5)

The phase is then unwrapped at interfaces of ever interval of 2𝜋 and the result is the

unwrapped phase error accumulation between the transmitter and receiver 𝜙𝑈𝐸
𝑙

. Since this is

representing the phase error at 𝑓𝑐 the phase can be translated to time error (𝑡𝑒𝑟𝑟𝑜𝑟
𝑙

) as well as

bistatic radar range error (𝑅𝑒𝑟𝑟𝑜𝑟
𝑙

) using proportionality factors shown in Equations A.6 and A.7

respectively.

𝑡𝑒𝑟𝑟𝑜𝑟𝑙 =
𝜙𝑈𝐸
𝑙

2𝜋 𝑓𝑐
(A.6)

𝑅𝑒𝑟𝑟𝑜𝑟𝑙 =
𝑐𝑡𝑒𝑟𝑟𝑜𝑟
𝑙

2
(A.7)

The phase error measurement, along with the time and range errors, is the key figure of merit

in determining the radar’s synchronization accuracy.

A.2 Single Sideband Phase Power Spectral Density

Another useful measure is the SSB phase PSD as it can give an insight into different noise

sources. This method is used in [13] to show phase PSD in a bistatic radar system synchronized

using white rabbit. Various methods of generating phase PSD can be used [187] but in this work

the FFT method is employed.

To compute the phase PSD, the unwrapped bistatic phase error 𝜙𝑈𝐸
𝑙

is used. The phase
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spectrum is then calculated using Equation A.8. First an FFT is performed to get the phase

spectrum 𝑆
𝜙

𝑘
. Then the phase spectrum is normalized with the bin width and the measurement

time, this is included in the factor 𝐹𝑁 . This obtains units of rad/Hz and is independent of sample

frequency and number of data points.

𝑆
𝜙

𝑘
=

1
𝐹𝑁

∑︁
𝑙=0:𝐿−1

𝜙𝑈𝐸𝑙 𝑒
−2𝜋𝑖𝑘

𝐿 (A.8)

The phase power spectrum is then converted into a logarithmic scale and is taken as assumed

to be symmetric, therefore the single sideband around 0 Hz is taken for comparisons.

A.3 Coherent Integration Loss

The effect of the measured synchronization level on the coherent integration of a target under long

dwell is now described. Phase errors in the oscillator are one of the sources of decoherence and

is one of the focus of this work. A non coherent radar network will experience an accumulation

of phase errors and reduce the coherent gain possible, therefore maximum expected power of

the target is not reached. The coherent integration loss as a function of phase creep is shown

in [153] for a particular radar system. The coherent integration loss measures the reduction in

SNR as a function of measurement time.

The method used will now be described. A target is chosen to be the subject in which the

signal return power is measured after performing the FFT. Since the radar has coarse resolution,

it is recommended to use a large, distinct stationary target. The RCS should remain constant

throughout the measurement, so a target with low power variance should be selected. Fortunately,

the Trigate building meets both of these conditions and is used as a target when computing the

coherent integration gain.

For increasing amount of pulses (relating to increasing CPI), the time domain data is pro-

cessed into the spectral domain and the peak power at 0Hz Doppler frequency is measured.

According to the radar equation (equation 2.3), the gain in signal power is proportional to the

measurement time and therefore, losses can be quantified as deviations from the expected power
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at higher CPIs. Better levels of synchronization will result in a reduced coherent integration

loss.

A.4 Spectral Background Maps

The spectral background maps (SBM) are used as a measure of the background level and is used

in the CFAR for the detection processing. The first step is to read in the channel-time data frame

𝐶𝑡
𝑖, 𝑗 ,𝑘,𝑙

and this is processed into beam-Doppler domain 𝐶𝐵
𝜃𝑎 ,𝜃𝑒,𝑘,𝑚,𝑢

for each CPI index u. via

beamforming and FFT. However, here the azimuth and elevation angles 𝜃𝑎, 𝜃𝑒 represent an array

of angles spanning the FOV. A average is performed in the slow time dimension as shown in

Equation A.9, providing the SBM 𝐶𝑆𝐵𝑀
𝜃𝑎 ,𝜃𝑒,𝑘,𝑚

which provides an esitmate of the radar noise level

in that interval for each range-beam-Doppler.

𝐶𝑆𝐵𝑀𝜃𝑎 ,𝜃𝑒,𝑘,𝑚
=

1
𝑈

∑︁
𝑢=1:𝑈

𝐶𝐵𝜃𝑎 ,𝜃𝑒,𝑘,𝑚,𝑢 (A.9)

The full measurement length from 1:U affects the measurement in differnet ways. It cant be

too short as it may start heavily accounting for targets in the resolution cell. Also, it cannot be

too long as to start introducing time dependant effects. In this work, a spacing of 1.25 s is used

for a total of 100 frames.

A.5 Clutter Data

While the SBMs are sufficient for detection, more information needs to be retained for the

analysis of the background noise levels in the radar. As the noise level is frequency, time and

location dependant, the data collection method is slightly different. With the focus on drone

surveillance, the CPI is increased to approximatly 2 s to provide Doppler frequency resolution

of 0.5 Hz. To reduce the data volume, only the low frequencies below 100 Hz are retained.

The clutter data structure is used to generate the background noise spectrum as shown in

Figure A.1a in a known high clutter region, Trigate in this case. Due to power fluctuations in
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the signal echos, the power relative to clutter is shown in A.1b. The entire field of view is taken

into consideration by generating clutter maps as shown in A.1c. The clutter map aids with the

identification of dark zones where the noise may be raised and cause a drop in the probability

of detection in that region.

Figure A.1: (a) Averaged background spectrum at trigate location GK007, (b) Power spectrum
relative to carrier, (c) Clutter map for GK007 at frequency offset of 20 Hz.

A.6 Spectrogram Generation and Signal / Noise Analysis

Previously the data gathering process was discussed but when the focus is on a specific control

target the data needs to be extracted. Central to the task of radar detection is the SNR of the
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target. Whilst the processing utilises instantaneous SNR, it is useful to get a handle on the target

signature characteristics to obtain some subjective assessment of the quality of the target that

will determine detection performance and where relevant its classification potential. Thus, for

a given target an analysis of the Doppler spectrum for the duration of the target track and/or its

flight can be very informative. Generating a spectrogram is performed by extracting the target

Doppler from the 4-D radar data volume in range, azimuth, elevation and Doppler from the GPS

truth data, taking the spectrum of the beamformed time data at that point and then concatenating

these into a timeline. The SBM can then be used to subtract from the spectrogram, the result is

a spectrogram representing the SNR of targets in the area. Spectrograms can potentially give

plenty of useful information about a target such as its trajectory and if it has extra components.

Such an example is of a Cessna 172M Skyhawk (propeller aircraft), with a spectrogram of the

aircraft as it was captured while circling around Birmingham city centre. The spectrogram after

SBM subtraction is shown in Fig. A.2 where the main fuselage is shown with high SNR and the

micro-Doppler returns from the propellers are shown symmetrically around the fuselage.
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Figure A.2: SBM subtracted spectrogram of a Cessna 172M Skyhawk
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Appendix B

Measurement of Oscillator Stability

Oscillators are intended to produce oscillations as a defined frequency reliably and accurately.

However, all oscillators have imperfections and suffer from external perturbations which cause

instability and inaccuracy. It is important to understand how the instability of an oscillator can

be measured such that we can obtain insights into how it will perform in the radar. This section

focused on ways that oscillator stability can be measured and then this information can be used

to determine, to what extent, the oscillator stability can be correlated with radar performance.

These are first characterised in the lab, such that the oscillator is running with the expected

stability and also such that the properties of different oscillator types and configurations can be

compared.

In the following sections, each of the main figures of merit are introduced before describing

the measurement process. The focus is mostly on phase noise for short term stability and the

Allan deviation (ADEV) or modified Allan Deviation (MDEV) for long term stability.

B.1 Phase Noise

Phase noise, measured in units of dBc/Hz, and is a key indicator of frequency stability, effectively

characterizing various types of noise across different frequency ranges [25]. The Rohde &

Schwarz FSPN is used for all the direct PN measurements as it is simple, repeatable and has

a sufficiently low noise floor for most of the oscillators under test. The measurement setup is
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shown in Figure B.1, simply consisting of the measurement device and the device under test

(DUT).

Figure B.1: Diagram of the setup for PN measurements. DUT - Device under test.

The FSPN uses a duel-channel measurement approach [188] where there are who internal

channels, both consisting of an OCXO reference and a phase detector. Typical methods using

a single phase detector are limited by the stability of the reference used [189], among other

limitations such as the resolution of the phase detectors and ADCs. However, the use of two

channels allows for a noise floor reduction via a cross correlation algorithm. The main problem

in PN measurement of ultra-stable oscillators is to resolve small phase fluctuations and this can

only be achieved with comparison to a suitable reference. In a duel-channel measurement, the

common noise from the DUT and the uncorrelated noise from the reference oscillators can be

separated, allowing for a higher sensitivity, or in other words, the ability to resolve smaller phase

fluctuations. This improved measurement sensitivity allows for reliable PN measurement of

OCXOs and photonic oscillators as shown in the following sections.

The only limitation is for measurement of low phase noise, high frequency signals. For

oscillators in the region of 10 GHz or higher, other methods have been devised to improve the

measurement sensitivity such as in [131] where two identical low phase noise reference systems

are developed and compared after mixing down to an intermediate frequency. Then in principle

the methods are similar to the duel-channel measurement approach.

B.2 Allan Deviation

Another primary measure of the frequency stability is the Allan Deviation. It also allows

for measurement of different noise types but is better suited for providing information on the
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long term stability. The result is a fractional frequency stability which is dimensionless and

independent of frequency. Therefore is sometimes preferred as it can easily give a quantitative

measure and is comparable between different oscillators at different regimes (such as optical

frequencies or RF) [190].

Other variants such as the modified Allan deviation (MDEV) are used [191] when there may

be ambiguity in the white noise and flicker frequency noise. MDEV will be primarily used for

the measurements in the thesis.

The measurement is performed using a K+K FXE frequency counter but the particular

measurement setup and the post processing can differ significantly depending on the devices

being measured. The measurement will be explained for 3 different cases, an RF oscillator,

two optical sources of similar frequency and two optical sources of different frequency. The

measurement setup for the three cases are shown in Figure B.2. Typically when measuring the

frequency of an oscillator, a reference source is needed which is either of better or equal stability

to the device being measured. Therefore, for the frequency counter measurements performed in

this work, the frequency ratio technique is used [190].

Figure B.2: Diagram of the setups used for ADEV/MDEV measurements. (a) RF oscillators,
(b) Optical oscillators of similar frequency, (c) Optical oscillators of different frequencies.

Two RF Oscillators

For measurement of two RF oscillators that are within the specification of the frequency
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counter (nominal frequency and power), are set up according to Figure B.2a. This consists of

two devices under test (DUT) and are typically of the same model. If not then the measurement

noise floor is limited by the lower quality oscillator. The frequency counter is given a frequency

reference signal at 10 MHz from the H-Maser (unless specified otherwise). For most of the

measurement in this work, the frequency counter is usually set to a gate time of 1 s in lambda

operating mode and a measurement duration of a minimum of 12 hours. The H-Maser is the best

performing 10 MHz frequency standard in the laboratory at the time of data collection. Since

only one oscillator is available, the ADEV is shown from the T4 Science test report in Figure

B.3.

Figure B.3: ADEV measurement of the H-maser reference used, taken from the test report.

Processing of the frequency data is performed in Stable32 software. Preprocessing involves

computing the frequency ratio 𝑓1− 𝑓2
𝑓𝑛

where 𝑓1, 𝑓2 and 𝑓𝑛 are the frequency readings for channel

1, channel 2 and the nominal frequency respectively. This ensures that noise correlated noise

from the reference source can be cancelled and only uncorrelated noise between the DUTs are

measured. The next step involves removing the mean value from the data and then computing
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the MDEV within Stable32.

Two Optical Oscillators of Similar Frequency

The method is also applicable to measurement of optical oscillators. However the frequency

fluctuations are first reduced to the RF domain via a photodetector (PD) as shown in Figure

B.2b. When two optical sources are coupled onto the PD, the beatnote contains the difference

frequency. Therefore, similar to before, if one laser is more stable than the other, the measurement

is limited by the lower quality oscillator. The RF beatnote is then measured using the frequency

counter. For post-processing, the fractional frequency fluctuations are computed via 𝑓

𝑓 𝑛
, where

𝑓 is the data from the counting channel (beatnote already computes the difference).

The one requirement is that the two optical sources need to be of a similar frequency, such

that the difference frequency is within the bandwidth of the PD. In some cases, one of the

lasers can be tuned to fit this condition. If they are F-P cavity stabilized lasers, then it may be

possible by locking the laser to a different mode, separated by the free spectral range (FSR). In

some occasions, additional optical components such as AOMs can be used to bridge the gap in

frequency but this is limited to 100s of MHz or GHz. Also, if the frequencies are convenient,

second harmonic generation or similar methods can be used.

Two Optical Oscillators of Different Frequency

If the two optical sources are in a different part of the optical spectrum (e.g 698 nm and 1542

nm), then an OFC is required to generate the beatnote. The measurement schematic diagram

is shown in Figure B.2c. In this example DUT 1 is used to stabilize the repetition rate of the

OFC. Each of the comb modes may then retain the stability of DUT 1. The next step involves

generating a beatnote on a PD between DUT 2 and the nearest mode of the OFC. The post

processing is equivalent to the method of similar frequency optical oscillators but the nominal

frequency of DUT 2 should be used in the example given.
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B.3 Other Measures of Oscillator Stability

A brief mention to other measures of oscillator stability are given in this subsection. These

are either not commonly found in the literature or are not applicable to different regimes of

oscillators but can be useful measures in particular situations.

Linewidth

The linewidth, or sometimes termed the full width half maximum (FWHM), is defined as

the width of the spectral line at the point where the power is half of the maximum power. This

is typically only used as a measure for optical frequencies since for highly stable RF oscillators,

the linewidth can be in the region of 𝜇Hz and is impractical to measure, since extremely long

measurement times would be required to measure to this resolution and the oscillator will likely

experience decoherence in this time..

One method is to use self-heterodyne methods such as in [192], but this method only works

when the coherence time of the laser is sufficiently low. For highly stable lasers, a second,

independent and equally stable source (or better) is required. The linewidth can be measured

via heterodyne detection [193] or via beta separation line methods [194].

Finesse

The finesse the a measure of how narrow a resonance is in comparison to its frequency

distance from neighbouring resonances. This is applicable for F-P cavities and micro-resonators

among others. Typically this can be measured by studying ringing effects in a F-P cavity and is

aptly named the ’ringdown measurement’ for calculation of the finesse [195].

Timing Noise Density

The timing noise density (TND) is equivalent to the phase noise but is measured in units

of s Hz −1
2 and is independent of the carrier frequency of the oscillator. This measure may

be used in circumstances where a direct measure of timing uncertainty is required such as in

communication systems. The TND is computed from the phase noise profile as shown in [196]

[131].

Time Deviation

Time deviation (TDEV) is equivalent to the Allan deviation and is also used for when a more
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direct measure of timing uncertainty is required [190].
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Appendix C

Radar Network Simulation Results

C.1 Oscillator Drift Examples

The simulation architecture has now been described, this section shows the results from various

runs of the simulation. Firstly, the simulation is verified using a monostatic and bistatic scenario

with an environment containing large, urban-like, clutter profiles, moving targets, phase noise and

staring radar arrays. The bistatic scenario demonstrates the issues that arise in a network, when

using different oscillators in each node. Then another scenario will be presented which simulated

the oscillator instability of real oscillators in a GPSDO synchronized oscillator configuration.

These simulations also provide the platform for benchmarking the various processing tools,

relating to radar synchronization, designed in chapter 6.

The first iteration shown is the monostatic example where the transmitter and receiver are

placed in the same location, to test the simulation outputs are as expected in this situation. The

simulation environment used is shown in Figure C.1 where a single monostatic node is placed

at the origin, 33 clutter points are positioned at increasing intervals of 150 m so that each range

gate contains clutter returns but the azimuth angle and RCS of the source is adjusted for each

target. In addition, 3 moving targets are placed at initial positions of [0 500 0] m, [342 940 0] m

and [1690 3625 0] m respectively with RCS values of -30 𝑑𝐵𝑚−2 and velocity of [0 10 0] 𝑚𝑠−1.

For each of the clutter targets, the azimuth profile and RCS profiles are shown in Figure C.2.
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Various other parameters including the phase noise parameters, phased array configuration and

transmitter power are shown in C.1

Figure C.1: Simulation environment, monostatic run.

Table C.1: Additional parameters for the monostatic and bistatic simulations.

Monostatic Bistatic
Parameter Value [unit] Value [unit]

Number of receive element rows 16 16
Number of receive element columns 4 4

Element spacing 0.12 [m] 0.12 [m]
Number of samples per clock cycle 5 5

Transmitter power 2000 [W] 2000 [W]
Range gates 64 130

Clock frequency 62.5e6 [Hz] 62.5e6 [Hz]
Tx frequency multiplier 20 20
Linear frequency drift 0 [Hz/s] 1e-5 [Hz/s]

White phase noise 0 0
Flicker phase noise 0 0
Random walk PM 2e-5 2e-5

Flicker walk 0 0
Random walk FM 0 0
Initial Time Offset 0 [s] 13.6e-6 [s]

Initial Frequency Offset 0 [Hz] -20 [Hz]

In total, 2048 PRIs were generated and these were processed into a range-Doppler plot as

shown in Figure C.3. Standard processing techniques are used such as the FFT and beamforming,

216



217 APPENDIX C. RADAR NETWORK SIMULATION RESULTS

Figure C.2: Clutter profile for simulation.

in this case the beam for broadside is shown. Its seen that the 3 targets are visible on the left hand

side of the clutter. The two closer targets are positioned in range gates 5 and 11 respectively

at around -50 Hz Doppler frequency and possess a high SNR. Meanwhile, the third target at

range gate 50 is much weaker due to the increased range and also because the target is not

located in the broadside beam, so this peak represents an azimuth sidelobe of the target. If the

detection processing is performed on this data set (more details on the processing in Chapter

6.2.2) then the three targets can be successfully localized with the results shown in Table C.2.

Positional error of the three targets respectively are 0.7 m, 13.1 m and 74.2 m which is expected

considering the resolution of the radar system. The beam profiles of the three target are shown

in Figure C.4 where the mainlobe and multiple sidelobes are clear due to the high SNR and

azimuth and elevation beamwidths are consistent with this radar system. The oscillator phase

noise only included the random walk PM component of the phase noise as well at the receiver

thermal noise but this its effect is visible in the range-Doppler plot. The raised noise floor due to

oscillator noise is observed at particular range gates and this corresponds to regions where the

clutter RCS was higher. This effectively means the oscillator is limiting the dynamic range as in

urban environments where the clutter strength is expected to be inflated, the smallest observable

target will be of higher RCS due to the raised noise floor.
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Figure C.3: Range-Doppler plot for the monostatic simulation.

Table C.2: Target detection outputs of the three targets from the monostatic simulation.

Number Position [m] Range Rate Positional SNR [dB]
(x, y, z) [ms−1] Error [m]

Target 1 (-0.2, 499.3, 0) -9.9 0.7 48.5
Target 2 (355.0, 938.1, 0.2) -9.5 13.1 46.4
Target 3 (1758.5, 3593.2, 1.3) -9.1 74.2 42.1

The second iteration involves adding another radar node to be used as a passive bistatic

receiver as well as altering the oscillator parameters to demonstrate various synchronization

issues. The receiver node is placed at the origin and is set to not transmit while a separate

transmitter node is placed at the position [-1000, -1000, 0] m. The targets and clutter are kept

the same as in the monostatic scenario with the simulation environment of the bistatic simulation

shown in Figure C.5. Other parameter changes are shown in Table C.1. To represent the lack

of a synchronization link, an arbitrary time offset has been set to 13.6 𝜇𝑠 which corresponds

to a PRI offset of 10%. In addition, an initial frequency offset of -20 Hz has been applied to

the transmitter node local oscillator as well as a 10 𝜇𝐻𝑧/𝑠 linear frequency drift which can be

typical values when using 2 different OCXOs. The number of range gates have been increased

to 130 due to the time offset and the new geometry as the targets will now appear at a higher

range gate.
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Figure C.4: Beam profiles for the 3 targets.

Table C.3: Target detection outputs of the three targets from the bistatic simulation.

Number Position [m] Range Rate Positional SNR [dB]
(x, y, z) [ms−1] Error [m]

Target 1 (-1.3, 506.2, 0) -9.1 6.3 41.2
Target 2 (354.2, 939.3, 0.3) -9.1 12.2 38.9
Target 3 (1719.0, 3613.4, -0.7) -9.1 30.3 26.0

The range-Doppler plot generated from the bistatic simulation output is shown in Figure

C.6a before any bistatic correction processing has been applied. From this there is a direct effect

from the clock frequency offset, initial time offset and the bistatic geometry.

Due to the initial frequency offset and the linear drift on the transmitter, the carrier frequency

of both radar nodes will not match. This is amplified due to the PLL architecture causing a 20x

multiplication of the clock frequency. In this case the LO offset of -20 Hz after multiplication

becomes -400 Hz. Since the receiver is configured to receive a particular frequency, the error

will propagate through the RF chain even when mixing down to baseband. Therefore a stationary

target would appear to be moving in the perspective of the receiver which matches the location

of the clutter returns in Figure C.6a where the clutter wrongly appears to be a target moving

away from the radar at 48 m/s.

Next is the timing offset caused by having a mismatch in the local time at each node, a result

of the radars being switched on a different times and having two clocks running independently

with their own mismatches in phase, frequency, noise, etc. Here the PRI offset of 1.36 𝜇𝑠 is
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Figure C.5: Simulation environment, bistatic run.

dominant and shows as a vertical shift in the entire range-Doppler profile. The first target appears

in range gate 40, representing a bistatic range of 3.24 km. As this is clearly much higher than

expected, its shown that an arbitrary time offset results in an arbitrary positional error measured

if there are no corrections applied.

Both of these effects can be corrected by using the bistatic data correction methods described

in Chapter 6.2. After applying the corrections and generating the range-Doppler plot as seen

in C.6b, the frequency offset has been removed and the target range appears more reasonable.

The range gates are still not matching those shown in the monostatic simulation in C.3 due to

the difference in the geometry. This can be accounted for in the bistatic detection processing as

the position of both radar nodes are known. Therefore, the three targets can now be localised

from the bistatic radar with the results shown in Table C.3 with positional errors of 6.3 m, 12.2

m and 30.3 m respectively demonstrating the use of the bistatic correction processing. Also to

note, the SNR of the third target is significantly lower at only 26 dB which is an effect of the new

geometry. As can be seen in Figure C.6b, the target is now fully in the same range bins as one

of the strong clutter sources resulting in a raised noise floor due to the oscillator phase noise.
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Figure C.6: Range-Doppler plot for the bistatic simulation. (a) Without bistatic corrections. (b)
After applying bistatic correction processing on the time and frequency offsets.

C.2 Synchronized Radar Examples

This subsection is a part of a paper that is currently in review at the moment of writing "Phase

Synchronization of Bistatic Radar by Exploiting the Urban Scene".

The next iteration of the model presents the example using synchronized local oscillators. The

first example resembles a 2 node radar network synchronized using GPS disciplined oscillators

(GPSDOs). The main differences, from the previous iterations, are that the initial frequency

offset and drift have been removed and the focus is more on the oscillator phase noise and an

effort to simulate this on the radar’s carrier signal. More clutter points have been added such
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that there is a clutter reference every 60m and at a randomized azimuth angle so that there can

be multiple contributions per range gate. Other additional parameters used in this iteration are

shown in Table C.4.

Table C.4: Additional parameters for the synchronized GPSDO radar simulation.

Parameter Value [unit]
Number of receive element rows 16

Number of receive element columns 4
Element spacing 0.12 [m]

Number of samples per clock cycle 5
Transmitter power 2000 [W]

Range gates 86
Clock frequency 62.5e6 [Hz]

Tx frequency multiplier 20
Linear frequency drift 0 [Hz/s]

White phase noise 2.25e3
Flicker phase noise 1e3
Random walk PM 1.8e6

Flicker walk 6e4
Random walk FM 0
Initial Time Offset 1.36e-5 [s]

Initial Frequency Offset 0 [Hz]

The phase noise parameters have been chosen empirically such that it produces the same

phase noise profile that is measured on the Leo Bodnar GPSDO [161]. More details on the

phase noise measurements in the lab are presented in Chapter 7. There are several features

that need to be accounted for when selecting the phase noise profile. First is the low frequency

(close-in) phase noise. This can be difficult to measure for high frequency signals because of

the sheer number of samples that would be required to generate a sufficient measurement time.

Since the resolution bandwidth of the phase noise measurement is inversely proportional to the

measurement time, at least 1 s of data is required to measure the phase noise at 1 Hz offset. When

the sample frequency is 5 GHz, this would require 5e9 (5 billion) data points. To overcome

this and avoid overwhelming the memory capacity of the PC, the signal is simulated at a lower

frequency but the phase is scaled up accordingly (in order for the phase noise parameters 𝑝0 -

𝑝4 are consistent). Sampling at a lower frequency in the kHz regime allows for longer signals

to be sampled with less memory requirements and the close in phase noise characteristics can
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be measured.

Second is the high frequency noise which requires sampling at the actual carrier frequency.

The carrier frequency is in GHz and the sampling frequency of the simulation must be at least

several times this value. When white noise is applied, this is spread over all frequencies (as its

definition) and this can cause problems later on down the line when radar PRF sampling causes

aliasing of the noise. Since the PRF is in kHz and the noise bandwidth is in GHz, there is 106

factor of phase noise folding that can occur. This can be eliminated in real radar systems with

the use of filters to reduce the phase noise at very far-out offset frequencies. In the simulation,

a low pass filter is applied to the phase to reduce the noise bandwidth and the cut off frequency

adjusted accordingly to match the measured phase noise data.

Both the close-in and far-out phase noise of the simulated carrier are shown in Figure C.7

after each of the parameters have been optimized. Also, to ensure the filter is having the intended

effect on reducing the noise bandwidth, both simulated and measured phase noise profiles are

calculated after PRF aliasing. There is a good match between the simulated and actual PN

profiles for both the close-in and far-out regimes. Also, there is still a match after the fold

over effect is applied from the PRF aliasing. Therefore, the chosen parameters are sufficient for

representing the behaviour of the GPSDO for the rest of the simulation.

Figure C.7: Simulated GPSDO phase noise profile after parameter optimization. (a) Close-in
phase noise comparison, (b) Far-out phase noise comparison.

The full simulation environment is shown in Figure C.8 with a more dense cluster of clutter
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points. The clutter azimuth and RCS profiles used in the simulation inputs are shown in Figure

C.9. Similar to the previous iterations, all 64 channels were used in a 16 x 4 grid configuration

and a frame size of 2048 pulses were generated corresponding to a CPI of approximately 0.25 s.

Figure C.8: Simulation environment, GPSDO synchronized radar.

The next stage involves checking to see if the phase noise profile carries through into the

radar output. At this stage, the sampling frequency is limited to the radars PRF, so the theoretical

effects of phase noise aliasing are also examined. Due to the shorter measurement time and

the effect of the windowing, the resolution is not sufficient to measure the phase noise below

10 Hz reliably. Regardless, the phase noise at frequencies greater than 10 Hz is matching well

with the expected profile after aliasing. In the 10 Hz to 100 Hz region a significant phase noise

contribution from the GPSDO is successfully demonstrated in the simulated data.

Using this data set, the urban phase synchronization scheme is applied to test the effects it can

have on reducing phase errors in bistatic radar scenarios. The phase estimation stage requires

using multiple strong references located within the scene. Each of the range gates is scanned

in azimuth and elevation to find the beams containing sufficient power to cross a set threshold.

The clutter map (unscaled) is generated using the simulated output in Figure C.11a where the

profile can be seen to correlate well with the input clutter positions. The scaled clutter power
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Figure C.9: Clutter profile for the synchronized radar simulation.

Figure C.10: Simulated GPSDO phase noise profile in the radar output.

profile is seen in Figure C.11b where there are several clutter points that have sufficient power

to cross the threshold. These are the range gates containing clutter with high RCS, and are also

marked on the clutter map. More will be discussed on the effects of the phase synchronization

and the averaging of multiple sources in Chapter 6.2.3, but here there are 5 unique sources to

used for phase estimation.

The next stage applies digital beamforming in the direction of the selected reference sources

and then extracting the unwrapped phase accumulation. The unwrapped phase measured from

each of the sources is shown in Figure C.12. A high correlation of the phase is seen between

each of the selected sources . This is expected to be the case for the low frequency phase errors
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Figure C.11: (a) Unscaled clutter map at 0 Hz Doppler frequency for simulated data with
significant reference sources marked. (b) Scaled clutter power profile of the simulated data with
a set threshold applied.

which can be accounted for in the phase correction stage. However, upon further inspection on

the very short time scales (see inset) there is some high frequency noise that is uncorrelated.

This can be expected due to the PRF limitation on sampling of the radar echoes. Any behaviour

of the signal at a frequency higher than the Nyquist frequency ( 𝑓𝑁𝑄) would be ambiguous and

would not be able to be accounted for in the digital domain. As discussed previously there is a

significant effect due to the aliased phase noise incurred by folding over of the phase noise by a

factor of 100 to 1000 so any noise contained within 𝑓𝑁𝑄 and the noise bandwidth would appear

as uncorrelated noise. The benefit of the new proposed synchronization scheme is to reduce the

effect of ambiguous noise beyond 𝑓𝑁𝑄 as the averaging process would reduce its contribution

within the final phase estimation.

Once the accumulated phase error has been estimated, it can be applied to the data when
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Figure C.12: Accumulated phase from several reference sources using simulated radar output
data.

processing each beam. Firstly the beam is formed and then the inverse of the measured phase

is applied to the time series data. Figure C.13 demonstrates the effect of the phase corrections

on the overall phase error. The phase error is measured at a resolution cell consisting of strong

clutter and no other moving targets. After the phase corrections are applied, the phase error

is relatively constant and only containing high frequency fluctuations. Since only a stationary

target is present the expected phase progression would be constant as is observed in this case.

To show that the phase synchronization is able to have a positive impact on the entire data,

the range-Doppler plot comparison, before and after corrections, is shown in Figure C.14a, b.

Here it can be seen that the raised clutter induced phase noise has been significantly reduced

at the low offset Doppler frequencies. In this particular beam there are two targets visible.

The most interesting is in range gate 31 where prior to the phase synchronization, the target is

fully engulfed within the noise. The compared spectrum at this range gate is shown in C.14c

where the effect of the phase correction is seen on the close-in Doppler frequencies while the

high frequency noise is unable to be compensated. However, the effect of averaging out the

uncorrelated noise is shown as the noise floor is not increased at the far-out frequencies. The
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Figure C.13: Resultant phase error after applying phase synchronization.

scale is reduced in C.14d to show the effect of the phase noise suppression on the detection of

the target. Clear suppression of the phase noise by approximately 20 dB around 100 Hz offset

frequency allows the previously undetectable target to become unveiled as the noise is reduced.

The results show that the proposed phase synchronization method using various reference

sources in the urban scene is successful in improving overall radar performance and sensitivity

of targets within the simulation. In the chapter 6.2.3, this method is demonstrated on real

radar measurements and the effect of phase corrections on the L-band staring radar network is

quantified.

Overall, over the course of these iterations, the networked radar simulations have proven to

be a useful tool in characterising the effect of time and frequency errors on a radar network.

Also, the simulation framework allows for testing and verification of various signal processing

techniques as was shown with the bistatic data corrections, bistatic detector and the urban phase

synchronization. The simulation has been designed within this work from the ground up, with

flexibility in mind, and the parameters can be adjusted to simulate the behaviour of any oscillator

type to analyse its effect on radar performance. Also, the parameters of the entire radar system

can be changed such as the operating frequency, array configuration and transmitted waveform,

potentially opening up other use cases. In addition, due to the radars being defined and placed
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as different objects, the simulation can be scaled up to more than 2 nodes, and can be configured

into a multi-static network where future use of the simulations for fully synchronized multi-static

networks and testing of coherent data fusion processing techniques can be applied.
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Figure C.14: Range-Doppler plot (a) before applying phase synchronization, (b) after applying
phase synchronization. (c) Doppler spectrum comparison of resolution cell containing simulated
target. (d) Doppler spectrum with rescaled axis.
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Appendix D

Monostatic Radar Results with Low Noise

Photonic Oscillator

This section describes some of the radar trials and results related to utilizing the different

oscillators of varying qualities within the radar. The oscillators are characterized in section

7 regarding their frequency stability. For the case of monostatic radars, inherent phase noise

cancellation is expected and therefore the long term Allan deviation measurements are not

considered here, but the relevant oscillators for the monostatic radar measurements are listed in

Table D.1 with corresponding phase noise values.

Table D.1: List of oscillators under test with corresponding phase noise values measured at
probe B 𝑓𝐿𝑂 .

OUT Oscillator Oscillator Measured Measured Measured Measured
Name Type PN @ 1 Hz PN @ 10 Hz PN @ 100 Hz PN @ 10 kHz

OUT7 Aveillant PLO OCXO -75.1 -106.1 -135.7 -155.0
OUT8 Leo Bodnar GPSDO -56.0 -86.1 -111.9 -133.3
OUT14 Rakon OCXO -106.0 -125.7 -132.8 -133.9
OUT6b MWP Photonic -113.9 -132.9 -143.4 -155.5

The PLO contains an OCXO with a low white phase noise floor, producing low noise values

at 10 kHz offset. The Rakon OCXO has poor performance at the high offset frequencies but has

low phase noise at the close in frequencies with only -106 dBc/Hz at 1 Hz offset. The Leo Bodnar

consists of an internal TCXO, resulting in comparability poor phase noise all around. The MWP
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exhibits superior phase noise across all offset frequencies, despite significant degradation in

phase noise improvement caused by the PLL upconversion stage from 𝑓𝐿𝑂 to 𝑓𝑐.

In this section the effect of the oscillator phase noise on a monostatic radar will be assessed.

For measurement of the radar output phase noise and sensitivity, the night trial data will be

used. For the measurement of target detection performance, the controlled drone trial data will

be used. A list of the data sets used in this analysis are shown in Table D.2. Oscillator under test

(OUT) sets a label to each of the oscillators used within the radar. The flight number indicates

the position within the sequence of flights conducted during the trial.

Table D.2: Table of data sets used for monostatic oscillator radar assessment.

OUT Night trial data Drone trial data Flight number
OUT7 2024-03-05_Uob_Trial49 M02 2024-03-13_Uob_Trial52 M02 Flight #4
OUT8 2024-03-05_Uob_Trial49 M04 2024-03-13_Uob_Trial52 M03 Flight #7
OUT14 2024-03-05_Uob_Trial49 M05 2024-03-13_Uob_Trial52 M04 Flight #10
OUT6b 2024-03-05_Uob_Trial49 M01 2024-03-13_Uob_Trial52 M01 Flight #1

D.1 Background Floor and Radar Phase Noise

Measurement of the background noise level is undertaken in optimal conditions where the

target occupancy levels are at their minimum. For the data recordings listed in Table. D.2, a

spectrogram of the Trigate building is generated for each 2.5 minuite interval. The spectrograms

with the least moving targets present for each of the missions are chosen for the further processing.

Trigate spectrograms for the MWP and PLO data sets are shown in Figure D.1. Due to the large

resolution cells of the radar, it can be very difficult to get a long period of time where no targets

are present whatsoever. Therefore, a few small targets are visible in Figure D.1b, but effort has

been made to minimize this.

Using the data from the time intervals mentioned, the clutter data structure is generated with

a CPI of 2 s and only the 200 Doppler frequency bins either side around the centre are retained.

This is repeated for the 4 oscillator configurations PLO, Leo Bodnar GPSDO, Rakon OCXO

and MWP.
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Figure D.1: Monostatic background spectrograms of the Trigate building. (a) OUT6b - MWP,
(b) OUT7 - PLO. Both cases show that the target occupancy is low and the background level
can be estimated with better accuracy.

The mean of the clutter data structures are taken in the slow time dimension and at the

resolution cell containing Trigate. This contains the averaged sprectrum representing the noise

levels in that particular region and is shown in Figure D.2a for all four oscillators. Also, since

there are small changes in the overall clutter power the relative noise levels to the peak power

are shown in D.2b since phase noise is expected to be proportional to the clutter power.

Below 10 Hz there are less noticeable differences in the phase noise. This can be due to

non stationary clutter contributions at the low offset frequencies which will ultimately limit

sub clutter visibility beyond the scope of the oscillator. Also, self phase cancellation is more

effective at the lower frequencies so the phase noise is expected to be suppressed more to the

radars limit [29]. In the region of 10 Hz to 100 Hz the Rakon OCXO is shown to have the

highest noise level and then followed by the Leo Bodnar GPSDO. Both of these oscillators seem

to be resulting in a white noise limited region beyond 10 Hz at levels of -89 dBc and -92 dBc

respectively. On the other hand, the PLO and MWP noise levels are continuing to decrease as

the Doppler frequency increases, approaching -99 dBc towards 100 Hz offset. Due to the TWG

upconversion limit and PRF aliasing mentioned earlier, the PLO and MWP are both limited in

this region and therefore, they appear to have the same noise level.

The implications of the reduced noise floor compared to the GPSDO and Rakon are the
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Figure D.2: (a) Monostatic background level spectrum in the Trigate region for different oscil-
lators. (b) Background power relative to the peak clutter power.

higher dynamic range available. Smaller signals can be detected within the urban region and all

targets will have have a higher SNR.

D.2 Clutter Maps

In the previous section, the focus was only on the Trigate building. However, the noise level is

heavily dependant on the location under test. Clutter maps can help give a visual indication on

the noise levels throughout the FOV. In Figure D.3, the clutter map at 0 Hz Doppler frequency is

shown. This represents the overall clutter power and gives an indication of where a reduction in

performance due to phase noise is expected. The Trigate building is one of the most noticeable

regions at [2500, 3200] m as it is an isolated point where both the range from the radar and
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Figure D.3: Clutter map of the GK000 monostatic radar at 0 Hz.

received power levels are high. There are several other regions of interest including the bright

area on the right hand side which is located closer to the city centre where more clusters of large

buildings are located.

Phase noise clutter map are shown in Figure D.4 for each of the four oscillator configurations

at 40 Hz Doppler frequency. As expected, the same regions tend to contain higher power. The

MWP and PLO clutter maps in Figure D.4a & b respectively contain less power relative to the

GPSDO and Rakon. This relates to an increase in sensitivity in all of the previously clutter

limited regions. Areas in dark blue color are already thermal noise limited and are expected to

remain the same regardless of whether a higher quality oscillator signal is used.

To compare the different clutter maps directly and give a quantity of improvement in the

noise level, difference clutter maps (DCM) are used. Since the radar FOV is exactly the same

between the different data sets, the resolution cells are expected to contain the same targets. The

DCM is a direct subtraction of one clutter map from another. The DCM showing the phase

noise improvement of the MWP compared to the Leo Bodnar GPSDO is shown in Figure D.5

for different Doppler frequencies.

At 10 Hz Doppler offset frequency, there is little improvement but this tends to increase
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Figure D.4: Clutter maps at 40 Hz Doppler frequency, (a) MWP, (b) PLO, (c) Leo Bodnar
GPSDO, (d) Rakon OCXO.

for the higher Doppler frequencies due to the continuing decrease in noise level of the MWP.

At 40 Hz and 80 Hz Doppler frequency in Figure D.5 c & d, the map is dominated by green,

denoting a reduction in noise levels throughout the FOV. For the Trigate region ([2500, 3200]

m) in particular the phase noise improvement is 2.30 dB, 3.82 dB, 5.43 dB, 6.60 dB at 10 Hz,

20 Hz, 40 Hz and 80 Hz respectively. These figures directly represent the expected increase in

SNR of a target moving at the specified velocity at each region within the FOV. Improving the

oscillator will only have an impact in phase noise limited regions.

A similar figure is shown for the phase noise improvement of the MWP compared to the

PLO in Figure D.6 but in this case there is no trend suggesting that one oscillator is providing

better sensitivity than the other. There are several near range cells in the first 2 range bins that

are shown to contain considerably lower noise for the PLO but these are localised. Since this
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Figure D.5: Difference clutter maps showing MWP noise improvement compared with Leo
Bodnar GPSDO at Doppler frequencies of: (a) 10 Hz, (b) 20 Hz, (c) 40 Hz, (d) 80 Hz

trend is not also seen within the other high clutter regions, its is unrelated to the oscillator.

D.3 SSB Phase PSD

The time series data for the Trigate returns for the monostatic GK000 radar were extracted for

each of the four measurements, and the SSB phase PSD was calculated using 5 s of time series

data. The phase PSD for each of the oscillators is shown in Figure D.7. Similarly to the noise

spectrum, the PSD is not reliable at the low frequencies due to external effects. However, beyond

10 Hz, the same trends are shown between the different oscillators. The white noise floor was

expected to be the highest in the Rakon OCXO due to the measurements in table D.1.

As will be discussed in further detail in Chapter 7, the high noise in the 100 kHz region
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Figure D.6: Difference clutter maps showing MWP noise improvement compared with PLO at
Doppler frequencies of: (a) 10 Hz, (b) 20 Hz, (c) 40 Hz, (d) 80 Hz

caused significant addition of the phase noise due to PRF aliasing and this is highlighted again in

the phase PSD. Leo Bodnar GPSDO is shown to have lower phase noise than the Rakon and then

followed by the MWP and PLO. The PLO and MWP have almost identical phase PSD profiles

due to the additive phase noise of the TWG synthesiser, also discussed further in Chapter 7.

The coherent integration loss and timing error are not considered here since it is taken as

granted in the monostatic radar configuration, so there is assumed to be no loss. Coherent

integration loss will be measured in the following chapters when the radars are utilized in a

network.
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Figure D.7: SSB Phase PSD of PLO, MWP, Leo Bodnar GPSDO and Rakon OCXO.

D.4 Target Detection Analysis

Previously the radar’s background noise levels were measured with different oscillators. The

lower phase noise oscillators provided improvements in the expected sensitivity in the phase

noise limited regions. In this section, real controlled drone measurements are analysed to

determine the effect of the oscillator phase noise on the detection of SUAVs in a monostatic

staring radar. The flights that are used within this section are listed in Table. D.2. These consist

of flights from the 2024-03-13 radar measurements, one flight corresponding to the each of the

four OUTs. To ensure the comparison is focused as much on oscillators as possible, flights are

taken from the same day, the same target is used (DJI Inspire 2), with automated flight mode and

other parameters such as drone set speed, altitude, processing methods are maintained constant.

The raw data is processed into spectrograms and these are shown in Figure D.8 for each

of the flights. With this qualitative data, a visual indication on the detectability can be made.

The signal level of the fuselage returns are high in all of the flights due to the large size of the

target and the micro-Doppler returns are also visible. The main differences can be seen when

the drone is passing through a phase noise limited region which for the Rakon is most of the

flight from timestep 140 onwards indicated by the power of the noise floor. However, the MWP

and PLO flights contain more regions where the thermal noise floor is reached, which for this
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radar system is generally around 15 dB in the scale shown. There does not seem to be any clear

performance difference between the PLO and the MWP in terms of noise levels. Although the

main body SNR is high, the other components that are important for classifying the target type

such as the micro-Doppler in this case are much lower in power. The micro-Doppler is seen

clearly throughout the flight for the MWP and PLO but in the other flights they are sometimes

hidden within the noise and therefore, information is lost.

Figure D.8: Drone flight spectrograms of DJI Inspire 2 performing the Richmond_S01 100 m
scenario (a) MWP, (b) PLO-OCXO, (c) Leo Bodnar GPSDO, (d) Rakon OCXO

A more direct comparison can be obtained by measuring the SNR throughout the flight and

comparing directly. The signal power is determined via peak detection and the process is as
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follows. Using the GPS truth data, the beam containing the predicted location of the target is

generated and a scan is performed in the frequency domain to find a peak close to the predicted

Doppler frequency. Fine beamforming process if used to obtain the peak power of the target

and this beam is then selected for the spectrogram. For the noise power, one of the challenges

as discussed previously is obtaining a true measure of the noise floor in the particular range-

beam-Doppler CUT. Drone targets are generally very stable and can occupy the same cell for

extended periods of time, therefore skewing the noise measurement if using the historical data

method. Therefore, the method used here is to obtain a SBM from a predefined data set where

the same oscillator-radar configuration is used and the target occupancy levels are low. For these

measurements, SBMs from the 2024-03-05 night measurements are used to measure the noise

power in the same range-beam-Doppler cell as the target.

This method of calculating the signal and noise powers to determine SNR has its own

drawbacks. Time dependant noise factors are lost but this is not the focus of this analysis. The

main point is, this method is able to obtain the oscillator dependant noise floor and therefore

SNR. The SNR for each of the 4 flights using this method is shown in Figure.D.9a.

In Figure D.9b, the target velocity as measured from the GPS truth data is plotted and a small

time delay is applied to each of the flight profiles to ensure best alignment of the data. This

ensures that a focus can be given to a particular region of the flights as they are designed to be

consistent. The separated signal power and noise power components are also plotted in Figure

D.10.

The first region of interest is timestep 10 - 40 where the target is moving almost tangentially

to the line of sight (LOS) and therefore, relative velocity is low and is competing with the clutter

for detection. Phase noise is more severe at the low frequencies and at this stage the target main

body is around 10 Hz Doppler frequency in each of the flights. The SNR tends to be higher per

CPI for the MWP and the Rakon, corresponding to the much lower close in phase noise that they

possess. These are then followed by the PLO and then finally the Leo Bodnar GPSDO with the

lowest SNR. The superior phase noise of the MWP is carrying through to a lower noise level

than the other conventional oscillators in this region. This is occasionally resulting in a reported
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Figure D.9: (a) SNR comparison between different oscillators throughout the controlled drone
flight, (b) Target velocity as measured from GPS truth data.

MWP SNR that is 10 dB higher that in the GPSDO.

The next region is timestep 140 - 200 where the clutter levels are at the highest and therefore

the noise is raised accordingly.In this region, the PLO surprisingly has approximately 2 dB

higher SNR than the MWP, followed by the GPSDO and the Rakon. The SNR is much lower in

the GPSDO and Rakon, mostly due to the clutter induced phase noise but also there is a drop in

the signal level at times, the exact reason for this is not understood.

The final region is timestep 360 - 430 is another phase noise limited region, and similar

trends can be spotted here. However, between 370 - 395, the SNR is reported to be the highest

in the MWP rather than the PLO.

Overall trend is that the PLO is consistently producing slightly higher SNR than the MWP

during the main portions of the flight while there are particular situations where the PLO noise

is higher such as for slow moving targets. There is a relatively larger degradation in performance

between the other two oscillators but generally the Rakon has the lowest SNR throughout most
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Figure D.10: Comparison of separated signal and noise components for each oscillator.

of the flight. The quantified results are shown in Table. D.3 where the average SNR throughout

the flight is shown as well as the PD as measured from the SBM based CFAR with a threshold

of 20 dB above the noise level.

Table D.3: Monostatic drone trial results showing average SNR and PD of the same flight
parameters for each different oscillator configuration.

Oscillator Name [OUT] Average SNR [dB] Target PD
MWP [OUT6b] 44.03 0.982
PLO [OUT7] 44.44 0.964

Leo Bodnar GPSDO [OUT8] 42.06 0.979
Rakon OCXO [OUT14] 41.97 0.962

The results show that the higher quality oscillators are somewhat carried throughout the radar

into better detection performance. The MWP/PLO obtain a lower phase noise measurement

at probe C in the oscillator-radar interface and provide the radar with lower noise levels in the

urban environment and higher SNR for detection. Clearly, there is still a way to go as can be

seen in Figure D.10 where the noise level is still 15-20 dB above the minimum thermal limit

243



D.4. TARGET DETECTION ANALYSIS 244

even for the photonic oscillator. However, these issues can only be resolved by overcoming the

current bottlenecks in general modern radar architecture which is discussed more in the future

outlook in Chapter 7.4.
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