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Abstract 

In the development of jet engines, where the reduction of component weight is paramount 

for improvement in efficiency, the choice of materials and manufacturing processes is critical. 

Titanium alloys, known for their high specific strength and excellent fatigue resistance, are 

well-suited materials for engine components in lower-temperature stages. Bladed discs 

(Blisks), offering a substantial weight reduction over the traditional mechanical assemblies, 

have become a standard component in jet engines, mainly as fan blisks. Linear friction 

welding (LFW) emerges as an ideal method for manufacturing blisks by joining blades and 

discs that are machined separately. LFW is capable of joining dissimilar materials, providing 

the opportunity to exploit different materials for discs and blades, given their exposure to 

different thermo-mechanical conditions in service. This research focuses on LFW of dissimilar 

titanium alloys: Ti-6Al-4V (Ti-64) and Ti-5.3Al-7.7V-0.5Si (Ti-575), with a particular 

emphasis on optimisation of processing, characterisation of microstructure and 

crystallographic texture, as well as assessment of mechanical performance. This work aims 

to enhance the understanding of LFW'd dissimilar joints for aerospace applications, 

specifically for blisks in the fan and compressor stages of next-generation jet engines. 

The microstructure of the parent materials (PMs) and the welded joints was characterised 

by electron microscopy. Ti-575 parent was found to have superior hardness due to its fine 

secondary and tertiary 𝛼  laths, compared to Ti-64 parent. In as-welded condition, a 

reduction of hardness was found in the heat-affected zone (HAZ) of Ti-575, where fine 𝛼 

laths were dissolved due to the heat experienced during LFW. Nevertheless, after applying 

appropriate post-weld heat treatment (PWHT), the hardness of HAZ can be recovered via 

the formation of fine 𝛼 precipitates. The central weld zone (CWZ) and thermo-mechanically 

affected zone (TMAZ) both possess greater hardness compared to the PMs, thanks to the 

formation of fine acicular 𝛼′ laths.  
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The crystallographic texture of the weld was measured by electron backscatter diffraction 

and analysed through 𝛽  reconstruction and texture simulation. The CWZ exhibits an 

oscillation-dependent transverse 𝛼  texture, inherited from the {112̅}〈111〉𝛽  simple shear 

texture during LFW, along with variant selection. In the Ti-575 TMAZ at the bifurcation 

point, within a 300 × 300 μm2 region, this study discovered a unique geometry-dependent 

basal 𝛼  texture, derived from {110}〈001〉𝛽  texture. The dependency of the texture on 

geometry can be attributed to the restriction of material extrusion along the bifurcation line.  

The high cycle fatigue and fatigue crack growth testing were carried out to evaluate the 

fatigue resistance of the welded joints. Compared to the PMs, the weld exhibits superior 

high cycle fatigue strength and a similar fatigue crack growth resistance. PWHT has a 

significant impact on the fatigue crack growth threshold, as test pieces PWHT'd at 600℃ 

for 1 hour with furnace cooling have reduced threshold values of approximately 4.5 MPa
√

m, 

whereas test pieces PWHT'd at 500℃ achieved a threshold value of 8.3 MPa
√

m. The high 

threshold value is attributed to the strong compressive residual stress on the surface due to 

insufficient stress relief after PWHT at a lower temperature. 

Welding of dissimilar materials presents a challenge: un-even contribution to total upset 

from the two materials, which is represented by relative upset. High relative upset is 

detrimental to the structural integrity of the welded joint. This study discovered that the 

extrusion of Ti-575 was delayed due to its higher flow stress at high temperatures and high 

heating rates. Increasing friction pressure is an effective way to reduce the conditioning time. 

It is predicted that the conditioning time can be eliminated by applying approximately 

180 MPa of pressure. The discovery of the underlying principles of relative upset could be 

universally applicable for LFW involving dissimilar titanium alloys. This work provides 

scientific understanding of LFW of dissimilar titanium alloys and guidance for optimising 

the process. 
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Chapter 1 

Introduction 

1.1 Background 

In jet engine development, the choice of materials and the manufacturing processes are 

essential to improve the engine efficiency. High operating temperature and good fatigue 

resistance together with low weight of components are the key factors of concern. As 

illustrated in Figure 1.1, titanium alloys are widely used in jet engine components, specifically 

in fan and low-pressure compressor stages due to their high strength-to-density ratio, 

excellent fatigue resistance and strength at temperatures below 600℃, along with good 

weldability. Figure 1.2 illustrates a Rolls-Royce Trent 900 engine with common load regimes 

for titanium structural components. 

As reducing the weight of jet engines is crucial, integrally bladed discs (Blisks) offer a 

significant weight reduction by 30% [1], compared to the traditional mechanically assembled 

blades and discs due to the removal of the mechanical clamp design at the aerofoil root [2], 

as shown in Figure 1.3. Blisks can be manufactured purely by machining raw material down 

to the final dimensions. However, this process produces a huge amount of waste material, as 
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a result, the buy-to-fly ratio of machined components is normally more than 10:1 [3]. Linear 

friction welding (LFW) is found to be a well-suited method to join the blades and disc, this 

process helps reduce the buy-to-fly ratio significantly, while still preserving good mechanical 

properties in the joint. In addition, LFW has many advantages over traditional arc welding 

techniques, such as solid-state joining nature, which prevents dramatic change in 

microstructure and mechanical properties, and keeps a narrower heat-affected zone (HAZ). 

Besides, the self-cleaning mechanism in LFW allows asperities and inclusions to be naturally 

extruded during the process, leading to a defect-free joint [4]. LFW is also capable of joining 

dissimilar materials, which allows engine designers to have the freedom to choose different 

materials for the disc and blades. Since the stress and temperature conditions in service for 

discs and blades are different [5], dissimilar welds provide the possibility to optimise the 

choice of materials for requirements specifically for discs and for blades, which is not possible 

for manufacturing blisks by machining. 

In terms of the choice of materials, Ti-6Al-4V (Ti-64) is an 𝛼 + 𝛽 titanium alloy that has 

been widely used in the aerospace industry due to its excellent material properties and 

relatively low cost [6], even though the service temperature of Ti-64 is limited to 300℃ due 

to its insufficient oxidation resistance and high affinity to nitrogen at higher temperatures 

[7]. The limitation on service temperature restricts the application of Ti-64, making it only 

suitable for low-temperature components such as fan blisks in jet engines. Over the years, 

efforts have been made by titanium manufacturers around the world to develop advanced 

titanium alloys with better high-temperature capabilities [8]. A variety of 𝛼 + 𝛽 titanium 

alloys have been developed with increased maximum service temperature and improved 

mechanical properties, including IMI-550, Ti-6242, Ti-6246, IMI-834, and Ti-1100. Currently, 

the maximum service temperature of titanium alloys has been pushed to 600℃, thanks to 

the development of Ti-1100 [9].    
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Ti-6246 has been intensively studied by Rolls-Royce for its improved fatigue strength and 

higher maximum service temperature [10–12]. However, several disadvantages have been 

found in Ti-6246. For instance, the weldability of Ti-6246 is very poor. When joining Ti-6246 

to Ti-64 by LFW, Ti-6246 is significantly harder to weld, uneven amount of material was 

extruded between Ti-6246 and Ti-64, resulting in high relative upset. Poor weldability of 

Ti-6246 not only leads to more Ti-64 being wasted during LFW but also hinders the self-

cleaning mechanism, causing a higher possibility of inclusions retained in the welds. 

Furthermore, the price of Ti-6246 is also more expensive than Ti-64. Because of the 

drawbacks of Ti-6246, engine manufacturers are actively searching for alternative titanium 

alloys.   

Ti-5.3Al-7.7V-0.5Si (Ti-575), commercially known as TIMETAL® 575, is a newly developed 

𝛼 + 𝛽 titanium alloy with improved fatigue and tensile properties whilst maintaining similar 

ductility and density to Ti-64. The alloying elements in Ti-575 are intentionally chosen to 

be similar to Ti-64, thus allowing the usage of scrap Ti-64 as raw material to manufacture 

Ti-575. Due to its novelty, research on Ti-575 [13–17] is limited compared to the number of 

existing studies on Ti-64. Furthermore, to the best of the author's knowledge, there is yet 

no study on LFW'd Ti-575 at the time of writing. Therefore, the characterisation and 

assessment of Ti-575 after LFW are of interest for its potential application in the aerospace 

industry. As dissimilar welds are more beneficial for their ability to satisfy requirements 

specifically for blades and discs, welding Ti-575 to Ti-64 is of great interest for the application 

of fan and compressor blisks in future generation jet engines.  

1.2 Objectives 

To use the new type of dissimilar LFW of Ti-64 and Ti-575 for blisks applications in jet 

engines, thorough characterisation and assessment of the weld is necessary. The current 

study aims to provide an in-depth understanding of LFW'd Ti-64:Ti-575 joints in several 
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aspects, including microstructure characterisation, texture analysis, mechanical testing, and 

processing optimisation.  

For microstructure characterisation, the objectives include investigating the microstructure 

within each weld zone, establishing microstructure evolution in as-welded and post-weld 

heat-treated (PWHT'd) conditions, and identifying the crystal structure and chemical 

composition of each phase that exists within the microstructure. A comprehensive 

understanding of the microstructure in the weld helps establish the process-microstructure-

properties relationship of the LFW'd joint.  

In terms of texture analysis, it is known that anisotropy in mechanical properties of titanium 

alloys is highly associated with the existence of strong texture. Such texture arises 

particularly from processes involving linear motion, such as unidirectional rolling and LFW. 

The study on the texture aims to identify the texture in each weld zone, to appreciate the 

texture development mechanism, and to rationalise the anisotropy in mechanical properties. 

Furthermore, it is known that titanium alloys suffer from cold dwell fatigue, which has 

caused a total of nine engine failures to date [18]. Reports on cold dwell fatigue indicate that 

the cracks were initiated from macrozones, also called micro-textured regions, which are 

clusters of adjacent primary 𝛼 grains with similar crystallographic orientation inherited from 

𝛼 colonies during alloy processing due to insufficient deformation to break down the grains 

[19, 20]. Therefore, texture analysis is crucial to detect the existence of macrozones in the 

weld to assess its susceptibility to cold dwell fatigue. 

Mechanical testing of the weld is necessary to assess the structural integrity of the weld. In 

service, the loading condition of blisks involves a combination of low cycle fatigue and high 

cycle fatigue, as illustrated in Figure 1.4. Low cycle fatigue results from every flight journey, 

whereas high cycle fatigue results from rotational vibration [21]. Since the number of cycles 

from the high-frequency vibration is unpredictably large, if the stress induced by the 

vibration could cause crack growth, the crack will grow unpredictably and eventually lead 

to a catastrophic failure. Therefore, among all kinds of mechanical properties fatigue crack 
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growth threshold (Δ𝐾𝑡ℎ) is of the most interest, as it is essential to ensure that the stress 

intensity factor range Δ𝐾 induced by the vibration and a crack smaller than the resolution 

of non-destructive examination never exceeds the Δ𝐾𝑡ℎ of the weld. If the criteria of Δ𝐾𝑡ℎ 

is satisfied, the damage tolerance approach based on the fatigue crack growth curve can be 

used to estimate the fatigue life of the weld in the presence of a crack. In addition, the fatigue 

life estimated by a stress-based S-N curve is also of interest to learn the number of cycles 

(i.e. number of flight journeys) the weld can withstand under the in-service loading condition 

in the absence of a crack. Fracture toughness is also worth investigating for us to learn the 

maximum allowable crack length under service loading conditions before catastrophic failure 

occurs. Moreover, as several distinct zones can be observed in the weld, each weld zone has 

a unique thermal history, hence different microstructure and properties. It is necessary to 

investigate the mechanical properties of the entire weld to inspect if there is any weakness 

in the weld. Furthermore, in general, a PWHT is carried out after LFW to relieve the 

residual stress. The temperature and duration of the PWHT have a huge effect on the 

mechanical properties of the weld. Higher temperature and longer duration usually result in 

better stress relief, however, some mechanical properties may be compromised. Therefore, it 

is crucial to investigate the optimal PWHT condition.  

In LFW process, when welding the same materials, a solid, defect-free joint can be achieved 

as long as suitable welding parameters (e.g. friction pressure, frequency, and amplitude) are 

used. However, when welding dissimilar materials, the amount of material extruded from 

each material may not be the same, due to different weldability between the two materials. 

This uneven extrusion behaviour leads to the waste of material, inhibits the self-cleaning 

mechanism, and increases the risk of retained inclusions, which is detrimental to the 

structural integrity. Therefore, the study of processing aims to understand the nature of the 

uneven extrusion behaviour, to investigate the key material properties that account for this 

behaviour, and to provide a guide to improve LFW of dissimilar materials.  
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1.3 Outline of the Thesis 

The current thesis consists of detailed studies of microstructure characterisation, texture 

development, mechanical properties, and processing of LFW'd Ti-64:Ti-575 joints. Beginning 

with a general introduction in Chapter 1, the literature review is provided in Chapter 2, 

including metallurgy of titanium alloys, texture, LFW, and fracture mechanics. The 

methodology and experimental procedures used in this thesis are described in Chapter 3. 

The results of the current study are presented in the following four chapters. Chapter 4 

includes the microstructure characterisation of the weld in both as-welded and PWHT'd 

conditions. Chapter 5 presents the crystallographic texture analysis results of the weld. 

Chapter 6 includes the results of mechanical testing of the weld, such as high cycle fatigue, 

fatigue crack growth and fracture toughness testing. Chapter 7 presents the study on the 

processing of dissimilar LFW. The nature of the processing issue in dissimilar LFW can be 

explained, and suggestions for processing optimisation are proposed. Finally, a summary of 

this thesis and proposed future work are provided in Chapter 8.  

A part of results in this thesis has been published in a conference paper at the 15th World 

Conference on Titanium. This paper is attached in Appendix A. Appendix B to D includes 

detailed information used in this thesis, including orientation matrices, programming scripts, 

and fractography. Additionally, preliminary investigation on hard alpha particles in self-

similar LFW'd Ti-64 was carried out. The methodology and results can be found in 

Appendix E. 
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Chapter 2  

Literature Review 

This chapter aims to provide in-depth background for the current study of titanium alloys 

after linear friction welding (LFW). The first part of this chapter will introduce the 

metallurgy of titanium alloys in terms of alloy classification, phases and phase 

transformations, as well as processing routes and associated microstructures. Particularly, 

this part of the chapter focuses on 𝛼 + 𝛽 titanium alloys as they are the most used type of 

titanium alloys in the aerospace industry. A detailed review of Ti-6Al-4V (Ti-64) and Ti-

5.3Al-7.7V-0.5Si (Ti-575) is also provided. The second part focuses on the review of texture. 

The basic knowledge of texture is introduced, such as the representation of orientation and 

texture. Several texture characterisation techniques and typical textures found in titanium 

alloys are also introduced. The third part of this chapter concentrates on LFW. Details about 

the phases, process variables, and temperature distribution in LFW'd joints are introduced. 

Topics related to the product of LFW are also mentioned, such as metallurgy and residual 

stress of the welds. A review of dissimilar LFW and the application of LFW on blisk repair 

are also provided. Finally, a review of fracture and fatigue mechanics is presented. The 
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theory of linear elastic fracture mechanics is introduced, along with some mechanisms of 

fatigue crack growth in each regime. 

2.1 Metallurgy of Titanium Alloys 

2.1.1 Pure Titanium 

Titanium, like most other pure metals, is a crystalline material in the solid state. There are 

many stable crystal structures in titanium, each crystal exists within a particular 

temperature range. The transformation between different crystal structures is defined as 

allotropic transformation, and the corresponding transformation temperature is defined as 

transus temperature [22]. 

At low temperatures, pure titanium exhibits a hexagonal close-packed (HCP) structure, 

known as 𝛼  phase or 𝛼 -Ti. At high temperatures, titanium undergoes an allotropic 

transformation into a body-centred cubic (BCC) structure, known as 𝛽 phase or 𝛽-Ti. The 

transus temperature, or so-called 𝛽 transus, is at 882℃ for pure titanium. For titanium 

alloys, the exact 𝛽 transus is affected by the type and the amount of the alloying elements 

[23]. 

2.1.2 Titanium Alloys 

Titanium is capable of forming solid solutions with substitutional alloying elements as long 

as their size factor is within ±20% [24]. Titanium and its alloys can also dissolve interstitial 

alloying elements, such as carbon and oxygen, within a wide range of temperatures [25].  

The alloying elements in titanium can be categorised into three types: 𝛼 stabilisers, 𝛽 

stabilisers, and neutral elements, depending on their ability to affect 𝛽 transus [22]. This 

behaviour is related to the number of valence electrons of the alloying element. Elements 

with less than four valence electrons tend to stabilise the 𝛼 phase and raise the 𝛽 transus. 

These elements are commonly referred to as 𝛼 stabiliser. On the other hand, alloying 
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elements with more than four valence electrons are known as 𝛽 stabiliser. They tend to 

stabilise the 𝛽 phase and reduce the 𝛽 transus. For the elements with exactly four valence 

electrons, they have limited effect on 𝛽  transus, hence they are referred to as neutral 

elements [25].  

Figure 2.1 shows typical phase diagrams for each type of alloying elements. Among all 𝛼 

stabilisers, aluminium is the most important and frequently used substitutional element. 

Boron, gallium, and germanium also belong to 𝛼 stabilisers, however, they are not used as 

alloying elements due to their lower solubility compared to aluminium [12]. Interstitial 

elements, such as carbon, oxygen, and nitrogen, also stabilise 𝛼 phase. Nevertheless, they 

are generally not used as the main 𝛼 stabilising elements. The 𝛽 stabilisers can be divided 

into two groups: 𝛽 isomorphous and 𝛽 eutectic. These 𝛽 stabilisers form different phase 

diagrams, as shown in Figure 2.1. For 𝛽 isomorphous elements, molybdenum and vanadium 

are of most importance due to their superior solubility in titanium. 𝛽 eutectic elements, even 

with a minimal addition, tend to form intermetallic compounds. Iron, silicon, manganese, 

and chromium are commonly used 𝛽  eutectic elements. In terms of neutral elements, 

elements that share the same group number as titanium on the periodic table, such as 

zirconium and hafnium, fall within this category. Tin is another neutral element which is 

commonly used in titanium alloys. These neutral elements are not neutral in terms of 

strength, as they tend to strengthen the 𝛼 phase [22]. 

2.1.3 Classification of Titanium Alloys 

With 𝛼 and 𝛽 stabilisers, as well as neutral alloying elements, titanium has a variety of 

alloys. Putting thermo-mechanical processing aside, the alloying elements themselves can 

have a huge impact on the material properties of the titanium alloys. Titanium alloys are 

generally categorised into three types: 𝛼 alloys, 𝛼 + 𝛽 alloys, and 𝛽 alloys. There are many 
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different criteria to classify titanium alloys. Classifying titanium alloys by their composition, 

although convenient, can be misleading. Generally, titanium alloy classification involves alloy 

composition, response to heat treatment, and material properties. A widely accepted criterion 

is illustrated in Figure 2.2.  

2.1.3.1 𝛼 Alloys 

The 𝛼 alloys include commercially pure titanium (cp-Ti) and alloys with only 𝛼 stabilisers 

and/or neutral elements. Occasionally, little 𝛽  stabilisers can be included in 𝛼  alloys. 

Nevertheless, 𝛼 alloys should exhibit single 𝛼 phase at room temperature. The 𝛼 alloys 

usually have lower density compared to other titanium alloys as the dominant 𝛼 stabiliser, 

aluminium, has only half the specific weight of titanium, let alone other heavy elements 

alloyed in 𝛽 alloys. The diffusion rate in 𝛼 alloys is at least two orders of magnitude lower 

than that in 𝛽 alloys, this gives rise to its excellent resistance to creep, corrosion, and 

oxidation [22]. Furthermore, 𝛼 alloys usually have relatively low strength with good ductility 

and weldability [23]. In terms of formability, 𝛼 alloys have prominent work hardening 

behaviour, which restricts their deformation temperature to above 𝛽  transus or near 𝛽 

transus [22].  

2.1.3.2 𝛼 + 𝛽 Alloys 

The 𝛼 + 𝛽 alloys have a good balance of 𝛼 and 𝛽 stabilisers. They exhibit a mixture of 𝛼 

and 𝛽 phase in equilibrium at room temperature. When there is enough 𝛽 stabiliser present 

in the alloy, rapid cooling from the 𝛽  phase can potentially develop a martensitic 

microstructure. The 𝛼 + 𝛽 alloys possess a good balance of properties between the 𝛼 and 𝛽 

alloys. Specifically, they have good fatigue and fracture properties as well as strength and 

ductility. Consequently, 𝛼 + 𝛽 alloys has the widest industrial applications compared to 

other types of titanium alloys. Among all titanium alloys, Ti-64 is by far the most popular 
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𝛼 + 𝛽 alloy.  Apart from Ti-64, the other alloy studied in this thesis, Ti-575, is also classified 

as an 𝛼 + 𝛽 alloy. Therefore, the rest of this thesis will mainly focus on 𝛼 + 𝛽 alloys. 

2.1.3.3 𝛽 Alloys 

If the amount of 𝛽 stabiliser increases to a point where fast cooling from the 𝛽 phase does 

not exhibit martensitic transformation, the alloys can be classified as 𝛽 alloys. The 𝛽 alloys 

can be further subdivided into metastable 𝛽 alloys and stable 𝛽 alloys, depending on whether 

dual phase microstructure appears. However, the stable 𝛽  alloys have not found their 

commercial applications yet, thus the term `𝛽 alloys' is commonly referred to as metastable 

𝛽 alloys [23]. Compared with 𝛼 alloys, the 𝛽 alloys usually have excellent yield strength and 

high hardness value, while they also maintain good ductility. In terms of formability, 𝛽 alloys 

have better cold formability compared with 𝛼 alloys, since 𝛽 alloys have a higher volume 

fraction of the 𝛽 phase, and that the 𝛽 phase with BCC structure is softer than the 𝛼 phase 

with HCP structure. Certain metastable 𝛽 alloys can even undergo a cold working process 

at room temperature [22].   

2.1.4 Equilibrium Phases in 𝛼 + 𝛽 Titanium Alloys 

In titanium alloys, equilibrium phases exist when the microstructure achieves steady-state 

conditions. This kind of phases appear on titanium phase diagrams, and they can be obtained 

by heat treatments with a slow heating or cooling rate. There are numerous equilibrium 

phases in titanium alloys, depending on the type and the amount of the alloying elements. 

The current thesis focuses on 𝛼 + 𝛽 titanium alloys with a Ti-Al-V system (using aluminium 

and vanadium as alloying elements), three common equilibrium phases in 𝛼 + 𝛽 alloys are 

introduced, namely 𝛼, 𝛽, and 𝛼2 phase.  
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2.1.4.1 𝛼 Phase 

The 𝛼  phase in titanium alloys ( 𝛼 -Ti) has an HCP crystal structure, as shown in 

Figure 2.3 (a). The space group of this structure is P63/𝑚𝑚𝑐, there are two atoms within a 

unit cell located at (0,0,0) and (1/3, 2/3, 1/2), respectively [26]. The hexagonal unit cell in 

titanium differs from the ideal HCP structure, where the lattice parameters of 𝛼-Ti in pure 

titanium are 𝑎 = 2.95 Å and 𝑐 = 4.68 Å. The lattice parameters lead to 𝑐/𝑎 = 1.587, which 

is smaller than the 𝑐/𝑎 ratio in the ideal HCP structure (1.633) [10], also is significantly 

smaller than other elements with HCP crystal structure, such as magnesium, zinc, and 

cadmium [27]. It is worth noting that the reduced 𝑐/𝑎 ratio plus the different deformation 

modes have significant impact on the texture development in 𝛼-Ti [28]. 

There are primarily three close-packed planes in 𝛼 -Ti, namely the basal (0002)  plane, 

prismatic {1010̅} planes, and pyramid {1011̅} planes, as illustrated in Figure 2.4. The close-

packed directions in 𝛼-Ti are 〈112̅0〉, which is equivalent to the lattice 〈𝑎〉 directions. The 

close-packed planes and directions together form the primary slip systems in 𝛼-Ti, namely 

〈𝑎〉⃗ slips, along either of the close-packed planes [23]. Note that the 〈𝑎〉⃗ slip along the 

pyramid plane is not considered as an independent slip system, since the deformation 

produced by a pyramid 〈𝑎〉⃗ slip is exactly the same as the combination of a basal 〈𝑎〉⃗ slip 

and a prismatic 〈𝑎〉⃗ slip [22]. 

Secondary slip systems in 𝛼-Ti, although being more difficult to activate, have also been 

observed by transmission electron microscope in numerous titanium alloys [29, 30]. This type 

of slip systems may be considered as {1011̅}〈112̅3〉, however, although {1011̅}〈112̅3〉 can be 

observed in other materials with a HCP structure, such as magnesium [31], it has not been 

observed in titanium alloys. Instead, slip along the second order pyramid planes {112̅2} in 
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〈112̅3〉 directions can be activated when the unit cell is subjected to a tensile load parallel 

to the c-axis, as {112̅2} has a higher Schmid factor compared to {1011̅} in this scenario [23]. 

Therefore, the second order pyramid slip is usually referred to as pyramid slip or 〈𝑐 ⃗+ 𝑎〉⃗ 

slip. The {112̅2}〈112̅3〉 slip systems have also been observed in other hexagonal metals such 

as zinc and cadmium [32]. 

The activation of the slip systems in 𝛼-Ti has a dependency on the temperature. As 

illustrated in Figure 2.5, the critical resolved shear stress (CRSS) of prismatic 〈𝑎〉⃗ slip is the 

lowest at low temperatures, indicating that prismatic slip should occur the most at room 

temperature. Whereas at high temperatures, the difference in CRSS between the basal 〈𝑎〉⃗ 

slip and prismatic 〈𝑎〉⃗ slip becomes smaller. Across the entire temperature range, pyramid 

〈𝑐 ⃗+ 𝑎〉⃗ slip is always more difficult to activate in comparison to basal and prismatic 〈𝑎〉⃗ slip, 

this implies that few grains would experience pyramid slip within a polycrystalline 𝛼-Ti [23].  

With HCP crystal structure, 𝛼-Ti naturally inherits the intrinsic anisotropy arising from the 

𝑐/𝑎 ratio. This has significant consequences on its mechanical properties. Figure 2.6 shows 

the variation of Young's Modulus (𝐸) with respect to the angle between the c-axis and the 

direction of the tensile load for an 𝛼-Ti single crystal. Elasticity modulus varies from 100 to 

145 GPa – almost 50% increase when loading parallel to the c-axis, compared to loading 

perpendicularly. This depicts the maximum degree of effect of texture on the elasticity of 

titanium alloys, as the degree of anisotropy depends on the intensity of texture in 

polycrystalline titanium alloys [23].  

2.1.4.2 𝛽 Phase 

The 𝛽  phase in titanium alloys ( 𝛽 -Ti) has a BCC crystal structure, as shown in 

Figure 2.3 (b). The space group of this structure is Im3m, there are two atoms within a unit 
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cell located at (0,0,0) and (1/2, 1/2, 1/2), respectively [26].  The lattice parameter of 𝛽-Ti 

measured in pure titanium at 900℃ is 𝑎 = 3.31 Å [33]. At temperatures above 𝛽 transus, 

this BCC structure is more stable than the HCP structure, since BCC is not a close-packed 

crystal structure and has more space to accommodate thermal vibration at elevated 

temperatures [24].  

The slip systems in BCC structure are generally observed in closed-packed directions, namely 

〈111〉. In terms of slip planes, {110}, {112}, and {123} have all been identified as slip planes 

in BCC structure, since there is no truly closed-packed plane in BCC structure, hence, the 

slip lines observed in BCC often appear wavy and irregular [32]. With the slip planes and 

directions mentioned above, there are 48 slip systems in 𝛽-Ti in total. As the number of slip 

systems in 𝛽-Ti is far more than that in 𝛼-Ti, generally 𝛽-Ti has lower resistance to plastic 

deformation.  

2.1.4.3 𝛼2 Phase 

The 𝛼2  phase in titanium alloys has an ordered HCP structure. For Ti-Al system, the 

chemical formula of 𝛼2 phase is Ti3Al. The space group of this structure is P63/mmc, with 

a DO19 structure. 𝛼2  phase only forms during ageing at elevated temperatures when 

titanium alloys contain more than 6 wt.% of aluminium [10]. As the alloys studied in the 

current research (Ti-64 and Ti-575) both do not contain more than 6 wt.% of aluminium, it 

is not expected to observe the presence of 𝛼2 phase within these alloys. 

2.1.5 Phase Transformations in Titanium Alloys 

Titanium alloys undergo an allotropic phase transformation when 𝛽 transus is reached. The 

allotropic phase transformation can be further divided into two types: diffusional and 

martensitic transformation. Both types of transformation follow the Burgers Orientation 

relationship. 
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2.1.5.1 Burgers Orientation Relationship 

The crystallographic relationship between 𝛼 and 𝛽 phase is given by the Burgers orientation 

relationship [34], which can be expressed as 

 {110}𝛽  //  {0001}𝛼 (2.1) 

 〈111̅〉𝛽  //  〈112̅0〉𝛼 (2.2) 

The Burgers orientation relationship was initially confirmed for zirconium, and then later 

for titanium [35]. Following the Burgers orientation relationship, the {110} planes in the 𝛽 

phase transform into the {0001} planes in the 𝛼 phase. Since the planar distance between 

the {0001}𝛼  planes is slightly larger than the distance between {110}𝛽  planes, phase 

transformation between 𝛼 and 𝛽 phase causes atomic distortion, as illustrated in Figure 2.7. 

This results in a reduction of c/a ratio in 𝛼-Ti HCP structure, therefore its c/a ratio (1.587) 

falls below the value of an ideal HCP structure (1.633) [22].  

According to the Burgers orientation relationship, there are a total of 12 𝛼 variants that can 

nucleate from the 𝛽 → 𝛼 phase transformation, as there are six distinct {110} planes in BCC 

crystal together with two 〈111̅〉 directions. From a single 𝛽 crystal, each combination of the 

{110} planes and 〈111̅〉 directions can form an 𝛼 crystal with a distinct crystallographic 

orientation. The Burgers orientation relationship is of central importance in the 

microstructure evolution and texture development in titanium alloys [10]. 

2.1.5.2 Diffusional Transformation 

The diffusional transformation occurs when the temperature moves across the 𝛽 transus at 

a relatively slow rate during thermal processing, which provides sufficient time for alloying 

element to diffuse across the phase boundary. The phase in the microstructure transforms 

when its chemistry reaches the composition of the other phase.  
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When cooling from 𝛽 phase, in addition to obeying the Burgers orientation relationship, the 

diffusional phase transformation also involves nucleation and growth of 𝛼  phase. The 

nucleation of 𝛼 phase can be categorised by the location, for example, grain boundary 𝛼, 

which nucleates at the boundary of 𝛽  grains. The nucleation of 𝛼  phase can also be 

categorised by the time of formation during different steps of heat treatment, such as primary 

and secondary 𝛼 [36]. Although both nucleate within 𝛽 grains, the primary 𝛼 usually refers 

to the 𝛼 grains formed during the first cooling segment while the secondary 𝛼 refers to those 

that formed during the second cooling segment within a series of thermal processing. Since 

the primary 𝛼 grains formed earlier, they normally have a longer time to grow than the 

secondary 𝛼 grains, therefore, in general, the primary 𝛼 grains appear coarser while the 

secondary 𝛼 grains appear finer. If a more elaborate heat treatment procedure is used, even 

finer tertiary 𝛼 phase may form.  

Figure 2.8 schematically illustrates the diffusional phase transformation process in titanium 

alloys. In the beginning, the entire microstructure consists of 100% 𝛽 phase above 𝛽 transus. 

When the temperature starts to fall below 𝛽 transus by slow cooling, the nucleation of 𝛼 

phase preferentially occurs at 𝛽  grain boundaries [37]. When the temperature reduces 

further, 𝛼 phase can nucleate at the grain boundary 𝛼 and grow into the 𝛽 grains. Since 

within a single 𝛽  grain, the nucleation and growth of the 𝛼 phase follows the Burgers 

orientation relationship with that 𝛽 grain, there are only 12 possible 𝛼 variants that can 

form within that 𝛽  grain. As the 𝛼  phase can only grow according to the previously 

mentioned 12 orientation relationships, they tend to form parallel lamellar plates (so-called 

𝛼 colony) [22, 23]. The 𝛼 plates continue to grow along the orientation relationship until 

either reaching the 𝛽 grain boundary or being blocked by other 𝛼 plates. Thermal processing 
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with multiple cooling segments allows secondary 𝛼 phase nucleate from the primary 𝛼 plates 

and in turn, grow into the retained 𝛽 phase. Meanwhile, the primary 𝛼 plates can grow 

laterally and become coarser.  

The cooling rate primarily determines the rate of 𝛼 nucleation and growth, therefore it plays 

an important role in determining the number of 𝛼 colonies and the size of individual 𝛼 plate. 

The Burgers orientation relationship results in multiple repetitively oriented 𝛼 lamellae, thus 

the 𝛼 + 𝛽 titanium alloys usually exhibit a characteristic microstructure, which is commonly 

referred to as basket-weave or Widmanstätten structure [22]. 

2.1.5.3 Martensitic Transformation  

The martensitic transformation takes place when the thermal processing occurs rapidly 

across the 𝛽 transus, restricting the time for diffusion to occur. Hence, it is commonly known 

as a diffusionless transformation. The critical cooling rate for martensitic transformation to 

occur depends on the alloying elements, for 𝛼 + 𝛽  alloys, a cooling rate faster than 

1000℃/min is required [23]. Supercooling is essential to activate martensitic transformation 

[10], in other words, the driving force of martensitic transformation is the drop in free energy 

of the system [38]. Since the diffusion of alloying elements is limited, the chemical 

composition of the phases remains unchanged following the transformation. However, the 

martensitic transformation involves a cooperative movement of atoms. Such movement can 

happen extremely fast, which allows martensite to grow regardless of thermal activation [39]. 

Consequently, the phases that form after the martensitic transformation possess distinct 

crystal structures compared to the prior phase [24]. This distinction in crystal structure 

serves as the primary criterion for determining the occurrence of a martensitic 

transformation. 
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The martensite start temperature (Ms ) is approximately 50℃ below the equilibrium 𝛽 

transus in pure titanium [24]. The Ms is a function of the cooling rate, generally, a faster 

cooling rate yields higher Ms [40]. In most of the titanium alloys, the difference between Ms 

and martensite finish temperature ( Mf ) is less than 25 ℃  [24], therefore, usually the 

observation of martensitic transformation is fully completed (little to no retained 𝛽 phase 

observed with martensite phase) [41]. 

The phases that result from martensitic transformation are all metastable phases, and as 

their chemical composition inherits from the prior 𝛽  phase, their composition does not 

conform with the equilibrium composition. The martensitic phases can be considered as 

supersaturated phases, if annealing heat treatment is provided after quenching, they can 

then transform into equilibrium phases. The metastable phases formed from martensitic 

transformation are introduced in Section 2.1.6. 

2.1.6 Metastable Phases in 𝛼 + 𝛽 Titanium Alloys 

In titanium alloys, metastable phases may appear when the microstructure does not reach 

steady state conditions. This kind of phases does not appear on phase diagrams, and they 

can be obtained by heat treatments with a relatively fast heating or cooling rate. Generally, 

most of the metastable phases arise with martensitic transformation during fast 

cooling/quenching, where diffusion of alloying elements is limited. There are numerous types 

of martensite that can form in titanium alloys, they generally are categorised by their crystal 

structures, such as hexagonal, orthorhombic, face-centred cubic, and face-centred 

orthorhombic [42]. However, face-centred cubic and face-centred orthorhombic have been 

considered artefacts or thin foil versions of bulk orthorhombic martensite [43]. The hexagonal 

and orthorhombic martensite are commonly observed in titanium alloys, they are often 

referred to as 𝛼′ with HCP structure and 𝛼′′ with orthorhombic structure. The athermal 

omega phase (𝜔) is a common martensite in 𝛽 titanium alloys, it may also appear in the 𝛼 + 𝛽 
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alloys after quenching when there is sufficient 𝛽 stabiliser. Figure 2.9 schematically illustrates 

the quenched products with respect to the atomic fraction of 𝛽 stabiliser in titanium alloys. 

Generally, 𝛼′ phase forms when there is less 𝛽 stabiliser in the alloy. With the increase of 𝛽 

stabiliser, 𝛼′′ phase starts to form, followed by the 𝜔 phase, until there is enough 𝛽 stabiliser for 

100% 𝛽 phase to retain after quenching. In this section, details on metastable 𝛼′, 𝛼′′, and 𝜔 

phases in 𝛼 + 𝛽 titanium alloys are introduced. 

2.1.6.1 𝛼′ Phase 

The 𝛼′ phase in titanium alloys produced by martensitic transformation has an HCP crystal 

structure. Similar to the 𝛼  phase, the 𝛼′  phase shares the same Burgers orientation 

relationship with the prior 𝛽 phase [27], as described in Equation (2.1) and (2.2). The 

similarity in crystal structure between 𝛼  and 𝛼′  phases increases the difficulty in the 

identification between the two phases, however, it is feasible to distinguish them by their 

difference in chemical composition. As 𝛼′ phase forms from diffusionless transformation, its 

chemistry inherits that of prior 𝛽  phase. Whereas 𝛼  phase forms from diffusional 

transformation, 𝛼 stabilising elements tend to diffuse into the 𝛼 phase, while 𝛽 stabilising 

elements tend to diffuse away from the 𝛼 phase. Hence, 𝛼 phase generally has more 𝛼 

stabiliser than 𝛼′ phase in titanium alloys, this characteristic can be used as the primary 

criterion to identify these two phases.  

The lattice correspondence between 𝛼 and 𝛽 phase is illustrated in Figure 2.10. As 𝛼′ phase 

shares the same crystal structure as the 𝛼 phase, the lattice correspondence also applies to 

𝛼′ phase. As mentioned earlier in Figure 2.7, the phase transformation between BCC and 

HCP structure is associated with atomic distortion (or some refer to lattice strain). Such 

transformation is also accompanied by the shearing process, or so-called atomic shuffle [44], 
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as illustrated in Figure 2.11, where the atoms in layer B collaboratively shift to the atomic 

stacking positions in the HCP unit cell, as elaborated in several previous literature [34, 43–

45].   

As martensitic transformation occurs rapidly, the time for the growth of 𝛼′  phase is 

extremely limited. Nevertheless, the 𝛼′  phase still follows the Burgers orientation 

relationship, hence they tend to grow along specific crystallographic orientations. Therefore, 

the morphology of 𝛼′ are usually lath or acicular martensite [42]. The acicular 𝛼′ laths are 

extremely fine, their thickness can sometimes be less than 100 nm, depending on the cooling 

rate.  

In ferrous materials, there is a well-known hardening effect associated with martensitic 

transformation owing to the structural distortion resulting from interstitial carbon [39]. 

However, even though the fine martensitic 𝛼′ laths do increase the hardness of titanium 

alloys, the strengthening mechanism in titanium alloys is different from that in steels. As 

the martensite in titanium consists of supersaturated substitutional elements, it does not 

benefit from the interstitial hardening effect which occurs in steels, instead, it is generally 

considered that martensitic 𝛼′ increases hardness due to its fine size [46]. If subjected to 

tempering treatment, it has been reported that the 𝛼′ laths decompose to 𝛼 phase with 𝛽 

precipitates forming at the boundaries of 𝛼 plates [47]. 

As martensitic transformation still follows the Burgers orientation relationship, a total of 12 

variants are possible to grow within a single prior 𝛽 grain. However, it has been reported 

that these 12 variants do not always have the same probability of nucleation. In other words, 

variant selection may occur during martensitic transformation [24, 48].  
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2.1.6.2 𝛼′′ Phase 

The martensitic 𝛼′′ phase in titanium alloys has an orthorhombic crystal structure with 

shifted face-centred atoms, similar to the orthorhombic structure observed in 𝛼-uranium [49–

51], which consists of a base-centred orthorhombic unit cell with shifted face-centred atoms, 

as shown in Figure 2.12. The lattice parameters of 𝛼′′ phase are 𝑎 = 3.01 Å, 𝑏 = 4.97 Å, and 

𝑐 = 4.68 Å [10]. The space group of this structure is Cmcm, there are 4 atoms within a unit 

cell located at (0,0,0), (1/2, 1/2, 0), (0, 𝑦 + 1/2, 1/2), and (1/2, 𝑦, 1/2), where 𝑦 is the atomic 

shearing displacement, or so-called atomic shuffle. The atomic shuffle 𝑦 is a function of 𝛽 

stabilising content, the value of 𝑦  ranges from 0 to 1/6. It was measured that 𝑦  is 

approximately 0.1 for Ti-V alloys with 25-30 at.% vanadium [44]. The concept of atomic 

shuffle can be applied to BCC and HCP as well, as illustrated in Figure 2.11, where BCC 

structure equivalently has 𝑦 = 0, and HCP structure equivalently has 𝑦 = 1/6. As the atomic 

shuffle of orthorhombic structure always falls between that of BCC and HCP structures, it 

can be considered that essentially 𝛼′′ is a transitional phase between 𝛽 phase and 𝛼′ phase 

during martensitic transformation. In other words, 𝛽 → 𝛼′′  transformation is 

crystallographically an incomplete 𝛽 → 𝛼′ transformation, as elaborated in several previous 

literature [44, 50, 52].  

The formation of 𝛼′′ phase primarily depends on the amount of 𝛽 stabiliser in the alloy, as 

illustrated in Figure 2.9, a sufficient amount of 𝛽 stabiliser is required for the martensitic 

product changes from 𝛼′ to 𝛼′′ [38, 53, 54]. Some studies suggested that 𝛽 stabilisers like 

Niobium and Molybdenum tend to retain the eight co-ordinations in BCC structure, hence 

hindering the formation of hexagonal 𝛼′ phase [38, 51]. The 𝛼′′ phase was also found in Ti-

Al-V alloys, where aluminium seems to stabilise 𝛼′′ phase. In addition to rapid cooling, 

stress-induced martensitic 𝛼′′ phase has also been reported in several studies [55–57]. 
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The orientation relationship between orthorhombic 𝛼′′ phase and 𝛽 phase is given by [58, 

59] 

 {110}𝛽  //  {001}𝛼′′ (2.3) 

 〈111̅〉𝛽  //  〈110〉𝛼′′ (2.4) 

Considering the symmetry of BCC and orthorhombic structure, there are a total of 12 

possible 𝛼′′ variants that can form from the same prior 𝛽 grain, coincidently it is the same 

number as the hexagonal 𝛼′ variants. 

However, unlike 𝛼′ phase which is harder than the 𝛼 phase, the 𝛼′′ phase is reported soft 

and ductile at room temperature in numerous studies [10, 38, 60–63]. It is still unclear why 

martensitic 𝛼′′ possesses unusual low hardness, a study suggested that the smaller residual 

stress resulting from BCC to orthorhombic phase transformation in comparison with 

transformation from BCC to HCP may contribute to less work hardening effect [38]. 

Nonetheless, the significant difference in hardness between 𝛼′ and 𝛼′′ phase serves as a 

decent criterion to distinguish the two martensitic phases. 

2.1.6.3 𝜔 Phase 

The 𝜔 phase exhibits a hexagonal structure characterised by 𝑎𝜔 =
√

2𝑎𝛽 and 𝑐𝜔 = (
√

3/2)𝑎𝛽. 

The basal plane of the 𝜔 phase aligns parallel to the {111}𝛽 planes, resulting in the presence 

of four 𝜔 variants within a single 𝛽 grain [64]. The 𝜔 phase has garnered significant interest 

due to its ability to considerably reinforce the 𝛽 phase and, in turn, lead to embrittlement 

of the alloy. This phenomenon has been observed in various metastable 𝛽 titanium alloys 

[65] as well as 𝛼 + 𝛽 titanium alloys [66–68]. As illustrated in Figure 2.9, enough 𝛽 stabiliser 

in the alloy is required for the quench product to change from orthorhombic 𝛼′′ to 𝜔 phase.  
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2.1.7 Microstructures in 𝛼 + 𝛽 Titanium Alloys 

The microstructure in titanium alloys is predominantly determined by the thermo-

mechanical processing route. The changes in microstructure can have a significant influence 

on the mechanical properties of the alloys. Therefore, establishing a process-microstructure-

properties relationship is always of interest in research on titanium. Generally, there are 

three types of microstructures in 𝛼 + 𝛽 titanium alloys, namely fully lamellar microstructure, 

fully equiaxed microstructure, and bi-modal microstructures containing equiaxed primary 𝛼 

grains and lamellar 𝛼 + 𝛽 region. The morphology of these microstructures and associated 

processing routes will be introduced in the following sections. 

2.1.7.1 Lamellar Microstructures 

Fully lamellar microstructures typically consist of 𝛼 lamellae embedded within 𝛽 matrix. 

The processing routes to generate fully lamellar microstructure are schematically illustrated 

in Figure 2.13. In general, every processing route can be divided into four stages: 

homogenisation, deformation, recrystallisation, and annealing. The most important step to 

obtain a fully lamellar microstructure is cooling from above 𝛽 transus [22]. This can happen 

either at the deformation stage or at the recrystallisation stage, therefore, there are two 

processing routes that can generate fully lamellar microstructure: 𝛽  annealed and 𝛽 

processed.  

The 𝛽 annealed processing involves recrystallisation heat treatment above the 𝛽 transus, 

this allows equiaxed 𝛽 grains to recrystallise after deformation. The recrystallisation of 𝛽 

grains forces 𝛼 plates to grow along the 𝛽 grain boundaries and within the 𝛽 grains. And 

since the growth of 𝛼 plates follows the Burgers orientation relationship with the prior 𝛽 

grains, they tend to grow in parallel to each other, resulting in the formation of 𝛼 colonies, 

as illustrated in Figure 2.14 (a). In 𝛽 annealed processing, the deformation stage, either done 
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by forging or rolling, can take place in the 𝛽 phase field (above 𝛽 transus) or in the 𝛼 + 𝛽 

phase field. In practical industrial procedures, the deformation stage usually involves two 

steps, the alloys are firstly deformed in the 𝛽 phase field for better formability, followed by 

another deformation in the 𝛼 + 𝛽 phase field to break down large 𝛽 grains [23]. 

The 𝛽 processed processing, on the other hand, completely removes the recrystallisation heat 

treatment. Instead, the deformation stage must take place in the 𝛽 phase field, to allow 

cooling directly from above 𝛽 transus. The benefit of 𝛽 processed condition is that the shape 

of 𝛽 grains are limited in one axis by uniaxial rolling, this in turn restricts the dimensions of 

𝛼 colonies and removes the continuous 𝛼 layers along the 𝛽 grain boundaries, as shown in 

Figure 2.14 (b). 

Among all the process parameters (temperature, cooling rate, deformation degree, etc.), the 

most important parameter is the cooling rate from above 𝛽 transus, as it has the most 

significant influence on the width of 𝛼 lamellae and the size of 𝛼 layer at grain boundaries 

[69]. The cooling rate also affects the size of 𝛼 colonies [23], which has a crucial impact on 

the mechanical properties of the alloy as it determines the effective slip length [70]. 

2.1.7.2 Bi-Modal Microstructures 

The bi-modal microstructure typically consists of primary 𝛼 grains and transformed 𝛽 phase 

with secondary 𝛼 laths, an example of bi-modal microstructure is shown in Figure 2.15. The 

processing route for the bi-modal microstructure is similar to the 𝛽 annealed processing, 

except the deformation and recrystallisation temperature have to be lower than the 𝛽 

transus, as schematically illustrated in Figure 2.16. This prevents the microstructure from 

fully transforming into the 𝛽 phase and leads to a certain amount of retained primary 𝛼. 
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During the cooling process, secondary 𝛼 forms in the 𝛽 phase, forming the transformed 𝛽 

phase.  

For the bi-modal processing route, the cooling rate of the homogenisation heat treatment 

affects the size of primary 𝛼 grains, whereas the cooling rate of recrystallisation treatment 

influences the width of secondary 𝛼 laths. The recrystallisation temperature is another 

crucial processing parameter since it affects the volume fraction of primary 𝛼 grains, which 

has influences on fracture and fatigue properties [71]. Texture may arise from the 

deformation stage for bi-modal microstructures. The temperature of deformation is crucial 

as different kinds of texture appear at specific temperature ranges. The mode and degree of 

deformation are also crucial since they determine the intensity of the texture, which is related 

to the anisotropy in mechanical properties [23]. 

2.1.7.3 Equiaxed Microstructures 

The fully equiaxed microstructure typically consists of primary 𝛼 grains and intergranular 

𝛽 phase, an example of fully equiaxed microstructure is shown in Figure 2.17. The fully 

equiaxed microstructure can be obtained by three different processing routes, as 

schematically illustrated in Figure 2.18. In the first method, the alloys can undergo the same 

processing route for bi-modal microstructures, except having a much slower cooling rate in 

the recrystallisation stage, as shown in Figure 2.18 (a). This method allows sufficient time 

for primary 𝛼 grains to grow, consequently, primary 𝛼 would eventually grow up until 

dominating the whole microstructure with a little amount of remaining intergranular 𝛽 

phase. Another way to achieve equiaxed microstructure is to recrystallise at lower 

temperatures, as shown in Figure 2.18 (b). Lower recrystallisation temperature increases the 

volume fraction of primary 𝛼 phase. With sufficiently low recrystallisation temperature, the 

volume fraction of primary 𝛼 phase can be high enough until little 𝛽 phase is retained. 

Finally, a common processing route called mill-annealed condition can also give rise to the 



Chapter 2    Literature Review 

 

26 
 

equiaxed microstructure. In this process, the recrystallisation treatment is omitted. 

Therefore, the details of the deformation procedure largely determine the final 

microstructure. However, since the deformation procedure is difficult to control and the 

details may even vary between batches, the mill-annealed microstructure is usually 

considered not well-defined [23]. 

2.1.7.4 Microstructure-Property Relationships 

The microstructures in 𝛼 + 𝛽 titanium alloys have a significant impact on their properties. 

Table 2.2 summarises the influence of microstructural features on selected material 

properties of titanium alloys between lamellar and equiaxed microstructures. Fine-scale 

microstructures offer a good balance of strength and ductility. Additionally, they hinder 

crack initiation and are essential for achieving superplastic deformation. In contrast, coarse 

microstructures provide greater resistance to creep and fatigue crack propagation. Equiaxed 

microstructures typically exhibit high ductility and fatigue strength, making them favourable 

for superplastic deformation. On the other hand, lamellar structures possess high fracture 

toughness and demonstrate exceptional resistance to creep and fatigue crack growth.  

It is commonly observed that microstructures with inherent high resistance to fatigue crack 

initiation often exhibit faster crack propagation, while microstructures with lower resistance 

to crack initiation tend to have slower crack propagation. These two properties, crack 

initiation resistance, and crack propagation speed, are typically challenging to optimize 

simultaneously, similar to the trade-off between strength and ductility. Achieving a balance 

between these opposing properties requires careful consideration and trade-offs in the design 

and selection of microstructural features. Bi-modal microstructures, which combine the 

benefits of both lamellar and equiaxed structures, showcase a well-balanced property profile, 

making them highly desirable [22]. 
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2.1.8 Ti-5.3Al-7.7V-0.5Si 

Ti-64 and Ti-575 are the two 𝛼 + 𝛽 titanium alloys studied in this research. Ti-64 [72–81] is 

one of the very first designed titanium alloys, it was developed in the 1950s. Ti-64 has become 

by far the most popular titanium alloy. Ti-64 alone takes up more than 50% of industrial 

usage of the whole titanium market [22]. The success of Ti-64 can be attributed to the good 

balance of its properties. Due to the popularity of Ti-64, the industry has been built around 

this alloy, therefore it become the most intensively studied, developed, and tested alloy. This 

further consolidates the dominance of Ti-64. 

On the other hand, Ti-575 [13–17, 82, 83] is a newly developed 𝛼 + 𝛽 titanium alloy for the 

application in aerospace components. This alloy was first introduced in 2014 [17], but there 

are still very limited studies on Ti-575. Most of the available literature was published by the 

alloy designer, TIMET Ltd. Compared to Ti-64, Ti-575 exhibits higher tensile strength and 

better low cycle fatigue performance, while maintaining acceptable ductility. In addition, 

under the cold dwell fatigue loading condition, Ti-575 exhibited little debit in fatigue life, 

suggesting that it is not suspectable to cold dwell fatigue [17]. Allen 𝑒𝑡 𝑎𝑙. [14] compared the 

𝛽 recrystallisation behaviour between Ti-64 and Ti-575. The results show that the imposed 

strain has little effect on the recrystallised grain structure in Ti-64, whereas in Ti-575 the 

grain size was significantly reduced by the imposed strain. With increased applied strain and 

higher strain rate, further refinement in grain size was observed. M. Thomas 𝑒𝑡 𝑎𝑙. [15] 

reported that macrozones are not presented in Ti-575 even after a non-optimised forging 

route. This explains the reason why Ti-575 does not suffer from the cold dwell fatigue 

phenomenon. Apart from higher monotonic and cyclic strength, Ti-575 also exhibited 15% 

increase in fatigue strength compared to Ti-64. The superior strength of Ti-575 can be 

attributed to the existence of extremely fine tertiary 𝛼 laths formed during age hardening 

[13]. Enrique 𝑒𝑡 𝑎𝑙.  [82] characterised the chemical composition and crystallographic 

orientations of the nano-scale tertiary 𝛼  laths using advanced transmission electron 
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microscopy techniques, such as precession electron diffraction and electron energy loss 

spectroscopy. Bodie, Thomas, and Ayub [16] investigated the effect of the cooling rate on 

the microstructure and the fatigue performance of Ti-575. The results show that a higher 

cooling rate leads to a lower volume fraction of primary 𝛼 grains, which reduces the high 

cycle fatigue life for air-cooled test pieces. On the contrary, for oil-quenched test pieces, a 

lower volume fraction of primary 𝛼 grains appears to increase the fatigue life, which is 

attributed to the change in the morphology. 

As previously discussed, there are many types of 𝛼 and 𝛽 stabilising elements available for 

titanium alloys. However, the variety of alloying elements causes difficulties in the 

classification and comparison of the alloys. To universally estimate the effect of each alloying 

element, aluminium equivalent and molybdenum equivalent [84–87] are useful to describe 

the 𝛼 and 𝛽  stability. The amount of each alloying element in titanium alloys can be 

estimated as equivalent aluminium and molybdenum content, hence giving a quick 

estimation of the equivalent amount of 𝛼 and 𝛽 stabiliser. Their expressions are given by  

 [Al]eq. = [Al] + 0.17[Zr] + 0.33[Sn] + 10[O] 

[Mo]eq. = [Mo] + 0.67[V] + 0.40[W] + 0.28[Nb] + 0.20[Ta] + 2.5[Fe] + 

1.25[Cr] + 1.25[Ni] + 1.7[Mn] + 1.7[Co] 

(2.5) 

It follows that Ti-64 has equivalently 6.0 wt.% aluminium and 2.7 wt.% molybdenum, 

whereas Ti-575 has equivalently 5.3 wt.% aluminium and 5.1 wt.% molybdenum. It turns 

out that Ti-575 has a significantly higher amount of 𝛽 stabiliser compared to Ti-64, this is 

expected to cause higher 𝛽  stability, lower 𝛽  transus, and more difficult 𝛽 → 𝛼  phase 

transformation in Ti-575. Compared with Ti-64, Ti-575 behaves more similar to metastable 

𝛽 alloys, even though it is still classified as an 𝛼 + 𝛽 alloy. 
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2.2 Crystallographic Texture 

2.2.1 Introduction 

In material science, the term `isotropy' refers to a material property that demonstrates 

uniformity and maintains a consistent value regardless of the direction in which it is 

measured. Many material properties are considered or assumed to be isotropic as they are 

usually represented by a scalar value, for example Young's Modulus (𝐸). However, isotropy 

is rarely observed in single crystal materials. For example, Figure 2.19 shows the Young's 

Modulus of single-crystalline iron measured in different crystallographic direction. Clearly, 

the elastic property is dependent on the direction of measurement, and it can be as low as 

130 GPa along [100]  direction while as high as 280 GPa along [111]  direction, both 

significantly differ from the bulk modulus of 210 GPa. In many cases, it has been found that 

the influence of crystallographic orientation on material properties can be 20-50% of the 

property values [88]. 

Isotropic properties, on the other hand, appears in many polycrystalline materials, which are 

characterised by a microstructure consisting of numerous crystals, or so-called grains, each 

with its unique crystallographic orientation. When the grain orientations inside a 

polycrystalline material are randomly and uniformly distributed, the anisotropy, as opposed 

to isotropy, of single crystals cancel out with each other, consequently the measured 

properties become isotropic. However, the grain orientations in polycrystalline metals 

fabricated by most kinds of thermomechanical processing are rarely randomly distributed, 

they tend to appear in certain preferred orientations, either due to mechanical deformation 

along certain directions or crystallisation during heat treatments. The preferred 

crystallographic orientations in polycrystalline materials, defined as `texture', can therefore 

results in anisotropic material properties and have significant impact on the properties along 

the direction of processing [89]. Examples of material properties that are influenced by 

texture are mentioned but not limited to strength, ductility, toughness, and fatigue 

resistance.   
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The existence of texture in materials is generally not desired, as it creates weakness in certain 

directions. Compared to anisotropic materials, isotropic materials are easier to deform, and 

their behaviour is easier to predict. Nevertheless, crystallographic textures can also serve as 

an extra opportunity to design the properties of materials. One can deliberately control the 

texture in the component to strengthen the mechanical properties along the loading 

direction, such as directionally solidified nickel-base superalloys for turbine blades in jet 

engines. Material engineers have learned to live with anisotropic properties and benefit from 

texture [22]. 

2.2.2 Representations of Orientation 

The crystallographic orientation is defined as the rotation which transforms specimen 

coordinate system into the crystal coordinate system [90]. As illustrated in Figure 2.20, the 

specimen coordinate XYZ is conventionally chosen as the rolling direction (RD), transverse 

direction (TD), and normal direction (ND) for rolled specimens. The crystal coordinate is 

referred to as the [100], [010], and [001] crystallographic directions within a grain (single 

crystal) of interest within the specimen. The orientation (𝑔), specimen coordinates (𝐶𝑆), and 

crystal coordinates (𝐶𝐶) has the following relationship 

 𝐶𝐶 = 𝑔 ⋅ 𝐶𝑆 (2.6) 

The Equation (2.6) can be treated as applying a three-dimensional rotation to the specimen 

coordinates, yielding the position of crystal coordinates.  

The orientation 𝑔 can be expressed in multiple ways, which are introduced in the following 

sections. For simplicity, the following discussion on orientation is based on cubic crystal 

structure. For different crystal structures, the descriptors need to be modified accordingly, 

details can be found in [89]. 

The crystallographic orientation can be described in numerous of ways. All descriptors are 

employed into texture analysis process and each of them provides a unique aspect of 

orientation. It is beneficial to appreciate all descriptors of orientation to interpret the results 
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of texture analysis. In this section, several descriptors of orientation are introduced, namely 

rotation matrix, Miller indices, Euler angles, and angle/axis of rotation. However, the reader 

should be aware that there are more descriptors, such as quaternion and Rodrigues vector. 

Although quaternion is not introduced in this thesis, it is commonly used in implementation 

of computation programs to for orientation calculation, the reader is encouraged to further 

study it when needed. Details about quaternion can be found in [91]. 

2.2.2.1 Rotation Matrix  

Any general rotation in three dimensions can be considered as the combination of the 

elemental rotations. Conventionally, a general rotation in three dimensions is represented as 

elemental rotation about the 𝑥-, 𝑦- and 𝑧-axes in turn with respective angles 𝜙, 𝜃, and 𝜑. 

The general rotation matrix can be obtained by 

 𝐑 = 𝐑𝑧(𝜑) 𝐑𝑦(𝜃) 𝐑𝑥(𝜙) (2.7) 

where  

 

𝐑𝑥(𝜙) = [
1 0 0
0 cos 𝜙 − sin 𝜙

0 sin 𝜙 cos 𝜙
] 

𝐑𝑦(𝜃) = [
cos 𝜃 0 sin 𝜃

0 1 0
− sin 𝜃 0 cos 𝜃

] 

𝐑𝑧(𝜑) = [
cos 𝜑 − sin 𝜑 0
sin 𝜑 cos 𝜑 0

0 0 1

] 

(2.8) 

Rotation matrices have many useful properties, such as, the inverse of rotation is equivalent 

to a clockwise rotation, which coincides with the transpose of original rotation. Such that 

 𝐑(𝜃)−1 = 𝐑(−𝜃) = 𝐑(𝜃)𝑇  (2.9) 

The rotation matrix in Equation (2.7) is an `active' rotation, where rotation is applied on a 

body within a fixed coordinate system. Conversely, the crystallographic orientation 𝑔 defined 

in Equation (2.6) is a `passive' rotation, where rotation is applied on the coordinate system 
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(rotation of reference frame). A passive rotation (𝐑𝑝) is simply the inverse of active rotation 

(𝐑), namely 

 𝐑𝑝 = 𝐑−1 (2.10) 

Therefore, the orientation 𝑔 can be expressed as 

 𝑔 = 𝐑𝑥(𝜙) 𝐑𝑦(𝜃) 𝐑𝑧(𝜑) (2.11) 

Alternatively, the orientation 𝑔 can also be expressed using the cosines of the angles (see 

Figure 2.20) between the crystal coordinate system and the specimen coordinate system, as  

 

𝑔 =

[
 
 

cos 𝛼1 cos 𝛽1 cos 𝛾1

cos 𝛼2 cos 𝛽2 cos 𝛾2

cos 𝛼3 cos 𝛽3 cos 𝛾3]
 
  (2.12) 

since they are coherent to the definition of orientation – the position of the specimen 

coordinate system with respect to the crystal coordinate system. 

Rotation matrix is not commonly used to describe orientation in the field of texture analysis, 

since rotation about specimen axes usually does not provide useful physical meaning. 

Nevertheless, it serves as a good steppingstone to understand the nature of three-dimensional 

orientation. 

2.2.2.2 Miller Indices 

The Miller indices of an orientation 𝑔 is expressed as  

 𝑔 = (ℎ𝑘𝑙)[𝑢𝑣𝑤] (2.13) 

where (ℎ𝑘𝑙) is the crystallographic plane that is parallel to the normal direction, and [𝑢𝑣𝑤] 

is the crystallographic direction that is parallel to the rolling direction. Miller indices can be 

converted into matrix form, details can be found in Appendix B.1. 
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For example, as illustrated in Figure 2.21, since the (110) plane in the crystal is parallel to 

the normal direction and the [001] direction in the crystal is parallel to the rolling direction, 

the orientation of the crystal can be expressed as (110)[001]. If the family of (ℎ𝑘𝑙) and [𝑢𝑣𝑤] 

are all crystallographically equivalent, the orientation can be expressed as {ℎ𝑘𝑙}〈𝑢𝑣𝑤〉 to 

respect the symmetry of the crystal structure.  

Miller indices notation is popular among metallurgists thanks to its simplicity; hence they 

are used as the main descriptor when referring to crystallographic orientation throughout 

this thesis.  

2.2.2.3 Euler Angles 

Both the rotation matrix and the Miller indices overcomplicate the representation of 

orientation, since only a minimum of three variables are required to specify an orientation. 

Euler angles is the most well-established descriptor to express orientation in the simplest 

form [89].  

The Euler angles can be presented in many different conventions. In the field of texture 

analysis, the most popular one is the Bunge system [90], which defines the Euler angles in an 

intrinsic 𝑧1-𝑥′-𝑧2
′′ rotation. The intrinsic 𝑧1-𝑥′-𝑧2

′′ rotation involves firstly rotate about 𝑧-axis 

by an angle 𝜑1, followed by a rotation about the 𝑥′-axis (with respect to the rotated crystal 

coordinate system) by an angle Φ, finally rotate about 𝑧′′-axis (also with respect to the 

rotated coordinates after the previous two rotations) by an angle 𝜑2 , as illustrated in 

Figure 2.22. The orientation 𝑔 can be expressed using a tuple of three Euler angles as  

 𝑔 = {𝜑1, Φ, 𝜑2} (2.14) 

Euler angles can be converted into matrix form, details can be found in Appendix B.2.  

Although the range of the Euler angles can be generally defined as (0°, 360], due to the 

symmetry of the crystal structure and specimen geometry, the range of the Euler angles can 
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be reduced. For example, the range of Euler angles in HCP structure can be reduced to 0° ≤

𝜑1 ≤ 90°, 0° ≤ Φ ≤ 90°, and 0° ≤ 𝜑2 ≤ 60° to avoid the redundant rotation. 

Euler angles are commonly used in advanced texture analysis by means of orientation 

distribution function, which is the simplest expression of complete orientation distribution 

in three dimensions without any loses of information. Other methods, take pole figures for 

example, inevitably discards a portion of information due to projection onto a two-

dimensional plane. The orientation distribution function is introduced in Section 2.2.3.4 with 

more details.  

2.2.2.4 Angle/Axis of Rotation 

Any general rotation, as previously described, composes of three elemental rotations. 

However, Euler's rotation theorem [92] states that the same rotation can be achieved by a 

single rotation about a specific axis by a certain angle. This type of descriptor is therefore 

known as angle/axis of rotation, as illustrated in Figure 2.23. The orientation 𝑔 can be 

expressed using a pair of angle 𝜃 and axis 𝐯⃗    in the form of 

 𝑔 = {𝜃, 𝐯⃗   } (2.15) 

Angle/axis of rotation can be converted into matrix form, details can be found in Appendix 

B.3. 

The angle/axis of rotation is commonly used to describe `misorientation', which is defined 

as the difference in orientation between two crystals within the same polycrystalline 

specimen. Similar to the definition of orientation, the misorientation can be described as the 

position of a crystal coordinate system with respect to another crystal coordinate system, as 

if taking one of the crystals as the main reference frame. Hence, the Equation (2.6) can be 

rewritten for misorientation Δ𝑔 as  

 𝐶𝐶2
= Δ𝑔 𝐶𝐶1

 (2.16) 
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Notice that the misorientation Δ𝑔 can be expressed by the orientation 𝑔 of the two crystals 

with respect to the specimen coordinate system. Specifically, one can first rotate crystal 𝐶1 

to align with the specimen coordinates by applying 𝑔1
−1, then rotate the crystal to align with 

the second crystal 𝐶2 by applying 𝑔2. Mathematically, it can be written as 

 Δ𝑔12 = 𝑔2 𝑔1
−1 (2.17) 

Expressing misorientation by angle/axis of rotation is beneficial, as it usually provides 

meaningful physical representation of the adjacent crystals, and can often relate to slip or 

twinning system in crystallography. Therefore, the angle/axis of rotation is commonly used 

as a descriptor for misorientation at grain boundaries, phase boundaries, and twin 

boundaries. 

2.2.3 Representations of Texture 

To visualise texture, the preferred crystallographic orientations, in polycrystalline materials, 

it is necessary to visualise the orientation distribution of all crystals within the region of 

interest. In order to represent the orientation distribution concisely, many ways of 

visualisation techniques have been invented. There is no specific technique that is superior 

to others or universal for any purposes, each technique has its own advantages that is useful 

for certain scenarios, however it comes along with some disadvantages and limitations. 

Therefore, it is necessary to understand a few representations of texture for the purpose of 

visualise the texture analysis in the most appropriate way. 

2.2.3.1 Pole Figure 

Pole figures are two-dimensional representations of the orientation distribution with respect 

to the specimen coordinate system to obtain semi-quantitative information about the texture 

of the specimen. Figure 2.24 demonstrates the construction of a pole figure. For a 

predetermined family of crystallographic planes, e.g. {100}, the normal of each plane is 

projected onto an imaginary sphere encompassing the specimen. The projection on the sphere 
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is then projected onto the projection plane (located at the equator of the sphere) by 

connecting the point on the sphere to the south pole. The procedure of projecting 

crystallographic planes is carried out for all crystals within the region of interest in a 

polycrystalline specimen, thus the {100} planes of all crystals are all projected onto the 

projection plane, each of the {100} planes is represented by a single point. The projection 

plane together with the stereographic projection of all {100} planes is a {100} pole figure of 

the specimen. Since in practice millions of planes can all projected into a single pole figure, 

making it difficult to read, pole figures are commonly presented as a contour plot, for instance 

as shown in Figure 2.25. The preferred orientations on a contour pole figure are represented 

by the concentrated poles with high intensity, which is quantified as multiple of random 

distribution (MUD).  

Pole figures are usually aligned with the specimen coordinate system in terms of rolling, 

transverse, and normal directions, hence they are useful for illustrating the orientation of 

specific crystallographic planes with respect to the specimen. Due to the clarity of presenting 

the orientation with respect to the specimen coordinate system, the pole figure is popular in 

the field of texture analysis, and it is often the first choice of texture representation for an 

overview of the dominant texture components. However, as pole figures are two-dimensional 

stereographic projection of three-dimensional orientation, this results in loss of information. 

For instance, a (0001) pole figure only specifies the orientation of the c-axis in HCP crystals, 

however, the crystals still have a degree of freedom to rotate about the c-axis. Therefore, 

often two or more pole figures of characteristic crystallographic planes are presented together 

for better illustration of the texture information. For example, {110}𝛽  and {111}𝛽  pole 

figures are commonly presented together to illustrate titanium 𝛽 phase texture. Whereas 

{0001}𝛼 and {112̅0}𝛼 are frequently shown together to represent titanium 𝛼 phase texture. 

Nonetheless, even though multiple pole figures can provide more information, ambiguities 

still arises when different texture components overlap with each other on pole figures. If such 
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complexity of the preferred orientations is appeared, advanced texture analysis is required, 

and other means of texture representation may be used. 

2.2.3.2 Inverse Pole Figure 

Inverse pole figures, similar to pole figures, are also stereographic projection of 

crystallographic planes. However, inverse pole figures project plane with respect to the local 

crystal coordinate system, not to the specimen coordinate system as is the case in pole figures, 

as illustrated in Figure 2.26. Due to the symmetry of crystal structures, take cubic as 

example, all crystallographic planes can be projected into the stereographic triangle between 

the projection of [100], [010], and [001] planes, as illustrated in Figure 2.27. Since the other 

region on inverse pole figures apart from the stereographic triangle only contains duplicated 

information, inverse pole figures are often presented only showing the stereographic triangle 

of three orthogonal crystallographic directions. Due to the reduced portion of inverse pole 

figures, each orientation is only represented by a single point on an inverse pole figure, 

whereas in the case of pole figures, each orientation can result in multiple points on the 

figures. Each inverse pole figure is associated with a predetermined specimen direction (e.g. 

rolling, transverse, or normal direction). For each crystal within the specimen, the 

crystallographic direction parallel to the predetermined specimen direction is projected onto 

the inverse pole figure. This procedure is carried out for all crystals within the region of 

interest. Like pole figures, inverse pole figures are also commonly presented as contour plots.  

Inverse pole figures are beneficial to show the tendency of alignment between crystallographic 

and specimen directions. However, similar to pole figures, inverse pole figures also do not 

preserve full information of orientation. In fact, the information presented in inverse pole 

figures are even more limited as they only preserve orientation information in one dimension. 

Although presenting multiple inverse pole figures can provide a little more information about 

the orientation distribution, this only shows preferred crystallographic directions along other 

specimen directions, the information inverse pole figures can provide is still very limited. 
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Usually, inverse pole figures are used as a colour key for orientation maps, which will be 

introduced in the following section. 

2.2.3.3 Orientation Map 

Orientation maps serve as an extension of inverse pole figures by reserving the spatial 

information, as shown in Figure 2.28. The same as inverse pole figures, a predetermined 

specimen direction is associated with every orientation map, in the case in the figure normal 

direction is chosen. For each crystal (or grain) within the polycrystalline specimen, the 

crystallographic plane parallel to the normal direction is determined and coloured according 

to the inverse pole figure colour key.  

Orientation maps are useful as they reserve the spatial information and can clearly present 

the spatial variation of orientation within the region of interest. However, they suffer from 

the same disadvantage as inverse pole figures have, the orientation information is only 

preserved in one dimension. This leads to a consequence that single orientation map can be 

misleading, as the same colours in an orientation map does not necessary indicates the same 

orientations. Since the colour in orientation maps only indicates the crystallographic 

direction parallel to the observation direction, the crystals sharing the same colour all have 

the degree of freedom to rotate about that direction. Therefore, multiple orientation maps 

are needed to be presented together to avoid the ambiguity of orientation representation. 

Nevertheless, orientation maps serve as a very useful tool to detect regions of commonly 

oriented crystals in close proximity, which is formally defined as `macrozones' or `micro-

textured regions', they are considered to have detrimental effect on dwell fatigue life of 

titanium components [93, 94]. 

2.2.3.4 Orientation Distribution Functions 

Pole figures and orientation maps are useful for texture representation, however, their 

common disadvantage is loss of information. Orientation distribution functions (ODF) 

provides complete information of orientation distribution without any loss, thereby they are 
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powerful for advanced texture analysis. The ODF 𝑓(𝑔) is defined as a probability density 

function of orientations 𝑔, as 

 
𝑓(𝑔) =

1

𝑉

𝑑𝑉 (𝑔)

𝑑𝑔
  (2.18) 

where 𝑉  is the total volume of interest and 𝑑𝑉  is the volume of all crystallites with similar 

orientation 𝑔 within the angular orientation range 𝑑𝑔. For a given set of measured texture 

data, the ODF 𝑓(𝑔)  can be solved by either harmonic method, which involves series 

expansion in a Fourier space, or WIMV method, which divide the orientation space into a 

finite grid and minimise its local curvature. Details about the mathematical derivation of 

these two methods can be found in [95] and [89].  

The ODF is commonly expressed in the form of Euler angles {𝜑1, Φ, 𝜑2}, within Euler space. 

This allows ODF to be visually represented in a three-dimensional space, as illustrated in 

Figure 2.29 (a). Although ODFs can be presented in three dimensions, generally this type of 

visualisation is not suitable for publication on a printed page. Therefore, often ODFs are 

presented in a series of sections along 𝜑2, with steps of 5-10° depending on the location of 

the characteristic texture components, as shown in Figure 2.29 (b). 

The disadvantage of ODF is the difficulty to associate with the actual orientation with 

respect to the specimen coordinate system, therefore it is only used in advanced texture 

analysis when a transition between texture components (e.g. fibre) appears. In HCP crystals, 

the ODF sections along 𝜑2 is considered to be suffered from the distortion in the Cartesian 

coordinate system of Euler angles. There is an alternative method of presenting ODF sections 

for HCP crystal structures, called sigma sections. In principle, the sigma sections are simply 

a series of (0001) pole figures, with (112̅0) directions visualised on the pole figures, indicated 

by the arrows in the pole figures, as shown in Figure 2.30. The series of pole figures is 

sectioned along the degree of c-axis rotation from 0-60°, consequently, the (112̅0) direction 
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rotates about the origin in each pole figure. This method essentially decomposed the 

traditional (0001) pole figures, and provides an intuitive visualisation of all texture 

components within HCP crystal without losing any information. 

2.2.4 Texture Measurement by Electron Backscatter Diffraction 

The work of texture analysis was originated back in late 1940's with the introduction of 

texture goniometer. Schulz [96] established modern quantitative texture analysis technique 

by means of x-ray diffraction, since then, many diffraction methods have been developed for 

texture measurement, including neutron diffraction [97], synchrotron x-ray diffraction [98], 

electron backscatter diffraction (EBSD) [99]. Currently, EBSD has become the standard 

technique for both macrotexture and microtexture analysis [100], thanks to this high spatial 

resolution (~20 nm) and fast data acquisition. In addition, the EBSD system is modulus and 

can be easily attached to a scanning electron microscope (SEM), which is a widely available 

instrument in a metallurgy laboratory. 

Figure 2.31 illustrates the configuration of electron beam, sample, and EBSD detector within 

a SEM. The sample is tilted usually in 70° to allow more electrons diffracted toward the 

detector. When the accelerated electron beam strikes onto a crystalline material, electrons 

from the atoms near sample surface are scattered in all directions, known as backscatter 

electrons. These backscatter electrons traveling along each crystallographic plane is 

diffracted following the Bragg's law [101] 

 𝑛𝜆 = 2𝑑 sin 𝜃 (2.19) 

where 𝜆 is the wavelength of electrons, 𝑑 is the spacing of the crystallographic plane, 𝜃 is 

the angle of incidence, and 𝑛 is any integer. The electrons satisfying the Bragg's law gain 

constructive interference, whereas those does not satisfy the Bragg's law have destructive 

interference. Consequently, a pair of constructively interfered diffraction cones (Kossel cones) 

is generated along each crystallographic plane, as illustrated in Figure 2.32. Each pair of 

diffraction cones is then projected onto the detector (phosphor screen), producing Kikuchi 
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lines. Since the electrons are scattered in all directions, Kikuchi lines are generated along 

every crystallographic plane, resulting in a Kikuchi pattern (or electron backscatter pattern, 

EBSP) on the phosphor screen.  

The Kikuchi pattern is very useful for crystallographic analysis, since the pattern is 

essentially a gnomonic projection of all crystallographic planes onto the screen, the 

information about the crystal is embedded into the Kikuchi pattern, as illustrated in 

Figure 2.33. By analysing Kikuchi patterns, the type of crystal structure and the orientation 

of the crystal can be determined. The analysis of Kikuchi patterns is carried out through 

Hough transform [102], an image processing technique for line detection. The identified 

Kikuchi lines are compared with analysed structures to find the best fit. The whole process 

can be done automatically by the commercial software within a millisecond, allowing 

automated texture measurement over large region of interest. 

2.2.5 Typical Textures 

To interpret the texture measurement results, it is beneficial to have the idea of some typical 

textures in mind. Similar type of textures may imply similar type of texture development 

mechanism during thermo-mechanical processing. In this section, several types of commonly 

appearing textures are introduced, their corresponding pole figures are also provided.  

2.2.5.1 Ideal Cubic Textures  

In processed cubic materials (e.g. steels), there are several commonly appearing textures. 

These textures are named either by the discoverer or by the material frequently exhibiting 

the texture. The four types of well-known ideal textures, namely Goss {110}〈001〉, cube 

{001}〈100〉,  copper {112}〈111〉̅ , and brass {110}〈112̅〉  texture. The copper and brass 

textures are normally found in rolled face-centred cubic (FCC) materials. The cube texture 

appears predominantly in recrystallised FCC materials.  These ideal textures all have 

dominant orientation with respect to the specimen normal and rolling directions, as shown 

in Figure 2.34, Figure 2.35, and Figure 2.36. The ideal positions of these texture components 
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on (110) and (111) pole figures are shown in Figure 2.37. The pole figures of these ideal 

textures are useful for identifying the texture components measured in experiments. 

2.2.5.2 Fibre Textures 

In the pole figures of ideal cubic textures, the texture components are concentrated around 

ideal orientations, this type of texture components are known as peak-type components. On 

the other hand, materials formed by axially symmetric deformation, such as wire drawing, 

compression, and extrusion, often exhibit texture with rotational symmetry, so-called fibre 

textures. In fibre textures, a crystallographic direction [𝑢𝑣𝑤] is preferentially aligned with 

the axis of deformation, or so-called fibre axis. Apart from the preferential alignment with 

the fibre axis, there is no other restriction on grain orientation, therefore, the crystals have 

a degree of freedom to rotate about the fibre axis. Consequently, the fibre texture appears 

like continuous bands of orientations on pole figures, as illustrated in Figure 2.38. 

2.2.5.3 Simple Shear Textures 

Textures resulting from a simple shear deformation in cubic materials was initially studied 

in torsion testing for steels [103], the simple shear textures were later found in many studies 

on friction stir welding [104–106], and also found to have certain similarities with equal 

channel angular extrusion [107]. The (110) and (111) pole figures of simple shear textures in 

BCC materials are shown in Figure 2.39. Four types of texture components are commonly 

appearing in simple shear conditions, namely 𝐷 {112}〈111〉̅, 𝐸 {110}〈111̅〉, 𝐽  {110}〈112̅〉, 

and 𝐹  {110}〈001〉. The (0001) and (112̅0) pole figures of simple shear textures in HCP 

materials are shown in Figure 2.40. Four types of texture components are commonly 

appearing in simple shear conditions, namely 𝑃1 {110̅0}〈112̅0〉, 𝐵-, 𝐶1-, 𝐶2-, and 𝑌-fibre 

textures. The Miller Indices representation of fibre textures are not concise, instead, they 

are defined only by the orientation of {0001} planes. For example, 𝐶1- and 𝐶2-fibre textures 

are defined as {0001}  planes being ±30° from the shear direction towards shear plane 
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normal. The simple shear textures play an important role in various type of friction welding 

processes, since the local stress condition at the weld interface is very much similar to the 

simple shear condition. 

2.2.5.4 Textures in 𝛼 + 𝛽 Titanium Alloys 

The 𝛼 + 𝛽 titanium alloys, with microstructures containing hexagonal 𝛼 phase and BCC 𝛽 

phase, can develop strong texture during thermo-mechanical processing. The type of the 

texture and its intensity is determined by the temperature and stress conditions during 

processing. Subsequent heat treatments such as annealing and tempering at lower 

temperatures have little to no effect on the texture.  

Generally speaking, the textures generated in 𝛼 + 𝛽 titanium alloys can be classified into 

four types, depending on the deformation temperature. As shown in Figure 2.41, for titanium 

alloys sheets after uniaxial rolling at low temperatures, strong texture components along 

transverse and normal directions are developed, this is commonly referred to as 

basal/transverse type of texture. This kind of texture is also regarded as 𝛼-deformation 

texture, as its behaviour can be attributed to the deformation of 𝛼 phase (i.e. basal and 

prismatic 〈𝑎〉⃗  slip systems), since high volume fraction of 𝛼  phase is presented at low 

temperatures. When rolling at temperatures above 𝛽 transus, 𝛽-deformation texture arises. 

The material achieves 100% 𝛽 phase and 𝛽 → 𝛼 phase transformation occurs during cooling, 

resulting in transformation type of textures. Following Burger's orientation relationship, a 

total of 12 𝛼 variants can form from 𝛽 phase, hence producing many texture components on 

the pole figure. When rolling at temperatures just below the 𝛽 transus, high volume fraction 

of 𝛽 phase is presented in the material, and 𝛽 → 𝛼 transformation also occurs. However, 

variant selection occurs during phase transformation, only one of the 𝛼  variant is 

preferentially formed, resulting in a strong transverse texture. Previous studies proposed 

that the variant selection is induced by the superimposed strains resulting from the 
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deformation process [108, 109]. At temperatures between 900-930℃, texture softening was 

observed, no particularly strong texture component can be found. As the temperature in this 

range is in between 𝛼 -deformation temperature and 𝛽 -deformation temperature, the 

intensity of the 𝛼-deformation texture reduces as the volume fraction of 𝛼 phase decreases 

with the increased temperature. Similarly, the intensity of the 𝛽-deformation texture also 

decreases as there is not enough 𝛽 phase to exhibit strong 𝛽-deformation texture [81]. This 

processing window is preferred in the industry to obtain texture-free components.  

The symmetry of textures is determined by the mode of deformation. In cross rolled titanium 

sheets, the intensity of the transverse texture component is significantly reduced, as rolling 

direction is rotated by 90° after each rolling step, the transverse component is suppressed 

when rolled along the rolling direction. In forged titanium alloys, axial symmetry appears as 

the material deforms in radial directions, thus fibre texture along the forging direction is 

developed. 

2.2.6 Variant Selection 

When texture development involves 𝛽 → 𝛼 phase transformation, a total of 12 possible 𝛼 

variants can form from a single 𝛽 grain. If all variants share equal possibility to form, in 

other words, no orientation is preferred, the material will not exhibit strong texture. 

However, often specific orientation is preferentially selected, resulting in a strong texture 

component. This process is known as variant selection, and it has been reported in numerous 

study on titanium alloys [104, 105, 110–120].    

The mechanism of variant selection has been studied extensively. Several factors have been 

proposed to be account for this phenomenon, including dislocation pile-up, internal stress, 

and transformation-induced strain. Gey 𝑒𝑡 𝑎𝑙. [118, 119] proposed that deformation in the 𝛽 

phase field is linked with the activation of {110}〈111̅〉 and {112}〈111〉̅ slip systems. The 
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most activated slip system produces high density of dislocations pile-up, which are ideal 

nucleation sites for the 𝛼 phase. Zeng and Bieler [115] argued that rapid cooling from 𝛽 

phase develops anisotropic thermal contraction of the prior 𝛽 grains due to anisotropic 

thermal expansion coefficient of 𝛼 phase. The anisotropic thermal contraction causes the 

development of internal stresses, which can affect the transformation texture by means of 

favouring the formation of specific 𝛼 variants [121]. Humbert 𝑒𝑡 𝑎𝑙. suggested that variant 

selection should base on the accommodation of strain induced from 𝛽 → 𝛼 transformation. 

The minimisation of elastic strain energy during transformation should be the driving force 

of variant selection. Particularly, the strain at 𝛽 grain boundaries and 𝛼/𝛽 phase boundaries 

plays an important role [120].  

It is worth mentioning that there is still an ongoing debate on the mechanism of variant 

selection, although various mechanisms have been proposed by different researchers, there is 

still yet a universal agreement between each mechanism.  

2.3 Linear Friction Welding 

LFW is one of the friction welding techniques, which join materials solely through generating 

friction between workpieces in relative motion. LFW process involves the application of high-

frequency linear oscillation on one workpiece relative to another along with a large 

compressive pressure [12, 122–125], as illustrated in Figure 2.42 (a). The friction at the 

interface generates heat, which increases the temperature and softens the material in 

proximity to the weld interface. The softened/plasticised material flows along the oscillation 

direction, and is then expelled from the interface, forming flash, as shown in Figure 2.42 (b). 

As the material is extruded away from the weld, the two workpieces exhibit axial shortening 

along the direction of compressive pressure, or so-called `upset'.   

During the whole process, even though the material becomes plasticised, the temperature is 

never high enough to melt the material. Therefore, LFW is considered as a solid-state joining 
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process, which is a beneficial feature as it prevents dramatic change in microstructure and 

mechanical properties and keeps a narrower heat-affected zone (HAZ). Furthermore, thanks 

to the extrusion of material during LFW, the contaminants on the surface of the workpieces 

are naturally extruded away from the weld into the flash, leading to a defect-free solid weld. 

This phenomenon is known as `self-cleaning effect', which prevents the retention of the 

contaminants within the weld, consequently improving the structural integrity of the weld.  

2.3.1 Phases of Welding 

The LFW process can be split into four distinct phases [124, 125]: initial, transition, 

equilibrium, and deceleration phases, as demonstrated in Figure 2.42 (b). In the initial phase, 

the two workpieces are brought together in contact by the applied pressure. Due to the 

surface roughness and asperities, the initial true contact area is smaller than the surface area 

of the workpieces. Linear oscillation is applied on one of the workpieces to generate friction 

and heat at the interface. If the rubbing velocity is not sufficient for a given applied pressure, 

the generated frictional heat would be insufficient to soften the material and cannot initiate 

the next phase. With sufficient frictional heat, the welding process moves into a transition 

phase, where the asperities wear out and begin to be expelled from the weld. It is considered 

that the true contact area becomes the same as the surface area of the workpieces. The 

thickness of the HAZ is expanding during this phase for the next phase to follow. 

In equilibrium phase, the plasticised material is no longer able to support the compressive 

pressure, thus stable extrusion of the plasticised material and axial shortening begins. The 

frictional heat generated at the interface is conducted away into the flash and the base 

material, leading to a thermal equilibrium in this phase. Consequently, the temperature does 

not further increase beyond this point. Once the desired axial shortening is achieved, the 

process moves on to the deceleration phase, where the oscillation motion is terminated, while 

the compressive pressure is still applied to consolidate the weld. Figure 2.42 (c) is an example 

of the variation of shear force and axial displacement during each phase in LFW.  
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A modern definition of phases in LFW [126, 127] introduces a conditioning phase before the 

initial phase, and split the deceleration phase into two phases: forge phase and release phase, 

as illustrated in Figure 2.43. In this definition, the initial, transition, and equilibrium phases 

are included in the frictional phase. The conditioning phase involves the ramp-up process of 

the oscillation until it stabilised, in this phase the compressive pressure (friction force) has 

not been applied yet. The forge phase is introduced to emphasis the effect of forge pressure, 

which is usually has greater magnitude than the compressive pressure. In the release phase, 

the forge pressure is removed, this causes a slight expansion of the workpiece, the total upset 

(axial shortening) is therefore slightly reduced. 

2.3.2 Key Process Variables 

There are three key process variables which predominantly determines the properties of 

LFW'd joints, namely oscillation frequency (𝑓), oscillation amplitude (𝑎), and compressive 

friction pressure (𝑃 ). Specific power input (𝑤) has been introduced by many researchers 

[125, 128, 129] to characterise the process parameters as  

 
𝑤 ∝ 𝜇

𝑎𝑓𝑃

2𝜋
 (2.20) 

where 𝜇 is the coefficient of friction. The power input can be used as the first estimation for 

the weldability of the process variables, low power input indicates poor weldability or even 

failure to weld. The power input is an indication of the energy density generated during 

LFW. Increasing power input will heat up the weld interface more rapidly, and result in 

higher temperature at the weld interface. This in turn affects the microstructure of the weld 

zone. Other key process variables include forge pressure, forge time, ramp-up time, ramp-

down time, and burn-off distance (a certain axial shortening that triggers the start of the 

forge phase). All key process variables can be controlled directly through the welding 

machine.  
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There are several variables that cannot be controlled directly during the process, 

nevertheless, they are still of importance to the integrity of the LFW'd joints. These variables 

are referred to as secondary process variables, as they are considered as consequences of the 

key process variables. Secondary process variables include upset (total axial shortening), 

upset rate, shear force, and welding time [127, 130–132]. 

2.3.3 Temperature Distribution  

Experimentally measuring the temperature distribution in LFW'd joints is technically 

challenging, nevertheless, Turner 𝑒𝑡 𝑎𝑙. [133] managed to embedded thermocouples into the 

workpiece at different distance away from the interface to measure the temperature 

distribution in the axial direction. The results are used to validate their finite element model 

and shows a good agreement with the model prediction. As finite element method appears 

to be a robust method for the thermal analysis of LFW process, many researchers adopted 

this method to investigate the temperature distribution in the weld. McAndrew 𝑒𝑡 𝑎𝑙. [128, 

134, 135] used finite element model to predict the thermal profile in LFW'd Ti-64 with 

different welding velocity, friction pressure, and in-plane width, as shown in Figure 2.44. 

The results indicate that higher welding velocity, lower friction pressure, and thicker 

workpiece can increase the temperature at the weld interface. Greater welding velocity also 

increases the gradient of the thermal profile, this helps reducing the size of HAZ.  

Vairis and Frost [125] established a finite element model to predict the temperature variation 

at the interface over time. Although their model predicts that the interfacial temperature 

does not exceed 900 ℃  during the entire welding process, which is opposed to the 

metallurgical observation, their method still demonstrates the versatility of finite element 

analysis. Li 𝑒𝑡 𝑎𝑙. [136] provides an improved model which predicts that the temperature at 

the interface rises rapidly within the first second to approximately 970 ℃ , then the 

temperature keeps increasing to approximately 1000℃ at two seconds and maintains at the 

same level before the forging phase starts, as shown in Figure 2.45 (a). Their temperature 
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profile also indicates a rapid cooling rate at approximately 160℃/s during the forging phase, 

this correlates well with metallurgical observation of martensitic transformation.  

Finite element analysis can also predict the cross-sectional temperature distribution at the 

weld interface, as demonstrated by Sorina-Muller 𝑒𝑡 𝑎𝑙.  [137] and Grujicic 𝑒𝑡 𝑎𝑙.  [138]. 

Figure 2.46 illustrates the temperature distribution at the interface when desired upset is 

achieved for different workpiece geometries. Great temperature difference at the interface, 

~475K (177℃) at the edges and ~1200K (927℃) in the centre of the body, was observed. 

The low temperature at the edges of the weld interface can be explained by the short time 

of overlap and heat losses through thermal convection.  

Although developing a reliable predictive model for the welding process is challenging due 

to the variability of input parameters like friction coefficients and the non-equilibrium 

conditions in LFW, the existing modelling efforts focusing on heat generation and transient 

temperature distribution serve as a valuable guideline for gaining a deeper understanding of 

the welding process and the resulting microstructure development [10]. 

2.3.4 Metallurgy of the Welds 

Figure 2.47 illustrates typical sections of titanium alloy after LFW. There are four distinct 

zone across the weld interface: central weld zone (CWZ), thermo-mechanically affected zone 

(TMAZ), heat-affected zone (HAZ), and parent material (PM). Each zone has unique 

microscopic feature and mechanical properties, which is discussed as follow.  

CWZ is a narrow region located near by the weld interface. As this region is the closest 

region to the interface, where the heat is generated during LFW, the temperature in CWZ 

usually exceeds the 𝛽 transus of the base alloys, therefore, the microstructure achieves 100% 

𝛽 phase and dynamic recrystallisation occurs in this region. The temperature in this region 

drops rapidly after the oscillation movement is terminated, this results in martensitic 

transformation which forms fine acicular 𝛼′  phase [131, 139]. Texture is significantly 
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developed in this region due to the asymmetric nature of LFW, leading to a strong anisotropy 

of its mechanical properties. 

TMAZ is a region located next to CWZ further away from the interface. The temperature 

in this region is slightly lower than CWZ, and it generally does not exceed the 𝛽 transus of 

the titanium alloys. Hence, the microstructure in this region exhibits certain similarity with 

the microstructure in the base material, except from the severe grain distortion resulting 

from the plastic deformation during the welding process due to the compressive pressure and 

oscillation. As the temperature in this region is still close to the 𝛽  transus, phase 

transformation and recrystallisation may partially occur in this region.  

HAZ is located further away from the interface next to TMAZ. By definition, HAZ is a 

region only affected thermally but not mechanically, thus no grain distortion appears in this 

region. The temperature in this region is significantly lower than the 𝛽 transus, hence the 

material can well withstand the compressive pressure. The thermal effects in HAZ includes 

grain coarsening and the formation of secondary phases. However, the size of HAZ is small 

or is difficult to be identified in materials with poor thermal conductivity, for example, Ti-64 

[12]. The PM is the rest of the material which does not affected by LFW process at all, 

therefore it consists of the exact same microstructure as the base alloys. 

It is worth noting that different terminology has been used to describe each weld zone in 

LFW'd joints. Some use ̀ plastic section' to describe CWZ, and  some use ̀ partially deformed 

section' to describe TMAZ [124], whilst some use `plastic affected zone' for both CWZ and 

TMAZ [139], others may use HAZ for the entire weld zone [140]. The reader is advised to 

be cautious when comparing different terminology used in the papers. 

There are numerous studies on the mechanical properties of LFW'd titanium [62, 131, 141–

143]. Wanjara 𝑒𝑡 𝑎𝑙. [131] and Romero 𝑒𝑡 𝑎𝑙. [143] both reported that LFW'd Ti-64 with 

appropriate process parameters have superior hardness and tensile strength to their parent 

materials. In both studies, from the hardness profile across the weld, the maximum value 
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occurs at the weld interface for its fine martensitic microstructure. The exact shape of the 

profile varies with the applied process parameters and the employed alloys. In traditional 

welding, HAZ with reduced strength tends to be the weakness of the welds. However, the 

HAZ in the welds generally maintain similar hardness compared to the base material. The 

results from the previous studies suggest that LFW can provide improved strength in the 

weld without having weakness in HAZ.  

2.3.5 Residual Stress 

During the process of LFW, residual stress is introduced to the workpieces and the fracture 

toughness of CWZ is usually reduced compared to the PM. Consequently, it is essential to 

carry out a post-weld heat treatment (PWHT) to relieve the residual stress and recover the 

fracture toughness of the welds. The two main variables of PWHT, temperature and 

processing time, have huge influence on the resulting microstructure and material properties. 

A previous study [144] investigated the effect of three different PWHT temperatures to Ti-17 

similar welds. It is reported that higher temperature facilitates the recrystallisation of 𝛼 

phase, which disperses uniformly in the recrystallised 𝛽 phase. This results in a lower level 

of residual stress as well as helps to recover ductility and tensile properties to the extent 

that even better than PM. However, increasing the PWHT temperature also coarsen the 

grains and affect the properties of the PM, hence, the PWHT temperature for titanium alloys 

after LFW is usually below its annealing temperature. Table 2.3 lists some recommended 

PWHT process for titanium and selected 𝛼 + 𝛽 alloys. 

2.3.6 Dissimilar Welds 

Modern jet engines usually have large by-pass ratio, which means most of the hot air passes 

by blades but not by the disc. This results in different operating temperature between blades 

and the disc, especially in the compressor and turbine stages. Moreover, the stress state of 

blades is also different from the disc: during high-speed rotation, blades only need to 

withstand the centrifugal force to support themselves, whereas the disc is required to support 
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itself and all blades attached to it. Therefore, it is reasonable to use different materials for 

blades and discs to match the different requirements in service. LFW offers an advantage 

that it is possible to produce dissimilar welds with dual material properties, which is useful 

for optimising blisks. There has been numerous studies on LFW of dissimilar titanium alloys 

or nickel-base superalloys [63, 145–149]. Nonetheless, welding dissimilar materials also 

introduce several new issues which do not appear in similar welds.  

First, greater residual stress may result from joining materials with different thermal 

expansion coefficients, and this may lead to potential cracking in the weld [150]. Second, 

dissimilar materials have different strength at welding temperature. It is easier for the softer 

side to deform and to be extruded, leading to an uneven extrusion behaviour, which has been 

observed in several studies on LFW of dissimilar materials [151–155]. For self-cleaning effect 

to take place properly, sufficient extrusion from both sides of workpieces is required, 

otherwise inclusions may retain in the weld and compromise the structural integrity of the 

weld. The uneven extrusion behaviour in LFW of dissimilar materials effectively requires 

more material burn-off on the softer side, if the relative burn-off ratio is too large, such 

dissimilar welding would be impractical.  

Furthermore, when welding different metals, depending on the material combinations, 

intermetallic phases may form during welding. Since intermetallic phases are generally 

brittle, their existence deteriorates the performance of the weld, hence they are undesirable. 

Intermetallic phases have been found in LFW of aluminium to copper [152, 154], as well as 

aluminium to magnesium [153]. Nevertheless, Wanjara 𝑒𝑡 𝑎𝑙. [155] studied LFW of Ti-64 to 

IN718 (workhorse nickel-base superalloy). They found limited interaction between the two 

materials at the interface, and particularly no intermetallic layer between the two material 

was formed.  

There is also a potential issue on the PWHT of dissimilar welds. As mentioned previously, 

the PWHT temperature should be lower than the annealing temperature of the PMs to avoid 
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affecting their properties. It could be more difficult to find an PWHT temperature which 

relieves enough residual stress while meets the temperature requirements for both sides of 

materials in dissimilar welds (see Table 2.3). Therefore, it is crucial to find an optimised 

PWHT procedure for dissimilar welds. 

2.3.7 Blisk Repair 

Application of blisks in jet engines brings new challenges in terms of repair and maintenance. 

After the blisks have been in service for certain period of time, damage and wear on the 

blades will be noticeable. Once the damage surpasses the threshold set by the authority, 

repairing the blades is necessary. For traditional mechanically assembled blades, engine 

manufacturers can simply swap the damaged parts with a new one. However, for integrated 

blisks, swapping the blades requires more sophisticated process. Adaptive machining [156] is 

required to remove the damaged blades. This technique involves acquiring the 3D 

representation of the blisks, either by optical geometry measurement or tactile coordinate 

measuring machines [157]. Once the 3D representation is obtained, the STL file can be passed 

to a CNC code generator to generate milling tool paths that suits the measured geometry 

for blades removal. After the damaged blades was removed by adaptive machining, new 

blades can be welded back to original places on the disc by LFW [158] before final machining 

to the original dimensions. 

2.4 Fracture and Fatigue  

2.4.1 Linear Elastic Fracture Mechanics 

Linear elastic fracture mechanics (LEFM) is regarded as the fundamental principle of 

fracture mechanics, it describes the fracture of materials when they perform elastic 

deformation with linear material behaviour [159–164]. The definition of linear elastic 

materials is illustrated in Figure 2.48. LEFM is ideal to characterise the fracture behaviour 

of brittle materials, nevertheless, with several modifications, it can also be applied to ductile 

materials as long as overall they exhibit linear elastic deformation.  
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2.4.2 Fracture Toughness 

A. A. Griffiths [165] proposed the first study on fracture mechanics which demonstrates the 

fracture stress 𝜎𝑓  of brittle materials with a known crack size 𝑎. However, Griffith's criterion 

does not work well for ductile materials. G. R. Irwin [166] extended Griffith's method with 

consideration of the plastic work required to create surface in ductile materials, as  

 

𝜎𝑓 = √
 2𝐸(𝛾𝑠 + 𝛾𝑝) 

𝜋𝑎
 (2.21) 

where 𝐸  is Young's modulus, 𝛾𝑠  and 𝛾𝑝  are the surface energy of brittle and ductile 

materials, respectively. H. M. Westergaard [167] analysed the stress state of a cracked body 

and derived its closed-form expression using airy stress functions. Irwin simplified his solution 

for the stress near a crack tip as [164] 

 
𝜎𝑖𝑗 =

𝐾

 
√

2𝜋𝑟 
𝑓𝑖𝑗(𝜃) (2.22) 

where 𝜎𝑖𝑗 is the stress tensor, 𝑟 and 𝜃 is the polar coordinates, as shown in Figure 2.49. Note 

that Equation (2.22) implies a stress singularity when 𝑟 → 0. Here, Irwin introduced 𝐾 as 

stress intensity factor to characterises the stress singularity as 𝐾 ∝ 𝜎𝑖𝑗 . 𝐾  is commonly 

expressed as 

 𝐾 = 𝑌𝜎
√

𝜋𝑎 (2.23) 

where 𝜎 is the applied stress, and 𝑌  is a dimensionless function related to the crack length 

(𝑎) and the width of specimen (𝑊 ). Equation (2.23) implies that the fracture of a material 

occurs when its stress intensity factor 𝐾 (resulting from the applied stress and the existing 

crack length) reaches a critical value, fracture toughness (𝐾𝑐). 
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2.4.3 Crack Tip Plasticity 

The stress analysis in Equation (2.22) predicts infinite stress at crack tips, which is not 

realistic. Real materials show plasticity when they are subjected to a stress greater than 

their yield stress 𝜎𝑌𝑆. As the stress approaches infinity at a crack tip, this implies that there 

is a plastic zone around the crack tip, where the local stress is greater than 𝜎𝑌𝑆, as illustrated 

in Figure 2.50.  

On the crack plane (𝜃 = 0), Irwin suggested that yielding occurs at 𝜎𝑦𝑦 = 𝜎𝑌𝑆, the stress 

singularity is truncated by yielding at the crack tip. Besides, the exceeded stress must 

redistribute to satisfy equilibrium [164]. The estimated plastic zone size 𝑟𝑝 is expressed as  

 
𝑟𝑝 =

1

 𝜋 
(

𝐾𝐼

 𝜎𝑌𝑆 
)

2

 (2.24) 

On account of the plastic zone, the relationship of singularity zone and plastic zone is 

illustrated in Figure 2.51. The exact three-dimensional shape of plastic zone can be calculated 

by finite element analysis (FEA), as presented in Figure 2.52. Notice that the shape of cross-

sectional area on the surface of the specimen is different from the shape in the core since 

their stress states are different. On the surface, there is no stress in 𝑧 direction, thus the 

material is subjected to a plane stress condition. Whereas in the core, the strain in 𝑧 direction 

is constrained by the surrounding material, resulting in a plane strain condition. The 

difference in stress state is important as it affects the measurement of fracture toughness. 

2.4.4 Fatigue Crack Growth 

Fatigue is a common type of in-service failure where material is subjected to cyclic loading, 

even when the applied stress is less than the yield stress of the material. Paris 𝑒𝑡 𝑎𝑙. [168, 

169] demonstrated that fracture mechanics is a useful tool for analysing the crack growth 

behaviour induced by fatigue. Maximum stress 𝜎𝑚𝑎𝑥 and minimum stress 𝜎𝑚𝑖𝑛 are the two 

main parameters in fatigue testing, we can derive several useful parameters as follows 
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𝜎𝑚𝑒𝑎𝑛 =

 𝜎𝑚𝑎𝑥 +  𝜎𝑚𝑖𝑛 

2
 (2.25) 

 Δ𝜎 = 𝜎𝑚𝑎𝑥 − 𝜎𝑚𝑖𝑛 (2.26) 

 
𝑅 =

𝜎𝑚𝑖𝑛

 𝜎𝑚𝑎𝑥 
 (2.27) 

where 𝜎𝑚𝑒𝑎𝑛 is the mean stress, Δ𝜎 is the stress range, and 𝑅 is the stress ratio. With 

regards to stress intensity factor, we can incorporate Equation (2.23) into Equation (2.26), 

which gives 

 Δ𝐾 = 𝐾𝑚𝑎𝑥 − 𝐾𝑚𝑖𝑛 

= 𝑌 𝜎𝑚𝑎𝑥

√
𝜋𝑎 − 𝑌 𝜎𝑚𝑖𝑛

√
𝜋𝑎 

= 𝑌Δ𝜎
√

𝜋𝑎 

(2.28) 

where ∆𝐾 is the stress intensity range. Equation (2.28) describes the stress states near crack 

tip in fatigue testing, as demonstrated in Figure 2.53(a). The variation in stress intensity 

factor promotes the crack growth in each cycle and introduces a continuously enlarging 

plastic zone around the crack, as illustrated in Figure 2.53(b). 

The rate of crack growth is expressed as 𝑑𝑎/𝑑𝑁 , where 𝑁  is the number of cycles. It has 

been discovered that 𝑑𝑎/𝑑𝑁  is dependent on ∆𝐾, and their relationship is illustrated in 

Figure 2.54. There are three regimes in fatigue crack growth: threshold regime, Paris regime, 

and static fracture regime (as regime I, II, III indicated in Figure 2.54, respectively). Each 

regime has a unique fatigue crack growth mechanism, which will be discussed in the following 

sections. 

2.4.4.1 Threshold Regime 

When materials are loaded in a low ∆𝐾 condition, the crack growth is dominated by shear 

force in the direction of the primary slip system. This results in a zigzag crack path, as shown 

in Figure 2.55(a), which is often accompanied by flat fracture surfaces.  
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If we keep decreasing ∆𝐾, the crack growth rate eventually approaches to zero. The minimal 

stress intensity range can be defined as fatigue crack growth threshold ∆𝐾𝑡ℎ. In threshold 

regime, the extension of the crack growth in each cycle and the generated plastic zone size 

are normally on the scale of grain size. Therefore, the value of ∆𝐾𝑡ℎ is highly dependent on 

the microstructural features (e.g. grain boundary). Figure 2.56 illustrates the micro-

mechanism of crack growth in this regime. When a crack propagates though a grain, the 

crack growth stops by the grain boundary, which acts as a barrier for crack growth. The 

applied stress range causes dislocations pile-up in the adjacent grain, leading to crack 

initiation and crack coalescence, consequently allowing the crack propagates across the grain 

[170].  

Generally, materials with coarse grains and increased ductility have larger ∆𝐾𝑡ℎ, since the 

crack need more dislocation pile-up to propagate through a coarse grain. However, large 

grains are usually unfavourable since they reduce the strength of materials. To optimise the 

microstructural dimensions for ∆𝐾𝑡ℎ, a compromise in strength is necessary in the choice of 

grain size [163]. 

2.4.4.2 Paris Regime 

From the threshold regime, the increase of ∆𝐾 results in the enlargement of the plastic zone. 

Once the plastic zone is large enough, the crack is no long sensitive to microstructural 

features, and it starts to grow perpendicularly to the applied load, as shown in 

Figure 2.55(b). This indicates the magnitude of ∆𝐾 is large enough, and 𝑑𝑎/𝑑𝑁  starts to 

move into the Paris regime. In this regime, there is a linear relationship between ∆𝐾 and 

𝑑𝑎/𝑑𝑁  on a log-log scale in Figure 2.54, which is expressed as  

 𝑑𝑎

 𝑑𝑁  
= 𝐴 ⋅ Δ𝐾𝑚 (2.29) 

where 𝐴 and 𝑚 are material properties.  
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The crack growth in the Paris regime generates fatigue striations on the fracture surface, as 

illustrated in Figure 2.57. The formation mechanism of striations is proposed and illustrated 

in Figure 2.58. In each cycle, the crack opens along with two shear planes when the applied 

stress is increasing and then blunts when the stress is decreasing. After crack opening and 

crack blunting, the crack extends by a distance and leaves a striation behind the crack front. 

The width of striations is dependent on the applied stress range, and it is considered as the 

physical representation of 𝑑𝑎/𝑑𝑁  [163]. 

2.4.4.3 Static Fracture Regime 

With the increase of ∆𝐾 and as 𝐾𝑚𝑎𝑥 approaches to 𝐾𝑐, 𝑑𝑎/𝑑𝑁  increases rapidly until the 

fracture occurs. Since fracture is related to 𝐾𝑚𝑎𝑥, the stress ratio 𝑅 shown in Equation (2.27) 

can have a great influence on the crack growth in this regime. Forman extended Equation 

(2.29) as 

 𝑑𝑎

 𝑑𝑁  
=

𝐶 ⋅ Δ𝐾𝑚

 (1 − 𝑅) ⋅ 𝐾𝑐 − Δ𝐾 
 (2.30) 

which is widely used in industry as it describes the fatigue behaviour in both regime II and 

III. 

2.4.5 Short Fatigue Cracks  

The above introduction about fatigue crack growth is based on a well-developed long crack, 

in other words, the crack length is significantly longer than microstructural features such as 

grain size. Short fatigue cracks behave quite differently from long fatigue cracks, for example, 

the concept of fatigue crack growth threshold Δ𝐾𝑡ℎ is not applicable to short cracks. If short 

cracks had threshold behaviour, there would be no crack initiation from a smooth surface, 

since according to Equation (2.28) Δ𝐾 would always be zero when crack length is zero [164]. 

The behaviour of fatigue crack initiation and short fatigue crack growth is introduced in the 

following sections. 
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2.4.5.1 Crack Initiation 

Fatigue crack initiation are found to take place at defects, either on the surface or internally. 

Typical surface initiation sites include scratches, dents, and threads, as they all suffer from 

local stress concentration. Typical internal initiation sites include pores, inclusions, phase 

boundaries, and grain boundaries [163]. Cracks tend to nucleate at pores for stress 

concentration, similar to those surface initiation sites. Inclusions, either non-metallic 

inclusions such as oxides or intermetallic inclusions, are typically brittle compared to the 

matrix. They tend to fracture under low stress, forming internal microcrack which facilitates 

local stress concentration [164]. Fatigue cracks can initiate at second phase boundaries and 

grain boundaries due to discontinuous slip system across the boundaries. At elevated 

temperatures, sliding and cavitation are also promoted at boundaries, allowing 

environmental embrittlement to further assistant crack initiation [171].   

Within defect-free alloys, cyclic loading can generate persistent slip bands (PSBs) on the 

smooth surface. These PSBs are found to be the initiation sites of fatigue cracks. Figure 2.59 

illustrates the formation of PSBs under cyclic loading. The alternate tensile and compressive 

stress causes the material to slip along the slip systems with maximum critical resolved shear 

stress, which is usually 45° from the loading axis. The slip bands near surface leads to the 

formation of extrusion and intrusion on the free surface. The intrusions are particularly 

harmful as they act like sharp notches with high stress concentration, consequently result in 

crack initiation [159].  

2.4.5.2 Short Fatigue Crack Growth  

When the length of a short fatigue crack is only on the order of the grain size, the crack 

growth behaviour is significantly influenced by microstructural features. At such microscopic 

scale, the material does not behave as a homogeneous isotropic continuum anymore. Short 

cracks usually grow irregularly, they may be arrested when they encounters grain boundaries 

or inclusions, or they may grow rapidly for certain period of time [164].  
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Figure 2.60 illustrates the stage I short fatigue crack growth behaviour compared to long 

cracks. After a crack is initiated from PSBs on the surface, the crack can grow along the 

active slip system with the assistant of resolved shear stress. Once the crack grows across 

the grain boundary into an adjacent grain, since the next grain is crystallographically 

oriented differently from the original grain, the Schmid factor of each slip system in the next 

grain is different, the crack path is required to reorient to meet the critical slip system with 

minimum critical resolved shear stress in the next grain. If the applied stress is insufficient 

to meet the critical resolved shear stress, the crack may be arrested at the grain boundary. 

Alternatively, if the local stress concentration induced by the crack is sufficient to introduce 

an internal crack within the next grain, then that internal crack may be able to grow 

backward and join the first crack. To sum up, the crack growth mechanism of short cracks 

is primarily dominated by shear along the active slip systems, hence short cracks is often 

referred to as shear cracks (see Figure 2.60). The plastic zone size at the tip of a short crack 

is only a few grain diameters.  

If the short crack overcomes all the microstructural barriers and successfully developed to a 

stage II long crack, the plastic zone size at the crack tip becomes significantly larger than 

the microstructural features, the crack growth behaviour now becomes independent to 

microstructure, instead it is rather dependent on the external loading. Therefore, the stage 

II cracks are also referred to as tensile cracks (see Figure 2.60). The crack growth mechanism 

of stage II cracks is introduced in Section 2.4.4. It is considered that the fatigue resistance 

is primarily determined by the difficulty of a stage I crack growth [172], as a specimen with 

smooth surface would have significantly longer fatigue life compared to a notched specimen 

under the same loading condition.  
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Chapter 3  

Materials and Methodology 

3.1 Materials 

3.1.1 Base Alloys 

The linear friction welded (LFW'd) joints studied in this thesis consist of two commercial 

𝛼 + 𝛽  alloys, Ti-6Al-4V (Ti-64) and Ti-5.3Al-7.7V-0.5Si (Ti-575). Their chemical 

compositions are listed in Table 3.1, their selected physical properties are listed in Table 3.2. 

The welded samples and test pieces are produced, extracted, and supplied by Rolls-Royce 

plc. 

3.1.2 Pre-Weld Heat Treatment 

Pre-weld heat treatments were applied to the alloys prior to the LFW process, as listed in 

Table 3.3. For Ti-64, a solution heat treatment for 1 hour at 965℃ was applied, followed by 

an annealing for 2 hours at 700℃. For Ti-575, it first went through a solution heat treatment 

for 1 hour at 910℃, then followed by an ageing process for 8 hours at 500℃. Air cooling was 
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applied after all the heat treatment processes mentioned above. All pre-weld heat treatments 

were carried out by Rolls-Royce plc. 

3.1.3 Linear Friction Welding 

The alloys were joined by LFW to simulate the blisk joint, where Ti-64 served as the disc 

material and Ti-575 served as the blade material.  

Trapezoidal geometry with flat-to-flat contact and 50⁰ chamfer were used for all welds in 

this study, as illustrated in Figure 3.1. The direction of friction pressure and oscillation, as 

well as the weld thickness (𝑇𝑚𝑎𝑥) and upset are also indicated.  The oscillation stroke and 

the upset were recorded during LFW, their variation against time is shown in Figure 3.2. 

From the oscillation and upset curves, four phases in LFW can be identified, namely ramp-

up, transition, equilibrium, and ramp-down phases. 

A total of 8 types of welds were studied in this research, each weld was produced by a 

distinct combination of 𝑇𝑚𝑎𝑥, upset, and friction pressure. The frequency and amplitude of 

oscillation for all welds were the same. Processing variables used for each weld are listed in 

Table 3.4. All welds were produced by Rolls-Royce plc using a LF60 welding machine.  

3.1.4 Post-Weld Heat Treatment 

The samples and test pieces were sent in as-welded condition from Rolls-Royce, and the 

post-weld heat treatment (PWHT) was performed using a Camco High Vacuum Cold Wall 

Furnace at the University of Birmingham. A two-step heating process was used: first,  

heating from room temperature to 100℃  below the desired temperature at a rate of 

10℃/minute, then a slower rate of 5℃/minute to reach the desired temperature. After 

reaching the target temperature, it was held for a desired period before initiating furnace 

cooling. A schematic diagram of the temperature profile during PWHT is illustrated in 

Figure 3.3. The tolerance of the desired temperature was controlled within ±5℃, and the 
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operating vacuum was controlled under 1 × 10−5 Torr. After PWHT, the surface layer with 

1 mm depth was removed to eliminate the effect of oxidation. 

3.2 Characterisation Methods 

3.2.1 Sample Extraction 

Micro-slice samples were extracted from the welds by Electrical Discharge Machining (EDM) 

along the X-Z plane, as illustrated in Figure 3.4. The thickness of the micro-slices is 2 mm. 

Note that there is a 19° angle between the oscillation direction and the leading edge of the 

weld. The 19° angle was introduced to resemble the stagger angle of the blades (aerofoil). 

As texture in the welds is usually dependent on the oscillation direction, this would affect 

the texture characterisation detailed in Section 3.2.7. 

3.2.2 Metallographic Sample Preparation 

After extraction, a part of samples underwent designated PWHT conditions while the others 

stayed in the as-welded condition. All the samples then underwent metallographic 

preparation before being used in microscopy examination, hardness measurements, and 

texture analysis. During the preparation, the samples were firstly mounted in conductive 

Bakelite or non-conductive resin, and then underwent grinding and polishing procedures 

using a Struers automatic polisher, as shown in Table 3.5. After each grinding step, hand 

grinding for 1 minute was applied to ensure a flat surface was obtained. 

Hardness measurement and texture analysis were performed on samples in the polished 

condition for better quality of the results. Samples for microscopy examination were etched 

by Kroll's reagent for 10-15 seconds [173] after polishing. Note that the duration of etching 

in this study is notably longer than the usual etching duration for titanium alloys, since the 

microstructural features in weld region is much finer than the parent materials (PMs), it 

takes longer for the etchant to remove enough 𝛼 phase and reveal the contrast. 
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3.2.3 Optical Microscopy (OM) 

OM was carried out using a Keyence VHX-6000 digital optical microscope. Generally, a low 

magnification image at 20x was taken for each sample to give an overview of the weld. High 

magnification images at 1500x of the samples were used for grain size analysis of the PMs. 

In the optical images, the 𝛼 phase appear brighter whereas the 𝛽 phase appears darker, 

because the etchant preferably erodes the 𝛼 phase, leading to a flat surface to reflect more 

light from a co-axial light source.  

3.2.4 Scanning Electron Microscopy (SEM) 

SEM was performed using Jeol 6060, Jeol 7000F and Philips XL-30 FEG ESEM to observe 

the microstructure of the welds at high magnification. The accelerating voltage used in this 

study is 20 kV, and the working distance is 10 mm. For samples mounted in non-conductive 

resin, a layer of gold particles was coated on the samples using a sputter coater.  

High magnification secondary electron images (SEI) from 2,000x to 20,000x were taken to 

observe fine microstructural features in the weld, including martensitic 𝛼′ laths, secondary 

and tertiary 𝛼 within 𝛽 phase, and precipitates in PWHT'd samples. On the contrary to 

OM, the 𝛽 phase appears brighter in comparison with the 𝛼 phase in SEI, as more 𝛼 phase 

was etched away by the etchant, less secondary electron would be emitted from 𝛼 phase.  

3.2.5 Image Processing and Analysis 

Images of microstructures taken by both OM and SEM were used for grain size analysis and 

phase fraction analysis. The image analysis was performed using ImageJ and MATLAB®. 

Several image processing techniques (e.g. gaussian filter [174], adaptive thresholding [175], 

morphological operations [176], and image region analysis [177]) were adopted to remove the 

noise signals in the images and better extract the desired features. Although the image 

processing techniques are sufficient to analyse the majority of the images in this study, 
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manual tracing was performed if those image processing techniques fail to extract the 

features. 

3.2.6 Energy-Dispersive X-ray Spectroscopy (EDS) 

EDS was performed using Oxford Inca EDS attached onto Jeol 6000, Jeol 7000F, and Philips 

XL-30 FEG ESEM for chemical composition analysis.  

The accelerating voltage used in EDS depends on the area of interests, as the interaction 

volume generated by the X-ray is proportional to the accelerating voltage. The depth of the 

interaction volume (𝑧𝑚) can be estimated by Castaing's formula [178], and the radius of the 

interaction volume (𝑟𝑋) is given by Anderson-Hasler range [179]: 

 
𝑧𝑚 = 0.033(𝐸0

1.7 − 𝐸𝑐
1.7)

𝐴

𝜌𝑍
 (3.1) 

 
𝑟𝑋 = 0.064(𝐸0

1.68 − 𝐸𝑐
1.68)

1

𝜌
 (3.2) 

where 𝐸0 is the accelerating voltage (kV), 𝐸𝑐 is the minimum emission voltage (keV); 𝐴 is 

the atomic mass, 𝜌 is the density (kg/m3), and 𝑍 is the atomic number of the material.  

The spatial resolution of EDS analysis is primarily determined by 𝑟𝑋. For titanium, the 

interaction radius resulting from an accelerating voltage at 20 kV for usual examination is 

approximately 2.12 μm, which is sufficient for characterising the composition of 𝛼 phase and 

𝛽 phase, as the average grain size of primary 𝛼 grains is approximately 10 μm. However, 

such resolution is not enough to analyse the chemical composition of fine microstructural 

features in the welds, such as martensitic laths and precipitates, whose size is usually 

submicron. For the chemical analysis of fine features, the accelerating voltage was reduced 

to 10 kV, which reduces the interaction radius down to approximately 0.53 μm.  
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3.2.7 Electron Backscatter Diffraction (EBSD) 

EBSD was performed using Jeol 7000F FEG-SEM with Oxford AZtec software. Data analysis 

was carried out by AZtec and Channel 5 HKL software, as well as MTEX – a MATLAB 

toolbox [180].  

Polished samples were used for EBSD measurements, sample preparation methods are 

described in Section 3.2.1. After inserting the samples into the SEM, the working distance 

was set to 20 mm, and the samples were tilted to 70⁰ facing toward the EBSD detector. The 

EBSD mapping was carried out using an accelerating voltage at 20 kV and a probe current 

at 1.2 ⋅ 10−8 Å. The step size used for each map was chosen depending on the mapping area 

and the minimum size of the microstructural features, the value ranged from 0.1 to 0.5 μm.  

For each Electron Backscatter Pattern (EBSP) recognition, at least 4 Kikuchi bands were 

required for a pattern solution, and the allowance between the detected Kikuchi band and 

the ideal solution band was set to be 2.5⁰. The lattice parameters of all phases for indexing 

EBSPs in this study are listed in Table 3.6.  

The indexing rates for the EBSD maps taken at the PMs were nearly 100%. However, due 

to the fine features found in Ti-575 CWZ, it is naturally difficult to get a good indexing rate 

there. In this study, the indexing rates in Ti-575 CWZ are at least larger than 70%. Data 

cleaning technique provided by AZtec software was used to improve the quality of the EBSD 

maps, after the application of data cleaning, the solved indexed rate in Ti-575 CWZ can be 

improved to nearly 100%.  

EBSD was used for texture analysis in the current study. Pole figures and inverse pole figures 

(orientation maps) were generated using AZtec and Channel 5 software to identify the 

texture component in each zone of the dissimilar welds. EBSD mapping can also be used for 

grain size and phase fraction analysis, as the EBSP can be utilised to determine crystal 

structure . Since the requirement of spatial resolution for these kinds of analyses is not so 
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strict, as the average primary 𝛼 grain size is approximately 10 μm, a larger step size (0.3-

0.5 μm) was used in these kinds of analyses.  

Figure 3.5 illustrates the sample coordination used in EBSD measurements, where the 

sample normal direction is parallel to the sample Y direction, the forge direction (FD) is 

parallel to the sample Z direction, and the oscillation direction (OD) lies on the sample X-Y 

plane with a 19° stagger to the sample X direction. The raw EBSD measurements were all 

initially aligned with sample coordinates (i.e. X, Y, and Z directions), however, for 

oscillation-dependent textures, their pole figures would not be symmetrical as their texture 

components does not align with sample coordinates. To better visualise the pole figures for 

oscillation-dependent textures, in the current study, these pole figures were rotated −19° by 

the Z-axis and plotted in FD-OD coordinates, this makes the pole figures symmetrical and 

shows the most texture components. The pole figures presented in this study are plotted 

using equal area projection in default, except for those with a specific type of projection 

mentioned in the captions. 

3.2.8 𝛽 Reconstruction 

𝛽 reconstruction was carried out to analyse the 𝛽 → 𝛼 phase transformation occurred during 

LFW, especially within CWZ and TMAZ. 𝛽 reconstruction was performed using MTEX 

[180], which is a MATLAB® toolbox for analysing EBSD data. In the reconstruction process, 

Burgers orientation relationship [34], as shown in Equation (2.1) and (2.2) is applied. The 

angular threshold to differentiate the 𝛼 grains was set to 1.5°, which is deliberately small to 

avoid 𝛼 orientations that belong to different 𝛽 grains get merged into the same 𝛼 grain. The 

variant graph was calculated using a 1.5° threshold with three iterations. 𝛽 grains with 

misorientation less than 5° were considered as the same grain, therefore are merged into a 

single grain. After merging the prior 𝛽 grains, normally there are still numerous discrete 
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`inclusions' within the 𝛽 grains where the reconstructor fails to assign a prior orientation. 

Those poorly indexed inclusions were merged into the surrounding grain if they consist of 

fewer pixels than a certain threshold. The MATLAB® script used to perform 𝛽 

reconstruction can be found in Appendix C.1.  

3.2.9 Transmission Electron Microscopy (TEM) 

TEM was used to analyse the chemical composition, the crystal structure, and the orientation 

of the fine microstructural features in the CWZ and TMAZ.  

The samples for TEM examination were prepared by the twin-jet polishing method. Samples 

were firstly thinned down to 300 μm thick, and then discs with 3 mm in diameter were 

extracted by a Disc Punch System. These discs were further thinned down to 150 μm before 

twin-jet polishing. Twin-jet polishing was performed on a Struers TenuPol-3 polishing 

machine with an electrolyte containing 60% methanol, 35% butanol and 5% perchloric acid 

(in volume fraction) at 20 V and -35℃. The twinjet polishing electrolyte punched a hole 

through each disc and made the surrounding area of the hole electron transparent (less than 

100 nm thick). Although the twin-jet polishing method can prepare lots of TEM samples 

quickly, there is no control to the location of the electron transparent area. For LFW'd 

Ti-64:Ti-575 joints, it turns out that the hole tends to locate at the CWZ on Ti-64 side. 

Hence it is not suitable to prepare TEM samples for Ti-575 using the twin-jet polishing 

method.  

For site-specific TEM samples, focused ion beam method was used to extract the foils at the 

desired location. This method was performed on a FEI Quanta-3D FEG FIB-SEM. After 

locating the region of interest on a micro-slice, a layer of platinum was deposited on the surface 

as a protection before milling out the surrounding material. An undercut was performed to 

extract a thin foil perpendicular to the surface of the micro-slice. The thin foil was then attached 

to an I-shaped post on a copper grid by platinum deposition on both sides of an edge. Note that 

the usage of V-shaped post was avoided as it affects the results of EDS analysis. Normally this 
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method is able to produce a 10 x 10 x 2 μm3 thin foil at this stage. Finally, the thin foil was 

then carefully thinned and polished down to about 100-200 nm thick to be electron transparent 

for TEM examination.  

Selected area diffraction (SAD) analysis was carried out to determine the crystal structure of 

the microstructure in the welds. For small features that are difficult to analyse, convergent beam 

electron diffraction (CBED) was taken instead of SAD patterns. All microstructural features 

were analysed by a combination of dark field images (DFI), bright field images (BFI), and the 

corresponding diffraction pattern. The lattice parameters of the phases listed in Table 3.6 were 

used to index the SAD patterns obtained from TEM under multiple zone axes. Tilt experiment 

[181] was performed to further confirm the uniqueness of the result. The diffraction pattern 

analysis was carried out with the assistance of CrysTBox software [182] to measure the d-

spacings and angles from the diffraction patterns. A program developed by the author using 

MATLAB® was used to automatically index the input patterns and perform tilt experiment, the 

source code of the program can be found in Appendix C.2. Note that the code is only partially 

presented here, it only takes two crystal structures (Hcp-Ti and Bcc-Ti) into consideration, 

whereas in the current study all crystal structures listed in Table 3.6 were considered. Other 

crystal structures can be included by creating new classes which inherit the 

CrystalStructure class and implement the abstract properties and methods.   

3.3 Mechanical Testing 

3.3.1 Hardness Measurement 

The microhardness variation across the weld interface of samples with polished surface was 

measured by a Struers DuraScan-5 micro-hardness tester with 0.5 kg load and 10 second 

holding time. The indent pattern used in this study was designed to have more indents in 

the weld zone to characterise its sudden change of hardness values. Meanwhile, the minimum 

distance between individual indents was at least three times of the indent diameter according 
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to British Standard BS 6507-1 [183]. The indent pattern was carefully aligned to ensure that 

it's perpendicular to the weld line.  

After the application of the indents, a stitched image covering all indents across the weld 

interface was taken at 500x magnification using an optical microscope, this image was then 

processed by a MATLAB® script to automatically determine the size and the location of the 

indents using image processing techniques described in Section 3.2.5. The script can be found 

in Appendix C.3. This script has been validated with manual measurement, and the error 

was ensured to be less than 3%, as shown in Figure 3.6. With the diameters of the indents, 

the corresponding Vickers hardness value (𝐻𝑉 ) is given by 

 

𝐻𝑉 =
2𝐹 sin (𝜃

2)

𝑑2̅
 (3.3) 

where 𝐹  is the applied load, 𝜃 is the angle at the vertex of the pyramidal indenter (nominally 

is 136⁰), and 𝑑 ̅is the average of the two diagonal lengths of the indent. 

The hardness values and their corresponding location can be utilised to produce hardness 

maps for the samples. Natural neighbour interpolation [184] was used to smoothly interpolate 

the hardness values in-between the indents. The programming script to plot hardness maps 

can be found in Appendix C.4. Additionally, hardness profiles can also be extracted by 

averaging the hardness values with the same distance to the weld interface. The indent 

pattern used in this study was designed to have at least five indents sharing the same 

distance to the weld interface. The error bar of each data point in the hardness profiles 

indicates one standard deviation of the hardness values, as demonstrated in Figure 3.6. 

The average macrohardness of both PMs and the weld interface was also measured using the 

same hardness tester with 10 kg load and 10 second holding time. Note that larger load was 

used to cover more grains in order to better approach the true mean hardness value. At least 

three indents were used for each sample, if the deviation of the initial three indents had been 

larger than 10 HV, more indents were then be applied. 
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The measured hardness values are useful for predicting the strength of the materials. The 

relationship between 𝐻𝑉  and yield stress (𝜎𝑦) for titanium alloys is given by 

 
𝜎𝑦 =

𝐻𝑉 ⋅ 𝑔

3
⋅ 0.1𝑛 (3.4) 

where 𝑔 = 9.81 m/s2 is gravitational constant, and 𝑛 is the strain hardening exponent. For 

Ti-64, 𝑛 = 0.176 [185]. Equation (3.4) was utilised to estimate the strength of the PMs as 

well as the strength of the welds for each weld zone. 

3.3.2 Ageing Behaviour 

In order to investigate the optimal condition of PWHT, a series of PWHT were performed 

on the samples at different temperatures (450/500/550/600/650/700 ℃ ) and different 

holding time (0.5/1/2/4 hours). After PWHT, the hardness of the PMs and the weld 

interface was measured to produce the ageing curves. With the ageing behaviour in respect 

of duration and temperature, over-ageing can be avoided, and the optimal PWHT condition, 

which gives the sufficient hardness for the weld and for the PMs, can be determined. It is 

worth noting that a practical PWHT requires also considering the degree of stress relief for 

the residual stress. Hence, the PWHT conditions were downselected depending on the 

hardness values, then residual stress measurement was performed for the test pieces after 

selected PWHT. 

3.3.3 Test Piece Extraction 

Test pieces for mechanical testing were firstly extracted from the welds by Electrical 

Discharge Machining (EDM), followed by a high precision machining to their final 

dimensions. Figure 3.4 illustrates the orientation of the test pieces. Two types of test pieces 

were extracted, either cylindrical test pieces or single-edge-notched bending (SENB) test 

pieces. Cylindrical test pieces were used in testing in axial loading condition, such as tensile 

testing and high cycle fatigue testing. SENB test pieces were used in three- or four-point 

bending configuration in fatigue crack propagation testing. Note that there is a 19⁰ stagger 
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between the oscillation direction and the leading edge of the weld. The extraction of SENB 

test pieces was aligned with the oscillation direction, to assure that the crack propagation 

direction is either parallel or perpendicular to the oscillation direction in this study. The full-

sized extracted SENB test pieces have a 10 × 9 mm2  cross-sectional geometry. Further 

cutting of the SENB test pieces were applied to produce half-sized test pieces for a greater 

degree of stress relief. The half-sized test pieces have either 10 × 4.5 or 9 × 5 mm2 cross-

sectional geometry. 

3.3.4 Tensile Testing 

Tensile tests were carried out using a Zwick 1484 screw-driven testing machine with a 200 kN 

load cell at room temperature in accordance with BS 6892-1:2019 [186]. A Zwick clip on 

macro extensometer was used to monitor the gauge length extension during the test, and a 

digital system, Zwick Test Expert 2, was used to control the machine and record data. 

All the geometry of specimens were cylindrical tension-tension threaded test piece with two 

ridges for mounting the extensometer. The gauge diameter is 5 mm, and the gauge length is 

25.3 mm (i.e. the distance between the two ridges).  

The specimens were monotonically loaded in stroke control at a speed of 0.2 mm/minute 

until the ultimate fracture of the test piece. During the test, the applied load and the distance 

between the ridges were recorded. Engineering stress-strain curves can be produced by the 

collected data., and the engineering strain is given by 

 
𝜀 =

Δ𝐿

𝐿0

 (3.5) 

where Δ𝐿 is the total elongation of the gauge length, and 𝐿0 is the initial gauge length. The 

engineering stress is given by  

 
𝜎 =

𝑃

𝐴
 (3.6) 

where 𝐴 is the cross-sectional area of the specimen. For a cylindrical geometry, 𝐴 = 𝜋(𝑑
2⁄ )

2
. 
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From the stress-strain curve, several useful information can be obtained. The yield stress 

(𝜎𝑦) can be determined from the result by calculating the intersection between the stress-

strain curve and the 0.2% offset of the elastic region; the ultimate tensile stress (UTS) can 

be determined from the maximum stress appeared in the stress-strain curve; the Youngs' 

modulus (𝐸) can be determined by the slope of the elastic region; and the plastic strain (𝜀𝑝) 

can either be determined by the total elongation subtracted by the elastic elongation, or be 

measured from the total length of the fractured specimen. 

Note that for dissimilar weld specimens, the data obtained from the tensile testing may not 

be representative for either of the PMs nor the weld, since the test pieces are not 

homogeneous, thus the deformation of each material may not be equivalent. Generally, the 

material with lower strength would have more deformation. Therefore, the measured 

properties result from all materials within the test piece. 

3.3.5 High Cycle Fatigue Testing 

High cycle fatigue (HCF) tests were carried out according to the British Standards BS 

3987:2009 [187], BS 3518-1:1993 [188], and BS 1099:2017 [189]. All the tests were performed 

using an Amsler Vibrophore resonant test machine with a 20 kN load cell at room 

temperature. The applied waveform was sinusoidal with a natural frequency at 

approximately 80 Hz. All specimens were machined to a cylindrical tension-tension geometry 

with 4.5 mm diameter (𝑑) and 12 mm gauge length. The applied stress (𝜎) was calculated 

by Equation (3.6).  

The maximum stress 𝜎max used in the HCF tests ranges from 450 to 800 MPa with a stress 

ratio 𝑅 = 0.1, 0.3, and 0.7. For each test, the applied 𝜎max and 𝑅 were kept constant during 

the entire test. The HCF tests were terminated either when a catastrophic failure occurred, 

or when it achieved 1.5 × 107 cycles, which is considered as run-out. In each test, the applied 

maximum stress, the stress ratio, and the number of cycles was recorded. Additionally, in 
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the HCF tests with dissimilar weld, the failure location – in terms of the distance to the 

weld interface – was also recorded. After all tests have been done, a S-N curve was generated 

from the data.  

3.3.6 Fatigue Crack Growth Testing 

3.3.6.1 Fatigue Threshold Testing 

The fatigue crack growth threshold ∆𝐾𝑡ℎ of the test pieces was tested according to the 

British Standard BS 12108:2018 [190]. Different crack orientations (parallel or perpendicular 

to the oscillation direction) and crack locations (at the weld interface, CWZ, TMAZ, or PM) 

were used in the tests to investigate their effect. Every test was carried out at room 

temperature using Amsler Vibrophore resonant testing machine with a 20 kN load cell, and 

a sinusoidal waveform with frequency approximately 65 Hz.  

Single-edge-notched bending (SENB) specimens and four-point bending configuration were 

used in pre-cracking and the following fatigue crack growth threshold testing, as shown in 

Figure 3.7. The specimens were received with smooth machined surfaces without a notch 

initially, they were firstly etched to reveal the weld interface, before introducing a 1 mm 

notch at a desired location by EDM. A reverse bending, where the notch of SENB sample is 

placed upward rather than downward in Figure 3.7, was applied before pre-cracking. The 

load magnitude was intentionally selected to ensure that the crack tip experienced a stress 

level close to yielding. The reverse bending can create a tensile residual stress at the notch 

tip so as to facilitate pre-cracking with a straight crack front.  

Pre-cracking was then performed with stress ratio 𝑅 = 0.1 at about 80 Hz to introduce a 0.5 

mm crack ahead of the notch tip. To minimise the effect of pre-cracking, load-shedding 

method was adopted during the pre-cracking process. The crack length was monitored by 

the Direct Current Potential Difference (DCPD) method during both pre-cracking and the 

actual testing. The details of this method can be found in Section 3.3.6.3. 
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After pre-cracking, the fatigue crack growth threshold testing was carried out with a starting 

∆𝐾. The starting ∆𝐾 was chosen to yield a crack growth rate 𝑑𝑎/𝑑𝑁 ≥ 10−5 mm/cycle. 

For a SENB specimen in four-point bending configuration, ∆𝐾 is given by 

 
Δ𝐾 =

Δ𝑃 ⋅ 𝑆

 𝐵𝑊 1.5 
𝑓 (

𝑎

𝑊
) (3.7) 

where 𝑆 is the loading span, Δ𝑃  is the load range, 𝐵 and 𝑊  is the thickness and width of 

the specimen, respectively. Δ𝑃  is related to the maximum applied load 𝑃max and the stress 

ratio 𝑅, their relationship is given by 

 Δ𝑃 = 𝑃max(1 − 𝑅) (3.8) 

𝑓(𝑎/𝑊 ) is a dimensionless function related to specimen geometry, for SENB it is given by  

 
𝑓 (

a

W
) = 3(2tan𝜃)0.5 [

0.923 + 0.199(1 − sin𝜃)4

cos𝜃
] (3.9) 

where 

 
𝜃 =

𝜋𝑎

2𝑊
 (3.10) 

Equation (3.9) is valid for 0 ≤ 𝑎/𝑊 ≤ 1.  

K-decreasing method was used for all fatigue crack growth threshold tests. The stress ratio 

𝑅 was held constant during the entire test, while the applied load was kept reducing at each 

5 μV increment, which is equivalent to about 0.1 mm increment of crack length Δ𝑎, to 

achieve a reduction in ∆𝐾. The reduction in ∆𝐾 obey the following equation: 

 Δ𝐾𝑖+1 = Δ𝐾𝑖 exp(𝐶𝑘Δ𝑎) (3.11) 

where 𝑖 indicates each increment of crack growth, 𝐶𝑘 is the normalised gradient of ∆𝐾. For 

every test, 𝐶𝑘 was fixed at −0.35 mm−1 to achieve a final 𝑎/𝑊  between 0.45 to 0.55.  



Chapter 3    Materials and Methodology 

 

76 
 

The crack growth rate 𝑑𝑎/𝑑𝑁  was determined by a three-point secant for data smoothing, 

as  

 𝑑𝑎

 𝑑𝑁  
=

𝑎𝑖+1 − 𝑎𝑖−1

 𝑁𝑖+1 − 𝑁𝑖−1 
 (3.12) 

The test was terminated once 𝑑𝑎/𝑑𝑁  satisfies the following criteria 

 𝑑𝑎

 𝑑𝑁  
≤ 10−8 mm/cycle (3.13) 

After the test was completed, fracture toughness testing was carried out to break open the 

specimen. Then the actual crack length was measured from the fracture surface to calibrate 

the crack length estimated by the DCPD method. Details of crack length measurement is 

described in Section 3.3.6.3. Finally, the corrected ∆𝐾 corresponding to Equation (3.13) was 

regarded as the fatigue crack growth threshold ∆𝐾𝑡ℎ. 

The location of the crack tip when it reached the fatigue crack growth threshold was 

estimated by the side views of the crack taken by an optical microscope. The distance 

between the crack tip and the weld interface can be measured from the side views. By 

comparing this distance with the thickness of each weld zone, the location of the crack tip 

(in terms of which weld zone it is located in) can be determined. 

If a crack is located in the Ti-64 CWZ when viewed from one side, and in the Ti-575 CWZ 

when viewed from the other side, it evidently suggests that the crack spans across the weld 

interface somewhere in the specimen. The location of such cracks is labelled as `interface'.  

3.3.6.2 Fatigue Crack Propagation Testing 

The fatigue crack growth resistance of the welds and the PMs was tested by fatigue crack 

propagation testing according to the British Standard BS 12108:2018 [190]. Every test was 

carried out at room temperature using ESH servo-hydraulic testing machine with a sinusoidal 

waveform and a frequency approximately 10 Hz.  
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Similar to the fatigue crack growth threshold testing, SENB specimens and four-point 

bending configuration were used for fatigue crack propagation testing, as shown in 

Figure 3.7. The specimens initially went through a reverse bending and a pre-cracking 

process before the actual testing. DCPD method was also used here for crack length 

monitoring, as described in Section 3.3.6.3. 

K-increasing method was used for all fatigue crack propagation tests, where the applied load 

was remained constant, and thus the applied stress intensity factor would increase along 

with the increment of the crack length. The initial Δ𝐾  was chosen to give a starting 

𝑑𝑎/𝑑𝑁 ≈ 10−5 mm/cycle, and the test was terminated at 𝑑𝑎/𝑑𝑁 ≈ 2 × 10−3 mm/cycle to 

capture the crack growth behaviour in both Paris regime and static fracture regime. 

After the crack propagation testing was completed, similar to the fatigue crack growth 

threshold testing, the specimen was broken by performing fracture toughness testing, then 

the actual crack length was measured from the fracture surface for crack length calibration. 

The location of the crack was also determined by the side views. Finally, the Paris law 

constants 𝐴  and 𝑚 , as derived from Equation (2.29), were obtained through a linear 

regression in log-log scale on the calibrated 𝑑𝑎/𝑑𝑁  against Δ𝐾  curves within the Paris 

regime. The Paris regime was determined by the highest number of consecutive data points 

that result in the optimal linear fit (or statistically, minimum regression coefficient). 

3.3.6.3 Direct Current Potential Difference (DCPD) Method 

The variation of crack length during the fatigue tests was monitored by DCPD method. The 

advantage of DCPD method is that it is an in-situ monitoring technique, thus manual 

interruption for crack measurement can be reduced.  

Two lead wires were spot welded on both sides of the notch, the distance between the spot-

welding location was 2 mm. A direct current was provided by a voltage box through crocodile 

clips at each end of the specimen. The apparatus was left for ten minutes before testing to 

obtain the initial stabilised potential difference 𝑉0. As the crack length increases, the cross-
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sectional area of the specimen decreases, and thus the resistance of the material increases. 

Consequently, by Ohm's law, the potential difference 𝑉  between the two lead wires 

increases, hence it can be utilised to estimate the crack length. The relationship between 

normalised crack length 𝑎/𝑊 and normalised potential drop 𝑉 /𝑉0 for SENB specimens is 

given by an in-house calibrated function as 

 𝑎

 𝑊  
= −0.21395 + 0.59859 (

𝑉

𝑉0

) − 0.15197 (
𝑉

𝑉0

)
2

+ 0.01733 (
𝑉

𝑉0

)
3

 (3.14) 

Note that the crack length measured by DCPD method may not be the actual crack length, 

it will be calibrated after breaking open the specimen and measuring the actual crack length 

on the fracture surface.  

The actual crack length was measured from the fracture surface using an optical microscope, 

as demonstrated in Figure 3.8. The average crack length was calculated using nine-point 

average value as 

 

𝑎̅ =
(𝑎1 + 𝑎9)/2 + ∑ 𝑎𝑖

8

𝑖=2

8
 (3.15) 

On the fracture surface, only the pre-crack length (or notch length if the pre-crack was not 

clear on the fracture surface) and the final crack length were measured for the calibration, 

all other values were calculated by linear interpolation, as  

 
𝑎𝑐 = 𝑎0

𝑐 + (𝑎 − 𝑎0)
 𝑎𝑓

𝑐 − 𝑎0
𝑐  

 𝑎𝑓 − 𝑎0 
 (3.16) 

where 𝑎𝑐 is the corrected crack length, 𝑎 is the estimated crack length; 𝑎0
𝑐 is the measured 

pre-crack length, 𝑎0 is the estimated pre-crack length; 𝑎𝑓
𝑐  is the measured final crack length, 

and 𝑎𝑓  is the estimated final crack length.  
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3.3.6.4 Fracture Toughness Testing 

Fracture toughness tests of the welds and the PMs were carried out according to the British 

Standard BS 7448-1:1998 [191]. A portion of the tests was carried out using a DMG screw-

driven test machine with a 100 kN load cell at room temperature.  

The fracture toughness testing was carried out after either fatigue crack growth threshold 

testing or fatigue crack propagation testing – the final crack length for these tests serves as 

the initial crack length for the fracture toughness test, and the normalised crack length 𝑎/𝑊  

was between 0.45 and 0.55 for majority of the test pieces.  

Before testing, 2 mm outward pointing knife edges were attached to both sides of the notch 

tip, and a DG-40 clip gauge was mounted on the knife edges to monitor the notch tip opening 

displacement during the testing. Similar to the fatigue testing, SENB specimens and four-

point bending configuration were used for fracture toughness tests, as shown in Figure 3.7. 

The test piece was then loaded monotonically on the testing machine in stroke control at a 

constant rate of 0.5 mm/minute until a catastrophic failure occurred. During each test, the 

applied load and the notch tip opening displacement are recorded, and a load against 

displacement curve can be produced from the collected data. 

Figure 3.9 illustrates three typical loads against notch tip displacement curves and the 

definition of tentative fracture load 𝑃𝑄, which is denoted as 𝐹𝑄 in Figure 3.9. For all tests 

in the weld, the obtained curves only show linear elastic behaviour before fracture, which is 

the case I in Figure 3.9. This implies that the maximum load 𝑃𝑚𝑎𝑥 during the fracture 

toughness testing can be treated as the tentative fracture load 𝑃𝑄 for all tests in the weld, 

as there's nearly no plastic deformation occur during the test. After realising this fact, the 

rest of the fracture toughness testing was done by ESH servo-hydraulic testing machine 

without clip gauge. 
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Similar to Equation (3.7), for a SENB specimen in four-point bending configuration, the 

tentative stress intensity factor 𝐾𝑄 is given by 

 
𝐾𝑄 =

𝑃𝑄𝑆

 𝐵𝑊 1.5 
𝑓 (

𝑎

𝑊
) (3.17) 

where 𝑓(𝑎/𝑊 ) is given by Equation (3.9), 𝑆 is the loading span, 𝑃𝑄 is the tentative fracture 

load, 𝐵 and 𝑊  is the thickness and width of the specimen, respectively.  

The validity of 𝐾 can be justified if all the following criteria are satisfied 

 

2.5 (
𝐾𝑄

𝜎𝑦

)
2

< {

𝑎0

𝐵
𝑊 − 𝑎𝑜

 (3.18) 

where 𝑎0 is the initial crack length, 𝜎𝑦 is the yield stress of the material. 𝜎𝑦 can be either 

measured by tensile testing or estimated by Equation (3.4) from the hardness measurement. 

In addition, all nine-point measurements of crack length in Equation (3.15) must not exceed 

0.1√(𝑊 − 𝑎0)𝐵. There are several other criteria to be checked for valid usage of 𝐾, they 

can be found in the British standard [191]. If 𝐾-validity test is passed, the tentative stress 

intensity factor 𝐾𝑄 is equivalent to the plane strain fracture toughness 𝐾𝐼𝑐. 

If Equation (3.18) is not satisfied, then the obtained 𝐾𝑄 is not sufficient to describe the 

plane strain fracture toughness of the material, elastic-plastic fracture toughness (𝐽𝐼𝑐) testing 

may be needed to characterise this kind of behaviour. 

3.3.6.5 Residual Stress Measurement 

The residual stress within the SENB specimens was measured by Stresscraft Ltd. using hole 

drilling method. A schematic diagram of the locations of residual stress measurements can 

be found in Figure 3.10. Before the hole drilling, Stresscraft type EA-06-031UMG1360-120 

strain gauges were attached by the hole. The holes were drilled at the heat-affected zone in 

both Ti-575 and Ti-64, which is about 1 mm to the weld interface. The holes were drilled 
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incrementally with 16 increments, given a final diameter of about 1 mm, and a final depth 

of 704 μm. As the material removed by the drilling process, the relaxation of the residual 

stress around the holes would cause the surrounding material to deform. This deformation 

was measured by the strain gauges, the residual stress can be calculated from the measured 

strain based on generalised Hooke's law in two dimensions; the details of residual stress 

calculation can be found in American Society for Testing and Materials (ASTM) standard 

E837-20 [192]. The relevant material properties used for strain-to-stress data conversion are 

listed in Table 3.2. For both alloys, holes were drilled on two surfaces to ensure that residual 

stresses along both the forge direction and the oscillation direction were obtained.  

3.3.7 Fractography 

The fracture surfaces from the specimens after mechanical testing were examined using both 

optical microscopy and electron microscopy. An overview of each fracture surface was taken 

at 20x magnification using an optical microscope. For single edge notched bending specimens, 

the optical images of the fracture surfaces were used for crack length measurement and 

calibration, as demonstrated in Figure 3.8. Both front view and back view of the cracks were 

also taken to measure the distance of the crack relative to the weld interface, which is useful 

for determining the location of the crack. Secondary electron images were used to inspect 

the details of the fracture surfaces for determination of fatigue crack propagation mechanisms 

and fracture mechanisms.  

3.4 Processing Assessment 

3.4.1 Flash Characterisation 

The microstructure in the flash was studied to obtain more information during LFW process, 

as the flash preserves the same microstructure when it was extruded. It is considered that 

the entire flash contains the whole history of the LFW process. A cross-section of the flash 

was machined from the weld carcass by electrical discharge machining (EDM), then it went 
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through a standard metallographic sample preparation procedure as described in 

Section 3.2.1.  

A stitched image covering the whole flash was taken at 30x magnification, as shown in 

Figure 3.11. The thickness of the flash particularly extruded from each alloy was measured 

from the optical images of the flash, as shown in Figure 3.12. Notice that ridges on the Ti-

64 side of the flash can be observed from Figure 3.11, each ridge was formed by each 

oscillation cycle during LFW process, as illustrated in Figure 3.13. Thanks to the correlation 

between the ridges and the oscillation cycles, the exact time when each ridge was extruded 

can be identified through counting the cycles on the oscillation stroke in Figure 3.2. The 

flash thickness measurement can then be correlated to the oscillation stroke, leading to an 

insight of flash thickness variation throughout the welding process, as shown in Figure 3.14. 

The flash thickness can be seen as an indication of the extrusion rate, higher flash thickness 

corresponds to higher extrusion rate. By calculating the ratio of flash thickness between the 

two alloys, the relative extrusion rate and/or relative upset can be estimated. 

The microstructure in the flash was investigated using SEM with the machines and the 

procedures described in Section 3.2.4. As mentioned above, by correlating the ridges in the 

flash to each oscillation cycle, it is possible to identify the microstructure at a specific time 

during the welding process. For instance, the end of the flash, where the flash attached to 

the weld, is considered to have the microstructure resulting from the final deceleration stage. 

On the other hand, the tip of the flash is regarded to be firstly extruded during the transition 

stage. In the middle of the flash, the thickest part is reckoned to be extruded during the 

equilibrium stage. The observation of the microstructure at different locations of the flash 

can give indications of the temperature distribution and weld zones sizes at any given time 

during LFW process. 

3.4.2 Flow Stress Testing 

The flow stress testing was performed using a closed loop servo-hydraulic testing machine 

(Instron 8850) by the University of Oxford. The machine was equipped with a 100 kN load 
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cell and a digital system control using Instron's Wavematrix software. The experimental 

setup is illustrated in Figure 3.15. 

Cylindrical specimens with 4 mm in diameter and 4.5 mm in height was used in the flow 

stress testing, they were held between tungsten carbide anvils inside a vacuum chamber. The 

contact surface of the anvils was lubricated with a thin film of Boron Nitride spray as a 

high-temperature lubricant.  

Specimens were heated to the desired testing temperature in the range of 800-1200℃ by an 

induction coil powered by 10 kW Ambrell EasyHeat Induction system. A K-type 

thermocouple with 0.15 mm diameter was spot-welded at the central region of the cylindrical 

specimens with a special limit of error ±1.1℃ or 0.4%, whichever is greater. An Eurotherm 

2704 PID controller was used to control the temperature, it is capable of using thermocouple 

for feedback in the closed loop control system. It is worth noting that the anvils and the 

contact surfaces were also inside the induction field of the coil and hence were heated to the 

desired temperature as well. This greatly reduced the thermal gradient in the specimens.  

After reaching the desired testing temperature, the compression of the specimens was 

initiated immediately. The servo-hydraulic machine was operated under displacement control 

to achieve a constant strain rate at 1/s until achieving a total engineering strain at 0.55. 

Rapid quenching was followed by the compression through the thermal conduction to the 

anvils at approximately 100℃/s, in an attempt to minimise any change of the recovered 

microstructure. 

3.4.3 Dynamic Beta Approach  

As LFW process only takes approximately three seconds to complete, it is known to have 

an extremely fast heating rate and cooling rate. In order to understand the phase content of 

the weld in such dynamic condition, a series of heat treatments was performed to establish 

a dynamic beta approach curve for both Ti-64 and Ti-575.  
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The samples were used in the heat treatments, and they were machined to a small size 

approximately 5 × 2 × 2 mm2  to minimise the thermal gradient in the samples. A Carbolite 

STF & TZF horizontal tube furnace was used for this study, it was pre-heated to 50℃ above 

the desired temperature before inserting the sample in order to achieve fast heating rate. 

The samples were firstly attached to a N-type thermocouple with a Fluke 60 Hz 

thermometer, and then inserted to the pre-heated furnace. Once the temperature reaches the 

desired temperature, water quenching was carried out immediately. The duration of the 

samples at the desired temperature was controlled within one second, to limit any diffusional 

phase transformation.  

The reading of the thermometer during the whole process was recorded to establish the 

temperature profile, as shown in Figure 3.16. From the temperature profile, we can work out 

the average heating rate and cooling rate. For all samples, the achieved heating rate is 

approximately 25℃/s, and the achieved cooling rate is approximately 500℃/s. 

After the heat treatment, the samples went through the standard metallographic preparation 

procedures, and their microstructure were examined by SEM. An example of the micrograph 

of the samples is shown in Figure 3.17 (a), it is clear to see that numerous 𝛼 grains retained 

in the microstructure. EBSD mapping was used to characterise these grains, and it has been 

confirmed that they are retained primary alpha grains 𝛼𝑝, as shown in Figure 3.17 (b)(c). 

EBSD phase map was also utilised to automatically quantify the phase fractions of the 

retained 𝛼𝑝 in the microstructure, and by plotting the phase fractions against the peak 

temperature in heat treatment, the dynamic beta approach curves can be established. 
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Chapter 4  

Microstructure Characterisation 

4.1 Characterisation of Weld Zones 

Linear friction welding (LFW) results in a narrow weld region which undergoes a rapid 

heating and cooling treatment together with thermo-mechanical deformation. This process 

modified the microstructure significantly. The weld zones can be distinguished from the 

optical micrographs by the high contrast between each zone, as shown in Figure 4.1. The 

thermo-mechanically affected zone (TMAZ) appears to be the dark region, whereas the 

central weld zone (CWZ) appears to be the bright region within TMAZ. The heat-affected 

zone (HAZ) cannot be easily distinguished from the parent material (PM) in optical 

macrographs as they share similar morphology. 

The optical macrographs of two etched Ti-64:Ti-575 welds with different 𝑇𝑚𝑎𝑥 are shown in 

Figure 4.2. Notice that the zone size of the CWZ and TMAZ is not uniform along the weld 

interface on both Ti-64 and Ti-575 sides. The sizes of the CWZ and TMAZ were measured 

from Figure 4.2 and presented in Figure 4.3. At the bifurcation point, where the flow of the 

material diverges, both alloys have thinner CWZ and thicker TMAZ compared to the edges. 
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Additionally, notice that at the bifurcation point, Ti-575 has a slightly thinner CWZ 

compared to Ti-64, however, on the edges the Ti-575 CWZ is obviously larger than the Ti-64 

CWZ. Comparing Figure 4.3 (a) and (b), we can see that larger 𝑇𝑚𝑎𝑥 yields larger zone sizes 

(e.g. the maximum Ti-575 CWZ size for 18 mm and 32 mm welds is 0.34 mm and 0.77 mm, 

respectively). This indicates that the weld with a larger 𝑇𝑚𝑎𝑥 achieved higher temperature 

at the weld interface during welding, as the zone sizes correlate with the temperature 

distribution in the weld. 

It is also worth mentioning that the bifurcation point is not at the centre of the welds. This 

phenomenon can be observed in both Figure 4.3 (a) and (b) for both 𝑇𝑚𝑎𝑥. Vairis and Frost 

[124] analysed the frictional heat generated during LFW, they discovered that instead of 

symmetrically distribution throughout the whole cycle, the heat input is concentrated during 

the same one half of each cycle, resulting in an uneven temperature distribution along the 

weld interface. The half of the weld with higher temperature has a thicker plasticised layer, 

hence more material can be extruded. Consequently, this leads to a rotation of the weld 

interface from the original contact plane, as can be observed in Figure 4.2 (a) and (b), both 

weld interfaces are slightly rotated clockwise, indicating that the right halves of the welds 

have greater heat input. Coincidentally, in Figure 4.3 (a) and (b), both right halves of the 

welds have thicker CWZ, which can be seen as the plasticised layer. 

4.2 As-Welded Microstructures 

Detailed examinations for each weld zone in the as-welded condition were carried out using 

SEM in this study. The observations of microstructural features and the proposed formation 

mechanism are summarised as follows: 

4.2.1 Ti-575  

4.2.1.1 Parent Material 

The microstructure of the Ti-575 PM is shown in Figure 4.4. In the secondary electron 

images (SEI), 𝛼 phase appears dark whereas 𝛽 phase appears bright. Ti-575 has a typical 
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bi-modal microstructure with equiaxed primary 𝛼 grains and transformed 𝛽 region. The 

microstructure of the PM is largely determined by their pre-weld heat treatment, which is 

listed in Table 3.3. The high-magnification secondary electron image of Ti-575 is shown in 

Figure 4.4 (b). Fine secondary and tertiary 𝛼 laths can be seen in the image; their width is 

approximately 300 nm for secondary 𝛼 and 50 nm for tertiary 𝛼. The tertiary 𝛼 laths can 

only be found in Ti-575 due to their additional ageing treatment (see Table 3.3), they are 

suspected to be the main contributor to the superior hardness of Ti-575, which is discussed 

in Section 6.2.  

Electron backscatter diffraction (EBSD) mapping was utilised to analyse the primary 𝛼 

grain size in Ti-575, as shown in Figure 4.5. The measured primary 𝛼 grain size is 11.9 ±

3.9 μm, and the primary 𝛼 content is 68%. However, according to Thomas 𝑒𝑡 𝑎𝑙. [13], with 

the same heat treatment trials, the resulting primary 𝛼 content of Ti-575 is only 15-18%. A 

possible reason for such discrepancy may be the introduction of pre-weld heat treatment in 

this study. The mechanical properties of the Ti-575 alloy may have a huge difference to the 

one used in the literature because of the large deviation in the 𝛼 phase fraction, this will be 

discussed later in Section 6.4. Notice that in the orientation map as shown Figure 4.5 (a) a 

macrozone [179, 193, 194] coloured in red can be recognised at the bottom left corner. The 

texture of this macrozone can be identified through pole figures shown in Figure 4.5 (d), as 

a {0001}𝛼 is concentrated with a maximum intensity of 4.63 multiple uniform distributions 

(MUD). 

Energy-dispersive X-ray spectroscopy (EDS) was used to carry out chemical composition 

analysis for the PM. The chemical composition of 𝛼 and 𝛽 phase in Ti-575 is listed in 

Table 4.1. It can be seen that there is more aluminium content in 𝛼 phase, and there is more 

vanadium content in 𝛽  phase, as aluminium serves as an 𝛼 stabiliser element, whereas 
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vanadium serves as an 𝛽  stabiliser element. In comparison with the average alloy 

compositions listed in Table 3.1, the amount of aluminium in 𝛼 phase appears to be more 

than the average composition, and the same thing happens for vanadium in 𝛽 phase as well. 

It can be concluded that 𝛼 and 𝛽 phases both contain a larger amount of their own stabiliser 

element. 

Titanium silicides were found particularly in Ti-575 as can be seen in Figure 4.4 (b). The 

existence of silicides can be rationalised by the nominal chemical composition of Ti-575 (see 

Table 3.1), as 0.5 wt.% of silicon was included in Ti-575. It is possible that the silicon was 

introduced during polishing from the oxide polishing suspension (OPS), hence, efforts have 

been made to exclude such possibility by chemical analysis using EDS on a sample polished 

without OPS. However, it turns out that silicon signals were still detected particularly in 

Ti-575, but not in Ti-64 at all. This further confirms that the silicon signals came from the 

alloying element rather than external contamination during metallurgical preparation. 

Knowing the existence of titanium silicides in Ti-575 PM is important, as these silicides also 

appear in the weld zones on the Ti-575 side, whose microstructure will be illustrated in the 

following section. 

4.2.1.2 Heat-Affected Zone 

The microstructure in the HAZ of the Ti-575 side is shown in Figure 4.6. In comparison with 

the microstructure of its PM (Figure 4.4 (a)), most of the secondary and tertiary 𝛼 laths 

within the transformed 𝛽 were dissolved into the 𝛽 phase. The dissolution of fine 𝛼 laths 

may result from the heat generated during LFW. The temperature in HAZ during welding 

undeniably did not exceed the 𝛽 transus, but it may be higher than the temperature at 

which these fine 𝛼 laths were formed. For instance, the ageing temperature (500℃) during 

pre-weld heat treatment, as listed in Table 3.3; such temperature shall be sufficient to 

transform these fine 𝛼 laths back to 𝛽 phase. This can be confirmed by performing some 
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heat treatment trials with a rapid induction heating to several elevated temperatures below 

the 𝛽 transus, and then observe at what temperature these fine 𝛼 laths dissolve. The overall 

shape of the primary 𝛼 grains remain equiaxed, and no dislocation was found in this region. 

These indicate that the heat was not able to soften the material enough for any deformation 

to occur.  

4.2.1.3 Thermo-Mechanically Affected Zone 

The TMAZ of the Ti-575 side can be further divided into two regions: outer TMAZ and 

inner TMAZ. The microstructure of the outer TMAZ of Ti-575 is shown in Figure 4.7. The 

majority of the primary 𝛼  grains remain equiaxed, which indicates that not much 

deformation occurs here. Dark stripes appear within the primary 𝛼 grains in outer TMAZ 

as can be seen in Figure 4.7 (b). In the high magnification secondary electron image 

(Figure 4.7 (b)), notice that the primary 𝛼 seems to segregate from the retained 𝛽 phase, 

forming a groove about 1 μm in width. Within the groove, fine laths emerge with about 

100 nm in width. These laths seem to be well oriented as most of them are parallel to each 

other.  

The microstructure of the inner TMAZ of Ti-575 is shown in Figure 4.8. Within inner 

TMAZ, the shape of primary 𝛼 grains is severely compressed by the friction pressure and 

elongated along the oscillation direction, presumably due to the sufficient softening effect 

owing to the heat experienced here. Acicular laths were formed inside primary 𝛼 grains, and 

they cover all over the grains. A highly deformed 𝛽 phase was retained in this region around 

primary 𝛼 grains. 

4.2.1.4 Central Weld Zone 

Figure 4.9 shows the microstructure of the CWZ in Ti-575. The microstructure appears to 

be homogenous as there are no distinguishable bimodal 𝛼 and 𝛽 regions. Dark acicular 𝛼 
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laths dominate this zone, surrounding by a few bright boundaries, which is considered to be 

the grain boundaries of recrystallised prior 𝛽 grains formed during LFW. The width of the 

acicular 𝛼 laths is approximately 40 nm. The laths in CWZ are much thinner than the laths 

found in the inner TMAZ (Figure 4.8), as the microstructure in CWZ experienced a faster 

cooling rate (as cooled from higher temperature). Note that the width of the extremely fine 

acicular 𝛼 laths in CWZ is comparable to the tertiary 𝛼 in Ti-575 parent (Figure 4.4), hence 

they both contribute to their superior hardness. 

4.2.2 Ti-64  

4.2.2.1 Parent Material 

The microstructure of the Ti-64 PM is shown in Figure 4.10. Ti-64 has a fully equiaxed 

microstructure with equiaxed primary 𝛼 grains and intergranular 𝛽. The high-magnification 

secondary electron images of Ti-64 are shown in Figure 4.10 (b). Unlike Ti-575, the secondary 

𝛼 laths can only be found occasionally in Ti-64, the majority of the 𝛽 phase is intergranular. 

The chemical composition of 𝛼 and 𝛽 phase in Ti-64 is listed in Table 4.2. 

The primary 𝛼 grain size of Ti-64 is 15.3 ± 5.1 μm, and the volume fractions of 𝛼 phase is 

84%, measured by EBSD mapping as shown in Figure 4.11. Compared to the grain size 

analysis of Ti-575 in Figure 4.5, the microstructure of Ti-64 consists of larger primary 𝛼 

grains as well as more 𝛼 phase fraction, presumably due to a slower cooling rate experienced 

during pre-weld heat treatment. As opposed to Ti-575, there is no noticeable macrozone that 

can be seen in Figure 4.11 (a). The pole figures in Figure 4.11 (d) also illustrate weaker 

texture in Ti-64 as there is no strongly concentrated texture component, and the maximum 

intensity is only 2.48 MUD. 

4.2.2.2 Heat-Affected Zone 

The microstructure in the HAZ of the Ti-64 side is shown in Figure 4.12. Similar to the HAZ 

of Ti-575, the overall shape of the primary 𝛼 grains remains equiaxed, and no dislocation 
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was found in this region. These indicate that the heat was not able to soften the material 

enough for any deformation to occur. However, unlike the HAZ of Ti-575, the dissolution of 

fine 𝛼  is not obvious even though the temperature could be approximately 500℃  (as 

discussed in Section 4.2.1.2), since there is not much secondary 𝛼 to dissolve in its PM 

(Figure 4.4 (b)).  

4.2.2.3 Thermo-Mechanically Affected Zone 

The microstructure of Ti-64 TMAZ in as-welded condition is shown in Figure 4.13. As 

mentioned above, in TMAZ the temperature is high enough to soften the material, allowing 

grains to be compressed by the friction pressure and elongated along the oscillation direction 

by the shear stress. Notice that unlike in HAZ and PM, the primary 𝛼 in TMAZ is not flat 

and smooth within a single grain. Acicular laths seem to penetrate through the 𝛼 grains from 

the retained 𝛽 region. Furthermore, flat blocky plateaus form within 𝛼 grains with slightly 

different contrasts due to the difference in altitude after etching.  

4.2.2.4 Central Weld Zone 

Figure 4.14 shows the microstructure of the CWZ in Ti-64. Similar to the CWZ in Ti-575, 

the microstructure here appears to be homogenous as there are no distinguishable bimodal 

𝛼 and 𝛽 regions. As Ti-575 CWZ, acicular 𝛼 laths dominate this region. The width of these 

𝛼 laths is approximately 300 nm, which is notably thicker than the ones on the Ti-575 side. 

4.3 Post-Weld Heat-Treated Microstructures 

The combination of rapid heating and cooling treatment during LFW generates metastable 

martensitic microstructures with limited diffusion. Post-weld heat treatment (PWHT) at 

600℃ for 1 hour provides enough energy and time for the elements to diffuse and modify 

the microstructure even further.  
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4.3.1 Ti-575  

4.3.1.1 Heat-Affected Zone 

Figure 4.15 shows the micrographs of the PWHT'd HAZ for Ti-575. Compared to the as-

welded condition (Figure 4.6), where the fine secondary and tertiary 𝛼 are dissolved into 

intergranular 𝛽 phase, lots of 𝛼 precipitates formed inside the 𝛽 phase after PWHT. Those 

fine 𝛼 precipitates are regarded as the main reason for the recovery of the hardness of Ti-575 

HAZ.  

4.3.1.2 Thermo-Mechanically Affected Zone 

Figure 4.16 shows the microstructure of Ti-575 outer TMAZ in the PWHT'd condition. 

Similar to HAZ, 𝛼 precipitates formed in the retained 𝛽 phase. Furthermore, in comparison 

with the microstructure in as-welded condition (see Figure 4.7), it is observed that 𝛽 

precipitates also formed along the `dark strips' and within the `grooves'. This indicates that 

those microstructural features in as-welded condition, although located within the primary 

𝛼 grains, are either chemically or crystallographically more inclined to 𝛽 phase, allowing 𝛽 

precipitates preferably to form along these microstructural features.  

Figure 4.17 depicts the microstructure of PWHT'd inner TMAZ on the Ti-575 side. In the 

inserted image of Figure 4.17, there are 𝛼 precipitates in the intergranular 𝛽 phase, and 

there are 𝛽 precipitates in 𝛼 phase. This indicates that both 𝛼 and 𝛽 phases in Ti-575 were 

metastable in the as-welded condition, and PWHT helps segregate the two phases. Besides, 

note that the width of laths becomes thicker compared to as-welded condition (Figure 4.8). 

This suggests that PWHT also facilitate coarsening the acicular laths, which indicates that 

these acicular laths may have 𝛼 phase crystal structure, as the PWHT temperature is far 

below the 𝛽 transus of the alloy.  
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4.3.1.3 Central Weld Zone 

Figure 4.18 illustrates the microstructure of Ti-575 CWZ in PWHT'd condition. It can be 

seen that the extra fine martensitic 𝛼′ laths in as-welded condition (Figure 4.9) completely 

disappeared after PWHT, instead, intertwined 𝛼 and 𝛽 laths dominate the microstructure. 

The martensitic 𝛼′ laths segregated into 𝛼 and 𝛽 phase due to diffusion. The width of these 

𝛼 and 𝛽 laths is approximately 80 nm, which is thicker compared to the martensitic 𝛼′ laths 

(~40 nm), however, they are still a lot thinner than the laths found in Ti-64 CWZ and 

Ti-575 TMAZ (~300 nm), therefore the microstructure here still possesses the highest level 

of hardness of the weld. The 𝛽 phase fraction in Ti-575 CWZ is 52%, as measured by image 

analysis of Figure 4.18. Notice that the amount of 𝛽  phase is significantly higher here 

compared to Ti-64 CWZ (see Section 4.3.2.3), likely due to a higher amount of 𝛽 stabiliser 

(vanadium) in the alloying element. The 𝛼 phase fraction after PWHT is lower than the 𝛽 

phase fraction, resulting in a microstructure that appears to consist of 𝛼 laths embedded in 

a 𝛽 matrix. However, in reality, 𝛽 precipitates formed at the boundaries of 𝛼′ laths, and due 

to the excessive 𝛽 stabiliser content, these 𝛽 precipitates were able to coarsen to a size even 

larger than the remaining 𝛼 laths decomposed from the 𝛼′ laths. 

4.3.2 Ti-64  

4.3.2.1 Heat-Affected Zone 

Similarly to the HAZ on the Ti-575 side, as shown in Figure 4.19, the fine 𝛼 precipitates also 

formed in the intergranular 𝛽 in Ti-64 HAZ, they help increase the hardness of Ti-64 HAZ 

as well. 
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4.3.2.2 Thermo-Mechanically Affected Zone 

The TMAZ on the Ti-64 side, as shown in Figure 4.20, we can also see the 𝛼 precipitates in 

𝛽 phase, but no 𝛽 precipitates in 𝛼 phase. In as-welded condition, the 𝛼 phase in Ti-64 

TMAZ mainly retained primary 𝛼  grains, as shown in Figure 4.13. The absence of 𝛽 

precipitates in retained primary 𝛼 for Ti-64 implies that the retained 𝛼 phase is chemically 

more stable than the 𝛼 laths in Ti-575 TMAZ, and there was not sufficient 𝛽 stabiliser in 

retained 𝛼 phase to form 𝛽 precipitates in Ti-64 TMAZ. 

4.3.2.3 Central Weld Zone 

In the CWZ on the Ti-64 side, as shown in Figure 4.21, fine 𝛽 precipitates formed at the 

boundary of 𝛼 laths, with approximately 50 nm in width and 700 nm in length. Those small 

precipitates help increase the hardness in CWZ. Due to the segregation of 𝛽 stabiliser, the 

𝛼′  laths in as-welded condition should now be transformed into 𝛼  laths with 𝛼  phase 

composition. The width of those 𝛼  laths remains the same as the prior 𝛼′  laths, 

approximately 300 nm. Notice that the amount of 𝛽 precipitates in Ti-575 is noticeably more 

than in Ti-64, as there is more 𝛽 stabiliser (vanadium) as an alloying element in Ti-575. The 

𝛽 phase fraction in Ti-64 CWZ is 11%, as measured by image analysis of Figure 4.21. 

4.4 Discussion 

4.4.1 Phase Identification in As-Welded Microstructures 

4.4.1.1 Ti-575 Parent Material 

As discussed in Section 4.2.1.1, titanium silicides exist in Ti-575 PM, as shown in Figure 4.4. 

To confirm the nature of these titanium silicides, further investigation was carried out using 

TEM. Figure 4.22 (a) shows the bright field image of a titanium silicide. The size of the 

titanium silicide can be measured as 800 nm, which is distinguishably larger than the size of 
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silicon particles in OPS polishing suspension (250 nm). EDS analysis was carried out within 

the bounded area in Figure 4.22 (a), the X-ray spectrum and the chemical composition are 

shown in Figure 4.22 (b). The EDS results indicate that the atomic ratio between titanium 

and silicon is 5:3, which suggests that the titanium silicide has a chemical formula of Ti5Si3.  

TEM diffraction analysis was carried out to confirm the crystal structure of the titanium 

silicide. Figure 4.22 (c)-(e) shows the diffraction patterns obtained from the titanium silicide 

in three different beam directions. All the phases listed in Table 3.6 were included to index 

the diffraction patterns, it turns out that all diffraction patterns can be successfully indexed 

as Ti5Si3. Additionally, the three beam directions of the diffraction patterns also pass the tilt 

experiment [181], which further confirms that Ti5Si3 with HCP crystal structure is the only 

possible solution for the given set of diffraction patterns. 

According to Zhao 𝑒𝑡 𝑎𝑙. [195], Ti5Si3 is a common type of titanium silicides formed within 

titanium alloys when the silicon content is higher than 0.1 wt.%. Titanium silicides are most 

likely formed during the ageing stage of the pre-weld heat treatment (Table 3.3) as 

precipitation, hence it is able to strengthen the alloy through precipitation hardening. 

Surprisingly, the existence of silicon particles was not specifically reported by the previous 

studies on Ti-575 [13, 15–17]. Nevertheless, the existence of silicon particles can be found in 

one of their scanning electron micrographs [15].  

4.4.1.2 Ti-575 Outer Thermo-Mechanically Affected Zone  

As discussed in Section 4.2.1.3, dark `stripes' within primary 𝛼  grains and `grooves' 

(segregation between 𝛼 and 𝛽  phase) were observed in Figure 4.7. EBSD mapping was 

carried out to investigate the crystal structures and the orientations of the microstructural 

features within as-welded Ti-575 outer TMAZ, as presented in Figure 4.23. From the phase 

map in Figure 4.23 (b), three phases (𝛼-Ti, 𝛽-Ti, and Ti5Si3) were identified. Similar to the 

HAZ, the microstructure is composed of primary 𝛼 phase and retained intergranular 𝛽 

phase. The orientation map in Figure 4.23 (c) illustrates that the orientation within a single 
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primary 𝛼 grain remains well aligned even though multiple stripes penetrated through the 

grain.   

To investigate the nature of these stripes, EDS and EBSD line scans were carried out to 

analyse their chemical composition and crystal structure. EDS line scan in Figure 4.24 

suggests that those stripes have a similar chemical composition to the primary 𝛼, as the 

aluminium content in Figure 4.24 (c) is relatively stable across the stripe at approximately 

6%, which is coincident with the aluminium content of 𝛼 phase in Ti-575 (see Table 4.1). 

Note that even though the vanadium content in Figure 4.24 (b) seems to fluctuate a lot, the 

average weight per cent is approximately 4%, which is also close to the average vanadium 

content of 𝛼 phase in Ti-575. Besides, the vanadium weight per cent is far below the typical 

vanadium content in Ti-575 𝛽  phase, this indicates that there is no 𝛼 → 𝛽  phase 

transformation occurring within the stripes. EBSD line scan in Figure 4.24 (e) shows that 

the stripe has a hcp crystal structure, which is the same crystal structure of 𝛼 phase. In 

addition, the stripe also shares the same orientation with the primary 𝛼 grain it resides in, 

as the pole figures suggest a dominant orientation, and the misorientation profile in 

Figure 4.24 (e) also indicates there is less than one degree of misorientation between the 

stripe and the primary 𝛼 grain. It is suspected that those stripes are dislocation bands 

generated by the combination of compressive and shear stresses along with sufficient 

softening by the heat. 

EDS line scan was carried out to investigate the diffusion across a groove whose secondary 

electron image is shown in Figure 4.25 (a). The obtained vanadium and aluminium profiles 

in Figure 4.25 (c) and (d) show that vanadium diffuses from the retained 𝛽 phase to primary 

𝛼  phase, while aluminium diffuses in the opposite direction. More importantly, both 

vanadium and aluminium content changes smoothly across the groove for approximately 

2.5 μm. A similar EDS line scan was also carried out to investigate the diffusion at the 
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boundary of primary 𝛼  grains and intergranular 𝛽  phase in Ti-575 PM, as shown in 

Figure 4.26. The vanadium content profile in Figure 4.26 (b) indicates that the diffusion of 

vanadium is limited as vanadium content changes sharply within 0.2 μm; the diffusion of 

aluminium occurs more but is still limited as the aluminium content profile in Figure 4.26 

(c) shows that aluminium content varies within 0.5 μm. The results from the EDS line scan 

suggest that the diffusion zone in outer TMAZ is significantly larger than that of Ti-575 PM 

at 𝛼-𝛽 phase boundary. This indicates that the diffusion of these elements was able to occur 

in outer TMAZ at a much higher degree than in the PM, which is reasonable given the heat 

experienced in this region during LFW.  

It is suspected that the original phase boundary was located at the boundary of retained 𝛽 

phase, and then with the heat generated during LFW, vanadium was able to diffuse into 𝛼 

phase. With the increase in vanadium content, these vanadium-rich 𝛼 was able to transform 

into metastable 𝛽 phase at elevated temperatures. After the LFW process is finished, rapid 

cooling then forces the metastable 𝛽 phase to undergo a martensitic transformation, forming 

acicular 𝛼′ laths in the groove.  

4.4.1.3 Ti-575 Inner Thermo-Mechanically Affected Zone 

As discussed in Section 4.2.1.3, acicular laths were observed within primary 𝛼 grains, as 

shown in Figure 4.8. EBSD mapping was carried out to investigate the crystal structures 

and the orientations of these acicular laths. The EBSD phase map presented in Figure 4.27 

(b) shows that the acicular laths observed in Figure 4.8 have 𝛼-Ti crystal structure. EBSD 

orientation map shown in Figure 4.27 (c) illustrated that each of these acicular laths has a 

different orientation, whereas as shown previously in Figure 4.23 (c) there is only a single 

orientation throughout the entire primary 𝛼 grain at outer TMAZ.  
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Reconstruction of prior 𝛽 phase was carried out to investigate the relationship between these 

acicular 𝛼 laths, the orientation map of prior 𝛽 phase is shown in Figure 4.27 (d). Note that 

the region of interest was chosen to have less distortion so as to improve the quality of the 

maps. By comparing Figure 4.27 (b) and (d), notice that all the pixels within the same 

primary 𝛼 grain in the phase map share the same prior 𝛽 orientation. This indicates that 

the primary 𝛼 grains were transformed into 𝛽 phase during the heating stage of LFW, then 

after the oscillation ceased, the heat accumulated at the interface rapidly conducted away 

through the PM, this results in a fast-cooling rate that resembles water quenching. 

Consequently, the 𝛽  phase went through a martensitic transformation, resulting in the 

acicular 𝛼 laths inside the primary 𝛼 grains. The amount of the transformed 𝛼 laths depends 

on the temperature experienced, as inner TMAZ is closer to the weld interface, the 

accumulated heat within this region raises the temperature up enough to make such phase 

transformation possible. On the contrary, outer TMAZ is further away from the weld 

interface, the temperature here was not high enough to facilitate the phase transformation.  

The proposed phase transformation mechanism was later found contradictory to findings 

from the study of dynamic 𝛽 transus, further discussion is provided in Section 7.5.4. 

4.4.1.4 Ti-575 Central Weld Zone  

The microstructure within Ti-575 CWZ is shown in Figure 4.9. The chemical composition in 

CWZ was measured using EDS, listed in Table 4.3. It was found that all the elements are 

distributed uniformly in CWZ. Comparing the chemical composition in CWZ to that of the 

PMs shown in Table 4.1, notice that the composition of CWZ is closer to the average alloy 

composition of Ti-575. This shows that the chemistry of CWZ is homogenised, indicating 

that the temperature of CWZ once raised above 𝛽  transus during LFW for the heat 

generated from the weld interface. The rapid cooling afterwards happens fast enough to 

prevent any elemental diffusion, hence the chemistry stays homogenised. 
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EBSD was used to characterise the crystal structure of the acicular laths in Ti-575 CWZ, as 

shown in Figure 4.28. The phase map in Figure 4.28 (b) indicates that the majority of the 

microstructure consists of HCP crystal structure, with no BCC indexed, hence the acicular 

laths contain 𝛼 phase structure. 𝛽 reconstruction was performed as shown in Figure 4.28 (d), 

it is confirmed that the orientations of adjacent laths follow Burgers' orientation relationship, 

which indicates that these laths underwent 𝛽 → 𝛼 phase transformation. Taking the EDS 

results shown in Table 4.3 into consideration, as the chemistry stays homogenised, the phase 

transformation is considered diffusionless, which suggests that martensitic phase 

transformation occurred.  

It is possible to form two types of martensite in the CWZ: 𝛼′ with HCP structure and 𝛼′′ 

with orthorhombic structure. It has been studied that 𝛼′ exists in the CWZ of Ti-64, the 

hardness of 𝛼′ is significantly higher than Ti-64 parent [5, 23]. On the other hand, Guo 𝑒𝑡 𝑎𝑙. 

[62] discovered 𝛼′′ in the CWZ of Ti-6246, however, the hardness of 𝛼′′ is lower than the 

PM. As the EBSD mapping suggests that the acicular laths consist of HCP structure, plus 

the microhardness measurement shown in Figure 6.3 also confirms superior hardness in CWZ 

to the PMs, it is concluded that these acicular laths can be identified as martensitic 𝛼′ laths.  

Figure 4.29 shows another EBSD map in Ti-575 taken at 50 μm away from the weld 

interface. Notice that in Figure 4.29 (b) BCC structure can be found even though it is only 

50 μm away from the weld interface. This indicates that 𝛽 phase in Ti-575 is stable enough 

to retain after rapid cooling. As the presence of retained 𝛽 phase is a sign of entering TMAZ, 

these stable retained 𝛽 results in a narrow CWZ as measured in Figure 4.3. 

As the dark acicular laths in Figure 4.9 can be identified as martensitic 𝛼′ laths transformed 

from prior 𝛽  phase, the surrounding bright boundaries are considered as prior 𝛽  phase 

boundaries. These prior 𝛽 phase boundaries can be seen as the outline of the prior 𝛽 grains 
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at elevated temperatures. From the shape of the prior 𝛽 grains, one can realise that they are 

primarily equiaxed, as opposed to the highly distorted grains in TMAZ. The same indication 

can also be found in the reconstructed 𝛽 grains shown in Figure 4.28 (d). Both pieces of 

evidence suggest that recrystallisation occurred within CWZ. 

4.4.1.5 Ti-64 Thermo-Mechanically Affected Zone 

As discussed in Section 4.2.2.3, acicular laths appeared to penetrate through the primary 𝛼 

grains from the retained 𝛽 phase, as shown in Figure 4.13. EBSD point & ID is utilised to 

identify the crystal structure and orientation of these acicular laths, the results are shown 

in Figure 4.30. The point & ID at locations A, B, and C demonstrated that the acicular laths 

have a HCP crystal structure, which is the same as the crystal structure of primary 𝛼 phase. 

However, the orientation of the acicular laths is not the same as the orientation of the 

primary 𝛼 grain where they reside. Location D, E, and F reveal that the flat plateaus also 

consist of HCP structure, each plateau has its unique orientation. Location G, H, and I 

identified the retained intergranular 𝛽  phase as the long stripes distorted along the 

oscillation direction and compressed along the forge direction.  

Similar to the TMAZ in Ti-575, it is regarded that primary 𝛼 grains were able to partially 

transform into 𝛽 phase during LFW. The rapid cooling rate after the termination of the 

oscillation was fast enough to force the metastable 𝛽 phase to transform back to 𝛼 phase 

through a diffusionless transformation. The acicular 𝛼  laths and flat 𝛼  plateaus are 

suspected to have formed through this process. 

Note that in Figure 4.13, there are some retained primary 𝛼 in the TMAZ of Ti-64. Those 

retained primary 𝛼 cannot be found in Ti-575 TMAZ. This may be explained by the 

difference in 𝛽 transus, as Ti-64 has a higher 𝛽 transus (996ºC) than Ti-575 (965ºC), it is 

more difficult for 𝛼 → 𝛽 phase transformation to occur in Ti-64 at the same temperature, 
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assuming the specific heat capacity and the thermal conductivity of Ti-64 and Ti-575 are 

similar, hence the temperature at a certain distance away from the interface is the same for 

the two alloys. 

4.4.1.6 Ti-64 Central Weld Zone 

As in Ti-575 CWZ, the chemical composition in CWZ of Ti-64 is also found to be 

homogenised and resembles to its nominal alloy composition, as shown in Table 4.4. 

Therefore, it is considered that the temperature here exceeded 𝛽 transus during LFW, hence 

the microstructure was fully transformed into 𝛽 phase with homogeneous composition. The 

rapid cooling afterwards forced 𝛽 phase to undergo a martensitic phase transformation, 

consequently 𝛼′  laths were formed. EBSD results in Figure 4.31 also agree with this 

explanation as these acicular laths are composed of HCP crystal structure, plus the 𝛽 

reconstruction can successfully merge the adjacent laths into prior 𝛽 grains as shown in 

Figure 4.31 (d), indicating that a 𝛽 → 𝛼′ phase transformation occurred. 

The width of 𝛼′ laths in CWZ Ti-64 is approximately 300 nm, which is considerably thicker 

than the 𝛼′ laths in Ti-575 CWZ. This indicates the 𝛼 phase is much more stable in Ti-64 

thus the 𝛼′ laths grow faster in Ti-64, which is reasonable as Ti-64 indeed has a higher 

amount of 𝛼 stabiliser (aluminium). The same conclusion can be drawn from the EBSD 

phase map. As shown in Figure 4.31 (b), there is no noticeable retained 𝛽 phase found in 

the proximity to the weld interface, however, such retained 𝛽 can be seen on the Ti-575 side 

close to the weld interface as shown in Figure 4.28 (b). This indicates that 𝛽 phase in Ti-575 

is more stable to retain after rapid cooling, which is reasonable as Ti-575 indeed has a higher 

amount of 𝛽 stabiliser (vanadium). 𝛼′ laths are beneficial to the hardness of the weld as they 

are much smaller in size compared to the microstructural features in PM, however, the 

hardness of Ti-64 CWZ is not as high as the hardness of Ti-575 CWZ due to the thicker 𝛼′ 
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laths on the Ti-64 side. Further details about the hardness measurement are discussed in 

Section 6.2. 

4.4.2 Phase Identification in Post-Weld Heat Treated 

Microstructures  

4.4.2.1 Ti-575 Central Weld Zone 

EDS mapping was carried out using TEM to analyse the chemical composition of the 𝛼 and 

𝛽 laths in PWHT'd Ti-575 CWZ. As shown in Figure 4.32, vanadium (𝛽 stabiliser) and 

aluminium (𝛼 stabiliser) both are clearly segregated into 𝛼 phase and 𝛽 phase. The chemical 

compositions measured at 𝛼 phase (aluminium-rich region) and 𝛽  phase (vanadium-rich 

region) are listed in Table 4.5. Compared to the chemical composition of 𝛼 and 𝛽 phase 

measured in the Ti-575 PM (Table 4.1), the 𝛼 phase here has more 𝛼 stabiliser, and the 𝛽 

phase here also has more 𝛽 stabiliser. The chemical composition measured here reflects the 

equilibrium chemical composition at the PWHT temperature (600℃), whereas the chemical 

composition measured in PM reflects the composition at the PWHT temperature (500℃). 

A selected area diffraction pattern has been taken at the same region as in Figure 4.32 to 

confirm the crystal structure of 𝛼 phase and 𝛽 phase, as shown in Figure 4.33 (b). Here, 

multiple diffractions originating from both phases were superimposed. Figure 4.33 (c) 

illustrates a schematic diagram of the diffraction pattern, specifically differentiating the 

diffraction spots generated from each phase. Three sets of diffraction spots were identified, 

their beam directions are respectively [111̅]̅𝛽, [12̅10̅]𝛼, and another [12̅10̅]𝛼 with different 

orientation. Dark field images obtained from [111̅]̅𝛽  diffraction patterns are shown in 

Figure 4.33 (d)-(f), the illuminated region matches with the vanadium-rich region in 

Figure 4.32. Similarly, dark field images obtained from the two sets of [12̅10̅]𝛼 diffraction 

patterns are presented in Figure 4.33 (g)-(i), the illuminated region matches with the 
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aluminium-rich region in Figure 4.32. The observation from the dark field images confirms 

that the 𝛽 phase (vanadium-rich region) is composed of BCC crystal structure, and the 𝛼 

phase (aluminium-rich region) is composed of HCP crystal structure. 

As the 𝛼 diffraction patterns superimposed onto the 𝛽 diffraction pattern with a specific 

misorientation, one can deduce the orientation relationship between 𝛼 and 𝛽 phase from the 

diffraction patterns. From Figure 4.33 (c), notice that {0002}𝛼 spots are always coincident 

with one of the {110}𝛽 spots, which suggests that  

 {0002}𝛼 ∥ {110}𝛽 (4.1) 

Furthermore, the beam directions of all diffraction patterns must be parallel to each other, 

in other words,  

 [12̅10̅]𝛼 ∥ [111̅]̅𝛽 (4.2) 

Taking symmetry into consideration, Equation (4.2) can be written as  

 〈112̅0〉𝛼 ∥ 〈111̅〉𝛽 (4.3) 

The observation above coincident with the well-known Burgers orientation relationship, as 

described in Equation (2.1) and (2.2). This suggests that Burgers orientation relationship 

also applies to Ti-575. 

4.4.2.2 Ti-64 Central Weld Zone 

The microstructure of PWHT'd Ti-64 CWZ was examined by TEM. A twin-jet polished 

sample with a hole located 35-85 μm away from the weld interface was prepared, as shown 

in Figure 4.34. The area around the hole is electron transparent to be observed using TEM. 

Figure 4.35 shows the bright field images taken from the bounded area in Figure 4.34 (b). 

Compared with the secondary electron image (Figure 4.21), the 𝛼 laths are clearly visible, 

while the bright 𝛽 precipitates cannot be found easily within the bright field images.  
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Efforts have been made to find the 𝛽 precipitates using TEM, and some small 𝛽 precipitates 

have been found, as shown in Figure 4.36. These 𝛽 precipitates are confirmed to have a BCC 

crystal structure by their diffraction pattern, as shown in Figure 4.36 (b). However, these 𝛽 

precipitates are in a spherical shape, and their size are only approximately 50 nm, which is 

much less than the 𝛽 precipitates observed under SEM. It is considered that only the smallest 

𝛽 precipitates found in the secondary electron image are actually having 𝛽 phase crystal 

structure, whereas the majority of the large precipitates are merely chemical agglomerations 

of 𝛽 stabilisers. They are visible under SEM since the sample has a chemically etched surface, 

and the etchant is highly sensitive to the composition, therefore the 𝛽-stabiliser-rich region 

preferentially remained, consequently resulting in higher contrast in the secondary electron 

image. On the other hand, the twin-jet polished sample was evenly polished, thus there is 

no contrast for the 𝛽-stabiliser-rich region. Furthermore, the bright field image represents 

the contrast from the diffraction, clearly, there is no obvious contrast for the 𝛽-stabiliser-

rich region, therefore it can be concluded that the 𝛽-stabiliser-rich region still consists of 

𝛼-Ti (HCP) crystal structure, but their chemical composition is more inclined with 𝛽 phase. 

EDS mapping was carried out to measure the chemical composition of the spherical small 𝛽 

precipitates, as shown in Figure 4.37 and Table 4.6. It is clear that these 𝛽 precipitates have 

a similar chemical composition as the 𝛽 phase measured in the Ti-64 PM (Table 4.2). The 

observation from TEM confirms that the small 𝛽 precipitates are both crystallographically 

and chemically 𝛽  phase. The chemical composition measured at location G shown in 

Figure 4.37 and Table 4.5 indicates the content of the laths, it is similar to the 𝛼 phase 

content measured from the Ti-64 PM (Table 4.2). This indicates that the martensitic 𝛼′ 
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laths with nominal alloy composition have been transformed into 𝛼 laths with 𝛼 phase 

composition.  

Apart from the 𝛼 laths and the 𝛽 precipitates, large 𝛼 grains approximately 3 μm in size 

were also found in this region, as shown in Figure 4.38. It has been confirmed that these 𝛼 

grains have HCP crystal structure due to their diffraction patterns. These 𝛼 grains may 

either be primary 𝛼 retained in CWZ after LFW or were grown during PWHT. 

4.5 Conclusions 

1. LFW with a chambered trapezoidal geometry and flat-to-flat contact surfaces results 

in a narrower CWZ and larger TMAZ at the bifurcation point of the welds compared 

to the edges. The size of Ti-575 CWZ is thinner than Ti-64 CWZ at the bifurcation 

point, but thicker at the edges. The uneven zone size between Ti-575 and Ti-64 implies 

the differences in their thermal responses at different heating rates.  

2. Ti-575 parent material has a bi-modal microstructure with primary 𝛼 grains and 

transformed 𝛽 phase. Fine secondary and tertiary 𝛼 laths can be found in the 𝛽 

regions. Ti-64 parent material has equiaxed microstructure with primary 𝛼 grains and 

intergranular 𝛽 phase. No tertiary 𝛼 laths have been found in Ti-64. 

3. Titanium silicides were found in Ti-575 parent material. The titanium silicides are 

confirmed chemically and crystallographically to be Ti5Si3 by TEM, they are suspected 

to originate from the 0.5 wt.% of silicon incorporated in the alloying element. The 

HAZ and TMAZ on the Ti-575 side inherit the parent material and therefore also 

have titanium silicides.  

4. In Ti-575 HAZ, the fine secondary and tertiary 𝛼 laths dissolved into the 𝛽 phase due 

to the heating experienced during LFW. Ti-64 HAZ does not have a notable difference 

from the parent material, because there are few secondary 𝛼 laths in the intergranular 
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𝛽 phase in the parent material microstructure, therefore the dissolution of fine 𝛼 laths 

is not obvious. 

5. The microstructure of the as-welded Ti-575 TMAZ is very different from the as-

welded Ti-64 TMAZ. In Ti-575 TMAZ the primary 𝛼 grains fully transformed into 

lamellar 𝛼 laths, whereas in Ti-64 TMAZ the majority of primary 𝛼 grains remain, 

with partially transformed lamellar 𝛼 laths at the 𝛼/𝛽 phase boundaries. 

6. In as-welded CWZ, the microstructure on both Ti-575 and Ti-64 sides fully 

transformed into martensitic acicular 𝛼′  laths. The width of 𝛼′  laths in Ti-575 

(40 nm) is thinner than the ones in Ti-64 (300 nm).  

7. In PWHT'd HAZ and TMAZ, fine 𝛼 precipitates form in 𝛽 phase on both Ti-575 and 

Ti-64 sides. In Ti-575 TMAZ, fine 𝛽 precipitates also formed at the boundaries of 

lamellar 𝛼 laths inside the original primary 𝛼 grains. The formation of precipitates 

after PWHT indicates the metastable nature of these phases in the as-welded 

condition. 

8. In PWHT'd condition, the martensitic 𝛼′ laths in both Ti-575 and Ti-64 CWZ 

decomposed into 𝛼 + 𝛽 region. In Ti-64, fine 𝛽 precipitates formed at the boundaries 

of 𝛼 laths. Whereas in Ti-575, the volume fraction of 𝛽 precipitates is more than 50%, 

which makes the microstructure more like 𝛼 precipitates in 𝛽 matrix. 
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Chapter 5  

Texture Development Analysis 

5.1 Central Weld Zone of Ti-575 and Ti-64 

The 𝛼 texture measured from the central weld zone (CWZ) on both Ti-575 and Ti-64 sides 

is shown in Figure 5.1. Both alloys exhibit similar texture which is dominated by a transverse 

texture component {1010̅}〈112̅0〉𝛼 (𝑇 ) with respect to the forge direction (FD) and the 

oscillation direction (OD). There are several basal ( 𝐵 ) and rolling ( 𝑅 / 𝑅′ ) texture 

components with intermediate intensity, their misorientation angle from the transverse 

texture is either 60°  or 90° , which is commonly seen in the misorientation profile of 

transformation textures. Similar textures have also been found in CWZ of self-similar linear 

friction welded (LFW'd) Ti-64 from the literature [10, 63, 139, 199].  

5.1.1 𝛽 Reconstruction 

As previously discussed in Section 4.2, the CWZ contains martensitic microstructure 

resulting from the 𝛽 → 𝛼′  phase transformation. Given the well-established Burgers 
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orientation relationship governing phase transformation in titanium, it becomes feasible to 

reconstruct the former 𝛽 phase and, subsequently, investigate the texture development that 

occurred within the CWZ. To demonstrate this concept, Ti-64 CWZ is taken as an example. 

Figure 5.2 presents the orientation maps and inverse pole figures measured from Ti-64 CWZ, 

alongside those of the reconstructed prior 𝛽 phase. The reconstructed 𝛽 orientation map in 

Figure 5.2 (c) shows that the reconstructed prior 𝛽  phase mainly comprises similar 

orientations, as indicated by the similar colours. This observation is better elucidated in the 

inverse pole figures (IPF) shown in Figure 5.2 (d). Specifically, the pole concentrates at [112] 

in IPF-FD and at [111] in IPF-OD, suggesting that the prior 𝛽 phase mainly consists of 

{112̅}〈111〉𝛽 orientation. The textures of the reconstructed prior 𝛽 phase in CWZ for both 

Ti-575 and Ti-64 are visualised by the pole figures shown in Figure 5.3. Based on the 

observation of the inverse pole figures, it can be deduced that Figure 5.3 primarily represents 

{112̅}〈111〉𝛽 texture.  

5.1.2 Texture Simulation 

Texture simulation using MTEX can be used to verify this hypothesis. The pure {112̅}〈111〉𝛽 

texture is simulated and shown in Figure 5.4 (c), along with two representative orientations 

in {112̅}〈111〉𝛽 family: (112̅)[111]𝛽 and (112)[11̅1̅]𝛽, which are illustrated in Figure 5.4 (a) 

and (b), respectively. Notice that Figure 5.4 (c) resembles the reconstructed prior 𝛽 texture 

displayed in Figure 5.3, thus confirming that the prior 𝛽 phase predominantly comprises 

{112̅}〈111〉𝛽 orientation. Furthermore, texture simulation following the Burgers orientation 

relationship can generate 𝛼 texture inherited from {112̅}〈111〉𝛽  texture, as presented in 

Figure 5.4 (d). Comparing the simulated texture with the measured 𝛼 texture shown in 

Figure 5.1, it is observed that the locations of all texture components align, despite the 

measured transverse component being notably stronger.  
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5.2 Ti-64 Thermo-Mechanically Affected Zone 

The texture measured in CWZ is generally consistent throughout the entire weld. However, 

the texture in TMAZ is affected by the material flow direction. The spatial variation of the 

texture in LFW'd Ti-64 joints in the centre and on the edges was studied previously [139, 

200]. The following investigation in TMAZ is focused on the texture at the bifurcation point. 

Figure 5.5 illustrates the 𝛼  and 𝛽  texture measured from Ti-64 inner TMAZ at the 

bifurcation point. The texture here shares similar texture components with the CWZ texture, 

despite having lower intensity. The 𝛽 texture resembles the simulated {112̅}〈111〉𝛽 texture 

shown in Figure 5.4 (b), which indicates that the retained 𝛽 in Ti-64 TMAZ was deformed 

and oriented to {112̅}〈111〉𝛽 during welding. The 𝛼 texture also resembles the inherited 

texture shown in Figure 5.4 (c), although the transverse texture 𝑇  and a pair of rolling 

textures 𝑅 are notably stronger due to variant selection. It can be inferred from the inherited 

𝛼 texture that 𝛽 → 𝛼 phase transformation occurred in this region. However, since the 𝛽 

was only partially transformed, plus the existence of retained primary 𝛼 phase, the maximum 

texture intensity (9.3x) is considerably lower than the maximum texture intensity measured 

in CWZ (25x), where 𝛽 phase was fully transformed into 𝛼 phase.  

5.3 Ti-575 Thermo-Mechanically Affected Zone at 

Bifurcation Point 

On the other hand, the Ti-575 inner TMAZ at the bifurcation point exhibits a completely 

different texture from the Ti-64 inner TMAZ, as shown in Figure 5.6. For {0001}𝛼 pole 

figure, a basal texture 𝐵 appears with a transverse texture 𝑇  and a few rolling-type textures 

𝑅′, all with a similar level of intensity. Note that the coordinates of these pole figures are 

not aligned with forging and oscillation directions, but with X and Z directions, which are 

associated with the weld geometry. This indicates that the texture here is independent of 
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the oscillation direction, but is dependent on the weld geometry. The misorientation angle 

from the transverse texture to the rolling and basal texture are respectively 60° and 90°, 

again, this is a sign of transformation texture. Notice that the {110}𝛽  pole figure in 

Figure 5.6 (b) resembles the {0001}𝛼 pole figure, as from the Burgers relationship it is known 

that {0001}𝛼 ∥ {110}𝛽, the similarity between the 𝛼 and 𝛽 pole figures indicates that the 𝛼 

and 𝛽  phase follows the Burgers relationship, which implies that 𝛽 → 𝛼  phase 

transformation occurred locally. This observation suggests that the 𝛼 phase in TMAZ is 

potentially inherited from the 𝛽 phase.  

Figure 5.7 shows the orientation maps and inverse pole figures of 𝛼 and 𝛽 phase at the 

bifurcation point of Ti-575 inner TMAZ. The 𝛼  orientation map depicts acicular 

microstructure with neighbouring laths having different orientations, this suggests the 

occurrence of rapid 𝛽 → 𝛼  phase transformation. In the 𝛽  orientation map shown in 

Figure 5.7 (c), notice that the majority of the 𝛽 phase shares a similar orientation, as 

indicated by the similar colour. The inverse pole figures in Figure 5.7 (d) demonstrate a 

[011] pole parallel to the sample Z direction and a strong [001] pole parallel to the sample X 

direction, suggesting that the 𝛽 phase comprises primarily {110}〈001〉𝛽 orientation.  

5.3.1 𝛽 Reconstruction 

It was suspected that the 𝛼 phase underwent 𝛽 → 𝛼 phase transformation from the retained 

𝛽 phase. A possible way to validate this speculation is to apply 𝛽 reconstruction to the 𝛼 

phase, and see if those acicular 𝛼 laths can be successfully reconstructed into 𝛽 matrix that 

is coherent with the retained 𝛽 phase. Figure 5.8 (a) presents the reconstructed 𝛽 orientation 

map, it can be seen from the figure that the majority of the 𝛼 phase was successfully 
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reconstructed into prior 𝛽 phase. In addition, by comparing Figure 5.7 (c) and Figure 5.8 

(a), one can see that the reconstructed 𝛽  orientation conforms with the retained 𝛽 

orientation. Therefore, it is reasonable to suggest that in Ti-575 TMAZ, the 𝛼 phase was 

fully transformed into 𝛽  phase during welding, however, the transformed 𝛽  phase was 

relatively metastable compared to the 𝛽 phase presented in the parent material, hence it 

transformed back to 𝛼 phase due to rapid cooling in the ramp-down and consolidation stage.  

In Figure 5.8 (a) there are a few areas coloured in red which means {001}𝛽 planes are parallel 

to the sample Y direction, instead of {011}𝛽 planes coloured in green. However, it is worth 

noting that when viewing the map with respect to the sample Z direction, as shown in 

Figure 5.8 (b), almost the entire map is coloured green, indicating that the {011}𝛽 planes of 

the prior 𝛽  phase are well aligned with the sample Z direction, or equivalently, forge 

direction. This implies that the orientation of the prior 𝛽 phase is predominantly affected by 

the compressive forge pressure, and is less dependent on the oscillation direction.  

The inverse pole figures of the prior 𝛽  phase in Figure 5.8 (c) indicates the prior 𝛽 

orientation is primarily {110}〈001〉𝛽, for the similar reason discussed in Figure 5.7 (c). The 

textures of the prior 𝛽 phase at the bifurcation of Ti-575 inner TMAZ are visualised by the 

pole figures shown in Figure 5.8 (d). Again, as discussed in Section 5.1.1, based on the 

observation of the inverse pole figures, it can be deduced that the pole figures primarily 

represent {110}〈001〉𝛽 texture.   

5.3.2 Texture Simulation 

Similarly, simulated texture can be used to demonstrate texture development here as well. 

As shown in Figure 5.9, a {110}〈001〉𝛽 texture (with respect to the weld geometry) resembles 

the reconstructed prior 𝛽 texture (see Figure 5.8 (d)) and the measured retained 𝛽 texture 
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(see Figure 5.6 (b)), besides, the inherited 𝛼 texture also resembles the measured 𝛼 texture 

(see Figure 5.6 (a)). Notice that there is no specific component with outstanding intensity 

in the measured 𝛼 texture, both basal texture 𝐵 and rolling texture 𝑅′ are strong, although 

the transverse texture 𝑇  shown in Figure 5.6 (a) is notably weaker, strong transverse texture 

was also measured at a different region of interest. This implies that little or no variant 

selection occurred in Ti-575 TMAZ. Furthermore, the fact that the measured 𝛽 texture 

resembles the simulated 𝛽 texture indicates that the 𝛽 phase here retains its orientations at 

elevated temperatures, whereas the 𝛼 phase was formed via a phase transformation from the 

𝛽 matrix. 

5.3.3 Scope of Bifurcation Texture 

The Z-orientation map of the prior 𝛽 phase shown in Figure 5.8 (b) is a good example of 

showing that the {110}𝛽 planes of the prior 𝛽 phase are well aligned with the forge direction. 

By extending the measured area, it is possible to reveal the size of the region with 

{110}〈001〉𝛽  texture. Figure 5.10 shows the prior 𝛽  orientation map stitched and 

reconstructed from six EBSD mappings at the bifurcation point of Ti-575 inner TMAZ. This 

map covers an area of approximately 300×500 μm2, which is large enough to reveal the 

territory of the {110}〈001〉𝛽 texture. It can be seen from the map that at the bifurcation 

point a region of area approximately 300×300 μm2 is primarily coloured in green, which 

indicates that {110}𝛽 planes are aligned with the forge direction. As the {110}𝛽 planes are 

so well-aligned in this region, strong {110}〈001〉𝛽 texture can be measured from both the 

retained 𝛽  phase and the reconstructed prior 𝛽  phase locally. Further away from the 

bifurcation point, the material tended to flow toward the edges, therefore the texture there 
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was affected by the oscillation direction and hence the {110}〈001〉𝛽 texture at bifurcation 

diminished.  

5.4 Discussion 

5.4.1 Texture Development Mechanism 

5.4.1.1 Central Weld Zones  

The 𝛼 pole figures of the CWZs textures shown in Figure 5.1 show peak-type texture 

components, no fibre texture (e.g. Figure 2.38) can be found. To study the texture 

development mechanism, comparing the measured texture with the well-known ideal textures 

is a decent approach to start with. The ideal texture components found in the measured 

texture may imply that the measured texture may share a similar texture development 

mechanism to the ideal textures.  

Figure 5.11 shows a comparison between the 𝛼 texture measured in Ti-64 CWZ and the 

simple shear textures of HCP materials, by overlaying Figure 2.40 onto Figure 5.1 (b), where 

the forge direction (FD) is parallel to the shear plane normal (SPN) and the oscillation 

direction (OD) is parallel to the shear direction (SD). Note that Figure 2.40 is presented in 

equal angle projection, while Figure 5.1 (b) is presented in equal area projection. For ease of 

comparison, both pole figures in Figure 5.11 are presented in equal angle projection. Notice 

that the 𝑃1 simple shear texture component is coincident with the measured transverse 

texture component 𝑇 , both having the same orientation {1010̅}〈112̅0〉. Furthermore, the 𝐶1 

and 𝐶2 peak-type texture components (not 𝐶1- and 𝐶2-fibre textures) are also coincident 

with the measured texture component 𝑅.  

It has been demonstrated in Figure 5.3 and Figure 5.4 that the prior 𝛽 phase in CWZ has a 

strong {112̅}〈111〉𝛽  texture. Notice that this type of texture is one of the simple shear 

textures of BCC materials. Figure 5.12 shows the pole figures of the reconstructed prior 𝛽 
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texture overlaying with Figure 2.39, in a similar fashion to Figure 5.11. Notice that all the 

prior 𝛽 texture components coincide with 𝐷1 and 𝐷2 type simple shear texture, together 

they form {112̅}〈111〉𝛽 texture.  

The observations presented above suggest that the stress condition in CWZ during LFW is 

similar to the simple shear condition, where FD // SPN and OD // SD. During welding, the 

subjected shear stress and temperature caused deformation and recrystallisation, forcing the 

recrystallised 𝛽 grain to deform via {112̅}〈111〉𝛽 slip systems, consequently resulting in 𝐷1 

and 𝐷2 {112̅}〈111〉𝛽  simple shear texture. Upon ramp-down and forging stages, 𝛽 → 𝛼′ 

phase transformation took place in line with the Burgers orientation relationship, leading to 

the 𝛼 texture inherited from the 𝛽 texture, as shown in Figure 5.4 (d), assuming all 12 𝛼 

variants have an equal probability to grow from a single 𝛽 grain.  

However, the simulated 𝛼  texture inherited from ideal {112̅}〈111〉𝛽  texture shown in 

Figure 5.4 (d) does not exhibit the strong transverse component 𝑇 {1010̅}〈112̅0〉  in the 

measured CWZ textures (see Figure 5.1). One possible reason for this may be that the simple 

shear stress condition was still prevalent in the ramp-down stage, hence the 𝛼′ grains may 

be re-oriented via grain rotation by the shear stress to 𝑃1, 𝐶1, and 𝐶2 orientations (see 

Figure 5.11). This explains the intensity of components 𝑇  and 𝑅  is superior to 𝑅′ 

components in the measured CWZ textures (see Figure 5.1), whereas in the solely inherited 

𝛼 texture they should have similar intensity (see Figure 5.4 (d)). 

Another possible reason is variant selection. Variant selection may occur due to the stress 

induced by anisotropic thermal contraction [115], or lattice strain of 𝛽 phase  induced by 

plastic deformation [118], leading to the preferential selection of the transverse texture 

{1010̅}〈112̅0〉𝛼. A similar variant selection mechanism has also been observed in the texture 
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of titanium sheets after hot rolling. It is known that strong transverse texture arises from 

unidirectional rolling at near or above 𝛽  transus for 𝛼 + 𝛽  alloys [70], as shown in 

Figure 2.41. In LFW, when the temperature starts decreasing during the ramp-down stage 

for 𝛽 → 𝛼 phase transformation to occur, the oscillation motion resembles the hot rolling 

action, therefore it is reasonable that LFW shares a similar variant selection mechanism with 

the hot-rolled titanium sheet. A similar texture development mechanism in the CWZ of 

Ti-64 self-similar welds can also be found in the literature [139].  

5.4.1.2 Ti-575 Thermo-Mechanically Affected Zone at Bifurcation Point 

Similar to the texture in CWZ, the texture in Ti-575 TMAZ at the bifurcation point shown 

in Figure 5.6 exhibits peak-type texture components. One can also study the texture 

development mechanism by comparing the measured texture with the ideal textures. 

Figure 5.13 shows a comparison between the 𝛼 texture in Ti-575 TMAZ at bifurcation (see 

Figure 5.6 (a)) and the simple shear textures of HCP materials (see Figure 2.40), where the 

sample Z direction (also parallel to the forge direction) is parallel to the shear plane normal 

(SPN) and the sample X direction is parallel to the shear direction (SD). Note that both 

pole figures in Figure 5.13 are presented in equal angle projection. The measured texture 

exhibits a strong basal texture component 𝐵, which is coincident with 𝐵 {0001}〈𝑢𝑣𝑡𝑤〉 in 

simple shear texture. The transverse component 𝑇  is also coincident with the 𝑃1 texture 

component, both having the same orientation {1010̅}〈112̅0〉. However, it is important to 

note that the transverse texture here is different from the transverse texture in CWZ, since 

the transverse direction here is with respect to the sample geometry, whereas the transverse 

direction in CWZ is with respect to the oscillation direction. The measured component 𝑅′ 

does not correlate to any simple shear component. 

It has been demonstrated by Figure 5.6 (b) and Figure 5.9 that the 𝛽  phase and the 

reconstructed prior 𝛽 phase in Ti-575 TMAZ at bifurcation both have a strong {110}〈001〉𝛽 
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texture. Notice that this type of texture is coincident with the texture component 𝐹  in the 

simple shear textures of BCC materials. Figure 5.14 shows the pole figures of the measured 

𝛽 texture overlaying with Figure 2.39, in a similar fashion to Figure 5.13. Notice that all the 

measured 𝛽  texture components coincide with the simple shear texture component 

𝐹  {110}〈001〉.  

The results suggest that the bifurcation point in Ti-575 TMAZ also experienced a simple 

shear stress condition during LFW, where the shear direction is parallel to the sample X 

direction. It is a rather counter-intuitive observation since the shear stress during LFW is 

generated by oscillation, and the SD should be parallel to the OD, as discussed in 5.4.1.1. 

The dependency of the texture on the weld geometry in Ti-575 TMAZ at the bifurcation 

point can be attributed to the material extrusion. On both sides of the bifurcation point, the 

material was extruded along the ±X direction toward the edges, whereas at the bifurcation 

point, the material is restricted to flow along the ±Z direction toward the weld interface. 

Furthermore, it is known that upon flowing the longitudinal axis of (110̅) plane as illustrated 

in Figure 5.9 (a) tends to align with the flowing direction [139]. Consequently, the 

longitudinal axis of (110̅) plane is aligned with the Z direction, resulting in a strong basal 

texture.  

5.4.1.3 Ti-64 Thermo-Mechanically Affected Zone 

Although the intensity of the texture in Ti-64 TMAZ is not as strong as that in CWZ, the 

major texture components in Ti-64 TMAZ are located at similar locations on the pole figures 

to the texture components in CWZ, as shown in Figure 5.5. This suggests that the 

transformational texture development mechanism described in Section 5.4.1.1 also occurs in 

Ti-64 TMAZ.  

Basal texture can also be found in Ti-64 TMAZ in Figure 5.5, although its intensity is weak 

but is still distinguishable, unlike the texture measured in CWZ (see Figure 5.1), no basal 
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texture is found at all. This suggests that the same texture development mechanism at 

bifurcation in Ti-575 TMAZ may also occurred in Ti-64 TMAZ, despite the influence of the 

CWZ texture being much stronger. As discussed in Section 4.4.1.5, the observation on the 

microstructure in Ti-64 TMAZ suggests that primary 𝛼  grains were able to partially 

transform into 𝛽 phase during LFW, before transform back to 𝛼 phase due to the rapid 

cooling rate. The partially transformed 𝛽 phase may slip along the {110}〈001〉 slip system, 

which contributes to its weak basal texture components. 

5.4.1.4 Texture Development in Thermo-Mechanically Affected Zone of 

Ti-575 and Ti-64 

The difference between the texture in Ti-575 TMAZ and Ti-64 TMAZ may arise from the 

occurrence of phase transformation. Ti-575 has a higher amount of 𝛽 stabiliser in its alloying 

elements, the 𝛼 phase was able to transform into 𝛽 phase at a lower temperature, hence 

almost all 𝛼  phase in Ti-575 TMAZ was transformed. Once the whole microstructure 

contains mostly 𝛽 phase, its deformation follows the material flow line. Away from the 

bifurcation point, the material flows side way toward the edges. However, right at the 

bifurcation point, the material is constrained at the bifurcation, therefore the longitude of 

the (110) plane is aligned with the forge direction. In Ti-64, there are less 𝛽 stabiliser in its 

alloying elements, so it is more difficult for 𝛼 → 𝛽 phase transformation to occur in Ti-64 

TMAZ, therefore only partial transformation is observed. Since the microstructure still 

contains mostly 𝛼 phase during welding, the deformation does not follow the bcc slip system, 

therefore the crystals do not align with the forge direction that well. In short, the difference 

in texture can be attributed to the difference in phases between the two alloys. 

5.4.2 Spatial Variation of Texture  

Based on the results presented in Chapter 5 and the understanding of texture in self-similar 

LFW'd Ti-64 from the literature [139, 200], the spatial variation of the texture in LFW'd 
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Ti-64:Ti-575 joints can be summarised and illustrated by a schematic diagram shown in 

Figure 5.15. In CWZ of both materials, strong {112̅}〈111〉𝛽 texture was exhibited in the 

prior 𝛽 phase during welding, however, during the consolidation stage, a combination of 𝛽 →

𝛼 phase transformation and variant selection resulted in a strong transverse {1010̅}〈112̅0〉𝛼 

texture. In Ti-64 TMAZ, regardless of bifurcation point, {112̅}〈111〉𝛽 texture also appeared 

in the prior 𝛽 phase, despite having much lower intensity compared to the one reconstructed 

in CWZ. Upon cooling, the metastable 𝛽  phase transformed back to 𝛼  phase with a 

transverse texture 𝑇  and one of the rolling textures 𝑅 were preferentially selected. The 

selected rolling texture is dependent on the material flow direction. At the bifurcation point, 

both rolling textures are possible to be selected. The texture in Ti-575 TMAZ exhibits similar 

behaviour as the texture in Ti-64 TMAZ, except at the bifurcation point, instead of the 

{112̅}〈111〉𝛽 texture, strong {110}〈001〉𝛽 dominate this region during welding. Upon cooling, 

variant selection is less effective in this region, resulting in a combination of transverse 

{1010̅}〈112̅0〉𝛼  texture, basal {0001}〈112̅0〉𝛼  texture, and a few rolling-type texture 

components 𝑅′.   

Note that except for the oscillation-independent texture at the bifurcation point of Ti-575 

TMAZ, all the other textures are dependent on the oscillation direction. The oscillation-

dependent texture is affected by the material flow direction, this would change the actual 

texture nominated. For instance, in CWZ the material flows horizontally toward the edges, 

hence the 〈111〉𝛽 slip directions align with the horizontal flow. However, in TMAZ close to 

the bifurcation point, the material flow is slightly rotated around the transverse direction. 

The slip directions still tend to align with the material flow, this results in a rotation of the 

{112̅}〈111〉𝛽 texture and therefore the inherited 𝛼 texture. 
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5.5 Conclusions 

1. The texture of the weld was investigated. In the CWZ of both Ti-64 and Ti-575, a 

strong transverse 𝛼 texture was found. Such texture is dependent on the oscillation 

direction. 𝛽 reconstruction and texture simulation results indicate that the CWZ 

texture is derived from the {112̅}〈111〉𝛽  texture. The notably strong transverse 

texture component can be attributed to variant selection, which may be induced by 

the anisotropic stress due to thermal contraction or lattice strain of 𝛽 phase due to 

plastic deformation. Such arguments are supported by the literature. 

2. By comparing the measured and reconstructed texture with the ideal simple shear 

textures, the results suggest that the stress condition in CWZ during LFW is close to 

the ideal simple shear condition, where the forge direction is parallel to the shear 

plane normal, and the oscillation direction is parallel to the shear direction. The 

recrystallised 𝛽 grains were forced to deform via {112̅}〈111〉𝛽 slip systems, therefore 

resulting in {112̅}〈111〉𝛽 texture.  

3. In Ti-575 TMAZ at the bifurcation point, a strong basal 𝛼 texture was found. This 

texture is not dependent on the oscillation direction, but on the weld geometry, which 

has not been documented in the literature. 𝛽 reconstruction and texture simulation 

results indicate that the TMAZ texture is derived from the {110}〈001〉𝛽 texture.  

4. The stress condition in Ti-575 TMAZ at the bifurcation point is close to the ideal 

simple shear condition, where the weld plane normal (sample Z direction) is parallel 

to the shear plane normal, and the longitudinal direction (sample X direction) is 

parallel to the shear direction. The dependency of the texture on the weld geometry 

in Ti-575 TMAZ at the bifurcation point can be attributed to the material extrusion, 

as on both sides of the bifurcation point, the material was extruded along the X 
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direction toward the edges, whereas at the bifurcation point, the material is restricted 

to flow along Z direction toward the weld interface. 

5. Ti-64 TMAZ at bifurcation point does not exhibit the same texture as Ti-575 TMAZ 

at bifurcation point. The difference between the texture in Ti-575 TMAZ and Ti-64 

TMAZ can be attributed to the amount of retained primary 𝛼 grains. Compared to 

the Ti-575 side, there are more primary 𝛼 retained on the Ti-64 side, therefore during 

welding the local deformation does not follow the {110}〈001〉𝛽  slip system. 

Consequently, the effect of restricted material flow along the bifurcation line is not 

significant on the Ti-64 side. 

6. The scope of the geometry-dependent texture in Ti-575 TMAZ at the bifurcation 

point was found to be a 300 × 300 μm2  area. Within this area, prior 𝛽  texture 

{110}〈001〉𝛽  is pronounced. Outside this area, the texture is influenced by the 

material flow direction towards the edges.  

7. Based on results in the present study, and with an understanding of texture in self-

similar LFW'd Ti-64 from the literature, the spatial variation of the texture within 

the entire LFW'd Ti-64:Ti-575 joint has been captured. 
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Chapter 6  

Mechanical Behaviour 

6.1 Introduction 

This chapter presents a thorough evaluation of the structural integrity of linear friction 

welded (LFW'd) Ti-64 and Ti-575. The investigation covers both the as-welded and the 

post-weld heat treated (PWHT) condition. To assess strength distribution, microhardness 

measurements were conducted across the entire section of the weld. Exploring the ageing 

behaviour, macrohardness of the welds was measured following a series of PWHTs, aimed 

at determining the optimal PWHT condition. Among the candidate PWHT conditions, two 

were selected for further comprehensive mechanical testing. This encompassed evaluating 

residual stress, tensile strength, high cycle fatigue strength, fatigue crack growth threshold, 

fatigue crack growth resistance, and fracture toughness subsequent to the two PWHT 

processes. Additionally, the effect of processing variables, texture, and PWHT on these 

properties, along with the microstructure-property correlation, are discussed at the end of 

this chapter. 
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6.2 Microhardness Distribution 

A microhardness map covering the entire weld in the as-welded condition is shown in 

Figure 6.1. The diameter of the indents is approximately 40-60 μm . The hardness 

distribution well reflects the zone size measurement, as one can correlate each weld zone to 

the microhardness map. Generally, the weld possesses superior hardness to both parent 

materials (PMs), with the maximum hardness value of 500 HV at the central weld zone 

(CWZ) of Ti-575 on the edges of the weld. At the bifurcation point, the CWZ is not only 

thinner but also softer than the edges. The thermo-mechanically affected zone (TMAZ) is 

slightly harder than the PMs. The heat-affected zone (HAZ) in Ti-64 is barely distinguishable 

from the PM in terms of macrographs and the microhardness map, whereas the HAZ on 

Ti-575 side is noticeably weaker than its parent.  

Microhardness profiles at the bifurcation point and the right edge extracted from the 

microhardness map are shown in Figure 6.2. At the bifurcation point, the hardness of the 

weld is reduced compared to the edge. The reduction at the weld interface is notably larger 

for Ti-575 (-50 HV) compared to Ti-64 (-10 HV). Such reduction results in a narrower CWZ 

for both alloys and a hardness trough in the HAZ of Ti-575, whereas the size of the TMAZ 

remains roughly the same at about 1 mm for both alloys across the entire weld.  

As Figure 6.1 reveals that the Ti-64:Ti-575 weld is weaker in the core compared to the edges, 

the following microhardness profile measurements focus on the middle thickness of the weld. 

To investigate the effect of processing variables listed in Table 3.4 on the microhardness of 

the welds, a series of microhardness profiles across the weld interface  were measured at the 

middle thickness (approximately 4 mm to the right of the bifurcation point, see Figure 6.1) 

for all the welds in as-welded condition, as shown in Figure 6.3. Welds with different 

thicknesses (𝑇𝑚𝑎𝑥) does have noticeably different microhardness profiles. To better illustrate 

the most significant difference among the microhardness profiles, the profiles of thick welds 

(where 𝑇𝑚𝑎𝑥 is large) are coloured in black, whereas the profiles of thin welds (where 𝑇𝑚𝑎𝑥 
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is small) are coloured in blue. From the microhardness profiles, it is clear to see the effect of 

𝑇𝑚𝑎𝑥, where thick welds have superior hardness (450 HV) at the weld interface to the thin 

welds (420 HV). The microhardness at the interface of the thin welds is roughly 30 HV lower 

than the thick welds. This is possibly due to different temperature and cooling rate 

experienced during the welding process. According to the study on the effect of weld 

thickness on the interface temperature [128], thick weld experience higher temperature 

during LFW. As higher temperatures are usually followed by a higher cooling rate given the 

process environment is the same, the resulting microstructure should contain finer 

martensitic 𝛼′ laths. 

The difference in 𝑇𝑚𝑎𝑥 does not affect the overall shape of the microhardness profile, as all 

welds show higher hardness in the TMAZ and CWZ, and hardness trough in the HAZ. 

However, it is clear that the thin weld has a narrower weld than the thick weld as it has 

thinner microhardness peak, which indicates the width of TMAZ. This can be related to the 

weld zone size measurement in Figure 4.3, which shows that the thick weld has thicker weld 

zone than the thin weld. As the size of the weld zone is affected by 𝑇𝑚𝑎𝑥, the microhardness 

profile evidently has to change with the size of the weld. 

For pressure and upset, there is no obvious impact on the microhardness distribution, as 

profiles with different pressure or upset collapse together as long as they share the same 

𝑇𝑚𝑎𝑥. It is most likely that the variation of pressure and upset is too little to make significant 

changes in the microhardness, as the variation of pressure in the current study is only 

110 ±  20% MPa. In comparison, T. Webster [11] studied the effect of KPVs in detail, the 

variation of pressure is much higher than the variation in the current study. His results show 

that a pressure at 180 MPa yields a thicker weld zone compared with a pressure at 50 MPa, 

nevertheless, such variation in pressure does not seem to have much effect on the peak 

hardness at the weld interface. 



Chapter 6    Mechanical Behaviour 

 

124 
 

Figure 6.4 presents the microhardness profiles for all welds after PWHT at 600℃ for 1 hour. 

It illustrated that PWHT is beneficial to the microhardness distribution as the microhardness 

slightly increased across the whole weld zones for all welds regardless of their processing 

variables, presumably due to the formation of fine precipitates. In addition, the difference in 

microhardness between the thick welds and thin welds in as-welded condition is mitigated 

after PWHT, again as a result of fine precipitates, which will be discussed in Section 6.10.1.5.  

To better compare the microhardness profiles between as-welded and PWHT'd conditions, 

the microhardness profiles of the same weld (ID: 473-01) in both conditions are presented in 

Figure 6.5. In the as-welded condition, the measured hardness values of PMs were 

approximately 350 and 310 HV for Ti-575 and Ti-64, respectively. Moving inward to the 

interface, Ti-575 has a noticeable HAZ with an inferior hardness value of 320 HV, however, 

there is no distinguishable weak spot on the Ti-64 side. Starting from the TMAZ, the 

hardness values gradually rise up to about 370 HV for both alloys. Entering the CWZ, Ti-575 

has a sharp increase in hardness to 450 HV, while there is no dramatic change in the hardness 

of the Ti-64 CWZ. In PWHT'd condition, there is no obvious change in hardness of the 

Ti-575 PM, whereas the hardness of Ti-64 PM is slightly increased by 10 HV. However, the 

hardness trough in the Ti-575 HAZ is recovered to 350 HV, which is similar to its parent. 

Within the TMAZ and the CWZ, PWHT at 600ºC for 1 hour seems to be beneficial, as there 

is up to 50 HV increase in hardness there, although the maximum hardness at the weld 

interface stays the same. 

6.3 Ageing Behaviour 

It is of interest to optimise the PWHT process for the LFW'd dissimilar joint in terms of 

temperature and duration. A series of PWHTs were performed on the samples extracted 

from the same weld (with the same KPVs). The temperature used in these PWHTs ranges 

from 400 to 700℃, and duration ranges from 0.5 to 4 hours. Macrohardness was measured 
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at the weld interface and at both PMs to estimate the effect of temperature and duration on 

the mechanical property of the weld.  

Figure 6.6 (a) shows the ageing curve of the weld interface with respect to various 

temperature for 1 hour. Values shown in the ageing curves were measured by macrohardness 

indents with a load of 10 kg. The size of the indents was approximately 200-250 μm, which 

is significantly larger than the microhardness indents. This results in a reduction in 

macrohardness values at the weld interface, as the large indents covered a good amount of 

softer Ti64 CWZ. The macrohardness values reflect the average hardness of the entire area 

covered by the indents, whereas the microhardness values can better capture the local spike 

of hardness at the weld interface.  

As discussed in Section 4.2.1.4 and 4.3.1.3, the weld interface consists of metastable 𝛼′ which 

is supersaturated. PWHT allows the elemental diffusion to occur and forms fine 𝛽 

precipitates which strengthen the material. Peak-aged hardness value occurs at 400-550℃. 

Over-ageing occurs at temperatures over 600℃ as the hardness drops significantly at a rate 

of approximately 24 HV/100℃. Under-ageing may occur at a temperature below 400℃, 

which was not explored in the current study. For the effect of duration at 600℃, as shown 

in Figure 6.6 (b), peak hardness occurs for 0.5-1 hour. Over-ageing does occur for longer 

duration, however, the negative impact is not as severe as over-ageing by temperature since 

the hardness drops at a lower rate. 

Figure 6.7 (a) presents the ageing curves of PMs with respect to temperature for 1 hour. 

Unlike weld interface, the PM does not consist of supersaturated phase, thus precipitation 

hardening does not take place here. The hardness changes mainly due to the dissolution of 

secondary and tertiary 𝛼 phase. For Ti-64, it seems that the change in temperature does not 

affect the hardness much within the range of temperatures studied, presumably due to the 

lack of secondary and tertiary 𝛼 phase. On the other hand, for Ti-575, the hardness is lower 
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after PWHT for all temperatures studied, as Ti-575 contains large amount of transformed 𝛽 

phase. Note that for temperatures at 400-550℃, the hardness values stay at the same level 

before it drops further at temperatures between 550-650℃. At temperature above 650℃, the 

hardness values remain at the same level again. This two-step reduction of hardness in Ti-

575 may associate with the dissolution of tertiary and secondary 𝛼 laths at each step. After 

reaching over 650℃, when all fine 𝛼 laths was fully dissolved, further increase in temperature 

has no effect on the hardness values. Figure 6.7 (b) shows the ageing curves of PMs with 

respect to duration at 600℃. Both PMs are less sensitive to the duration of PWHT as 

changing the duration from 0.5 to 4 hours does not make noticeable impact on their hardness. 

The ageing curves serve as the first estimate on the effect of PWHT to the hardness of the 

welds. However, this is far from sufficient to optimise PWHT of the welds for aerospace 

applications. To ensure the integrity of the welds, further investigation on mechanical 

properties such as fatigue life and fatigue crack growth threshold is needed. The following 

mechanical testing in the current study focuses on two PWHT procedures: 1 hour at 500℃ 

and 1 hour at 600℃. Both durations are fixed for 1 hour as the ageing curves suggests that 

longer duration has a negative impact on the hardness of the weld interface, even though it 

has negligible impact on the hardness of PMs. 500℃ was chosen as it is the highest 

temperature that yields the maximum hardness for the weld and the PMs, whereas 600℃ 

was chosen as a comparison for the extra stress relief at the weld without extensively 

compromising the strength of Ti-575.  

6.4 Tensile Strength 

Tensile testing was carried out to investigate the room-temperature tensile strength of the 

LFW'd Ti-64:Ti-575 joints after PWHT for 1 hour at 600℃. A total of four tests was 

performed, the obtained engineering stress-strain curves are shown in Figure 6.8. HT001, 



Chapter 6    Mechanical Behaviour 

 

127 
 

HT002, and HT004 were tested using a constant strain rate through the entire test, whereas 

HT003 used a different strain rate after yielding, hence resulting in a sharp increase in stress 

when strain is approximately 4%. The results are listed in Table 6.1. A typical fracture 

surface of the tensile specimens taken by optical microscope after testing is shown in 

Figure 6.9. The full set of fracture surfaces can be found in Appendix D.1. 

The four test specimens were extracted from welds with different processing parameters 

(𝑇𝑚𝑎𝑥, pressure, and upset). However, the measured Young's Modulus (𝐸), 0.2% proof stress 

(𝜎0.2%), ultimate tensile stress (UTS), and plastic elongation (𝜀𝑝𝑙) are fairly uniform among 

all tests. The average 𝐸 is 93±4 GPa, the average 𝜎0.2% is 897±4 MPa, the average UTS is 

960±2 MPa, and the average 𝜀𝑝𝑙 is 12.5±1.2%. Note that HT003 is excluded from these 

values as different strain rate was used.  

In all four test pieces, the final fracture occurred in Ti-64 PM. This indicates that the weld 

zone and Ti-575 has a higher tensile strength than Ti-64. It can be deduced that the 

measured proof stress (~900 MPa) is solely attributed to Ti-64, as the material with the 

lowest tensile strength starts yielding first. The measured Young's Modulus (~93 GPa), 

however, is considered the average modulus of the entire joint, as a result of non-uniform 

elastic deformation among Ti-64 and Ti-575 parent materials, as well as the weld zones.  

The gauge diameter of the test pieces was measured before and after testing, as listed in 

Table 6.2. Notice that the diameter measured at the interface after testing is mostly identical 

to the initial gauge diameter, whereas the diameter measured in Ti-575 is noticeably reduced. 

This indicates that plastic deformation occurred in Ti-575, while the weld interface only 

experienced elastic deformation. As UTS is the maximum engineering stress achieved during 

the testing, one can deduce that the measured UTS is higher than the yield stress of Ti-575, 

yet it is still lower than the yield stress of the weld interface.  
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However, according to the tensile properties of Ti-64 and Ti-575 from the literature (see 

Table 3.2), the proof stress of Ti-575 (1050 MPa) is actually greater than the measured UTS 

(~960 MPa) in this study. Such contradiction can be rationalised by the discrepancy in 

observed microstructure between this study and the literature. As mentioned in Section 

4.2.1.1, the primary 𝛼 phase fraction in Ti-575 was 68% measured in this study, whereas the 

𝛼  content in Ti-575 measured by Thomas 𝑒𝑡 𝑎𝑙.  [13] (with the same heat treatment 

procedures) was only 15-18%. This significant increase in primary 𝛼 content (equivalently, 

reduction in transformed 𝛽 content) potentially have a great impact on the mechanical 

properties of the alloy. As discussed later in Section 6.10.1.2, the microhardness results show 

that the transformed 𝛽  region is the main strengthening phase in Ti-575, the loss of 

transformed 𝛽 phase suggests that the tensile strength of Ti-575 in this study is lower than 

the one measured in the literature. Combined with the observation on the gauge diameter, 

the proof stress of Ti-575 used in this study is reduced to a value less than the measured 

UTS (~960 MPa). 

6.5 High Cycle Fatigue  

High cycle fatigue (HCF) testing was carried out to investigate the room-temperature fatigue 

strength of the LFW'd Ti-64:Ti-575 joints after PWHT for 1 hour at 500 and 600℃. HCF 

testing was completed at maximum stress (𝜎𝑚𝑎𝑥) range from 450 to 800 MPa and stress 

ratios (𝑅) at 0.1, 0.3, and 0.7. The results are listed in Table 6.3.  S-N curves plotted using 

maximum stress and stress range are shown in Figure 6.10 and Figure 6.11, respectively. 

Fractography of all test pieces taken by optical microscope can be found in Appendix D.2. 

Notice that all HCF specimens failed at Ti-64 PM, therefore the properties measured from 

HCF testing is more relevant to Ti-64 PM, instead of the weld. Nevertheless, as there was 

no failure occurred in the weld and Ti-575 PM, the results still suggest that the weld and 
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Ti-575 generally have better fatigue life compared to Ti-64. Residual stress may also have 

an impact on the measured fatigue life, as discussed later in Section 6.6, Ti-575 and Ti-64 

has different degree of residual stress in SENB specimens. However, measurement of residual 

stress in HCF specimens is beyond the scope of this study.  

Figure 6.12 shows a typical fracture surface of the HCF test pieces. Since the test pieces 

failed at Ti-64 parent, which has higher toughness compared to the weld, the fracture surface 

is generally rough. Looking at the S-N curves, the tests carried out at 𝑅 = 0.3 generally 

follow the same trend, no matter the 𝑇𝑚𝑎𝑥, pressure, upset, and PWHT temperature. This 

indicates that the aforementioned welding parameters do not have a noticeable impact on 

HCF life of Ti-64 PM within the investigated range. 

The test performed at 𝜎𝑚𝑎𝑥 = 600 MPa at 𝑅 = 0.1 (HF009) exhibits a similar fatigue life to 

the tests performed at the same maximum stress at 𝑅 = 0.3 (HF005-HF008). This suggests 

that changing 𝑅 from 0.1 to 0.3 barely has any effect on the fatigue life. However, increasing 

𝑅 to 0.7 significantly increases the fatigue life. The test with maximum stress at 600 MPa 

(HF010) was shown to run out after 5.26 × 107 cycles; the same test piece was then tested 

at 800 MPa, failing after a further 1.83 × 106 cycles. 

The average and minimum HCF life for a disc material from Rolls-Royce internal data are 

also shown in Figure 6.10. The HCF life of Ti-64:Ti-575 welds is above their average HCF 

life below 1 × 107 cycles. Above 1 × 107 cycles, the test at 450 MPa exhibits a similar HCF 

life to the average HCF life. This suggest that the Ti-64:Ti-575 welds generally have better 

HCF life than the typical disc material used in Rolls-Royce.  

From the microhardness profiles shown in Figure 6.5, along with the hardness-yield stress 

relationship in Equation (3.4), one can deduce that the weld zone has superior strength to 

the PMs. The lowest strength in the dissimilar weld occurs at Ti-64 PM. During HCF testing 

with a machined smooth test piece geometry, the HCF life is dominated by the formation of 
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persistent slip bands (PSBs) as discussed in Section 2.4.5.1 and illustrated in Figure 2.59. 

Plasticity develops primarily in regions with lower strength, hence the majority of PSBs 

forms in Ti-64 PM, consequently leading to the final failure. 

6.6 Residual Stress 

The residual stress of the single-edge notched bending (SENB) specimens after PWHT for 1 

hour at 500℃ was measured in both forge direction and oscillation direction by hole drilling 

at the HAZ in both Ti-64 and Ti-575. The results are presented in a residual stress vs. depth 

chart as shown in Figure 6.13. For both alloys in both directions, there is a strong 

compressive residual stress with a value greater than -150 MPa near the surface, the 

maximum value was measured at Ti-575 in the forge direction at -244 MPa. The compressive 

residual stress gradually decreases as depth increases, and even turn into tensile stress in 

nature, due to the self-equilibrating character of residual stresses. The maximum tensile 

residual stress was measured at Ti-64 in the oscillation direction at 115 MPa.  

The residual stress of the SENB specimens after PWHT for 1 hour at 600℃ was also 

measured, and the results are shown in Figure 6.14. In comparison with Figure 6.13, both 

the compressive residual stress near surface and the tensile residual stress in the core are 

reduced, showing the effectiveness of stress relief by increasing PWHT temperature. After 

PWHT at 600℃, the maximum compressive stress was measured at Ti-64 in the forge 

direction at -167 MPa, and the maximum tensile stress was measured also at Ti-64 in the 

oscillation direction at 78 MPa.  

The maximum principal residual stress occurred in a direction close to the oscillation 

direction, and the minimum principal residual stress occurred in a direction close to the forge 

direction, as an example shown in Figure 6.15. The direction of the principal residual stresses 

maintains mostly unchanged throughout the depth measured, although it is compressive in 

nature near surface while it becomes tensile in nature in the core.  
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The residual stress would affect the results obtained from the SENB specimens, including 

fatigue threshold, fracture toughness, and fatigue crack growth resistance, as the external 

subjected stress may be facilitated or inhibited by the residual stress within the specimens. 

6.7 Fatigue Crack Growth Threshold 

The fatigue crack growth threshold testing in this study was all performed with a stress ratio 

(𝑅) of 0.1 at room temperature. The effect of upset, friction pressure, crack location, crack 

propagation orientation and PWHT temperature on fatigue crack growth threshold were 

investigated. All testing conditions and results are listed in Table 6.4. Figure 6.16 shows the 

fatigue crack growth curves down to a threshold value. Fractography of the fracture surfaces 

of all SENB specimens after testing was taken by optical microscope, the full set of images 

can be found in Appendix D.3. 

6.7.1 Effect of Upset 

The effect of upset on the fatigue crack growth threshold can be seen from CP001L and 

CP009R. Both test pieces were PWHT'd at 500℃ and tested with crack located in Ti-575 

CWZ and propagated along the oscillation direction. The upsets of CP001L and CP009R 

are 4.2 and 3.6 mm, respectively. The measured Δ𝐾𝑡ℎ were 5.6 and 5.7 MPa
√

m for CP001L 

and CP009R, respectively. The similar threshold values measured from the test pieces 

suggest that the difference in upset from 3.6 to 4.2 mm has barely any effect on the fatigue 

crack growth threshold in the given testing condition. Having different upset values generally 

does not change the microstructure that much, as long as the upset value is large enough for 

the completion of self-cleaning effect. Once a solid weld is obtained, further upset should not 

have much effect on the microstructure nor the mechanical properties of the weld. Therefore, 

the upset value of 3.6 and 4.2 mm are considered the same in the following discussion.  
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6.7.2 Effect of Friction Pressure 

The effect of friction pressure on the fatigue crack growth threshold can be seen from CP002 

and CP017. Both test pieces were PWHT'd at 600℃ and tested with crack located in Ti-575 

CWZ growing parallel to the oscillation direction. The friction pressure of CP002 is 110 MPa 

while that of CP017 is 130 MPa. The measured threshold Δ𝐾𝑡ℎ were 4.8 and 4.2 MPa
√

m 

respectively for CP002 and CP017. The results seem to suggest that the welds with higher 

friction pressure have a marginally lower fatigue crack growth threshold in Ti-575 CWZ. 

However, without more repeated testing, conclusions cannot be drawn based on just two set 

of test results. 

6.7.3 Effect of Crack Location 

The effect of crack location on the fatigue crack growth threshold can be seen from CP002, 

CP010, CP012, and CP014. All four test pieces have similar geometry, the same friction 

pressure during LFW, PWHT'd at 600℃, and crack propagate parallel to the oscillation 

direction. Note that CP010 has an upset value of 3.6 mm, whereas the rest of the test pieces 

all have an upset value of 4.2 mm. As discussed in Section 6.7.1, the effect of upset within 

the range is negligible, hence CP010 is considered to have the same testing condition as the 

others. Cracks were located at Ti-575 CWZ, weld interface, Ti-575 parent, and Ti-64 parent 

respectively for CP002, CP010, CP012, and CP014. The measured threshold Δ𝐾𝑡ℎ values 

were 4.8, 4.6, 5.0, 5.5 MPa
√

m, respectively. Similar analysis can be done for test pieces 

PWHT'd at 500℃ from CP001L and CP001R. Both test pieces were tested at the same 

conditions except the crack location is at Ti-575 CWZ and weld interface for CP001L and 

CP001R, respectively. The measured values of Δ𝐾𝑡ℎ were 5.6 and 5.7 MPa
√

m, respectively.  

The results suggest that the PMs generally have higher threshold values than the weld. 

Specifically, Ti-64 seems to have higher threshold than Ti-575. This is reasonable as the 

grain size of Ti-64 is larger, and the threshold value is dependent on the grain size, as 
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discussed in Section 2.4.4.1, larger grain requires more dislocation pile-up to break through 

the grain boundary. Within the weld region, the difference in threshold value between Ti-575 

CWZ and weld interface is subtle, as only 0.2 MPa
√

m difference was measured for test 

pieces PWHT'd at 600℃ and only 0.1 MPa
√

m difference was measured for test pieces 

PWHT'd at 500℃. For PWHT at 600℃, the weld interface has slightly lower threshold than 

Ti-575 TMAZ, whereas for PWHT at 500℃, the weld interface has slightly higher threshold 

than Ti-575 CWZ. It is not entirely clear which one has higher threshold, but generally 

within weld zone, the threshold for Ti-575 CWZ and weld interface is pretty much the same 

for both PWHT temperatures. 

6.7.4 Effect of Crack Orientation 

The effect of crack orientation has been investigated through cracks propagated either 

parallel or perpendicular to the oscillation direction. Such effect at 500℃ in Ti-575 CWZ 

can be seen from CP003 and CP007. The crack in CP003 propagated parallel to the 

oscillation direction, while the crack in CP007 propagated perpendicular to the oscillation 

direction. The achieved Δ𝐾𝑡ℎ  values were 7.6 and 8.3 MPa
√

m for CP003 and CP007, 

respectively. The results suggest that cracks propagated perpendicularly in Ti-575 CWZ 

would achieve higher fatigue crack growth threshold values when PWHT'd at 500℃. 

For PWHT at 600℃ in Ti-575 CWZ, the effect of crack orientation can be seen from CP002, 

CP004 and CP006. The crack in CP002 and CP004 propagated parallel to the oscillation 

direction, while the crack in CP006 propagated perpendicular to the oscillation direction. 

The measured Δ𝐾𝑡ℎ values were 4.8, 4.5 and 4.3 MPa
√

m for CP002, CP004 and CP006, 

respectively. Interestingly, as opposed to the results obtained from 500℃, the results here 

appear to suggest that cracks propagated perpendicularly in Ti-575 CWZ would achieve 

slightly lower fatigue crack growth threshold values when PWHT'd at 600℃. However, this 
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argument is merely based on a single test repetition and marginal differences, more tests are 

needed for a solid conclusion to be drawn. 

It appears that PWHT temperatures has a great influence on the effect of crack orientation. 

At 500℃, the perpendicularly propagated crack showed higher resistance to fatigue crack 

growth, hence achieving higher threshold values. However, when PWHT temperature is 

raised up to 600℃, the resistance to fatigue crack growth of perpendicularly propagated 

crack seems to be reduced.  

6.7.5 Effect of Post-Weld Heat Treatment Temperature 

From the fatigue crack growth curves shown in Figure 6.16, it is clear that PWHT 

temperature has a significant effect on fatigue threshold. As all specimens PWHT'd at 600℃ 

have threshold values that range from 4.2 to 4.8 MPa
√

m, whereas specimens PWHT'd at 

500℃ have threshold values that range from 7.6 to 8.3 MPa
√

m, which is nearly twice the 

value of specimens PWHT'd at 600℃. The results seem to suggest that specimens PWHT'd 

at 500℃ are able to achieve higher fatigue crack growth threshold values.  

However, as PWHT is associated with stress relief, specimens with lower PWHT temperature 

generally have higher degree of residual stress. The measured high fatigue crack growth 

threshold may be attributed to the residual stress rather than other factors such as changes 

in microstructural features or fracture mechanisms. To verify this hypothesis, one can look 

into the fracture surfaces of the specimens. For instance, CP006 and CP007 were respectively 

PWHT'd at 600 ℃  and 500 ℃ , their fracture surfaces are shown in Figure 6.17 and 

Figure 6.18, respectively. Both test pieces underwent the same procedure during fatigue 

crack growth threshold testing, more specifically, the applied cyclic load for pre-cracking and 

the rate of load shedding are the same for all tests listed in Table 6.4. However, notice that 

the crack front of CP007 is significantly bowed, to an extent that the crack has never 

penetrated the surface of the test piece. On the other hand, although the crack front of 
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CP006 is also bowed, it is less severe than the crack in CP007. It was observed that all test 

pieces PWHT'd at 500℃ have severely bowed crack front, whereas test pieces PWHT'd at 

600℃ all have moderately bowed crack front. As the crack length is measured by the nine-

point average according to Equation (3.15), such bowed crack front would obviously 

underestimate the crack length and break the validity of stress intensity factor. Nevertheless, 

the current study still provides the calculated Δ𝐾𝑡ℎ as a preliminary estimation. Compared 

to PWHT temperature, all other factors including upset, friction pressure, crack location, 

and crack orientation do not have a notable effect on the shape of the crack front. 

It is suspected that the difference in residual stress between the PWHT temperature at 500 

and 600℃ resulted in the difference in the crack propagation behaviour. As discussed in 

Section 6.6, PWHT at 500℃ was not sufficient to relieve the residual stress in the SENB 

specimens. Although the residual stress was measured in HAZ, one can expect that the 

magnitude of residual stress in TMAZ and CWZ should be even greater than the measured 

values, as they underwent a more severe thermo-mechanical condition during LFW. 

Consequently, a strong compressive residual stress was retained at the near surface region. 

The compressive residual stress near surface effectively restricts the crack propagation during 

fatigue crack growth threshold testing.  

Efforts have been made to investigate the effect of PWHT on the fatigue threshold values 

excluding the effect of residual stress. This will be discussed in more detail later in Section 

6.10.2. 

6.7.6 Fractography 

Fractography of selected fatigue crack growth threshold test specimens was taken by a 

scanning electron microscope (SEM) at the near threshold region. Figure 6.19 shows the 

fractography of specimen CP002 whose fatigue threshold Δ𝐾𝑡ℎ is 4.8 MPa
√

m. A relatively 

smooth, featureless, and flat fracture surface was observed, which suggests that transgranular 
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fracture is the dominant mechanism in this region. The microstructure of CP002, whose 

crack was located in Ti-575 CWZ, is shown in Figure 4.18. Fine 𝛼 and 𝛽 laths with widths 

of approximately 80 nm are observed; these were segregated from martensitic 𝛼′ laths during 

PWHT. Due to the existence of such fine microstructural features, the distance for the 

transgranular crack to advance is reduced. As discussed in Section 2.4.4.1 and illustrated in 

Figure 2.56, small microstructural features allow less dislocation pile-up for the crack to 

break through, consequently a low fatigue threshold Δ𝐾𝑡ℎ values can be achieved.  

Figure 6.20 shows the fractography of specimen CP003 whose fatigue threshold Δ𝐾𝑡ℎ is 

7.6 MPa
√

m. Similar to Figure 6.19, a featureless and flat fracture surface can be observed 

in this specimen, suggesting the same fracture mechanism, transgranular crack propagation, 

occurred in CP003. The major difference between CP002 and CP003 is their PWHT 

temperature, respectively at 600 and 500℃. Even through there is a significant difference in 

the fatigue threshold values between CP002 and CP003, however, the similarity in their 

fracture surfaces suggests that changes in PWHT temperature does not change the fatigue 

crack growth mechanism. This further confirms aforementioned hypothesis that the 

difference in fatigue threshold values should result from the residual stress, as suggested in 

Section 6.7.5, because the crack propagation mechanism is the same for both PWHT 

temperatures.  

Figure 6.21 shows the fractography of specimen CP012 whose fatigue threshold Δ𝐾𝑡ℎ is 

5.0 MPa
√

m. Transgranular crack propagation with round granular features can be observed 

on the fracture surface of this specimen, presumably since the crack is located at Ti-575 PM. 

The size of the facets on the fracture surface appears to be similar to the primary 𝛼 grain 

size (~10 μm). Compared to cracks located at the weld, the fracture surfaces at the PMs 

appear to be rougher, which may contribute to the higher fatigue threshold values.  
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Figure 6.22 shows the fractography of specimen CP014 whose fatigue threshold Δ𝐾𝑡ℎ is 

5.5 MPa
√

m. Similar to Figure 6.21, grain-like features are observed, as the crack is located 

at Ti-64 PM. Compared to Ti-575, the granular features in Ti-64 is notably larger, as the 

average grain size of Ti-64 is larger (as discussed in Section 4.2.1.1 and 4.2.2.1). Larger 

microstructural features require more dislocation pile-up for the crack to break through, 

consequently higher fatigue threshold Δ𝐾𝑡ℎ values can be achieved. 

6.8 Fatigue Crack Growth Resistance 

The fatigue crack growth resistance was measured by carrying out fatigue crack propagation 

testing in this study. All tests were performed using specimens sliced in half (10 × 4.5 mm2) 

with a stress ratio (𝑅) of 0.1 at room temperature with K-increasing method until the 

specimens approached final fracture. The range of Δ𝐾 in the Paris regime was determined 

by the consecutive data points that result in the optimal linear fit, which was then used to 

calculate the Paris law constant 𝐴 and 𝑚. The effect of upset, friction pressure, crack 

location and PWHT temperature on fatigue crack growth resistance were investigated. All 

testing conditions and results are listed in Table 6.5. Figure 6.23 and Figure 6.24 show the 

fatigue crack growth curves in the Paris regime and static fracture regime.  

6.8.1 Effect of Upset 

The effect of upset can be seen between CP011L and CP013L, whose upset are 3.6 and 

4.2 mm, respectively. However, the crack growth resistance (in terms of Paris law constants 

𝐴 and 𝑚) and maximum stress intensity factor (𝐾𝑚𝑎𝑥) of the two test pieces are all almost 

identical, meaning that the difference in upset within the studied range has nearly no effect 

on fatigue and fracture properties. 
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6.8.2 Effect of Friction Pressure  

The effect of friction pressure on the fatigue crack growth resistance can be seen from 

Figure 6.23. It appears that specimens with lower friction pressure (CP011R, CP013L, and 

CP013R) all have a higher intercept 𝐴, ranging from 1.8 × 10−7 to 3.3 × 10−7 mm/cycle, 

whereas specimens with higher friction pressure (𝑃 = 130 MPa) usually have intercept 𝐴 an 

order of magnitude lower. The measured exponent 𝑚 of the specimens with lower pressure 

ranges from 2.0 to 2.3, whereas that of specimens with higher pressure ranges from 2.6 to 

3.0. It appears that lower friction pressure yields larger 𝐴 and lower 𝑚. However, the 

variance in 𝐴 and 𝑚 is considered insignificant, since similar degree of variance can also be 

found in repeated tests. Details will be discussed in Section 6.8.3. On the other hand, in 

terms of 𝐾𝑚𝑎𝑥, all four specimens shown in Figure 6.23 have values ranges within a narrow 

range, from 30.5 to 31.2 MPa
√

m. Such difference is negligible, thus it can be considered 

that friction pressure barely has any effect on 𝐾𝑚𝑎𝑥. 

6.8.3 Effect of Crack Location 

The effect of crack location on the fatigue crack growth resistance can be seen from 

Figure 6.24. The fatigue crack growth resistance within the Paris regime for all specimens 

within the figure lies in similar trend with 𝐴 ranges from 1.2 × 10−8 to 3.4 × 10−7 mm/cycle 

and 𝑚 ranges from 2.0 to 3.0. The variation in 𝐴 and 𝑚 is considered not significant, since 

similar degree of variation can also be seen from a few repeated tests with the exact same 

condition. For instance, CP016R and CP022R both were PWHT'd at 600℃ with crack 

located at Ti-64 PM, however, their respective measured 𝐴  were 2.7 × 10−8  and 

3.4 × 10−7 mm/cycle, with an order of magnitude difference. Additionally, their respective 

measured 𝑚 were 2.6 and 2.0, where the difference is over half of the range of all tests. 
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Hence, it is considered that the crack location has little effect on the fatigue crack growth 

resistance. 

However, within static fracture regime, difference in crack location shows significant 

influence on the 𝐾𝑚𝑎𝑥. For CP015L, CP021R, CP016L, and CP022R, where the crack was 

respectively located at Ti-575 CWZ, Ti-64 CWZ, Ti-575 PM, and Ti-64 PM, the measured 

𝐾𝑚𝑎𝑥 were 31.0, 54.4, 50.3, and 67.7 MPa
√

m, respectively. The results suggest that Ti-64 

PM has the greatest 𝐾𝑚𝑎𝑥, followed by Ti-64 TMAZ, Ti-575 PM, and finally Ti-575 CWZ 

has the lowest 𝐾𝑚𝑎𝑥 among all locations. The value of 𝐾𝑚𝑎𝑥 is closely related to the critical 

stress intensity factor 𝐾𝐼𝑐, as 𝐾𝑚𝑎𝑥 was measured at the moment when the specimens were 

nearly fractured.  

6.8.4 Effect of Post-Weld Heat Treatment Temperature 

The effect of PWHT temperature can be seen from CP015L and CP021L, whose PWHT 

temperatures are 600 and 500 ℃ , respectively. As discussed in Section 6.8.3, PWHT 

temperature also has little effect on the fatigue crack growth resistance in terms of Paris law 

constants 𝐴 and 𝑚. However, the difference between the two test pieces is observed in 𝐾𝑚𝑎𝑥, 

where the value for CP015L and CP021L are 31.0 and 34.9 MPa
√

m, respectively. The 

results seem to suggest that lower PWHT temperatures would yield higher 𝐾𝑚𝑎𝑥. The effect 

of PWHT may associate with to residual stress and the change in microstructure. As will be 

discussed later in Section 6.8.5, both test pieces were sliced in halves, and the crack fronts 

on both fracture surfaces appear fairly straight. It is considered that the effect of residual 

stress is not prominent for halved test pieces. The effect of microstructure will be discussed 

in more details later in Section 6.10.1.5. 

6.8.5 Fractography 

Fractography of the fracture surfaces of all SENB specimens after testing was taken by 

optical microscope. An example of the typical fracture surfaces after fatigue crack 
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propagation testing is shown in Figure 6.25. The full set of images can be found in Appendix 

D.4. As the crack fronts appear fairly straight on all fracture surfaces, it is considered that 

the residual stress in the specimens has little effect on the measured crack growth resistance.  

Fractography of selected fatigue crack propagation test pieces was taken by a SEM at low 

and high Δ𝐾 in the Paris regime, as shown in Figure 6.26 to Figure 6.31. In general, at low 

Δ𝐾, transgranular crack propagation is observed for all test pieces. For crack located in the 

CWZ (CP015L in Figure 6.26), the fracture surface is flat and featureless; for crack located 

in the PMs (CP016L in Figure 6.28 and CP022R in Figure 6.30), granular boundary features 

can be observed. The fracture surfaces of crack propagation test pieces at low Δ𝐾 are much 

similar to the fracture surfaces of fatigue threshold test pieces near threshold region (see 

Section 6.7.6).  

At high Δ𝐾, the fracture surfaces generally become rougher, with microvoids appearing 

occasionally at grain boundaries, as shown in Figure 6.27, Figure 6.29, and Figure 6.31. In 

this region the test pieces were very close to static fracture regime, it is considered that a 

mixed mode crack propagation mechanism with transgranular crack growth and microvoids 

coalescence occurred. The existence of microvoids on the fracture surfaces indicates that 

fatigue testing of titanium alloys and welds at room temperature exhibits ductile fracture 

behaviour.  

Figure 6.32 illustrates the fracture surface of CP022R taken at the end of static fracture 

regime, right before the final fracture. Fatigue striations can be observed in this region. The 

largest striation spacing measured in Figure 6.32 (2.3 μm) is close to the measured crack 

growth rate at this Δ𝐾 (2.5 μm/cycle). This can be seen as evidence of the validity of the 

testing results. 
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6.9 Fracture Toughness 

The fracture toughness testing was all performed at room temperature after completing 

fatigue crack growth threshold testing or fatigue crack propagation testing, as the crack 

length to width ratio (𝑎/𝑊 ) after threshold testing was controlled within 0.45-0.55, which 

is ideal to perform a fracture toughness testing. However, there are a few tests with 𝑎/𝑊  

exceeding the ideal range, hence those test results should be treated carefully. All testing 

conditions and results are listed in Table 6.4. The measured load-displacement curves are 

shown in Figure 6.33. Fractography of the fracture surfaces of all SENB specimens after 

testing was taken by optical microscope, the full set of images can be found in Appendix D.3 

and D.4. The effect of friction pressure, crack location, crack propagation orientation and 

PWHT temperature on fracture toughness were investigated. 

6.9.1 Effect of Friction Pressure  

The effect of friction pressure on the fracture toughness can be seen from CP002 and CP017. 

In Table 6.4, the friction pressure of both CP002 is 110 MPa, whereas that of CP017 is 

130 MPa. All other testing conditions are the same. The measured 𝐾𝑄 for CP002 and CP017 

were 29.8 and 24.5 MPa
√

m, respectively. The results suggest that test pieces with higher 

friction pressure have a notably lower 𝐾𝑄. Note that CP004 was tested in the exact same 

condition as CP002, its measured 𝐾𝑄 was 29.9 MPa
√

m, which is very close to that of 

CP002. This gives more credits on the measured fracture toughness of CP002. 

6.9.2 Effect of Crack Location 

The effect of crack location on the fracture toughness can be seen from CP002, CP010, 

CP012, and CP014, as the crack was located respectively at Ti-575 CWZ, weld interface, 

Ti-575 PM, and Ti-64 PM. As listed in Table 6.4, the measured 𝐾𝑄 for CP002, CP010, 

CP012, and CP014 is 29.8, 28.6, 44.8, 66.8 MPa
√

m, respectively. The result suggests that 
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both PMs have higher fracture toughness compared to the weld. It appears that the fracture 

toughness can be associated with the size of the microstructural features. As Ti-64 PM has 

the largest primary 𝛼 grain size among all four locations, its measured fracture toughness is 

also the largest. Meanwhile, the weld interface has the finest microstructural feature, the 

martensitic 𝛼′ laths, it also had the lowest measured fracture toughness.   

6.9.3 Effect of Crack Orientation 

The effect of crack orientation on fracture toughness for crack located at Ti-575 CWZ and 

PWHT'd at 500℃ can be seen from CP003 and CP007, whose cracks respectively propagated 

parallel and perpendicular to the oscillation direction. The measured 𝐾𝑄 were respectively 

25.0 and 26.3 MPa
√

m for CP003 and CP007. The crack which grew perpendicular to the 

oscillation direction has a slightly higher fracture toughness compared to the parallel one. 

For PWHT temperature at 600℃ at the weld interface, the effect of crack orientation on 

fracture toughness can be seen from CP008 and CP010. The crack in CP008 grew 

perpendicular to the oscillation direction, while the crack in CP010 grew parallel to the 

oscillation direction. The measured 𝐾𝑄 were respectively 26.3 and 28.6 MPa
√

m for CP008 

and CP010. In this case, the crack which grew perpendicularly has a slightly lower fracture 

toughness compared to the parallel one. It appears that the effect of crack orientation 

reverses at a higher PWHT temperature.  

However, the effect of crack orientation is almost negligible when compared to the effect of 

the crack location. For instance, as discussed in Section 6.9.2, the fracture toughness of Ti-64 

parent is 66.8 MPa
√

m, whereas that of weld Ti-575 CWZ is only 29.8 MPa
√

m. Hence, it 

should be considered that crack orientation barely has any effect on the fracture toughness 

after PWHT at both 500 and 600℃.  
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6.9.4 Effect of Post-Weld Heat Treatment Temperature 

The effect of PWHT temperature on fracture toughness can be seen from CP002 and CP003, 

where CP002 was PWHT'd at 600℃ and CP003 was PWHT'd at 500℃. All other testing 

conditions are the same. The measured 𝐾𝑄 were 29.8 and 25.0 MPa
√

m for CP002 and 

CP003, respectively. The results suggest that the test pieces with higher PWHT 

temperatures have higher values of fracture toughness. From the microhardness profiles 

shown in Figure 6.5, it is clear that the weld PWHT'd at 500℃ is much hardness than the 

weld PWHT'd at 600℃. Generally, hardness (which correlates with strength) has inverse 

relationship with toughness. Therefore it is expected that harder weld would have lower 

fracture toughness. In metallurgical point of view, PWHT temperature has direct influence 

on the number and the size of the precipitates form in the weld. Different PWHT 

temperatures lead to different degrees of precipitation hardening effect, which will be 

discussed in Section 6.10.1.5.  

6.9.5 Fractography 

Fractography of selected fatigue threshold test pieces and fatigue crack propagation test 

pieces at final fracture region was taken using SEM.  Generally, for all test pieces with a 

crack located in the weld region, microvoids coalescence is observed in the final fracture 

region, indicating a ductile fracture behaviour. Figure 6.34 illustrates the fracture surface of 

CP005L, showing a typical fracture surface taken in the fracture region when crack is located 

in the weld zone. Changes in friction pressure, crack orientation, and PWHT temperature 

do not affect the fracture mechanism of the test pieces. However, granular features appear 

on the fracture surfaces where cracks located at the PMs, for instance, CP014 shown in 

Figure 6.35. This type of features also appears in the fatigue regions as discussed in Section 

6.7.6 and 6.8.5. It is considered that mixed mode fracture mechanism occurred when cracks 

are located at the PMs with larger grains. The changes in fracture mechanism may also give 



Chapter 6    Mechanical Behaviour 

 

144 
 

rise to the higher measured fracture toughness 𝐾𝑄. A full set of fractographs taken in the 

fracture regions of the selected test pieces can be found in Appendix D.5. 

6.10 Discussion 

6.10.1 Microstructure and Microhardness 

The microhardness has a strong relationship with the observed microstructure in LFW'd 

Ti-64:Ti-575 joints. The microhardness profile of the weld in as-welded condition is shown 

in Figure 6.5. The relationship between microstructure and microhardness in as-welded 

condition for each weld zone in the welds is elaborated as follows. 

6.10.1.1 Parent Materials 

The microhardness of Ti-575 PM is approximately 350 HV, which is slightly higher than 

that of Ti-64 PM (~310 HV). This can be rationalised by looking at their microstructure. As 

shown in Figure 4.4, the microstructure of Ti-575 consists of transformed 𝛽 phase, which 

contains fine secondary and tertiary 𝛼 laths. Conversely, as shown Figure 4.10, Ti-64 only 

consist of intergranular 𝛽 phase where secondary 𝛼 laths can only be found occasionally, and 

no tertiary 𝛼 laths can be found at all. The width of the tertiary 𝛼 laths found in Ti-575 is 

extremely fine, only approximately 40 nm. Such fine microstructural feature helps strengthen 

the material and increase the microhardness values.  

The difference in microhardness between the two alloys may be also attributed to the 

difference in other microstructural features, such as the size of the primary 𝛼 grains and the 

phase fractions. The primary 𝛼 grain size in Ti-575 (∼11.9 μm) is slightly smaller than that 

in Ti-64 (∼15.3 μm). Smaller grain size indicates more grain boundary strengthening effect, 

therefore this also helps Ti-575 to gain higher microhardness values. In terms of phase 

fractions, Ti-575 has lower 𝛼 phase fraction (68%) compared to Ti-64 (84%). Lower 𝛼 phase 

fraction generally suggests lower hardness values, since in titanium 𝛼 phase is stronger than 
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𝛽 phase, as 𝛼 phase consists of closed-packed crystal structure (HCP), whereas 𝛽 phase 

consists of non-closed-packed structure (BCC). However, since the 𝛽 phase in Ti-575 is 

transformed 𝛽 phase with fine 𝛼 laths, it is considered much stronger than all other phases 

as the size of the fine 𝛼 laths is 3 orders of magnitude smaller. Therefore, even though Ti-64 

has slightly higher amount of 𝛼 phase, the hardening effect from the fine 𝛼 laths in Ti-575 

is significant, hence resulting in higher microhardness values in Ti-575. 

6.10.1.2 As-Welded Heat-Affected Zone 

Focusing on the HAZ, Figure 6.5 illustrates that the microhardness of HAZ in Ti-575 drops 

slightly to approximately 320 HV compared to its PM, whereas the microhardness of HAZ 

in Ti-64 maintains a similar level of microhardness to its PM. From the microstructure of 

Ti-575 HAZ in Figure 4.6, it is evident that the fine 𝛼  laths dissolved into 𝛽  phase, 

presumably due to the heat experienced in this region. This also reflects subtle differences 

in its visual appearance compared with Ti-575 PM, as can be seen in Figure 4.1. By 

comparing Figure 4.4 and Figure 4.6, there is no major change in grain size and phase 

fractions in this region compared to Ti-575 PM, it can be deduced that the 30 HV drop in 

microhardness is attributed to the dissolution of the fine 𝛼 laths. On the other hand, the 

microhardness of Ti-64 HAZ is maintained at a similar level to Ti-64 PM. This supports the 

fact that the microstructure of Ti-64 HAZ in Figure 4.12 shows a similar microstructure to 

Ti-64 PM, as originally very few fine 𝛼 laths are observable, hence the heat experienced 

during welding does not significantly modify the microstructure. The heat may marginally 

assist the growth of 𝛽 phase, but the effect is not sufficient to have notable impact on its 

hardness values.  

6.10.1.3 As-Welded Thermo-Mechanically Affected Zone 

Within TMAZ on the Ti-575 side, the microhardness gradually increases as shown in 

Figure 6.5. The microstructure of Ti-575 outer TMAZ shown in Figure 4.7 suggests that the 
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fine laths formed within the groove between the 𝛼/𝛽 phase boundary act as strengthening 

features. The dark strips are suspected to be the cumulated dislocation bands resulting from 

deformation; they may also contribute to the higher microhardness values. The 

microstructure of Ti-575 inner TMAZ shown in Figure 4.8 showing higher degree of 

deformation, which leads to work hardening and strengthen the material. Besides, the 

formation of fine 𝛼 laths in the primary 𝛼 grains also act as strengthening features. Similarly 

on the Ti-64 side, as shown in Figure 4.13, a high degree of deformation is presented, and 

the formation of fine 𝛼 laths also occurs. However, the number of fine 𝛼 laths on the Ti-64 

side is fewer than the Ti-575 side, hence the amount of increase in microhardness in Ti-64 

TMAZ is also less than in Ti-575 TMAZ.  

6.10.1.4 As-Welded Central Weld Zone 

In CWZ on both sides, the microhardness increases even further until the maximum value 

is reached at the weld interface, as shown in Figure 6.5. The microstructure observed in 

CWZ on the Ti-575 and Ti-64 sides, respectively shown in Figure 4.9 and Figure 4.14, both 

suggest that the formation of fine martensitic 𝛼′ laths with 100% coverage over the entire 

CWZ is the dominant reason for the high microhardness values. Note that the microhardness 

values on the Ti-575 side is slightly higher than on the Ti-64 side when comparing at the 

same distance to the weld interface. This can be explained by the difference in width of the 

martensitic 𝛼′ laths formed on both sides. As the width of the 𝛼′ laths on Ti-575 side is 

constantly approximately 40 nm, whereas the width on the Ti-64 side varies from 40 to 

300 nm, the microhardness in Ti-575 CWZ maintains at a higher level, while the 

microhardness in Ti-64 CWZ drops abruptly away from the weld interface. 

6.10.1.5 Weld Zones in Post-Weld Heat Treated Condition 

From Figure 6.5, it can be seen that the microhardness trough in Ti-575 HAZ is recovered 

after the application of PWHT, additionally, the microhardness in Ti-64 PM/HAZ also 

exhibited a slight increase after PWHT. Figure 4.15 illustrates the microstructure of HAZ 
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on both sides of the weld; the increase in local microhardness can be attributed to the 

formation of 𝛼 precipitates within the 𝛽 phase. As those 𝛼 precipitates are at a similar scale 

to the fine tertiary 𝛼 laths in Ti-575 PM, they help recover the microhardness back to the 

same level. The 𝛽  phase fraction of Ti-64 is less than that of Ti-575, therefore the 

strengthening effect from the 𝛼  precipitates in Ti-64 is not as effective as in Ti-575. 

Consequently, the increase in microhardness on the Ti-64 side is less significant.  

The formation of 𝛼 precipitates can also be observed in TMAZ and CWZ in PWHT'd 

condition on both sides, as shown in Figure 4.17, Figure 4.18, and Figure 4.21. Those 𝛼 

precipitates in TMAZ and CWZ all act as strengthening phase, hence increasing the 

microhardness in TMAZ and CWZ compared to as-welded condition, as shown in Figure 6.5. 

The observation on the microstructure in Ti-575 CWZ after PWHT at different 

temperatures, as shown in Figure 6.36, shows that PWHT at 500℃ yields a microstructure 

with finer precipitates, which strengthen the material further than PWHT at 600℃. The 

precipitation hardening effect is also evident by the microhardness profiles shown in 

Figure 6.5, as PWHT at 500℃ yields significantly greater hardness values than PWHT at 

600℃. 

6.10.2 Effect of Residual Stress on Fatigue Crack Growth 

Threshold  

As discussed in Section 6.7.5, it was observed that test pieces PWHT'd at lower temperatures 

can achieve a higher fatigue threshold. To investigate the reason for this, one can consider 

the fractography of the specimens and the relevant residual stresses. Figure 6.37 and 

Figure 6.38 illustrate the effect of residual stress on the shape of the crack front by overlaying 

the residual stress vs. depth curve onto the fracture surfaces of the specimens. For CP006 

(PWHT'd at 600℃), strong compressive residual stresses only existed within 50 μm below 
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the side surfaces of the test specimens, which is a very narrow region that can barely affect 

the shape of the crack front. Over 250 μm below the surface, the residual stress becomes 

tensile in nature, which facilitates crack propagation. Therefore the crack in CP006 

propagated faster in the core while receiving little resistance close to the edge, resulting in a 

slightly bowed crack front. For CP007 (PWHT'd at 500℃), much stronger compressive 

residual stresses existed near surface and further into the core. Although the magnitude of 

the compressive residual stress gradually becomes smaller further into the core, the residual 

stress remained compressive throughout the entire depth of measurement, as can be seen 

from Figure 6.13. Such strong compressive stresses completely prohibited the crack 

propagation near the edges of the specimen, resulting in a significant bowed crack front. As 

the crack propagation was restricted dramatically in CP007 and all other specimens PWHT'd 

at 500℃, it is highly suspected that the strong residual stress resulted in the higher measured 

fatigue crack growth threshold values. Furthermore, it was observed that the largest 

compressive residual stress measured near surface (-244 MPa) is greater than the applied 

bending stress at the beginning of pre-cracking process (128 MPa). Hence, it can be deduced 

that the strong compressive residual stress near surface significantly impeded the local crack 

propagation, hence, the crack never breaks through the surface of the test pieces for CP003 

and CP007. Consequently, the cracks produced in these test pieces were not ideal through-

thickness cracks, therefore yielding much higher threshold values. Admittedly, there is no 

residual stress data measured in the as-welded condition to serve as a reference point for 

estimating the degree of stress relief. Plus the residual stress was measured before pre-

cracking, which may further alter the residual stress during fatigue crack growth testing. 

With these limitations, the measured residual stress can only serve as a preliminary 

estimation. 

Another series of tests were performed with test pieces sliced in half by electrical discharge 

machining (EDM) to achieve further stress relief and to see whether superior fatigue crack 

growth threshold can still be achieved. The sliced specimens are labelled with a postfix `L' 
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or `R', their dimensions are either 10 by 4.5 or 9 by 5 mm. The testing conditions and results 

for the sliced specimens are listed in Table 6.4, and the corresponding fatigue crack growth 

curves down to a threshold value are shown in Figure 6.39. Fractography of the fracture 

surfaces of all SENB specimens after testing was taken by optical microscope, the full set of 

images can be found in Appendix D.3. 

A typical fracture surface obtained from the sliced specimens is shown in Figure 6.40, where 

a relatively straighter crack front is observed. This suggests that slicing the specimens in 

half can effectively further relief the residual stress and mitigate the effects of compressive 

residual stresses on the shape of the crack front. Hence, the measured fatigue crack growth 

threshold values from the sliced specimens should reflect the intrinsic mechanical property 

without the influence of residual stress. 

CP001L, CP001R, and CP009R are all sliced specimens with PWHT temperature at 500℃ 

and crack located within Ti-575 CWZ; their measured Δ𝐾𝑡ℎ were 5.6, 5.7, and 5.7 MPa
√

m, 

respectively. Compared to the threshold values of the specimens in the same conditions 

without slicing (CP003 and CP007 with threshold at 7.6 and 8.3 MPa
√

m, respectively), the 

further stress relief achieved by slicing indeed mitigated the restriction from the residual 

stress and thus reducing the threshold values. However, when compared to the threshold 

values of the specimens PWHT'd at 600 ℃  (CP002, CP004, CP010, and CP017 with 

threshold at 4.8, 4.5, 4.6, and 4.2 MPa
√

m, respectively), the specimens PWHT'd at 500℃ 

still achieved notably higher threshold values. This indicates PWHT at 500℃ would give 

better fatigue crack growth threshold resistance even without considering its strong 

compressive residual stress near surface. To eliminate any side effects that may arise from 

slicing the specimens, a fatigue crack growth threshold testing was performed on a sliced 

specimen PWHT'd at 600℃ (CP011L), and the measured Δ𝐾𝑡ℎ was 4.6 MPa
√

m, which is 

pretty much similar to the values measured from the specimens without slicing. As further 

stress relief from slicing the specimens in half did not have much effect on fatigue threshold 
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of CP011L, it is suggested that PWHT at 600℃ can effectively relieve the residual stress 

and remove its impact on fatigue crack growth threshold. 

The effect of crack orientation on fatigue crack growth threshold was also re-investigated 

excluding the influence of residual stress. CP005L and CP005R were both sliced specimens 

with crack propagated perpendicular to the oscillation direction. Their measured Δ𝐾𝑡ℎ were 

8.1 and 8.6 MPa
√

m , respectively. Compared to the cracks propagated parallel to the 

oscillation direction with the same conditions (CP001L, CP001R and CP009R, whose 

measured threshold were 5.6, 5.7, and 5.7 MPa
√

m , respectively), the perpendicularly 

propagated cracks show much higher fatigue threshold values. The results obtained from the 

sliced specimens are consistent with the results obtained from the specimens without slicing, 

as discussed in Section 6.7.4. The fractography of CP005L shown in Figure 6.41 appears 

similar to Figure 6.20, which suggests that the fracture mechanism does not change. 

One of the possible reasons for this observation is the difference in texture intensity between 

PWHT'd at 500℃ and 600℃. Figure 6.36 illustrates the microstructure of Ti-575 CWZ after 

PWHT'd at 500℃ and 600℃. Image analysis of the Figure 6.36 (a) and (b) yields 𝛼 phase 

volume fraction at 70% and 83%, respectively. Since PWHT at 600℃ reduces the volume 

fraction of 𝛼 phase, this effectively reduces intensity of the 𝛼 texture and reduces the 

anisotropy originating from the HCP crystal structure, consequently, reduces the effect of 

texture on the mechanical properties. Another possible reason is the effect of anisotropic 

residual stress relief resulting from slicing the specimen in different orientations. The 

specimens with cracks propagated parallel to the oscillation direction may gained a higher 

degree of compressive stress relief, resulting in a lower threshold. 

The crack in CP009L propagated into Ti-575 TMAZ when reaching its fatigue crack growth 

threshold at 7.1 MPa
√

m, which is notably higher than the threshold achieved in Ti-575 

CWZ and at the weld interface in the same conditions (CP001L, CP001R and CP009R, 
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whose measured threshold were 5.6, 5.7, and 5.7 MPa
√

m, respectively). This suggests that 

Ti-575 TMAZ has a higher resistance in fatigue crack growth threshold than CWZ. The 

fractography of CP009L shown in Figure 6.42 appears to be rougher than Figure 6.41, which 

suggests that the microstructural features in Ti-575 TMAZ are larger than Ti-575 CWZ. 

The higher threshold value of CP009L can be attributed to the same reason discussed in 

Section 6.7.3, as the microstructural features in Ti-575 TMAZ (i.e. 𝛼 lath and retained 𝛽 

phase) are larger than the microstructural features in Ti-575 CWZ (i.e. martensitic 𝛼 laths).  

6.10.3 Fatigue Crack Path Deviation in Weld Zones 

From the side view of the fracture surfaces, it was observed that most of the cracks do not 

propagate in a straight line. For instance, in Figure 6.17 the crack deviate from the weld 

interface. The side views of all fracture surfaces of test pieces after fatigue crack growth 

threshold testing (see Appendix D.3) and fatigue crack propagation testing (see 

Appendix D.4) were used to observe the crack path for all cracks located in the welds. The 

observations are listed in Table 6.6, and the crack deviation behaviour is summarised in 

Table 6.7. It was observed that cracks located in Ti-575 CWZ and TMAZ tend to deviate 

away from the weld interface, with 14 observations from the threshold testing and 10 

observations from the crack propagation testing. Nevertheless, there are two exceptions 

where the cracks located in Ti-575 CWZ deviated toward the weld interface. For cracks 

located in Ti-64 CWZ, they all tend to deviate toward the weld interface, which is evident 

by six observations. Specifically, two of them even grew across the weld interface into Ti-575 

CWZ.  

The crack deviation behaviour is generally associated with the uneven plastic zone size 

around the crack tip. According to Equation (2.24), the plastic zone size depends on the 

yield stress 𝜎𝑌𝑆 of the material. For a given applied stress intensity factor, materials with 

lower yield stress would have a larger plastic zone size, which facilitates crack propagation. 

Therefore, generally the crack tends to deviate toward the region with lower yield stress. 
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This behaviour has been observed in a study on dissimilar inertia friction welding of RR1000 

to IN718 [201], where cracks tend to grow from the hard material (RR1000) to the soft one 

(IN718). Crack deviation from HAZ to PM with lower strength has also been observed [202]. 

The yield stress can be estimated by the hardness via Equation (3.4). Hence, the 

microhardness profile shown in Figure 6.5 is useful for estimating the plastic zone size around 

the crack tip located in the welds. From all microhardness profiles, the peak hardness values 

occur at the weld interface. As generally the weld interface is harder, with a larger yield 

stress, following the theory of uneven plastic zone size, the crack should deviate away from 

the weld interface. Residual stresses may also play an important role on crack path deviation, 

especially when asymmetric residual stresses present on both sides of the weld. However, as 

shown in Figure 6.13 and Figure 6.14, the residual stresses around the crack tip consist of 

both compressive and tensile components at different depth, plus the fact that only 

subsurface residual stress was measured, further study is needed to fully appreciate its effect 

on crack path deviation. 

This theory based on yield stress can explain the observations that cracks located in Ti-575 

CWZ and TMAZ deviated away from the weld interface. However, the cracks that deviated 

from Ti-575 CWZ and Ti-64 CWZ toward the weld interface, along with two cracks that 

even grew from Ti-64 CWZ across the interface to Ti-575 CWZ, effectively grew towards 

material with larger yield stress, which does not follow this theory.  

There are several possible reasons that can explain such behaviour which contradicts the 

theory. Firstly, PWHT temperature can affect the crack growth behaviour as the 

microhardness profile changes significantly after different PWHT (see Figure 6.5). For test 

pieces PWHT'd at 600℃, such as CP015R, since the weld interface, Ti-575 CWZ, and Ti-64 

CWZ all share similar hardness values, the uneven plastic zone size phenomenon is not 

prominent, and therefore it is possible for the cracks grow freely. Secondly, the crack is not 

an ideal two-dimensional plane, it is a curved surface, it may be tilted towards the loading 

direction, and it may be located across multiple weld zones. As an example, the crack in 
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CP001R was located across the weld interface, one side in Ti-575 CWZ and another in Ti-64 

CWZ, as shown in Figure 6.43. The deviation behaviour of such complicated crack is 

influenced by the tendency of both sides of the crack, in this case, both sides tend to deflect 

away from the weld interface, as the PWHT temperature is 500℃ and the difference in 

hardness between Ti-575 CWZ and Ti-64 CWZ is significant. However, from Figure 6.43, at 

the location where the crack length is around 1.5 mm, approximately 80% of the crack is 

located on the Ti-575 side, which indicates that its influence is much stronger than the 

partial crack on the Ti-64 side. Consequently, the crack path was dominated by most of the 

crack located in Ti-575 CWZ, which forces the partial crack located in Ti-64 CWZ to grow 

toward and even across the weld interface. Interestingly, initially the crack on the Ti-64 side 

tends to grow away from the weld interface, which follows the theory of uneven plastic zone 

size. Nevertheless, this portion of crack cannot grow against the majority and soon yielded 

to the overall crack growth tendency.  

6.10.4 Full Fatigue Crack Growth Curves 

As the current study performed both fatigue crack growth threshold testing and fatigue 

crack propagation testing, full fatigue crack growth curve can be established by combining 

the results from both testing, as shown in Figure 6.44. Since all fatigue crack propagation 

test pieces are half-sized specimens, only half-sized fatigue threshold test pieces are included 

in Figure 6.44. Even though the frequency used in both testing is quite different (65 Hz was 

used in fatigue threshold testing while 10 Hz was used in fatigue crack propagation testing), 

the data points connect well in the Paris regime, especially for CP011L and CP015L.  

6.10.5 Hardness and Fracture Toughness 

As Rolls-Royce has established many years of experience in research on the mechanical 

properties of titanium alloys joined by LFW, with a large amount of data, a strong 

relationship between hardness and fracture toughness is observed. This relationship is 

applicable to various types of 𝛼 + 𝛽 titanium alloys, as well as to both PMs and LFW'd 

joints. The data obtained in the current study along with dataset previously obtained by 
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Rolls-Royce have been used to correlate hardness and fracture toughness, as shown in 

Figure 6.45. Generally, hardness is inversely proportional to fracture toughness. Ti-6246 

welds possess high hardness close to 500 HV, which yields low fracture toughness only 

approximately 20 MPa
√

m. On the other hand, parent titanium alloys generally have lower 

hardness compared to the welds. For Ti-64 and Ti-575, their hardness values range from 300 

to 350 HV, which yields higher fracture toughness values ranging from 45 to 80 MPa
√

m. 

Ti-64 and Ti-575 welds have moderate hardness values, which also gives moderate fracture 

toughness values. With all data included, the linear fit of the hardness to fracture toughness 

relationship can be expressed as  

 𝐾𝑄 = −0.25𝐻𝑉 + 140  (6.1) 

Admittedly, this linear fit was obtained from multiple titanium alloys in a variety of weld 

zones with different microstructures, the regression coefficient (𝑅2) is only 0.78. Equation 

(6.1) can be used as a preliminary estimation of fracture toughness for a titanium alloy with 

known hardness, rather than a precise prediction. 

6.11 Conclusions 

1. The zone size and microhardness distribution were investigated. At the bifurcation 

point, the CWZ is thinner and the HAZ is larger compared to the edges. The overall 

hardness of the weld at the bifurcation point is lower than on the edges. 

2. The weld zone is found to have superior hardness to both parent materials. The 

maximum hardness is found at the weld interface on the Ti-575 side with a value of 

500 HV due to the formation of exceptionally fine martensitic 𝛼′ laths.  

3. A hardness trough was found at Ti-575 HAZ due to the dissolution of fine tertiary 𝛼 

laths. This hardness trough can be recovered by applying appropriate PWHT, such 

as 1 hour at 600 or 500℃. 
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4. The PWHT temperature has a more significant effect on the ageing behaviour of the 

weld interface and both parent materials compared to the duration. Ti-64 is less 

sensitive to PWHT temperature compared to Ti-575 and the weld interface, which 

both exhibit over-ageing at temperatures over 600℃. Two PWHT procedures, 1 hour 

at 500 and 600℃, are chosen for further investigation on mechanical testing.   

5. The residual stresses after the two PWHT in SENB test pieces were measured. The 

surface exhibits strong compressive residual stresses, whereas the core exhibits tensile 

residual stresses. PWHT at 500℃ yields greater residual stresses, the maximum value 

was measured in the forge direction at -244 MPa, the maximum tensile residual stress 

was measured in the oscillation direction at 115 MPa. 

6. Compared to both parent materials, the weld exhibits better tensile strength and high 

cycle fatigue strength, lower fracture toughness, and a similar fatigue crack growth 

resistance.  

7. The fatigue crack growth threshold of test pieces PWHT'd at 500 and 600℃ is 

approximately 8.0 and 4.5 MPa
√

m, respectively. The notably high threshold of test 

pieces PWHT'd at 500℃ results from the effect of residual stress. After further stress 

relief by slicing the test pieces in half, the threshold of test pieces PWHT'd at 500℃ 

is reduced to approximately 5.5 MPa
√

m.  

8. Process variables, upset and friction pressure, as well as crack orientation do not have 

significant effect on fatigue and fracture properties investigated in the current study.  

9. Cracks located on the Ti-575 side tend to deviate away from the weld interface, 

whereas cracks located on the Ti-64 side tend to deviate toward the weld interface. 

Two cracks located in Ti-64 CWZ even grew across the weld interface into Ti-575 

CWZ. 
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10. Hardness of the weld appears to be inversely correlated with fracture toughness. Such 

relationship has been observed in parent materials and the weld of Ti-64, Ti-575, and 

Ti-6246. 
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Chapter 7  

Processing and Relative Upset 

7.1 Introduction 

In linear friction welding (LFW), the term `upset' denotes the axial shortening between the 

two workpieces resulting from the applied compressive pressure and the material being 

extruded away from the weld. When welding similar materials, the degree of upset 

contributed from both workpieces is generally similar, as a similar amount of material is 

extruded from the two workpieces due to similar material properties. However, when welding 

dissimilar materials, the amount of extruded material from each workpiece is uneven. This 

uneven extrusion behaviour arising from welding dissimilar materials is termed `relative 

upset', defined as the ratio of the partial upsets of the dissimilar materials. The partial upset 

can be measured as the distance between each side of the machine datum and the weld 

interface. 

In the current study, the relative upsets for all the welds were measured and are presented 

in Figure 7.1. The relative upset of the LFW'd Ti-64:Ti-575 joints ranges from 2.1 to 3.2, 

depending on the friction pressure and weld thickness (𝑇𝑚𝑎𝑥). A relative upset value greater 
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than one indicates that Ti-575 is generally more difficult to weld than Ti-64. The chart 

shows that welds with higher 𝑇𝑚𝑎𝑥 exhibit higher relative upset. Additionally, for both large 

and small 𝑇𝑚𝑎𝑥, the relative upset is inversely proportional to the friction pressure. The 

reasons for the relationship between relative upset and 𝑇𝑚𝑎𝑥, as well as the reasons for the 

inversely proportional relationship between relative upset and friction pressure, are currently 

unclear. To the author's knowledge, no previous study has investigated relative upset in 

LFW of dissimilar materials. It is of interest to understand the nature of relative upset, 

identify what material properties and process parameters contribute to the relative upset, 

and find ways to reduce the relative upset when manufacturing dissimilar welds.  

This chapter focuses on the studies related to the relative upset of the welds. To investigate 

the relative upset, the flash was analysed as it preserves the entire history of the welding 

process. The thickness of the flash was measured in Section 7.2.1, and its microstructure was 

characterised in Section 7.2.2. The relative upset is believed to be linked to the flow stress 

at elevated temperatures. Flow stress testing was conducted using both fast and slow heating 

rates, and the results are presented in Section 7.3. In Section 7.4, the microstructure at a 

high heating rate at elevated temperatures was examined, and the dynamic beta approach 

curves were established. The concept of dynamic 𝛽 transus is introduced, which helps explain 

the results of the flow stress testing. Moreover, taking the dynamic 𝛽 transus into account 

helps optimise the dissimilar welds. 

7.2 Flash Characterisation 

To investigate relative upset in dissimilar welds, studying flash is a useful starting point. 

Flash contains the extruded materials throughout the entire welding process, making it a 

proxy for studying the history of the welding process. By examining the ridges on the flash, 

it is possible to determine which cycle of oscillation it corresponds to. The thickness of the 

flash at a certain location can provide an estimate of the amount of material being extruded 

at that moment. Additionally, the microstructure of the flash can provide insight into its 
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local thermal history. The information obtained from flashes is valuable for understanding 

the nature of relative upset in the welds. 

7.2.1 Flash Thickness Measurements 

Optical images of flashes with different processing parameters are shown in Figure 7.2. The 

ridges observed on the flash were formed due to the extrusion motion during welding, with 

each ridge corresponding to one cycle of oscillation. It is evident from the images that the 

extruded flash thickness was non-uniform during the welding process. To measure the flash 

thickness, several locations were selected and correlated with the welding curves by counting 

the cycles and the number of ridges. The results, shown in Figure 7.3 to Figure 7.7, indicate 

that Ti-64 began to extrude in the middle of the transition stage while Ti-575 had not yet 

started. During the equilibrium stage, the extrusion of Ti-575 began, and the thickness of 

Ti-64 flash increased abruptly. During the equilibrium stage, the flash thickness of both 

materials continued to increase until the ramp-down stage. However, the flash thickness in 

the ramp-down stage was not included in the analysis due to the large curvature of the flash, 

which made the measurements inaccurate. 

The delay in the extrusion of Ti-575 is a significant characteristic that affects the relative 

upset, and is defined as the `conditioning time'. To investigate this, the conditioning time 

was measured for welds with various process parameters, and the results are presented in 

Figure 7.8. The data show that the conditioning time is inversely proportional to the friction 

pressure for both thick and thin welds, and that larger 𝑇𝑚𝑎𝑥 values tend to increase the 

conditioning time. Extrapolating the lines to the point where the conditioning time equals 

zero indicates a friction pressure of approximately 184 MPa, which implies that it may be 

possible to eliminate the conditioning time by applying 184 MPa of pressure. This would 

enable Ti-575 to be extruded simultaneously with Ti-64, which would increase the upset of 

Ti-575 and thus help to reduce the relative upset. Admittedly, the extrapolation for the thick 

welds (𝑇𝑚𝑎𝑥 = 32 mm) only has two data points. More flash thickness measurements is 

required to further gain confidence on this interpretation. 
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7.2.2 Flash Microstructure 

Figure 7.9 displays the microstructure of the flash at different locations, including the flash 

tip (Figure 7.9 (b)) and the middle of the flash close to the weld interface on both sides of 

the materials (Figure 7.9 (c) and (d)). The microstructure at all three locations shows 

martensitic microstructures, indicating a temperature above 𝛽  transus during welding 

followed by rapid cooling. Such microstructure is similar to the CWZ microstructures, as 

shown in Figure 4.9 and Figure 4.14. The flash tip represents the beginning of the extrusion, 

which occurred in the transition stage, where only Ti-64 was extruded. The middle of the 

flash represents the equilibrium stage, where both Ti-64 and Ti-575 were stably extruded. 

The microstructure at the flash tip has thicker laths than the microstructure in the middle 

of the flash, indicating that the flash tip experienced a slower cooling rate. This is reasonable 

since upon cooling, the heat in the weld had to dissipate through the parent materials (PMs), 

and the flash tip is the farthest location from the PMs. Therefore, the heat remained there 

for the longest period, allowing the martensitic laths to grow for a longer time. 

Figure 7.10 illustrates the microstructure in the flash at different locations away from the 

flash interface: the conditioning stage (Figure 7.10 (h) and (i)), the stable extrusion stage 

(Figure 7.10 (f) and (g)), the ramp-down stage (Figure 7.10 (d) and (e)), and the end of the 

weld (Figure 7.10 (b) and (c)). For both materials, the microstructure observed in the 

conditioning, stable extrusion, and ramp-down stages appears to be martensitic, exhibiting 

similar characteristics to the microstructure shown in Figure 7.9. At the end of the weld, 

highly deformed 𝛼 grains and intergranular 𝛽 phase were observed in the microstructure, 

indicating that the local temperature did not exceed 𝛽 transus.  

7.3 Flow Stress Testing 

Flow stress, defined as the minimum stress required for a material to initiate flow, is crucial 

in assessing the ease of extrusion during LFW, specifically for dissimilar joints. The flow 

stress of a material can be found in its stress-strain curve as any value of stress between the 
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yield point and final fracture. The ratio of flow stress between the two materials may also 

be indicative of the relative upset. Flow stress tests have been conducted under conditions 

simulating those of the actual welding process, including a nominal strain rate of 1/s and a 

heating rate of 50°C/s over a temperature range of 800-1200°C. It should be noted that the 

actual heating rate during LFW was estimated to be approximately 2000°C/s [136], which 

is significantly higher than the heating rate used in this study. Therefore, additional flow 

stress tests were performed using a slow heating rate of 2°C/s while maintaining the same 

strain rate and temperature range to investigate the dependency of flow stress on heating 

rate. In addition, note that the strain rate during LFW was estimated to be approximately 

3.5/s [124], which is also higher than the strain rate used in this study. As it is known that 

Ti-64 is sensitive to strain rate [124], the effect of strain rate on the flow stress is worth 

investigating but beyond the scope of this study. 

7.3.1 Flow Stress at Elevated Temperatures  

Figure 7.11 (a) presents the true stress-strain curves obtained for Ti-64, which show that 

the yield strength and post-yield hardening/softening behaviour are strongly influenced by 

the peak test temperature, with the yield strength increasing with heating rate. The true 

stress-strain curves are characterised by an initial rapid rise in stress, followed by work 

hardening up to a peak stress at a threshold strain. This initial work hardening is then 

followed by slight softening and a plateau in flow stress, where there is little hardening or 

softening response with increasing strain. Figure 7.11 (b) presents an equivalent set of true 

stress-strain curves for Ti-575, obtained over the same temperature range and heating rates. 

The true stress follows broadly the same trends observed for Ti-64, although Ti-575 appears 

to demonstrate more significant softening immediately following the peak stress. 

The flow stress is determined as the maximum true stress from the curves and is plotted as 

a function of temperature for Ti-64 and Ti-575 with both slow and fast heating rates in 

Figure 7.12 (a) and (b). Both materials demonstrate a drop in flow stress with increasing 
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temperature. The flow stress appears independent of heating rate above 1000°C and 1100°C 

for Ti-64 and Ti-575, respectively. Figure 7.12 (c) shows the flow stress curves for both alloys 

at a heating rate of 2°C/s. At this heating rate, the flow stress of Ti-575 is slightly lower 

than that of Ti-64 below 1000°C. Conversely, the flow stress of Ti-575 is slightly higher than 

that of Ti-64 above 1000°C. However, the difference in flow stress measured at this heating 

rate is only approximately 20 MPa. It should be noted that at a slow heating rate, the flow 

strength of both alloys is quite similar. Figure 7.12 (d) illustrates the flow stress curves for 

both alloys at a heating rate of 50°C/s. Here, the flow stress relationship between the two 

alloys clearly reverses at a temperature between 950-1000°C. This indicates that at elevated 

temperatures above 1000°C, with a heating rate of 50°C/s, Ti-575 has a higher flow stress 

compared to Ti-64.  

7.3.2 Microstructures in Flow Stress Test Pieces 

The microstructures of all flow stress test pieces were examined by scanning electron 

microscopy, as shown in Figure 7.13 to Figure 7.16. Figure 7.13 shows the microstructures 

of Ti-575 tested at 800-1200℃ at a heat rate of 50℃/s. The microstructures in the specimens 

tested at lower temperatures remain similar to the PM microstructures. For instance, Ti-575 

tested at 800℃ as shown in Figure 7.13 (a) exhibits a bi-model microstructure with equiaxed 

primary 𝛼  grains, transformed 𝛽 , and intergranular 𝛽  regions, similar to the as-welded 

Ti-575 parent microstructures shown in Figure 4.4. As the testing temperature increases, the 

volume fraction of primary 𝛼 grains gradually decreases, while the amount of 𝛽  phase 

becomes higher, and its morphology becomes more uniform, as illustrated in Figure 7.13 (b)-

(d). Over 1100℃, 𝛽  phase transformed into 𝛼 + 𝛽 region with fine 𝛼 and 𝛽  laths. It is 

suspected that 𝛼 laths formed from the relatively fast cooling rate from the air quenching 

after compression. There seem to be few primary 𝛼 grains left in the microstructure, and the 
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𝛼/𝛽 phase boundary becomes a zigzag shape, as 𝛽 laths grew into the primary 𝛼 grains, as 

shown in Figure 7.13 (e)-(f).  

Figure 7.14 shows the microstructures of Ti-575 tested at 800-1200℃ at a heat rate of 2℃/s. 

Again, at 800℃, as shown in Figure 7.14 (a), the microstructures are similar to the as-welded 

Ti-575 PM microstructures. As the testing temperature increases, the volume fraction of 

primary 𝛼 grains gradually decreases, while the amount of 𝛽 phase becomes higher, and its 

morphology becomes more uniform, as shown in Figure 7.14 (b)-(c). Over 1000℃, almost no 

primary 𝛼  grain remains, 𝛼 + 𝛽  region dominates the microstructures, as shown in 

Figure 7.14 (d)-(f). Notice that in Figure 7.14 (d), there is a combination of darker and 

brighter regions, while in Figure 7.14 (e)-(f), the microstructure appears to be more uniform. 

It is considered that in Figure 7.14 (d), with the testing temperature at 1000℃, the chemical 

composition has not yet stabilised due to the lack of time for diffusion to occur at elevated 

temperatures. The original primary 𝛼 region still possesses chemical composition closer to 𝛼 

phase, while the original 𝛽 region still possesses chemical composition closer to 𝛽 phase, 

therefore resulting in different degree etching by the Kroll's reagent, consequently leading to 

different contrast in the secondary electron image. On the other hand, in Figure 7.14 (e)-(f) 

with higher testing temperatures, the specimens experience longer time at elevated 

temperatures, allowing more diffusion to occur, hence the overall chemical composition of 

the 𝛼 + 𝛽 region is more homogeneous, and uniform etching was achieved.  

Figure 7.15 shows the microstructures of Ti-64 tested at 800-1200℃ at a heat rate of 50℃/s. 

Similarly, at low temperatures, the microstructures are similar to the as-welded PM 

microstructures, as can be seen in Figure 7.15 (a). As the testing temperature increases, the 

volume fraction of primary 𝛼 grains gradually decreases, while the amount of 𝛽  phase 

becomes higher, as shown in Figure 7.15 (b)-(d). Over 1100℃, almost all primary 𝛼 grains 
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dissolved into 𝛽 phase at elevated temperatures, and the 𝛽 phase transformed back into fine 

martensitic 𝛼′ laths after cooling, presumably due to the relatively fast cooling rate from the 

air quenching, as shown in Figure 7.13 (e)-(f). Similar chemical segregation can also be 

observed in Ti-64. 

Figure 7.16 shows the microstructures of Ti-64 tested at 800-1200℃ at a heat rate of 2℃/s. 

All the aforementioned microstructure evolution mechanisms can also be observed here. 

Except less chemical segregation occurred, presumably due to a slower heating rate and 

longer time at elevated temperatures for diffusion to take place.  

Note that the primary 𝛼 phase in Figure 7.14 was fully dissolved at a lower temperature 

(1000℃), in comparison with Figure 7.13 (1100℃). The temperature at which the primary 

𝛼 phase fully dissolves is defined as 𝛽 transus in titanium alloys. It is considered that a 

higher heating rate effectively limits the time for diffusion to occur at elevated temperatures, 

consequently resulting in a delay in reaching the 𝛽 transus. In other words, the 𝛽 transus is 

a function of heating rate, the traditional definition of 𝛽 transus on the phase diagram is in 

equilibrium condition at an extremely slow heating rate. In thermal processing with a high 

heating rate such as LFW, the temperature required to fully dissolve 𝛼 phase would be 

higher than the traditional 𝛽 transus. Such temperature is defined as dynamic 𝛽 transus in 

the current study. 

Dynamic 𝛽 transus may have a significant impact on the flow stress of titanium alloys since 

it alters the 𝛼 and 𝛽 phase fractions in the microstructure, besides, the flow strength of the 

hexagonal close-packed (HCP) 𝛼 phase and body-centred cubic (BCC) 𝛽 phase is different. 

The equilibrium 𝛽 transus of Ti-575 and Ti-64 can be found in the literature, and they are 

listed in Table 3.2. However, it is not feasible to estimate the 𝛽  transus from the 

microstructures of the flow stress test pieces, since the cooling rate from air quenching is not 
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fast enough to completely eliminate microstructure modification after testing, as evident 

from the zigzag 𝛼/𝛽 phase boundary shown in Figure 7.13 (e). To estimate the dynamic 𝛽 

transus of Ti-575 and Ti-64 during LFW, heat treatment trials with a high heating rate 

followed by water quenching were performed. Details of the results will be discussed in 

Section 7.4. 

7.4 Dynamic 𝛽 Transus 

Upon examining the flow stress curves in Figure 7.12 (d), it is evident that the flow stress 

of Ti-64 drops dramatically at a temperature close to 1000℃ at a high heating rate, while 

the flow stress of Ti-575 does not drop as much. This reversal in the flow stress relationship 

between the two alloys is of great interest. It is important to understand why such distinct 

behaviour occurs near 1000℃ as this temperature is close to the 𝛽 transus of both alloys. It 

is suspected that this dramatic drop in flow stress may be related to the 𝛽 transus of the 

alloys. 

Typically, the 𝛽 transus temperature of titanium alloys is determined under thermodynamic 

equilibrium conditions, or a quasi-static process [203]. In this process, samples are heated at 

a slow and controlled rate to predetermined temperatures, held for a few minutes to achieve 

thermodynamic equilibrium, and then rapidly quenched in water. The volume fraction of the 

𝛽 phase present at the soak temperature is then quantified through microstructural analysis. 

The lowest temperature at which 100% of the 𝛽 phase is achieved is then determined as the 

𝛽 transus temperature. However, the heating rate in LFW is extremely fast, making such a 

quasi-static process unsuitable for determining the 𝛽 transus. Instead, the 𝛽 transus in a 

rapid heating condition, defined as `dynamic 𝛽 transus', is more relevant for the welding 

process. It is important to understand the behaviour of the alloys at high heating rates, such 

as those experienced in LFW, to determine the dynamic 𝛽 transus and its impact on the 
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flow stress. The drop in flow stress observed in Ti-64 near 1000℃ may be linked to the 

dynamic 𝛽 transus of the alloy. 

To determine the dynamic 𝛽 transus for Ti-64 and Ti-575, the samples of the alloys were 

subjected to rapid heating at a rate of 25℃/s to the predetermined temperatures. Detailed 

methods are described in Section 3.4.3. After reaching the desired temperature, the samples 

were immediately quenched into water. This process limited the diffusional phase 

transformation as the time at elevated temperatures was restricted, similar to the actual 

situation during LFW. The 𝛽 phase fraction in the samples was analysed using electron 

backscatter diffraction (EBSD) mapping, which allowed for easy distinction of the retained 

primary alpha grains from the martensite transformed from the 𝛽 phase. As noted in the 

flow stress tests, the heating rate achieved in this experiment is not representative of the 

actual heating rate during LFW due to instrumental limitations. Nevertheless, the 

dependency of the 𝛽 transus on the heating rate can be made by comparing the measured 

dynamic 𝛽 transus to the equilibrium 𝛽 transus. 

Figure 7.17 depicts the microstructures of both alloys after the heat treatment at various 

predetermined temperatures. The retained alpha grains, which appear as bright equiaxed 

shapes embedded in the darker martensite matrix, can be seen to decrease in amount as the 

temperature increases. At temperatures above 1060℃, there is virtually no retained alpha 

phase present in either alloy. The 𝛽 phase fraction at elevated temperatures for both alloys 

was measured under dynamic conditions and presented in Figure 7.18, alongside the beta 

approach curves measured under equilibrium conditions from the literature [13, 203]. The 

temperature at which 100% of the 𝛽 phase is achieved was used to determine the 𝛽 transus 

of the alloys. In equilibrium conditions, the 𝛽 transus of Ti-575 and Ti-64 are 965 and 996℃, 

respectively. However, under dynamic conditions with a heating rate of 25℃/s, the 𝛽 transus 
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of both alloys is increased to approximately 1060℃. It is reasonable for the dynamic 𝛽 

transus to be higher than the equilibrium 𝛽 transus for both alloys because diffusional phase 

transformation is restricted in dynamic conditions, resulting in less 𝛽 phase transformation 

occurring compared to equilibrium conditions at the same temperature. 

7.5 Discussion 

7.5.1 Nature of Relative Upset  

Based on the relative upset measurements presented in Figure 7.1, a relative upset value 

greater than one indicates that Ti-64 is generally more weldable than Ti-575. More 

specifically, Ti-64 demonstrates superior ease of extrusion during LFW. The ease of extrusion 

can be linked to flow stress as it is a characteristic parameter that describes the minimum 

stress required for a material to initiate flow. In the context of LFW, material extrusion is 

essentially the flow of material in shear mode. Therefore, the flow stress of a material can be 

a useful indicator of its ease of extrusion during LFW. Thus, the superior ease of extrusion 

observed for Ti-64 suggests that it has a lower flow stress. 

Flow stress is influenced by microstructure features, including grain size and 𝛽  phase 

fraction. During LFW, extrusion mainly occurs at elevated temperatures close to or above 

the 𝛽 transus. At these temperatures, most of the alpha grains have transformed into the 𝛽 

phase, making the original alpha grain size less significant in affecting the flow stress. The 

𝛽 phase fraction, on the other hand, predominantly influences the flow stress at elevated 

temperatures. In titanium, the alpha phase is composed of a HCP structure, whereas the 𝛽 

phase is composed of a BCC structure. The HCP structure generally possesses higher 

strength than the BCC structure due to its higher packing density. Thus, a lower flow stress 

indicates a higher 𝛽 phase fraction in the microstructure. 
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Furthermore, the 𝛽 phase fraction is correlated with the 𝛽 transus, which is defined as the 

temperature at which the alpha phase fully transforms into the 𝛽 phase. The 𝛽 transus can 

serve as an estimation of the amount of 𝛽 phase present in titanium alloys. At a specific 

elevated temperature, titanium alloys with lower 𝛽 transus would exhibit a higher amount 

of 𝛽 phase than alloys with higher 𝛽 transus. Therefore, a higher 𝛽 phase fraction in the 

microstructure indicates a lower 𝛽 transus. 

Based on the aforementioned discussion, it may be inferred that Ti-64 has a lower 𝛽 transus 

than Ti-575. However, upon comparing the literature values for the 𝛽 transus of Ti-575 

(965℃) and Ti-64 (996℃), the opposite trend is observed. The issue lies in the fact that the 

𝛽 transus values from the literature were measured in equilibrium conditions, which involve 

an extremely slow heating rate. In contrast, during LFW, the heating rate is incredibly rapid, 

reaching a rate of approximately 2000℃/s [136]. Consequently, it is necessary to consider 

the 𝛽 transus under dynamic conditions with fast heating rates. 

According to the dynamic beta approach curves illustrated in Figure 7.18, there is a 

difference in the extent of increase in dynamic 𝛽 transus between Ti-575 and Ti-64. Ti-575 

exhibits a +95℃ increase in dynamic 𝛽  transus compared to its equilibrium 𝛽  transus, 

whereas Ti-64 shows only a +64℃ increase. This suggests that the impact of heating rate 

on 𝛽 transus is more pronounced for Ti-575 than for Ti-64. Furthermore, the heating rate 

used in this study is only 25℃/s, which is far from the estimated heating rate of 2000℃/s 

in LFW. It is expected that the effect of heating rate on 𝛽 transus would be even more 

significant during actual LFW. Therefore, it is likely that the dynamic 𝛽 transus of Ti-575 

during LFW is higher than that of Ti-64. 
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Furthermore, based on the flow stress curves presented in Figure 7.12, the flow stress appears 

to be insensitive to heating rates above 1000 and 1100℃ for Ti-64 and Ti-575, respectively. 

This suggests that the amount of 𝛽 phase at these temperatures is high enough to eliminate 

the hardening effect from the retained alpha phase. Although these temperatures may not 

exactly correspond to their dynamic 𝛽 transus, they suggest that Ti-64 has a higher amount 

of 𝛽  phase compared to Ti-575. As previously discussed, a higher amount of 𝛽  phase 

indicates a lower 𝛽 transus. Therefore, it can be deduced that at a heating rate of 50℃/s, 

the 𝛽 transus of Ti-64 is reduced to a level below that of Ti-575. This further confirms that 

in the actual LFW process, the dynamic 𝛽 transus of Ti-64 is lower than that of Ti-575 since 

the estimated heating rate is even higher than the heating rate employed in this study. 

In conclusion, this study compares the weldability of Ti-64 and Ti-575 during LFW. Ti-64 

is found to be more weldable due to its superior ease of extrusion, which is related to its 

lower flow stress. The flow stress is influenced by microstructure features, including grain 

size and 𝛽  phase fraction, with the latter being the predominant factor at elevated 

temperatures. Lower flow stress indicates a higher 𝛽 phase fraction in the microstructure, 

which is correlated with lower dynamic 𝛽 transus. The evidence from the dynamic beta 

approach experiment and flow stress tests confirms that the dynamic 𝛽 transus of Ti-64 is 

lower than that of Ti-575 during LFW, which confirms the higher weldability of Ti-64. 

7.5.2 Effect of Heating Rate on the Zone Size  

By considering the dynamic effect resulting from different heating rates, it is possible to 

observe this effect in the zone size measurements presented in Figure 4.3. The boundary 

between the central weld zone (CWZ) and the thermo-mechanically affected zone (TMAZ) 

can be seen as the contour of the 𝛽 transus, since the microstructure in the CWZ consists of 

100% martensite transformed from the 𝛽 phase at elevated temperatures, indicating that the 
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temperature in this region was above the 𝛽 transus during welding. In contrast, the presence 

of only partial martensite in the TMAZ implies that the temperature here is below the 𝛽 

transus. 

It is noteworthy that at the bifurcation point, the CWZ in Ti-575 is thinner than that of 

Ti-64, while the opposite is observed at the edges. Assuming that the thermal conductivity 

of Ti-575 and Ti-64 are comparable, the temperature distribution across the weld interface 

is expected to be similar on both sides. Alloys with higher 𝛽 transus typically exhibit a 

thinner CWZ, whereas those with a lower 𝛽 transus tend to have a thicker CWZ. 

The difference in the size of the CWZ between Ti-575 and Ti-64 can be explained by the 

difference in heating time. At the bifurcation region, the material was pushed sideways 

immediately after reaching the weld interface, leaving little time for the material to heat up 

fully and complete the 𝛼 → 𝛽 phase transformation. This can be considered as a fast-heating 

condition. Conversely, at the edges, the material first travelled from the PMs to the weld 

interface before being pushed sideways to the edges. Consequently, it was heated up once it 

reached the weld interface and had more heating time while it was pushed to the edges, 

allowing more time to complete the 𝛼 → 𝛽 phase transformation. This can be interpreted as 

a slow heating condition. 

In the slow heating condition, the 𝛽 transus of the alloys is closer to their equilibrium 𝛽 

transus. Ti-64 has a higher equilibrium 𝛽  transus (996ºC) than Ti-575 (965ºC), which 

explains why Ti-64 has thinner CWZ at the edges than Ti-575. In contrast, in the fast-

heating condition, the 𝛽 transus of the alloys is closer to their dynamic 𝛽 transus. The 

dynamic beta approach experiments and flow stress tests showed that Ti-64 has a lower 

dynamic 𝛽  transus than Ti-575, which explains why Ti-64 has a thicker CWZ at the 

bifurcation point than Ti-575.  
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7.5.3 Effect of Flow Stress on Conditioning Time 

The underlying mechanism behind the conditioning time (i.e. the delay in extrusion of 

Ti-575) can be attributed to the flow stress curves. As depicted in Figure 7.19 (a), which 

presents the measured flash thickness of weld 473-03 with a friction pressure of 110 MPa 

and a maximum weld thickness (𝑇𝑚𝑎𝑥) of 32 mm, the start of extrusion for Ti-64 and Ti-575 

is marked by annotations `A' and `B', respectively. The duration between these two points 

represents the conditioning time of the weld. Figure 7.19 (b) displays the measured flow 

stress curves for Ti-64 and Ti-575 under rapid heating conditions (50℃/s) that are analogous 

to the rapid heating rate during LFW (2000℃/s). The red dashed line represents the friction 

pressure of weld 473-03 (110 MPa), while annotations `C' and `D' indicate where the flow 

stress equals the friction pressure for Ti-64 and Ti-575, respectively. 

The conditioning time, as observed from the flash thickness curves in Figure 7.19 (a), can 

be correlated to the flow stress curves depicted in Figure 7.19 (b). The following detailed 

explanations are presented. Throughout the LFW process, the applied pressure remained 

constant, whereas the initial temperature started at room temperature and rapidly increased 

due to the oscillation and friction, exceeding the 𝛽 transus temperature of both alloys during 

welding. This is evident by the martensitic microstructure observed in the flash. 

In the ramp-up stage, the temperature was still below the 𝛽 transus of both alloys, causing 

their flow stress to be above the friction pressure. Consequently, there was no extrusion of 

material during this stage, as observed in Figure 7.19 (a). In the transition stage, as the 

temperature increased and reached above 990℃, the flow stress of Ti-64 dropped below the 

friction pressure, which initiated the extrusion of Ti-64, as indicated by the annotation `A' 

in Figure 7.19 (a) and `C' in Figure 7.19 (b). However, Ti-575 had not been extruded yet 

since its flow stress was still higher than the friction pressure at this temperature. The 

oscillation and friction in the transition stage continued to generate power and heat, causing 

the temperature to increase further. When the temperature exceeded 1030℃, the flow stress 
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of Ti-575 reduced below the friction pressure, initiating the extrusion of Ti-575, as indicated 

by the annotation `B' in Figure 7.19 (a) and `D' in Figure 7.19 (b). In summary, the 

difference in flow stress of Ti-64 and Ti-575 with respect to the friction pressure (denoted 

by annotations `C' and `D') is the main factor responsible for the discrepancy in their 

extrusion time (denoted by annotations `A' and `B'). 

Based on the discussion above, it can be inferred that the relative upset arises due to the 

difference in flow stress between the two alloys and the resulting conditioning time. To 

eliminate the conditioning time observed in the welding process, increasing the pressure to 

approximately 173 MPa, as indicated by annotation `E' in Figure 7.19 (b), can be considered 

as a potential solution. This increase in pressure can lead to simultaneous extrusion of both 

alloys, as the flow stress of both alloys would drop below 173 MPa at the same time, thereby 

reducing the relative upset. Therefore, the minimum pressure required to achieve zero 

conditioning time (𝑃𝑡=0) can be seen as a valuable process variable to be considered when 

welding dissimilar materials. The value of 𝑃𝑡=0 is expected to depend on the dynamic 𝛽 

transus and flow stress of the welding alloys. 

While the method described above to estimate 𝑃𝑡=0 involves conducting flow stress tests on 

the welding materials, there is a quicker way to estimate 𝑃𝑡=0  through flash thickness 

measurement. As seen in the conditioning time vs. pressure chart in Figure 7.8, 𝑃𝑡=0 can be 

estimated by extrapolating the trend to where the conditioning time equals zero. This 

method yields a 𝑃𝑡=0 value of 184 MPa for a 𝑇𝑚𝑎𝑥 of 32 mm, which is the same thickness of 

the weld 473-03. This 𝑃𝑡=0 value is in good agreement with the value obtained from the flow 

stress curves (173 MPa), indicating the reliability of both methods. Note that while the flow 

stress curves involve interpolating data to estimate 𝑃𝑡=0, the flash thickness measurement 

involves extrapolating data, in either case, a more precise estimation can be achieved by 

reducing the intervals of the data or increasing the number of data points. The flash thickness 
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measurement method is more cost-effective, as it only requires producing several dissimilar 

welds and examining them using optical microscopes. 

In practice, the increase of friction pressure may impose some technical challenges, such as 

breaking the limitation of the capability of the equipment. Another thing worth considering 

would be the change in welding temperature. As can be seen in Figure 7.19, if one increases 

the friction pressure to 173 MPa, the material will start to be extruded at approximately 

965℃, which is well below the 𝛽 transus of both alloys. The drop in extrusion temperature 

implies a significant change in the microstructure of the weld, as no 𝛽 → 𝛼′ martensitic 

phase transformation will occur, consequently, this may result in a softer weld interface. 

Besides, as the peak temperature at the weld interface is decreased, the temperature 

distribution of the weld will change accordingly, leading to a narrower weld zone. 

7.5.4 Phase Transformations in Thermo-Mechanically Affected 

Zone Respecting Dynamic 𝛽 Transus 

The results obtained by dynamic beta approach presented in Section 7.4 suggest that in 

comparison with Ti-64, Ti-575 has a higher dynamic 𝛽 transus, especially at a heating rate 

of approximately 2000℃ during LFW. However, as discussed in Section 4.4.1.3 and Section 

4.4.1.5, the observation on the microstructure of as-welded Ti-575 TMAZ and Ti-64 TMAZ 

seems to suggest that Ti-575 has a lower dynamic 𝛽 transus, since Ti-575 TMAZ was able 

to achieve a complete phase transformation into 𝛽 phase during LFW, whereas Ti-64 TMAZ 

still retained some primary 𝛼 grains after LFW. These findings appear contradictory to each 

other.  

Nevertheless, this contradiction can possibly be resolved by reevaluating the mechanism of 

the formation of acicular 𝛼 laths in the as-welded Ti-575 TMAZ, since it is possible that 

those acicular 𝛼 laths form without surpassing the dynamic 𝛽 transus. The first possible 
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mechanism is martensitic transformation during rapid heating. Although generally it is 

known that martensitic phase transformation occurs during cooling, this kind of martensitic 

phase transformation during heating has previously been observed by Seward 𝑒𝑡 𝑎𝑙. [196] 

using a scanning electron microscope with an in-situ heating stage, and acicular 𝛽 laths can 

be observed at a heating rate of 10℃/min in pure titanium. If this phase transformation 

mechanism was to occur in Ti-575 TMAZ during LFW, the acicular 𝛽 laths formed during 

heating would also undergo another martensitic phase transformation upon cooling. In this 

case, it is suspected that the 𝛼 laths inherited the shape of the acicular 𝛽 laths, while the 

crystallographic orientation of the 𝛼 phase follows Burgers' orientation relationship with the 

prior 𝛽 laths, each individual 𝛽 lath was transformed randomly into one of the 12 possible 

𝛼 variants. Although the mechanism of martensitic transformation during rapid heating 

seems   plausible, it has only been observed in pure titanium, and the heating rate during 

LFW was estimated to be approximately 2000°C/s [136], which is much faster than the 

heating rate used in the study of Seward 𝑒𝑡 𝑎𝑙.  

Another possible mechanism would be `massive transformation', defined as a type of phase 

transformation involving diffusional nucleation and growth by means of short-range 

diffusional jumps across the massive/matrix interface [197]. Pilchak and Broderick [198] 

observed a similar type of microstructure (acicular 𝛼 laths inside the prior primary 𝛼 grains) 

in a solid-state weld of Ti-64 near the boundary of HAZ and TMAZ. Their investigation 

using chemical and crystallographic analysis excluded the possibility of that the 

microstructure was formed by diffusional transformation or by martensitic transformation, 

instead they proposed that massive transformation is a possible mechanism for the formation 

of such microstructure. The material and its thermo-mechanical history in their study appear 

be similar to ones in the current study, as both studies use 𝛼 + 𝛽 titanium alloys joined by 

solid-state welding. In addition, the microstructural features, acicular 𝛽 laths extending into 
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the primary 𝛼 grains, observed in the study of Pilchak and Broderick can also be seen from 

the microstructure of flow stress specimens, see Figure 7.13 (e) as an example. The massive 

transformation mechanism seems to be a plausible solution to the contradiction. However, 

they did not provide any welding parameters nor temperature profiles, hence it is difficult 

to resolve why such microstructure was not observed on the Ti-64 side in this current study. 

Further investigation on the criteria of massive transformation is needed to fully understand 

the conditions for this mechanism to occur. 

7.6 Conclusions 

1. The high relative upset in LFW'd Ti-64 to Ti-575 joints is found to originate from 

the delay in the extrusion of Ti-575. Such delay is a significant characteristic in 

LFW'd dissimilar joints, and is defined as the `conditioning time'. 

2. The flash consists of a fine martensitic microstructure, which is similar to the 

microstructure observed in CWZ. This observation indicates that the flash underwent 

similar thermal mechanical processing during LFW as the CWZ, and that the 

temperature of the material exceeded 𝛽 transus before being extruded into the flash. 

3. The flow stress testing results show that the flow stress is dependent on the heating 

rate. A higher heating rate yields higher flow stress for both Ti-64 and Ti-575. The 

results also indicate that at a high heating rate, the flow stress of Ti-64 is higher than 

Ti-575 at temperatures lower than 950℃. However, at temperatures above 1000℃, 

Ti-575 has higher flow stress. This increase in flow stress of Ti-575 at a high heating 

rate and high temperature is considered to control the conditioning time.  

4. The measurement of dynamic 𝛽 transus shows that a high heating rate also increases 

the 𝛽 transus of both alloys, and that the amount of increase in 𝛽 transus of Ti-575 

is greater than that of Ti-64. Furthermore, the heating rate investigated in the current 

study is much lower than the actual heating rate in LFW. Therefore, it can be deduced 
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that during LFW the dynamic 𝛽 transus of Ti-575 is much higher than that of Ti-64, 

leading to higher flow stress.  

5. The conditioning time can be reduced by increasing friction pressure. From the flash 

measurement, it is predicted that the conditioning time can be eliminated by applying 

184 MPa. Coincidently, the flow stress results predict that by applying 173 MPa, 

Ti-64 and Ti-575 will have the same flow stress, effectively leading to zero 

conditioning time. The prediction made from flash measurement has good agreement 

with the prediction made from the flow stress results.  
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Chapter 8  

Summary and Future Work 

8.1 Summary 

The current study concentrates on microstructural characterisation, crystallographic texture 

analysis, fatigue and fracture evaluation, and processing assessment of linear friction welded 

(LFW'd) Ti-64:Ti-575 joints. This section provides a concise summary of the main findings 

from this study. For more detailed conclusions on each topic, please refer to the respective 

sections in Chapter 4 to Chapter 7. 

Several key conclusions emerge from the research are listed below: 

1. Ti-575 parent material has a bi-modal microstructure with fine secondary and tertiary 

𝛼 laths in the transformed 𝛽 phase. The fine 𝛼 laths act as a strengthening phase, 

contributing to the superior hardness of Ti-575 compared to Ti-64. However, in heat-

affected zone (HAZ), such fine 𝛼  laths dissolved into 𝛽  phase due to the heat 

experienced during LFW, leading to a reduction in local hardness. Post-weld heat 
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treatment (PWHT) at 600℃ for 1 hour can recover the hardness in HAZ due to the 

formation of fine 𝛼 precipitates inside the 𝛽 phase.  

2. Fast cooling rate after LFW results in martensitic phase transformation in the central 

weld zone (CWZ) on both Ti-575 and Ti-64 sides, resulting in the formation of fine 

acicular 𝛼′ laths. This transformation significantly increased the hardness of the weld, 

surpassing the hardness of both parent materials. PWHT causes the decomposition 

of 𝛼′ laths. On the Ti-64 side, little amount of fine 𝛽 precipitates formed at the 

boundaries of 𝛼 laths. In contrast, a significant volume fraction of 𝛽 precipitates 

formed on the Ti-575 side, as if 𝛼 precipitates formed in 𝛽 matrix. 

3. The as-welded CWZ exhibits an oscillation-dependent transverse 𝛼 texture. Texture 

development analysis indicates that the CWZ texture is derived from the {112̅}〈111〉𝛽 

texture. The stress condition in CWZ during LFW is similar to the ideal simple shear 

condition, which allows the recrystallised 𝛽 grains to deform via {112̅}〈111〉𝛽  slip 

systems. The notably strong transverse texture component can be attributed to 

variant selection induced by thermal contraction during cooling after LFW. 

4. In thermo-mechanically affected zone (TMAZ) on the Ti-575 side, specifically at the 

bifurcation point, a geometry-dependent basal 𝛼 texture was discovered. Texture 

development analysis indicates that this texture is derived from the {110}〈001〉𝛽 

texture. The dependency of the texture on the weld geometry in Ti-575 TMAZ at 

bifurcation point can be attributed to the material extrusion, as at the bifurcation 

point, the material is restricted to flow along Z direction toward the weld interface. 

The scope of the geometry-dependent texture in Ti-575 TMAZ at bifurcation point 

was found to be a 300 × 300 μm2 area. Ti-64 TMAZ at bifurcation point does not 

exhibit the same texture due to higher amount of retained primary 𝛼 grains, which 

prohibit the local deformation of 𝛽 phase via {110}〈001〉𝛽 slip system.  



Chapter 8    Summary and Future Work 

 

179 
 

5. The PWHT temperature has significant ageing effect on the weld. The hardness at 

the weld interface increased from 380 HV in as-welded condition to 430 HV after 

PWHT at temperatures below 600℃. Over-ageing occurs when the weld is PWHT'd 

at higher temperatures.  

6. The residual stress after PWHT at 500℃ yields a strong compressive stress near the 

surface of the SENB test pieces. The compressive residual stress is beneficial to fatigue 

crack growth as it increases the fatigue crack growth threshold values to 

approximately 8.3 MPa
√

m by creating a bowed crack front. In comparison, test 

pieces PWHT'd at 600℃ have much weaker compressive residual stress, and their 

fatigue crack growth threshold values are only approximately 4.5 MPa
√

m.  

7. Compared to the parent materials, the weld exhibits superior tensile strength and 

high cycle fatigue strength, reduced fracture toughness, and similar fatigue crack 

growth resistance. Process variables, upset and friction pressure, as well as crack 

orientation do not have significant effects on the fatigue crack growth resistance, 

fatigue crack growth threshold, and fracture toughness of the Ti-575 CWZ.  

8. The high relative upset in LFW of dissimilar titanium alloys is found to originate 

from the conditioning time, the delay in extrusion of one of the alloys. The 

conditioning time is associated with the discrepancy in flow stress and dynamic 𝛽 

transus.  

9. Increasing friction pressure is an effective way to reduce the conditioning time. It is 

predicted that the conditioning time can be completely eliminated by applying 

approximately 180 MPa of pressure, evident by both flow stress results and flash 

measurement. 

8.2 Future Work 

1. In the microstructural characterisation study, uncertainty in the phase identification 

of Ti-575 TMAZ remains due to the limited resolution of chemical and 
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crystallographic analyses using scanning electron microscopes. To fully understand 

the microstructural evolution in Ti-575 TMAZ during LFW, further investigation 

using transmission electron microscopes is needed.  

2. In the crystallographic texture development study, a unique geometry-dependent 

texture was discovered in Ti-575 TMAZ, exclusively at the bifurcation point. 

However, the effect of such texture on fatigue and fracture resistance and other 

mechanical properties remains unclear. Fatigue crack growth testing with cracks 

located precisely at this region of interest is required. 

3. In the study of fatigue and fracture, all mechanical testing was performed at room 

temperature for fan blisk applications. It is known that the service temperature of 

titanium alloys ranges from 300 to 600℃, which allows blisk applications in the low 

and intermediate pressure compressor. To certify the validity of such applications and 

expand the applicability of Ti-64:Ti-575 welds, an assessment of fatigue and fracture 

resistance at elevated temperatures is needed.  

4. In the processing study, the nature of relative upset in LFW'd dissimilar joints was 

investigated. It was proposed that the relative upset is associated with conditioning 

time, flow stress, and dynamic 𝛽 transus. Although the proposed theory is able to 

explain accurately the relative upset in Ti-64:Ti-575 welds, its applicability to other 

titanium alloys remains unclear. A systematic study on relative upset over a wide 

range of titanium alloys is required to further confirm the validity of the proposed 

theory.  
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Table 2.1 Slip systems in 𝛼-Ti [204, 205]. 

Burgers  
vector type 

Slip  
direction 

Slip  
plane 

No. of slip systems 

Total Independent 

𝑎 ⃗ 〈112̅0〉 {0002} 3 2 

𝑎 ⃗ 〈112̅0〉 {1010̅} 3 2 

𝑎 ⃗ 〈112̅0〉 {1011̅} 6 4 

𝑐 ⃗+ 𝑎 ⃗ 〈112̅3〉 {112̅2} 6 5 

 

Table 2.2 Influence of microstructure on selected properties of titanium alloys [22]. 

Fine Coarse Property Lamellar Equiaxed 

○ ○ Elastic modulus ○ +/− (texture) 

+ − Strength − + 

+ − Ductility − + 

−  + Fracture toughness + − 

+ − Fatigue crack initiation − + 

− + Fatigue crack propagation + − 

− + Creep strength + − 

+ − Superplasticity − + 

+ − Oxidation behaviour + − 

 

Table 2.3 Recommended PHWT (follow with air cooling) for several titanium alloys [206]. 

Alloy Temperature (℃) Time (hour) 

CP-Ti 480 - 595 1/4 - 4 

Ti-6Al-4V 480 - 650 1 - 4 

Ti-6Al-6V-2Sn (Cu+Fe) 480 - 650 1 - 4 

Ti-3Al-2.5V 540 - 650 1/4 - 2 

Ti-6Al-2Sn-4Zr-6Mo 595 - 705 1/4 - 4 

Ti-5Al-2Sn-2Zr-4Mo-4Cr 480 - 650 1 - 4 
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Table 3.1 Chemical composition of the Ti-64 and Ti-575 alloys. 

(wt.%) Ti Al V Si Fe C N O H 

Ti-64 [207] Base 5.5-6.75 3.5-4.5 - <0.40 <0.08 <0.05 <0.20 <0.015 

Ti-575 [13] Base 5.3 7.7 0.5 <0.25 <0.01 <0.01 <0.018 - 

 

Table 3.2 Selected material properties of the titanium alloys, where 𝑇𝛽 is 𝛽 transus, 𝑇𝑚 is 

melting point, 𝐸  is Young's modulus, 𝜎0.2%  is proof stress, UTS is ultimate 

tensile stress, and 𝜇  is Poisson's ratio. *The melting point of Ti-575 was 
calculated using Thermo-Calc software. 

 
Density 

(g/cm3) 

𝑇𝛽 

(℃) 

𝑇𝑚 

(℃) 
𝐸 

(GPa) 
𝜎0.2% 
(MPa) 

UTS 
(MPa) 𝜇 

Ti-64 [207] 4.42 996 1655 115.0 913 1002 0.32 

Ti-575 [13] 4.47 965 1696* 110.6 1050 1176 0.30 

 

Table 3.3 Pre-weld heat treatments of the titanium alloys. 

Alloy 
Solution Heat 

Treatment 
Annealing / Ageing 

Ti-64 1hr@965℃+AC 2hr@700℃+AC 

Ti-575 1hr@910℃+AC 8hr@500℃+AC 

 

Table 3.4 Processing parameters for each weld.  

Weld ID 
𝑇𝑚𝑎𝑥 
(mm) 

Pressure  
(MPa) 

Upset  
(mm) 

Frequency  
(Hz) 

Amplitude  
(mm) 

473-01 32 110 3.6 45 2 

473-02 32 110 4.2 45 2 

473-03 32 110 4.2 45 2 

473-04 32 130 4.2 45 2 

473-05 18 110 4.2 45 2 

473-06 18 110 4.2 45 2 

473-07 18 130 4.2 45 2 

473-08 18 90 4.2 45 2 
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Table 3.5 Grinding and polishing procedure used in the current study. 

Disc Suspension Load (N) RPM Duration (min) 

MD-Piano Water 40 300 Until Plain 

SiC P1200 Water 40 150 5 

SiC P2500 Water 40 150 5 

MD-Chem OPS 15 100 45 

 

Table 3.6 Lattice parameters used in indexing EBSPs and diffraction patterns. (Unit: Å) 

Phase Crystal Structure Space group a b c 

𝛼/𝛼′-Ti HCP P63/mmc 2.95 2.95 4.68 

𝛽-Ti BCC Im3m 3.31 3.31 3.31 

𝛼′′-Ti Orthorhombic Cmcm 3.01 4.97 4.68 

Ti5Si3 HCP P63/mcm 7.47 7.47 5.12 
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Table 4.1 Chemical composition of 𝛼 and 𝛽 phase in Ti-575 measured by EDS. (unit: wt.%) 

Phase Ti Al V Si Fe 

𝛼 88.5 6.6 4.3 0.7  

𝛽 77.5 3.7 17.7 0.5 0.6 

 

Table 4.2 Chemical composition of 𝛼 and 𝛽 phase in Ti-64 measured by EDS. (unit: wt.%) 

Phase Ti Al V Si Fe 

𝛼 89.1 7.6 3.3   

𝛽 82.1 4.1 12.9  0.9 

 

Table 4.3 Chemical composition of as-welded CWZ in Ti-575 measured by EDS. (unit: wt.%)  

Ti Al V Si Fe 

86.0 5.2 7.7 0.8 0.3 

 

Table 4.4 Chemical composition of as-welded CWZ in Ti-64 measured by EDS. (unit: wt.%)  

Ti Al V Si 

88.7 5.9 3.7 0.0 

 

Table 4.5 Chemical composition of 𝛼 and 𝛽 phase in Ti-575 CWZ in PWHT'd condition, 
measured from the labelled location in Figure 4.32. 

(wt.%) Ti Al V Si Fe 

𝛼 phase 88.2 5.8 5.3 0.7 0.1 

𝛽 phase 65.9 2.0 30.1 1.5 1.6 

 

Table 4.6 Chemical composition of Ti-64 CWZ in PWHT'd condition, measured from the 
labelled location in Figure 4.37. 

Location Ti Al V Fe 

A 77.6 6.0 14.0 2.5 

B 78.2 5.9 13.5 2.4 

C 78.6 6.4 12.7 2.2 

D 83.8 7.5 7.7 1.0 

E 79.8 7.1 11.0 2.1 

F 81.6 6.7 10.1 1.7 

G 88.3 8.6 3.0 0.1 
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Table 6.1 Tensile testing results. *A change in strain rate was employed during the test of 
HT003, resulting in a notably higher UTS.   

Sample ID 
𝑇𝑚𝑎𝑥 

(mm) 

Pressure 
(MPa) 

Upset 
(mm) 

PWHT 𝐸 
(GPa) 

𝜎0.2% 

(MPa) 

UTS 
(MPa) 𝜀𝑝𝑙 Failure location 

HT001 32 110 3.6 1hr@600°C 90 893 957 11.0% Ti-64 Parent 

HT002 32 110 3.6 1hr@600°C 99 903 963 14.3% Ti-64 Parent 

HT003 18 130 4.2 1hr@600°C 91 897 980* 12.3% Ti-64 Parent 

HT004 18 130 4.2 1hr@600°C 92 896 959 12.6% Ti-64 Parent 

 

Table 6.2 Diameter of tensile specimens before/after testing. 

Sample ID 

 
Before Testing 

 
After Testing 

 
Gauge Diameter 

(mm) 

 
Interface Diameter 

(mm) 
Ti-575 Diameter  

(mm) 

HT001 
 

4.98 
 

4.989 4.964 

HT002 
 

5.00 
 

5.001 4.986 

HT003 
 

5.00 
 

4.998 4.986 

HT004 
 

5.00 
 

4.999 4.985 
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Table 6.3 High cycle fatigue testing results.  

Sample ID 
𝑇𝑚𝑎𝑥  

(mm) 

Pressure 
(MPa) 

Upset 
(mm) 

PWHT 𝑅 
𝜎𝑚𝑎𝑥 

(MPa) 
Cycles 

Failure  
Location 

HF001 32 110 4.2 1hr@600°C 0.3 450 1.80 × 107 Ti-64 Parent 

HF002 32 110 3.6 1hr@600°C 0.3 600 1.18 × 106 Ti-64 Parent 

HF003 32 110 3.6 1hr@600°C 0.3 500 4.62 × 106 Ti-64 Parent 

HF004 32 110 3.6 1hr@600°C 0.3 550 2.05 × 106 Ti-64 Parent 

HF005 32 110 4.2 1hr@600°C 0.3 600 7.67 × 105 Ti-64 Parent 

HF006 32 110 4.2 1hr@600°C 0.3 600 8.11 × 105 Ti-64 Parent 

HF007 32 110 4.2 1hr@500°C 0.3 600 9.21 × 105 Ti-64 Parent 

HF008 32 110 4.2 1hr@500°C 0.3 600 6.33 × 105 Ti-64 Parent 

HF009 32 110 4.2 1hr@500°C 0.1 600 8.19 × 105 Ti-64 Parent 

HF010 32 110 4.2 1hr@500°C 0.7 600 5.26 × 107 Run out 

HF010 32 110 4.2 1hr@500°C 0.7 800 1.83 × 106 Ti-64 Parent 

HF011 32 110 4.2 1hr@500°C 0.3 525 4.19 × 106 Ti-64 Parent 

HF012 32 110 4.2 1hr@500°C 0.3 575 2.36 × 106 Ti-64 Parent 

HF013 18 130 4.2 1hr@600°C 0.3 600 8.51 × 105 Ti-64 Parent 

HF014 18 130 4.2 1hr@600°C 0.3 800 1.53 × 105 Ti-64 Parent 

HF015 18 130 4.2 1hr@600°C 0.3 750 3.21 × 105 Ti-64 Parent 

HF016 18 130 4.2 1hr@500°C 0.3 800 1.00 × 105 Ti-64 Parent 

HF017 18 130 4.2 1hr@500°C 0.3 700 4.26 × 105 Ti-64 Parent 

HF018 18 130 4.2 1hr@500°C 0.3 775 2.76 × 105 Ti-64 Parent 
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Table 6.4 Fatigue crack growth threshold testing results. All specimens have 𝑇𝑚𝑎𝑥 = 32 mm. All tests were performed with stress ratio 

𝑅 = 0.1 at room temperature. Crack orientation denoted by // and ⊥ represent crack propagated parallel and perpendicular 
to the oscillation direction, respectively. Crack location denotes the region where the crack reached its fatigue threshold. 

Sample ID 
Pressure 
(MPa) 

Upset 
(mm) 

W 
(mm) 

B 
(mm) 

PWHT 
Crack 

Orientation 
Crack 

Location 𝑎/𝑊  
Δ𝐾𝑡ℎ 

(MPa
√

m) 

𝐾𝑄 

(MPa
√

m) 

𝐾- 
Validity 

CP002 110 4.2 10.07 9.08 1hr@600°C // Ti-575 CWZ 0.42 4.8 29.8 Invalid 

CP003 110 4.2 9.10 10.10 1hr@500°C // Ti-575 CWZ 0.59 7.6 25.0 Invalid 

CP004 110 4.2 10.09 9.08 1hr@600°C // Ti-575 CWZ 0.57 4.5 29.9 Invalid 

CP006 110 4.2 9.09 10.08 1hr@600°C ⊥ Ti-575 CWZ 0.51 4.3  Invalid 

CP007 110 4.2 10.10 9.08 1hr@500°C ⊥ Ti-575 CWZ 0.55 8.3 26.3 Invalid 

CP008 110 4.2 9.07 10.08 1hr@600°C ⊥ Interface 0.45 4.4 26.3 Invalid 

CP010 110 3.6 10.10 9.09 1hr@600°C // Interface 0.45 4.6 28.6 Invalid 

CP012 110 3.6 10.06 9.07 1hr@600°C // Ti-575 Parent 0.50 5.0 44.8 Invalid 

CP014 110 4.2 10.06 9.07 1hr@600°C // Ti-64 Parent 0.56 5.5 66.8 Invalid 

CP017 130 4.2 10.06 9.06 1hr@600°C // Ti-575 CWZ 0.43 4.2 24.5 Invalid 

CP001L 110 4.2 9.10 4.97 1hr@500C // Ti-575 CWZ 0.57 5.6 25.8 Valid 

CP001R 110 4.2 9.10 4.91 1hr@500C // Ti-575 CWZ 0.65 5.7 30.7 Invalid 

CP005L 110 4.2 10.08 4.45 1hr@500C ⊥ Ti-575 CWZ 0.50 8.1 33.7 Invalid 

CP005R 110 4.2 10.08 4.43 1hr@500C ⊥ Interface 0.55 8.6 33.8 Invalid 

CP009L 110 3.6 9.10 4.98 1hr@500C // Ti-575 TMAZ 0.47 7.1 30.5 Invalid 

CP009R 110 3.6 9.10 4.91 1hr@500C // Ti-575 CWZ 0.57 5.7 30.3 Invalid 

CP011L 110 3.6 10.06 4.46 1hr@600C // Ti-575 CWZ 0.52 4.6 22.2 Invalid 
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Table 6.5 Fatigue crack propagation testing results. All specimens have 𝑇𝑚𝑎𝑥 = 32 mm. All tests were performed with stress ratio 𝑅 =

0.1  at room temperature. All cracks propagated parallel to the oscillation direction. Crack location denotes the region where 

the crack propagated during the test. The Δ𝐾 range indicates the measured crack growth rate within the linear Paris regime. 

The data within Δ𝐾 range was used to calculate the Paris law constants 𝐴 and 𝑚.   

Sample ID 
Pressure 
(MPa) 

Upset 
(mm) 

W 
(mm) 

B 
(mm) 

PWHT 
Crack 

Location 
𝐴 

(mm/cycle) 𝑚 
Δ𝐾 range 

(MPa
√

m) 
𝑎/𝑊  

𝐾𝑚𝑎𝑥 

(MPa
√

m) 

𝐾𝑄 

(MPa
√

m) 

𝐾- 
Validity 

CP011R 110 3.6 10.06 4.40 1hr@600°C Ti-575 CWZ 2.24 × 10−7 2.2  13.3 – 23.4 0.55 31.2  Valid 

CP013L 110 4.2 10.08 4.42 1hr@600°C Ti-575 CWZ 1.77 × 10−7 2.3  13.0 – 23.2 0.49 31.2 30.5 Valid 

CP013R 110 4.2 10.07 4.48 1hr@600°C Ti-575 CWZ 3.28 × 10−7 2.0  13.3 – 22.0 0.51 30.5 29.4 Valid 

CP015L 130 4.2 10.06 4.44 1hr@600°C Ti-575 CWZ 1.77 × 10−8 3.0  8.6 – 20.1 0.70 31.0  Valid 

CP015R 130 4.2 10.06 4.42 1hr@600°C Ti-64 CWZ 3.44 × 10−8 2.6  6.1 – 33.6 0.58  60.6 Invalid 

CP016L 130 4.2 10.06 4.42 1hr@600°C Ti-575 Parent 1.18 × 10−8 3.0  12.7 – 32.9 0.70 50.3  Valid 

CP016R 130 4.2 10.07 4.47 1hr@600°C Ti-64 Parent 2.71 × 10−8 2.6  20.4 – 50.4 0.66  73.4 Invalid 

CP021L 130 4.2 10.06 4.41 1hr@500°C Ti-575 CWZ 1.57 × 10−8 3.0  13.2 – 27.1 0.46 34.9 33.6 Valid 

CP021R 130 4.2 10.06 4.41 1hr@600°C Ti-64 CWZ 1.39 × 10−7 2.3  19.6 – 40.0 0.48 54.4 60.7 Invalid 

CP022L 130 4.2 10.06 4.46 1hr@600°C Ti-575 Parent 5.96 × 10−8 2.6  25.7 – 31.1 0.31  49.3 Invalid 

CP022R 130 4.2 10.06 4.43 1hr@600°C Ti-64 Parent 3.40 × 10−7 2.0  27.9 – 48.8 0.48 67.7 80.4 Invalid 
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Table 6.6 List of all fatigue crack growth path in the weld zones. 

Sample ID 
Crack  
Location 

Side Crack Path 

CP001L Ti-575 CWZ 
Front Straight crack in Ti-575 

Back Crack in Ti-575 deviate away from the interface 

CP001R Ti-575 CWZ 
Front Crack in Ti-575 deviate away from the interface 

Back Crack initiated in Ti-64, went across interface to Ti-575 

CP002 Ti-575 CWZ 
Front Straight crack in Ti-575 

Back Crack in Ti-575 deviate away from the interface 

CP003 Ti-575 CWZ 
Front Crack in Ti-575 deviate away from the interface 

Back Crack didn't break through the surface 

CP004 Ti-575 CWZ 
Front Crack initiated in Ti-64, went across interface to Ti-575 

Back Crack in Ti-575 deviate away from the interface 

CP005L Ti-575 CWZ 
Front Straight crack in Ti-575 

Back Crack in Ti-575 deviate toward the interface 

CP005R Interface 

Front Straight crack in Ti-575 

Back 
Crack in Ti-575 deviate toward the interface,  
then grow along the interface 

CP006 Ti-575 CWZ 
Front Straight crack in Ti-575 

Back Crack in Ti-575 deviate away from the interface 

CP007 Ti-575 CWZ 
Front Crack didn't break through the surface 

Back Straight crack in Ti-575 

CP008 Interface 
Front Crack in Ti-64 deviate toward the interface 

Back Crack in Ti-575 deviate away from the interface 

CP009L Ti-575 TMAZ 
Front Crack in Ti-575 deviate away from the interface 

Back  

CP009R Ti-575 CWZ 
Front Crack in Ti-575 deviate away from the interface 

Back Crack in Ti-575 deviate away from the interface 

CP010 Interface 
Front Straight crack at the interface 

Back Crack in Ti-575 deviate away from the interface 

CP011L Ti-575 CWZ 
Front Crack in Ti-575 deviate away from the interface 

Back Crack in Ti-575 deviate away from the interface 

CP011R Ti-575 CWZ 
Front Crack in Ti-575 deviate away from the interface 

Back Crack in Ti-575 deviate away from the interface 

CP013L Ti-575 CWZ 
Front Crack in Ti-575 deviate away from the interface 

Back Crack in Ti-575 deviate away from the interface 

CP013R Ti-575 CWZ 
Front Crack in Ti-575 deviate away from the interface 

Back Crack in Ti-575 deviate away from the interface 

CP015L Ti-575 CWZ 
Front Crack in Ti-575 deviate away from the interface 

Back Crack in Ti-575 deviate away from the interface 

CP015R Ti-64 CWZ 
Front Crack in Ti-64 deviate toward the interface 

Back Crack in Ti-64 deviate toward the interface 

CP021L Ti-575 CWZ 
Front Crack in Ti-575 deviate away from the interface 

Back Crack in Ti-575 deviate away from the interface 

CP021R Ti-64 CWZ 
Front Crack in Ti-64 deviate toward the interface 

Back Crack in Ti-64 deviate toward and away from the interface 
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Table 6.7 Summary of all fatigue crack growth path deviation in weld zones. The ̀ =' symbol 
denotes that the destination is the same as the initiation. 

Test Initiation Deviation Destination Count 

Threshold Ti575 CWZ Away from interface = 12 

Threshold Ti575 TMAZ Away from interface = 2 

Threshold Ti575 CWZ Toward interface = 2 

Threshold Ti64 CWZ Toward interface = 1 

Threshold Ti64 CWZ Toward interface Ti575 CWZ 2 

Threshold  No deviation  7 

Crack Prop Ti575 CWZ Away from interface = 10 

Crack Prop Ti64 CWZ Toward interface = 3 
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Figure 1.1 The materials usage in different parts of Trent engines (image courtesy: Rolls-
Royce plc). 
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Figure 1.2 Render of a Rolls-Royce Trent engine. Figure highlights regions of titanium use 
and common load regimes [95]. 
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Figure 1.3 (a) Mechanically assembled blades and disc. (b) Integrally bladed disc (Blisk) 
[128]. 

 

Figure 1.4 Typical loading condition for turbine blades. (Modified from [208]) 
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Figure 2.1  Schematic phase diagram of titanium alloys with various alloying elements [23]. 

  

Figure 2.2  Pseudo-binary section through a 𝛽-isomorphous phase diagram [27]. 
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Figure 2.3  Schematic diagrams of (a) HCP and (b) BCC crystal structures in titanium [22]. 

 

Figure 2.4  Slip planes and slip directions in hexagonal 𝛼 phase [95]. 

(a) (b) 
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Figure 2.5  Temperature dependence of CRSS for slip with 𝑎 ⃗and 𝑐 ⃗+ 𝑎 ⃗Burgers vectors in 
single crystals of Ti-6.6Al [209]. 

 

Figure 2.6  Modulus of elasticity 𝐸 of 𝛼-Ti single crystals as a function of declination angle 

𝛾 [210]. 
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Figure 2.7  Schematic diagram of atomic distortion resulting from 𝛼 ↔ 𝛽  phase 
transformation [22]. 

 

Figure 2.8  Schematic diagram of the diffusional phase transformation process during cooling 

from 𝛽 phase [46]. 
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Figure 2.9  Schematic 𝛽  isomorphous phase diagram showing the quenched products in 

titanium and zirconium alloys. XB denotes the atomic fraction of the 𝛽 stabiliser 
[24].  
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Figure 2.10  The lattice correspondence between BCC, HCP, and orthorhombic unit 
cells in titanium alloys. The BCC unit cell is indicated by the black dashed 

lines and denoted by `𝛽'; the HCP unit cell is indicated by the black solid lines 

and denoted by `𝛼'; the orthorhombic unit cell is indicated by the red solid lines 
and denoted by `o'. (Modified from [10])  
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Figure 2.11  Schematic diagram of (a) HCP unit cell and atomic layers; (b) atomic 
shearing process during martensitic transformation from BCC to 
orthorhombic or HCP structures. The dotted lines indicate the outline of 
orthorhombic unit cell. `y' denotes the normalised displacement of atoms.  

 

Figure 2.12  Orthorhombic unit cell of 𝛼′′ phase in titanium. ̀ y' denotes the displacement 
of atoms from the face-centred positions. (Modified from [44])  
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Figure 2.13 (a) 𝛽  annealed and (b) 𝛽  processed processing routes for fully lamellar 
microstructure [23]. 

(a)

(b)
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Figure 2.14 Fully lamellar microstructures of (a) TC-21 alloy in the 𝛽 annealed condition 

[211] and (b) Ti-6246 in the 𝛽 processed condition [23].  

 

Figure 2.15 Typical bi-modal microstructure in 𝛼 + 𝛽 titanium alloys [212].  

(a) (b)
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Figure 2.16 Processing route for bi-modal microstructure [23]. 

 

Figure 2.17 Typical fully equiaxed microstructure in 𝛼 + 𝛽 titanium alloys [213]. 
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Figure 2.18 Processing routes for fully equiaxed microstructure. (a) Slow cooling from bi-
modal recrystallisation temperature; (b) recrystallise at low temperature; (c) mill-
annealed condition [23]. 
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Figure 2.19 Elastic (Young's) modulus 𝐸 of single-crystalline iron as a function of crystal 
direction. Clearly, the values strongly differ from the well-known bulk modulus 
of 210 GPa (dotted line), which is only obtained in isotropic, that is, texture-free 
material [89]. 

 

Figure 2.20 Relationship between the specimen coordinate system X, Y, Z (or RD, TD, ND 
for a rolled product) and the crystal coordinate system [100], [010], [001] where 
the cubic unit cell of one crystal in the specimen is depicted. The cosines of the 

angles 𝛼1, 𝛽1, 𝛾1 give the first row of the orientation matrix [89]. 
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Figure 2.21 Schematic illustration of the relationship between the crystal and specimen axes 
for the (110)[001] Goss orientation, that is, the normal to (110) is parallel to the 
specimen ND, or Z axis and [001] is parallel to the specimen RD, or X axis [89]. 

 

Figure 2.22 Definition of the orientation of a coordinate system, following the conventional 
interpretation of the Euler angles. The orientation is determined as the result of 

three consecutive rotations, performed about the 𝑧, 𝑥′, and 𝑧′′ axes by the angles 

𝜑1, Φ, and 𝜑2, respectively [100]. 
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Figure 2.23 Diagram showing the angle/axis of rotation. 

 

Figure 2.24 Schematic diagram illustrating the construction of a pole figure and the 
relationship between crystal orientation and sample frame [214]. 
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Figure 2.25 An example of contour pole figure. The intensity of texture components is 
indicated as multiple of random distribution (MRD). [215] 

 

Figure 2.26 Schematic diagram illustrating the generation of inverse pole figures [214].  

MRD 
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Figure 2.27 An example of inverse pole figure. The inverse pole figure on the left is divided 
into stereographic triangles. Due to the symmetry of the crystal, it is common to 
extract and display a reduced portion of the whole figure, shown on the right. 
Miller indices in the figure refer to directions in the local crystallographic frame 
[100]. 

 

Figure 2.28 Schematic diagram of crystal orientation, inverse pole figure, and orientation map 
[214]. 
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Figure 2.29 Examples of ODF visualised in (a) the three-dimensional Euler space and in (b) 

a series of 𝜑2 sections through the Euler space. [89]. 

 

Figure 2.30 Examples of ODF visualised in sigma sections for hexagonal crystals (Courtesy 
of MTEX). Each section is visualised as c-axis pole figure with arrows indicating 
the direction a-axis.  
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Figure 2.31 A typical geometry for EBSD, showing the tilted sample and the EBSP projected 
onto a phosphor screen at the end of the EBSD detector [216].  

 

Figure 2.32 Formation of backscatter Kikuchi patterns by EBSD. [89]. 
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Figure 2.33 Spherical diffraction patterns generated by different orientations of a cubic 
structure [216]. 

 

Figure 2.34 Schematic illustration of ideal Goss {110}〈001〉  and cube {001}〈100〉  texture 
[217]. 

 

Figure 2.35 Schematic illustration of ideal copper {112}〈111〉̅ texture. 
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Figure 2.36 Schematic illustration of ideal brass {110}〈112̅〉 texture. 

 

Figure 2.37 Standard (110) and (111) pole figures showing ideal texture components. 
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Figure 2.38 (001) Pole figure showing (110) fiber along (a) ND, (b) RD, and (c) TD [218]. 

 

Figure 2.39 (110) and (111) pole figures showing important ideal orientations associated with 
simple shear deformation of bcc materials. SPN denotes shear plane normal, and 
SD denotes shear direction. Note that these pole figures are presented as equal 
angle projection. (Modified from [105]) 
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Figure 2.40 (0001) and (112̅0) pole figures showing important ideal orientations associated 
with simple shear deformation of hcp materials. SPN denotes shear plane normal, 
and SD denotes shear direction. Note that these pole figures are presented as 
equal angle projection. (Modified from [105]) 

             
           
                               
                               
                                



Figures 

 

216 
 

 

Figure 2.41 (0002)𝛼  pole figures formed during rolling and forging within the indicated 

temperatures in 𝛼 + 𝛽 titanium alloys (schematically). (Modified from [95, 23]) 
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Figure 2.42 Schematic diagram of (a) LFW process and (b) its process phases. (c) The 

variation of process variables during LFW process [123–125]. 
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Figure 2.43 Schematic diagram of the parameter traces that are obtained during the LFW 
process [127]. 
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Figure 2.44 Thermal profiles in Ti-6Al-4V linear friction welds showing the effects of the 

rubbing velocity, 𝑣𝑟 , pressure, 𝑃𝑛 , and in-plane width. These profiles were 
obtained from FEA [128]. 

 

Figure 2.45 Simulated temperature profiles at the interface (a) before the forging phase; (b) 
during the whole linear friction welding process. [136]. 

(a) (b)
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Figure 2.46 Temperature distribution in the rubbing interface of the stationary part. The 
temperature is showed at the time when the desired upset is reached and the 
relative movement starts slowing down [137]. 

 

Figure 2.47 An optical micrograph of Ti-64 after linear friction welding [2]. 
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Figure 2.48 Schematic comparison of the stress-strain behaviour between linear elastic, 
elastic-plastic and nonlinear elastic materials [164]. 

 

Figure 2.49 Stress normal near a crack tip and the singularity zone. [164] 
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Figure 2.50 Estimation of the plastic zone size. The slashed area indicates the stress must be 
redistributed, resulting in a larger plastic zone. [164] 

 

Figure 2.51 Schematic diagram of the stress normal, plastic zone, and singularity dominated 
zone. [164] 
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Figure 2.52 The shape of plastic zone around a through-thickness crack. [159] 

  

Figure 2.53 (a) Constant amplitude fatigue crack growth under small-scale yielding 
conditions. (b) The plastic zones introduced by fatigue crack growth. [164]. 
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Figure 2.54 Typical fatigue crack growth behaviour composed of three distinct regimes in 

𝑑𝑎/𝑑𝑁  vs. Δ𝐾 curve in metals [219]. 

 

Figure 2.55 Fatigue crack growth in the (a) threshold regime and (b) Paris regime. [163] 

 

Figure 2.56 Micro-mechanism of crack propagation in threshold regime [170]. 
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Figure 2.57 Fatigue striations resulting from different stress range [163]. 
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Figure 2.58 Micro-mechanism of fatigue crack growth in the Paris regime [220]. (a) under 
zero stress; (b) under small tensile stress; (c) under maximum tensile stress; (d) 
onset of compressive stress; (e) under maximum compressive stress. 
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Figure 2.59 Micro-mechanism of the formation of persistent slip bands and the resultant 
extrusion and intrusion on the surface. (a) under zero stress; (b) under maximum 
tensile stress; (c) under maximum compressive stress. (Adapted from [221]) 
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Figure 2.60 Schematic illustration of short fatigue crack growth [172]. 
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Figure 3.1 Schematic illustration of linear friction welding process and the weld geometry 
used in this study. 

 

Figure 3.2 The oscillation stroke and upset curves during LFW process. Four distinct phases 
in LFW can be identified from these curves. 
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Figure 3.3 Schematic temperature profile of a PWHT at 600℃ for 1 hour. 

 

Figure 3.4 Schematic illustration of the orientation of test pieces and samples extraction 
with respect to the oscillation direction. 
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Figure 3.5 Schematic illustration of the sample coordination used in EBSD measurements. 
(FD: forge direction, OD: oscillation direction) 

 

Figure 3.6 Validation result for automatic indent size recognition MATLAB® script. The 
maximum difference between manual measurement and the script is less than 3%. 
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Figure 3.7 Four-point bending test configuration (Modified from [12]). 

 

Figure 3.8 An example of the crack length measurement on the fracture surface. 
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Figure 3.9 Schematic diagram of 95% secant method and the definition of 𝑃𝑄 (Denoted as 

𝐹𝑄 in the diagram) [191]. 

 

Figure 3.10 Schematic diagram of the location of residual stress measurements. The dashed 
line denotes the weld interface. (Unit: mm) 
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Figure 3.11 An optical macrograph of the flash. 

 

Figure 3.12 An example of flash thickness measurement of Figure 3.11. 
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Figure 3.13 Ridge formation mechanism simulated by finite element analysis [135]. 
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Figure 3.14 An example of flash thickness measurement overlaps onto the oscillation stroke 
by correlating the ridges and cycle count. 

 

Figure 3.15 Photograph of the experimental setup of flow stress testing. 
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Figure 3.16 Temperature profiles of dynamic beta approach heat treatments. 
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Figure 3.17 (a) A SEI of Ti-575 after dynamic beta approach heat treatment at 1000℃. (b) 
The corresponding EBSD grain map. (c) A high magnification SEI of one retained 

𝛼𝑝 grain. (d) The corresponding EBSD orientation map of the retained 𝛼𝑝 grain. 

(e) The corresponding EBSD phase map of the retained 𝛼𝑝 grain. 
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Figure 4.1 Optical micrograph of a Ti-64:Ti-575 linear friction weld in as-welded condition. 
Each weld zone can be distinguished by its appearance in the micrograph. 

 

Figure 4.2 Macro images of as-welded Ti-64:Ti-575 linear friction welds. (a) 𝑇𝑚𝑎𝑥 = 18 mm, 

Weld ID = 473-05; (b) 𝑇𝑚𝑎𝑥 = 32 mm, Weld ID = 473-03. 
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Figure 4.3 Zone size measurement for Ti-64:Ti-575 linear friction welds. (a) 𝑇𝑚𝑎𝑥 = 18 mm, 

Weld ID = 473-05; (b) 𝑇𝑚𝑎𝑥 = 32 mm, Weld ID = 473-03. 
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Figure 4.4 (a) Low and (b) high magnification secondary electron images of Ti-575 parent 

material. 𝛼 and 𝛽 phase in SEI appears dark and bright, respectively. 
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Figure 4.5 EBSD mapping for grain size analysis for Ti-575. (a) Orientation map. (b) Phase 

map. (c) Primary 𝛼 grain size distribution. (d) Pole figures of {0001} and {112̅0} 
planes. 

 

Figure 4.6 Secondary electron image of the HAZ of Ti-575 side in as-welded condition. 
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Figure 4.7 (a) Low magnification and (b) high magnification secondary electron image of 
outer TMAZ of Ti-575 in as-welded condition. 
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Figure 4.8 Secondary electron image of inner TMAZ in Ti-575 in as-welded condition. 

 

Figure 4.9 Secondary electron image of CWZ in Ti-575 in as-welded condition. 

(a)
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Figure 4.10 (a) Low and (b) high magnification secondary electron images of Ti-64 parent 

material. 𝛼 and 𝛽 phase in SEI appears dark and bright, respectively. 
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Figure 4.11 EBSD mapping for grain size analysis for Ti-64. (a) Orientation map. (b) Phase 

map. (c) Primary 𝛼 grain size distribution. (d) Pole figures of {0001} and {112̅0} 
planes. 

 

Figure 4.12 Secondary electron image of the HAZ of Ti-64 side in as-welded condition. 
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Figure 4.13 Secondary electron image of TMAZ in Ti-64 in as-welded condition. 

 

Figure 4.14 Secondary electron image of CWZ in Ti-64 in as-welded condition. 

(b)
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Figure 4.15 Secondary electron images of Ti-575 HAZ in PWHT'd condition. 

 

Figure 4.16 Secondary electron image of Ti-575 outer TMAZ in PWHT'd condition. 
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Figure 4.17 Secondary electron images of Ti-575 inner TMAZ in PWHT'd condition. 

 

Figure 4.18 Secondary electron image of CWZ in Ti-575 in PWHT'd condition. 
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Figure 4.19 Secondary electron images of Ti-64 HAZ in PWHT'd condition. 

 

Figure 4.20 Secondary electron images of Ti-64 TMAZ in PWHT'd condition. 
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Figure 4.21 Secondary electron image of CWZ in Ti-64 in PWHT'd condition. 

 

Figure 4.22 (a) Bright field image of Ti5Si3. (b) EDS spectrum obtained from the bounded 
region in Figure (a) and the corresponding table of chemical composition. (c)-(e) 

Selected area diffraction patterns with beam direction (c) [120], (d) [251]̅, and (e) 

[121]̅. 
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Figure 4.23 (a) Secondary electron image, (b) EBSD phase map, and (c) EBSD orientation 

map of outer TMAZ of Ti-575 in as-welded condition. Step size = 0.2 μm. 
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Figure 4.24 EDS and EBSD line scan of the stripe within Ti-575 outer TMAZ in as-welded 
condition. (a) Low magnification secondary electron image. (b) High 
magnification electron image at the bounded area of figure (a). The yellow line 
indicates the location of EDS line scan. The blue squares indicate the location of 
EBSD line scan. (c) Vanadium and (d) aluminium wt. % profile obtained from 

the EDS line scan. (e) Pole figures of {0001} and {112̅0} planes, the visualisation 
of the dominant crystal orientation, and (f) misorientation profile obtained from 
the EBSD line scan. 

 

Figure 4.25 EDS line scan of the boundary between primary 𝛼 and retained 𝛽 phase in outer 
TMAZ of Ti-575 in as-welded condition. (a) low magnification and (b) high 
magnification secondary electron images. (c) Vanadium wt. % profile. (d) 
Aluminium wt. % profile. 
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Figure 4.26 EDS line scan across the 𝛼 and 𝛽 phase boundary in Ti-575 parent material. (a) 
Secondary electron image with yellow line indicating the location of the line scan. 
(b) Vanadium wt.% profile. (c) Aluminium wt.% profile. 
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Figure 4.27 EBSD maps of inner TMAZ in Ti-575 in as-welded condition. (a) Band contrast. 

(b) Phase map. (c) Orientation map. (d) Reconstructed prior 𝛽 orientation map. 

(Step size: 0.2 μm) 
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Figure 4.28 EBSD maps of CWZ in Ti-575 in as-welded condition. (a) Band contrast. (b) 

Phase map. (c) Orientation map. (d) Reconstructed prior 𝛽 orientation map. 
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Figure 4.29 EBSD maps of the boundary between CWZ and TMAZ in Ti-575 in the as-welded 

condition, taken at 50 μm away from the weld interface. (a) Band contrast. (b) 

Phase map. (c) Orientation map. (Step size: 0.2 μm) 
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Figure 4.30 (a) Secondary electron image of Ti-64 TMAZ in as-welded condition. (b) 
Visualisation of the orientation and the crystal structure measured by EBSD 
point & ID at the labelled location. 
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Figure 4.31 EBSD maps of CWZ in Ti-64 in as-welded condition. (a) Band contrast. (b) 

Phase map. (c) Orientation map. (d) Reconstructed prior 𝛽 orientation map. 
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Figure 4.32 A bright field STEM image and EDS maps taken from the CWZ of Ti-575 in 
PWHT'd condition. 

V Al

Fe TiSi

  



Figures 

 

261 
 

 

Figure 4.33 A bright field STEM image and EDS maps taken from the CWZ of Ti-575 in 
PWHT'd condition. 

BF

                      

                            

(a)

(d) (e) (f)

(b)

(g) (h) (i)

(c)

                    

    

    

      

      

      
      



Figures 

 

262 
 

 

Figure 4.34 (a) Optical macrograph of a twin-jet polished sample. (b) High magnification 
view of the bounded area in Figure (a). The region surrounding the hole is 
electron transparent. 

 

Figure 4.35 (a) Low and (b) high magnification bright field images of CWZ in Ti-64 in 
PWHT'd condition. 
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Figure 4.36 TEM images taken from the CWZ of Ti-64 in PWHT'd condition, specifically 

illustrating the 𝛽 precipitates. (a) Bright field image. (b) [001]𝛽  selected area 

diffraction pattern. (c) and (d) Dark field images. 
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Figure 4.37 A bright field STEM image and EDS maps taken from the CWZ of Ti-64 in 
PWHT'd condition. 
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Figure 4.38 TEM images taken from the CWZ of Ti-64 in PWHT'd condition, specifically 

illustrating the 𝛼 grain. (a) Bright field and (b) dark field images. (c) [120]𝛼 and 

(d) [581]̅𝛼 selected area diffraction pattern. 
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Figure 5.1 𝛼 texture measured in CWZ of (a) Ti-575 and (b) Ti-64. Pole figures are aligned 
with FD and OD. 
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Figure 5.2 (a) Orientation map and (b) inverse pole figures measured in Ti-64 CWZ. (c) 

Prior 𝛽  orientation map and (d) inverse pole figures reconstructed from 
Figure (a)(b). Note that the inverse pole figures are aligned with OD, FD, and 
TD. 
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Figure 5.3 Pole figures of the reconstructed prior 𝛽 phase in the CWZ of (a) Ti-575 and (b) 
Ti-64. Note that the pole figures are aligned with FD and OD. 
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Figure 5.4 Schematic visualisation of (a) (112̅)[111]𝛽 and (b) (112)[11̅1̅]𝛽 orientations, along 

with their (c) simulated 𝛽 texture. The texture components labelled as `A' were 

inherited from (112̅)[111]𝛽, while the components labelled as `B' were inherited 

from (112)[11̅1̅]𝛽. The dashed line associated with the longitudinal axis of (110̅) 
plane correlates to the texture components marked in Figure (c). (d) Simulated 

𝛼 texture inherited from the 𝛽 textures following Burgers orientation relationship 
without variant selection. 
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Figure 5.5 (a) 𝛼 and (b) 𝛽 texture measured in Ti-64 TMAZ at the bifurcation point. Pole 
figures are aligned with FD and OD. 
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Figure 5.6 (a) 𝛼 and (b) 𝛽 texture measured in Ti-575 TMAZ at the bifurcation point. Pole 
figures are aligned with X and Z directions. 
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Figure 5.7 (a) 𝛼 phase orientation map with corresponding (b) inverse pole figures, and (c) 

𝛽 phase orientation map with corresponding (d) inverse pole figures, all measured 
at bifurcation point of Ti-575 TMAZ. Note that the inverse pole figures are 
aligned with X, Y, and Z directions. 

(a) (b)

(c) (d)

X

Z

X

Z



Figures 

 

273 
 

 

Figure 5.8 (a) Y-orientation map, (b) inverse pole figures, (c) Z-orientation map, and (d) 

pole figures of prior 𝛽 phase reconstructed from Figure 5.7. Note that the pole 
figures are aligned with X and Z directions. 
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Figure 5.9 (a) Schematic visualisation of {110}〈001〉𝛽  texture and its (b) simulated 𝛽 

texture. The dashed line associated with longitudinal axis of (110̅)  plane 

correlates to the texture components marked in Figure (b). (c) Simulated α 

texture inherited from the 𝛽  texture following the Burgers orientation 
relationship without variant selection. 
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Figure 5.10 Prior 𝛽 orientation map along sample Z direction (equivalently forge direction) 
at the bifurcation point of Ti-575 TMAZ. This map was stitched and 
reconstructed from six EBSD mappings. 
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Figure 5.11 (0001)𝛼  and (112̅0)𝛼 pole figures measured in Ti-64 CWZ presented in equal 
angle projection. Note that these pole figures are the same as Figure 5.1 (b), 
except from different type of projection. Simple shear textures of HCP materials 
(see Figure 2.40) are overlaid onto the pole figures, where FD // SPN and OD 
// SD. 
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Figure 5.12 (110)𝛽  and (111)𝛽  pole figures of reconstructed prior 𝛽 texture in Ti-64 CWZ 
presented in equal angle projection. Note that these pole figures are the same as 
Figure 5.3 (b), except from different type of projection. Simple shear textures of 
BCC materials (see Figure 2.39) are overlaid onto the pole figures, where FD // 
SPN and OD // SD. 
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Figure 5.13 (0001)𝛼 and (112̅0)𝛼 pole figures measured in Ti-575 TMAZ at bifurcation point 
presented in equal angle projection. Note that these pole figures are the same as 
Figure 5.6 (a), except from different type of projection. Simple shear textures of 
HCP materials (see Figure 2.40) are overlaid onto the pole figures, where Z // 
SPN and X // SD. 
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Figure 5.14 (110)𝛽 and (111)𝛽 pole figures of 𝛽 texture in Ti-575 TMAZ at bifurcation point 
presented in equal angle projection. Note that these pole figures are the same as 
Figure 5.6 (b), except from different type of projection. Simple shear textures of 
BCC materials (see Figure 2.39) are overlaid onto the pole figures, where Z // 
SPN and X // SD. 
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Figure 5.15 Schematic diagram of the spatial variation of texture in Ti-64:Ti-575 linear 
friction welds. (Modified from [139]) 
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Chapter 6  

 

Figure 6.1 A microhardness map of a Ti-575:Ti-64 linear friction weld (Weld ID: 473-03) in as-welded condition. The small black dots represent the 
actual locations of the indents. The values in between the indents are calculated by natural neighbour interpolation. 

D
is

ta
n

ce
 t

o
 t

h
e 

w
el

d
 i
n

te
rf

ac
e 

(m
m

)

Distance to the bifurcation point (mm)

H
ar

d
n

es
s 

(H
V

 0
.5

)

CWZ

CWZ

TMAZ

PM

TMAZ

HAZ

Ti575

Ti64

Bifurcation

PM

Material Flow

Interface

HAZ



Figures 

282 
 

 

Figure 6.2 Microhardness profiles measured across the weld interface at the 
bifurcation point of the Ti-64:Ti-575 weld (ID: 473-03) in as-welded 
condition. 

 

Figure 6.3 Micro-hardness profiles measured across the weld interface at the middle 
thickness of all Ti-64:Ti-575 welds with different processing variables in as-
welded condition. Ti-575 is located on the positive distance side to the weld 
interface. 
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Figure 6.4 Micro-hardness profiles measured across the weld interface at the middle 
thickness of all Ti-64:Ti-575 welds with different processing variables after 

PWHT'd at 600℃ for 1 hour. Ti-575 is located on the positive distance 
side to the weld interface. The hardness reduction in as-welded Ti-575 HAZ 
can be recovered. 

 

Figure 6.5 Microhardness profiles measured across the weld interface at the middle 
thickness of the Ti-64:Ti-575 weld (ID: 473-01) in as-welded and PWHT'd 
conditions. 
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Figure 6.6 Ageing curves of the Ti-64:Ti-575 weld interface. (a) For 1 hour at various 

temperatures; (b) At 600℃ for various duration. 

 

Figure 6.7 Ageing curves of parent materials (Ti-575 and Ti-64). (a) For 1 hour at 

various temperatures; (b) At 600℃ for various duration.  
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Figure 6.8 Stress-strain curves obtained from the tensile testing at room temperature. 
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Figure 6.9 Typical optical images of (a) side view and (b) front view of the fracture 
surface of a specimen failed at Ti-64 parent material after tensile testing. 
(Specimen ID: HT001) 
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Figure 6.10 Maximum stress S-N curve for high cycle fatigue testing for specimens after 

PWHT for 1 hour at 500 and 600℃ at 𝑅 = 0.3. Typical and minimum S-N 

curves of Ti-64 at 𝑅 = 0.3 provided by Rolls-Royce are indicated by the 
dashed lines. Additional results for samples after PWHT for 1 hour at 

500℃ at 𝑅 = 0.1 and 0.7 are also included. The data with an arrow 
indicates run out (no failure) occurred. All other specimens failed at Ti-64 
parent material. 
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Figure 6.11 Stress range S-N curve for high cycle fatigue testing for specimens after 

PWHT for 1 hour at 500 and 600℃ at 𝑅 = 0.3. Typical and minimum S-N 

curves of Ti-64 at 𝑅 = 0.3 provided by Rolls-Royce are indicated by the 
dashed lines. Additional results for samples after PWHT for 1 hour at 

500℃ at 𝑅 = 0.1 and 0.7 are also included. The data with an arrow 
indicates run out (no failure) occurred. All other specimens failed at Ti-64 
parent material. 
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Figure 6.12 Typical optical images of (a) side view and (b) front view of the fracture 
surface of a specimen failed at Ti-64 parent material after high cycle fatigue 
testing. (Specimen ID: HF001) 

 

Figure 6.13 Residual stress distributions of specimen after PWHT for 1 hour at 500ºC. 
FD denotes forge direction; OD denotes oscillation direction. (Specimen 
ID: CP009) 
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Figure 6.14 Residual stress distributions of specimen after PWHT for 1 hour at 600ºC. 
FD denotes forge direction; OD denotes oscillation direction. (Specimen 
ID: CP010) 

 

Figure 6.15 Schematic diagram of the principal residual stresses (𝜎𝑚𝑎𝑥  and 𝜎𝑚𝑖𝑛 ) 

measured at Ti-64 HAZ at depth 512 μm with respect to the oscillation 
direction (OD), forge direction (FD), and orientation of the strain gauges 

(𝜀1, 𝜀2, and 𝜀3). 
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Figure 6.16 Fatigue crack growth curves down to a threshold value tested at room 

temperature with 𝑅 = 0.1. The geometry of all specimens is 10 × 9 mm2. 
Cracks propagated parallel and perpendicular to the oscillation direction 

are denoted by // and ⊥, respectively.  
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Figure 6.17 Optical micrographs of the front and side views of the fracture surface of 
specimen CP006 after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed 
arrows.  

 

Figure 6.18 Optical micrographs of the front and side views of the fracture surface of 
specimen CP007 after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed 
arrows.  
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Figure 6.19 (a) Low and (b) high magnification secondary electron images of the 

fracture surface of CP002 in near threshold region. (Δ𝐾𝑡ℎ = 4.8 MPa
√

m) 

 

Figure 6.20 (a) Low and (b) high magnification secondary electron images of the 

fracture surface of CP003 in near threshold region. (Δ𝐾𝑡ℎ = 7.6 MPa
√

m) 

 

Figure 6.21 (a) Low and (b) high magnification secondary electron images of the 

fracture surface of CP012 in near threshold region. (Δ𝐾𝑡ℎ = 5.0 MPa
√

m) 
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Figure 6.22 (a) Low and (b) high magnification secondary electron images of the 

fracture surface of CP014 in near threshold region. (Δ𝐾𝑡ℎ = 5.5 MPa
√

m) 

(a) (b)
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Figure 6.23 Fatigue crack growth curves tested at room temperature with 𝑅 = 0.1 and 
crack parallel to the oscillation direction. Specimens all PWHT'd for 1 hour 

at 600℃ before testing. The friction pressure and upset of the specimens 
are denoted by P and U, respectively. 
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Figure 6.24 Fatigue crack growth curves tested at room temperature with 𝑅 = 0.1 and 
crack parallel to the oscillation direction. The friction pressure and upset 
for all specimens are 130 MPa and 4.2 mm, respectively. Specimens all 

PWHT'd for 1 hour at 500 or 600℃ before testing. 
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Figure 6.25 Typical optical micrographs of the front and side views of the fracture 
surface of a specimen after fatigue crack propagation testing. Each stage 
of the testing is indicated by the red dashed arrows. (Specimen ID: 
CP011R) 

 

Figure 6.26 (a) Low and (b) high magnification secondary electron images of the 

fracture surface of CP015L in low Δ𝐾 region. (Δ𝐾 = 8.4 MPa
√

m) 

1 mm

Notch

Fracture

Precrack

T
i5

7
5

Ti
64

In
te

rf
ac

e

Fatigue
Crack
Propagation

(a) (b)



Figures 

298 
 

 

Figure 6.27 (a) Low and (b) high magnification secondary electron images of the 

fracture surface of CP015L in high Δ𝐾 region. (Δ𝐾 = 20.1 MPa
√

m) 

 

Figure 6.28 (a) Low and (b) high magnification secondary electron images of the 

fracture surface of CP016L in low Δ𝐾 region. (Δ𝐾 = 13.1 MPa
√

m) 

 

Figure 6.29 (a) Low and (b) high magnification secondary electron images of the 

fracture surface of CP016L in high Δ𝐾 region. (Δ𝐾 = 32.9 MPa
√

m) 
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Figure 6.30 (a) Low and (b) high magnification secondary electron images of the 

fracture surface of CP022R in low Δ𝐾 region. (Δ𝐾 = 27.9 MPa
√

m) 

 

Figure 6.31 (a) Low and (b) high magnification secondary electron images of the 

fracture surface of CP022R in high Δ𝐾 region. (Δ𝐾 = 48.8 MPa
√

m) 

 

Figure 6.32 (a) Low and (b) high magnification secondary electron images of the 
fracture surface of CP022R right before fracture. Fatigue striations were 

observed in this region. (Δ𝐾 = 60.9 MPa
√

m) 
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Figure 6.33 Examples of typical fracture toughness load-displacement curves obtained 
in this study. 

 

Figure 6.34 (a) Low and (b) high magnification secondary electron images of the 

fracture surface of CP005L in fracture region. (𝐾𝑄 = 33.7 MPa
√

m) 
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Figure 6.35 (a) Low and (b) high magnification secondary electron images of the 

fracture surface of CP014 in fracture region. (𝐾𝑄 = 66.8 MPa
√

m) 

 

Figure 6.36 Secondary electron images of Ti-575 CWZ after PWHT for 1 hour at (a) 

600℃ and (b) 500℃. 
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Figure 6.37 Residual stress measurement overlaid onto the fracture surface of CP006 

(PWHT'd at 600℃), showing the effect of residual stress on the shape of 
the crack front. 

-300

-200

-100

0

100

200

300

0 500 1000 1500 2000 2500 3000 3500 4000 4500

R
es

id
u

a
l S

tr
es

s 
(M

P
a

)

Depth (μm)

Pre-crack

Fatigue 
Threshold



Figures 

303 
 

 

Figure 6.38 Residual stress measurement overlaid onto the fracture surface of CP007 

(PWHT'd at 500℃), showing the effect of residual stress on the shape of 
the crack front. 
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Figure 6.39 Fatigue crack growth curves down to a threshold value tested at room 

temperature with 𝑅 = 0.1. All specimens were sliced in half to achieve 
further relief of residual stress except for those who denoted by `Full'. 
Cracks propagated parallel and perpendicular to the oscillation direction 

are denoted by // and ⊥, respectively. 
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Figure 6.40 Optical micrographs of the front and side views of the fracture surface of 
specimen CP001L after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed 
arrows. 

 

Figure 6.41 (a) Low and (b) high magnification secondary electron images of the 
fracture surface of CP005L in near threshold region. 
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Figure 6.42 (a) Low and (b) high magnification secondary electron images of the 
fracture surface of CP009L in near threshold region. 
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Figure 6.43 Optical macrographs of the front and side views of the fracture surface of 
specimen CP001R after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed 
arrows. Annotation `A' indicates the location where crack went across the 
weld interface. 
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Figure 6.44 Full fatigue crack growth curves including threshold, stable crack growth, 
and static fracture regimes. All specimens were sliced in half and tested at 

room temperature with 𝑅 = 0.1. Specimens PWHT'd for 1 hour at 500 and 

600℃ are shown in blue and red, respectively.  
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Figure 6.45 Correlation between hardness and fracture toughness measured from 
various dissimilar linear friction welds at a variety of locations. This chart 
includes data from the previous works on Ti-64 [222] and Ti-6246 [11]. It 
is observed that fracture toughness is generally inversely proportional to 
the hardness values. 
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Figure 7.1 Relative upset (Ti-575/Ti-64) measured from the welds 473-01 to 473-08 

with respect to the friction pressure and 𝑇𝑚𝑎𝑥. 
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Figure 7.2 Optical micrographs of the flash of the welds. Weld ID: (a) 473-03, (b) 
473-04, (c) 473-06, (d) 473-07, (e) 473-08. 
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Figure 7.3 Flash thickness curve with respect to the oscillation stroke and welding 
time. (Weld ID: 473-03). 
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Figure 7.4 Flash thickness curve with respect to the oscillation stroke and welding 
time. (Weld ID: 473-04). 
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Figure 7.5 Flash thickness curves with respect to the oscillation stroke and welding 
time. (Weld ID: 473-06). 
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Figure 7.6 Flash thickness curves with respect to the oscillation stroke and welding 
time. (Weld ID: 473-07). 
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Figure 7.7 Flash thickness curves with respect to the oscillation stroke and welding 
time. (Weld ID: 473-08). 

 

Figure 7.8 Conditioning time measured from the flash thickness curves with respect 

to the friction pressure and weld thickness (𝑇𝑚𝑎𝑥). 
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Figure 7.9 Secondary electron micrographs of (b) Ti-64 flash tip, (c) Ti-575 flash 
interface (d), and Ti-64 flash interface, observed at the labelled location in 
subfigure (a).  
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Figure 7.10 (a) Optical micrograph of the overview of the flash (Weld ID: 473-03) and 
(b)-(i) secondary electron micrographs of the detailed microstructure 
observed at the labelled location in subfigure (a). 
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Figure 7.11 True stress-strain curves obtained from the flow stress tests at elevated 
temperatures with different heating rates for (a) Ti-64 and (b) Ti-575.  

 

Figure 7.12 Flow stress curves with respect to the testing temperatures.  

(a) (b)

0

100

200

300

400

500

700 800 900 1000 1100 1200 1300

F
lo

w
 S

tr
es

s 
(M

P
a)

T mp r tur   ⁰C 

Ti64@2C/s

Ti64@50C/s

(a)

0

100

200

300

400

500

700 800 900 1000 1100 1200 1300

F
lo

w
 S

tr
es

s 
(M

P
a)

T mp r tur   ⁰C 

Ti575@2C/s

Ti575@50C/s

(b)

0

100

200

300

400

500

700 800 900 1000 1100 1200 1300

F
lo

w
 S

tr
es

s 
(M

P
a)

T mp r tur   ⁰C 

Ti64@2C/s

Ti575@2C/s

(c)

0

100

200

300

400

500

700 800 900 1000 1100 1200 1300

F
lo

w
 S

tr
es

s 
(M

P
a)

T mp r tur   ⁰C 

Ti64@50C/s

Ti575@50C/s

(d)



Figures 

320 
 

 

Figure 7.13 Secondary electron images of Ti-575 flow stress test pieces with heating 

rate at 50℃/s tested at (a) 800, (b) 900, (c) 950, (d) 1000, (e) 1100, and 

(f) 1200℃. 
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Figure 7.14 Secondary electron images of Ti-575 flow stress test pieces with heating 

rate at 2℃/s tested at (a) 800, (b) 900, (c) 950, (d) 1000, (e) 1100, and (f) 

1200℃. 
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Figure 7.15 Secondary electron images of Ti-64 flow stress test pieces with heating rate 

at 50℃/s tested at (a) 800, (b) 900, (c) 950, (d) 1000, (e) 1100, and (f) 

1200℃. 
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Figure 7.16 Secondary electron images of Ti-64 flow stress test pieces with heating rate 

at 2℃/s tested at (a) 800, (b) 900, (c) 950, (d) 1000, (e) 1100, and (f) 

1200℃. 
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Figure 7.17 Secondary electron micrographs of Ti-64 and Ti-575 after heating at 25℃/s 
to elevated temperatures followed by water quenching. 
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Figure 7.18 Equilibrium and dynamic beta approach curves for Ti-64 and Ti-575.  The 
equilibrium beta approach curves were obtained from [13, 203]. 
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Figure 7.19 (a) Flash thickness curves of weld 473-03 with friction pressure of 110 MPa. 

(b) Flow stress curves measured at a heating rate of 50℃/s for Ti-64 and 
Ti-575. The friction pressure of weld 473-03 (110 MPa) is indicated by the 
red dashed line.
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CHARACTERISATION OF DISSIMILAR TITANIUM LINEAR FRICTION WELDS 

Yu-Chung Chuang1, Hangyue Li1, Simon Bray2, Nigel Martin2, Paul Bowen1 

1 School of Metallurgy and Materials, University of Birmingham, Birmingham B15 2TT, UK 

2 Rolls-Royce plc, PO Box 31, Derby DE24 8BJ, UK  

Linear friction welding is an advantageous joining technique for manufacturing titanium components in low-pressure compressors for 

gas turbine engines where joining of dissimilar materials is needed. To fully optimise the joining parameters, thorough characterisation 

and assessment of the welds are essential. In this study, dissimilar linear friction welds in combination of Ti-6Al-4V and a newly 

developed high strength α+β titanium alloy were examined. Microhardness mapping was generated to evaluate the distribution of 

hardness across the entire joint in as-welded condition. Results showed that the weld exhibited superior hardness compared to both 

parent materials. The heat-affected zone in the new alloy exhibited inferior hardness relative to the parent material, while it is potentially 

recoverable after post-weld heat treatment. Scanning electron microscopy was used to characterise the microstructure in each weld 

zone and to establish correlations with the measured hardness values. Based on a combination of observed microstructures and hardness 

measurements, as well as chemical and crystallographic analysis, the microstructural evolution that occurred during linear friction 

welding in different zones of the joints is proposed. The texture of the weld was also investigated using electron backscattered 

diffraction. The texture in the central weld zone is found to be dependent on the oscillation direction. However, an oscillation-

independent texture was measured particularly in the thermo-mechanically affected zone of the new alloy at the bifurcation point. This 

oscillation-independent texture is not obvious on the Ti-6Al-4V side. Texture simulation results suggest the existence of a strong β 

texture prior to phase transformation during cooling.  

Keywords: Titanium alloy, Linear friction welding, Microstructure, Microhardness, Texture 

1 Introduction 

Titanium alloys are widely used in turbofan engines due to 

their high specific strength, excellent mechanical 

properties, and great weldability. As weight reduction is 

crucial in turbofan engine development, integrally bladed 

disks (Blisks) offer a significant weight reduction of 30% 

compared to the traditional mechanical assembly [1]. 

Linear friction welding (LFW) is an ideal method to join 

the blades and disc as it provides several advantages over 

traditional fusion welding techniques, including the self-

cleaning effect [2], the ability to join dissimilar materials 

and produce narrower weld, as well as its solid-state 

joining nature. During the welding process, compressive 

pressure is applied to bring the two workpieces together, 

while one of the workpieces oscillates linearly whereas the 

other one remains stationary [3]. Frictional heat is 

generated by the oscillation, raising the temperature at the 

interface with a high heating rate. The workpiece material 

is extruded from the joint once it is softened enough by the 

heat experienced. When the oscillation terminates, the heat 

is no longer generated, and the temperature of the weld 

drops rapidly through thermal conduction to the 

workpieces. The compressive pressure is still applied at 

this stage to consolidate the joint.  

The extremely high heating and cooling rates in linear 

friction welding result in dramatic changes in the 

microstructure. Generally, the microstructure in the 

titanium linear friction welds is classified into three distinct 

zones [4–7]. Firstly, the central weld zone (CWZ), a 

narrow region around the weld interface usually with 

martensitic-type of microstructure due to the high cooling 

rate. Secondly, the thermo-mechanically affected zone 

(TMAZ), located right next to the CWZ with significant 

plastic deformation on the grains. Thirdly, the heat-

affected zone (HAZ) is located further away from TMAZ 

consisting of a similar appearance to the unaffected parent 

material (PM). The as-welded microstructure is generally 

considered metastable due to the lack of time for diffusion 

to occur.  

There are numerous studies on the mechanical properties 

of titanium linear friction welds [3,4,8–10]. Wanjara 𝑒𝑡 𝑎𝑙. 
[4] and Romero 𝑒𝑡 𝑎𝑙. [9] both reported that Ti-6Al-4V 

(Ti-64) linear friction welds with appropriate process 

parameters have superior hardness and tensile strength to 

their parent material. In both studies, the hardness profile 

 pp  rs in   ‘Λ’ sh p  wh r  th  m ximum v lu  o  urs  t 

the weld interface for its fine martensitic microstructure. 

The exact shape of the profile varies with the applied 

process parameters and the employed alloys. Recently, 

Guo 𝑒𝑡 𝑎𝑙.  [10] foun   n opposit  ‘V’ sh p   h r n ss 

profile in Ti-6Al-2Sn-4Zr-6Mo (Ti6246) linear friction 

welds due to the retained β phase and the formation of soft 

α'' martensite in the CWZ instead of hard α' martensite. 

The same phenomenon also appears in Ti-64:Ti6246 

dissimilar linear friction welds, where the CWZ on the 

Ti-64 side is harder than Ti-64, whereas the CWZ on the 

Ti6246 side is softer than Ti6246 [11]. However, the 

hardness can be recovered by applying an appropriate post 

weld heat treatment, due to the formation of fine 

precipitates and the age hardening effect [10].  

TIMETAL® 575 (Ti-5.3Al-7.7V-0.5Si, Ti-575) is a newly 

developed α+β titanium alloy with improved fatigue and 

tensile properties whilst maintaining similar ductility and 

density to Ti-64 [12,13]. The alloying elements in Ti-575 

are intentionally chosen to be similar to Ti-64, thus 

allowing the usage of scrap Ti-64 as raw material in Ti-575 

manufacture. Due to its novelty, research on Ti-575 is 

limited compared to the number of existing studies on 

Ti-64. Furth rmor , to th    st of  uthor’s knowl  g , 

there is yet no study on linear friction welded Ti-575 at the 

time of writing. Therefore, characterisation and assessment 
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of Ti-575 after linear friction welding are of interest for its 

potential application in aerospace industry. 

The aim of this study is to characterise the microstructure 

of Ti-64:Ti-575 dissimilar linear friction welds in several 

aspects, including microstructure characterisation, 

microhardness distribution, and texture development. 

Microhardness mappings and profiles were carried out to 

estimate the mechanical properties of the weld. The 

measured hardness of each weld region can be rationalised 

by the observed microstructure. The texture study helps 

understand the anisotropy of the welds, providing 

information for optimising the manufacturing process.  

2 Materials and Experimental 

Two types of commercial α+β alloys, Ti-64 and Ti-575, 

were studied in this research. The microstructures of the 

parent materials of Ti-575 and Ti-64 are shown in Figure 1. 

Ti-575 has a typical bi-modal microstructure with equiaxed 

primary α grains and transformed β region, whereas Ti-64 

has a fully equiaxed microstructure with equiaxed α grains 

and intergranular β. Titanium silicides Ti5Si3 were found 

particularly in Ti-575, they were formed as a result of the 

addition of 0.5% silicon in the alloying elements. Tertiary 

α laths with 50 nm width can be seen in Ti-575, as shown 

in the inserted image in Figure 1 (a). The chemical 

composition of the α  and β  phases in the two alloys is 

listed in Table 1.  

 
Figure 1 Secondary electron images of parent material in (a) Ti-575 

and (b) Ti-64. α and β phase in SEI appears dark and bright, 

respectively. 

Table 1 Chemical composition of α and β phase in Ti-575 and Ti-64 

measured by EDS. (unit: wt.%) 

Alloy Phase Ti Al V Si 

Ti-64 
α 89.1 7.6 3.3  

β 82.1 4.1 12.9  

Ti-575 
α 88.5 6.6 4.3 0.7 

β 77.5 3.7 17.7 0.5 

 

Ti-64 to Ti-575 dissimilar linear friction welds with 

dimensions 150 mm in length and 32 mm in width were 

supplied by Rolls-Royce plc in the as-welded condition. 

Samples for characterisation were extracted at the centre of 

the weld by electrical discharge machining along the X-Z 

plane, as shown in Figure 1 (a). They were mounted and 

mechanically polished down to 0.04 μm  finishing using 

Struers oxide polishing suspension. Kroll’s r  g nt with 

2% HF, 10% HNO3, and 88% H2O was used to etch the 

surface for metallographic examination. Optical micros-

copy was carried out using a Keyence VHX-6000 digital 

optical microscope. Scanning electron microscopy was 

performed using Jeol-7000 FEG ESEM with 20 kV 

acceleration voltage to observe the microstructure of the 

etched samples. Energy-dispersive X-ray spectroscopy 

was performed using Oxford Ultim® Max EDS detector 

attached to Jeol-7000 for chemical composition analysis.  

The microhardness variation across the entire weld was 

measured by a Struers DuraScan-5 microhardness tester 

with a step size of 0.1 mm, a load of 0.5 kg, and a 10-

second holding time. Electron backscatter diffraction 

(EBSD) was carried out by the detector attached to Jeol-

7000. The step size used in EBSD mapping was 0.1-

0.3 μm,  n  th  s  nning  r   is 50x50-200x200 μm2 

depending on the size of the microstructural features. The 

obtained data were processed by MTEX and Oxford AZtec 

software for crystallography and texture analysis. The 

forge direction (FD) is parallel to the Z direction, while the 

oscillation direction (OD) lies on the X-Y plane with a 19° 

stagger to the X direction, as illustrated in Figure 2 (a). It 

is worth noting that the oscillation direction has a crucial 

influence on the texture of linear friction welds, and it does 

not parallel to the X direction on the sample surface. The 

pole figures displayed in this study are either aligned with 

the oscillation direction or with the X direction, depending 

on which direction the measured texture components align 

with.  

  
Figure 2 (a) Schematic diagram of weld geometry with forge direction 

(FD) and oscillation direction (OD). Samples were extracted 

along the X-Z plane. (b) An optical macrograph of the 

Ti-64:Ti-575 linear friction weld. 

3 Results and Discussion 

3.1 Microstructure Characterisation 

Linear friction welding results in a narrow weld region 

which undergo a rapid heating and cooling treatment 

together with thermo-mechanical deformation. This 

process modified the microstructure significantly, as a 

result, TMAZ and CWZ can be easily distinguished from 

the optical micrographs, as shown in Figure 2 (b). The zone 

sizes of CWZ and TMAZ were measured and presented in 

Figure 3 (b).  
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Figure 3 Zone size measurement of Ti-64:Ti-575 linear friction weld. 

The microstructure of Ti-64 after linear friction welding 

has been studied extensively [4,7,11,14], therefore the 

current study focuses on characterising the weld 

microstructure on the Ti-575 side. The microstructure in 

the HAZ of Ti-575 in as-welded condition is shown in 

Figure 4 (a). In comparison with the microstructure of its 

parent material, most of the secondary and tertiary α laths 

within the transformed β were dissolved into β phase, due 

to the heat generated during the LFW process. The overall 

shape of the primary α  grains remains equiaxed, which 

indicates that the heat was not able to soften the material 

enough for any deformation to occur. 

 
Figure 4 Secondary electron image of (a) HAZ, (b) outer TMAZ, (c) 

inner TMAZ, and (d) CWZ in Ti-575 in as-welded condition. 

The TMAZ of Ti-575 can be divided into two regions: 

outer TMAZ and inner TMAZ. The microstructure of the 

outer TMAZ of Ti-575 in as-welded condition is shown in 

Figure 4 (b). Here, the majority of the primary α  grains 

still remain equiaxed, which indicates that not much 

deformation occurs. Dark stripes appear within the primary 

α  grains. The primary α  grains segregate from the β 

phase, forming a groove about 1 μm wide.  

Within inner TMAZ, as shown in Figure 4 (c), acicular 

laths with width of approximately 300 nm formed inside 

primary α grains, surrounded by the β phase. The shape of 

the α  grains and β  phase is severely deformed by the 

applied pressure and oscillation, due to local softening 

from the heat experienced. EBSD was used to confirm that 

those acicular laths consist of hexagonal close-packed 

(HCP) crystal structure, which is consistent with the α 

phase typically found in titanium alloys. Chemical analysis 

conducted by EDS demonstrated that the acicular laths 

possess a similar composition to the α phase measured in 

the Ti-575 parent material. The results from EBSD and 

EDS suggest that during the welding process, the primary 

α  phase transformed into metastable β  phase, which 

subsequently transformed back to α phase upon cooling, 

giving rise to the observed acicular α laths. In contrast, the 

pre-existing β  phase remained relatively stable and was 

consequently retained within the microstructure. 

Figure 4 (d) shows the microstructure of the as-welded 

CWZ in Ti-575. The intense heat generated near the weld 

interface significantly alters the microstructure locally. 

This region is dominated by fine acicular laths with width 

of approximately 40 nm, while no retained β phase was 

observed. EBSD analysis confirms that the laths in CWZ 

also possess HCP crystal structure. EDS analysis shows a 

uniform distribution of elements in CWZ, and the 

measured composition (86.0% Ti, 5.2% Al, 7.7% V, 0.8% 

Si, 0.3% Fe) is highly similar to the nominal alloy 

composition. All observations suggest that the temperature 

in CWZ exceeded β transus during welding, leading to a 

complete transformation into β phase. After the oscillation 

terminated, the high cooling rate resulted in a diffusionless 

martensitic phase transformation. The laths in CWZ are 

much thinner than those found in TMAZ, as they 

experienced a faster cooling rate. It is possible to form two 

types of martensite in the CWZ: α' with HCP structure and 

α''  with orthorhombic structure. Previous studies have 

confirmed the presence of α' martensite in Ti-64, which 

results in high hardness values in the CWZ [4,15]. 

However, research by Guo 𝑒𝑡 𝑎𝑙. [10] has shown that α'' 
martensite has lower hardness compared to the parent 

material. In the case of Ti-575, the superior hardness values 

observed in the CWZ suggest the presence of α' 
martensite, which will be discussed further in the 

subsequent section.  

3.2 Hardness Characterisation 

Figure 5 shows a microhardness map that covers the entire 

weld. As seen in comparison with Figure 3 (b), the 

hardness distribution is strongly correlated with the zone 

size measurement, as each weld zone possess distinctive 

hardness. Generally, the weld exhibits superior hardness 

compared to both parent materials, with the highest value 

observed at the CWZ of Ti-575 on the edges of the weld. 

At the bifurcation point, the CWZ is not only thinner but 

also softer than the edges. Although TMAZ is not as hard 

as CWZ, it is still harder than the parent materials. The 

HAZ in Ti-64 is hardly distinguishable from the parent 

material in terms of both microstructure and hardness, 

whereas the HAZ of Ti-575 is noticeably weaker than its 

parent. 
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Figure 6 illustrates microhardness profiles at the bifur-

cation point and the right edge extracted from the 

microhardness map shown in Figure 5. The hardness 

values of parent materials are approximately 350 and 

310 HV for Ti-575 and Ti-64, respectively. Moving toward 

the weld interface, a noticeable HAZ with an inferior 

hardness value of 320 HV was observed in Ti-575, whereas 

there is no significant reduction on the Ti-64 side. A 

previous study [16] on Ti-64:Ti6242 also reported similar 

hardness reduction in Ti6242 HAZ after LFW, this can be 

recovered by applying an appropriate post-weld heat 

treatment. The hardness values gradually increase in the 

TMAZ, reaching approximately 400 and 370 HV for 

Ti-575 and Ti-64, respectively, before entering CWZ. 

Within CWZ, the hardness continues to rise on both sides 

until reaching the weld interface, with a maximum value of 

480 and 400 HV for Ti-575 and Ti-64, respectively. At the 

bifurcation point, the hardness of the weld is reduced 

compared to the edges. The reduction at the weld interface 

is significantly greater for Ti-575 (-50 HV) compared to 

Ti-64 (-10 HV). This reduction results in a narrower CWZ 

for both alloys and a hardness trough in HAZ of Ti-575, 

while the size of TMAZ remains approximately the same 

at about 1 mm for both alloys across the entire weld.  

The microstructural features observed in each weld zone 

on the Ti-575 side can explain the corresponding hardness 

values. The superior hardness in CWZ is attributed to the 

ultra-fine martensitic α' laths formed due to rapid cooling 

above β transus. The width of α' laths on the Ti-575 side 

(~40 nm) is much thinner than the laths on the Ti-64 side 

(~300 nm), which leads to higher hardness in Ti-575 CWZ. 

Similarly, the acicular α  laths in Ti-575 TMAZ also 

strengthen the material, nevertheless, their width 

(~300 nm) is similar to the α'  laths in Ti-64 CWZ, 

resulting in comparable hardness values.  

 
Figure 6 Microhardness profiles measured across the weld interface at 

the bifurcation point of the weld. 

In Ti-575 parent material, as shown in Figure 1 (a), the 

width of the tertiary α laths is similar to the extremely fine 

α' laths found in Ti-575 CWZ. These tertiary α laths are 

thought to be the primary reason for Ti-575’s high r 

hardness compared to Ti-64, as they are not present in 

Ti-64 parent material, as shown in Figure 1 (b). In Ti-575 

HAZ, the heat experienced causes tertiary α  laths to 

dissolve, resulting in a decrease in hardness to the same 

level as Ti-64. 

3.3 Texture Development 

The α texture measured from CWZ of Ti-575 and Ti-64 

was shown in Figure 7. Both alloys exhibit similar texture 

which is dominated by transverse texture {1010̅}〈112̅0〉𝛼 

(T) with respect to the forge direction (FD) and oscillation 

direction (OD). There are several basal (B) and rolling 

 R/R’  t xtur   ompon nts with intermediate intensity, 

their misorientation angle from the transverse texture is 

either 60° or 90°, which is commonly seen in the 

misorientation profile of transformation textures. Similar 

textures were also found in the literature for Ti-64 CWZ 

[11,14,15,17].  
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Figure 7 α texture measured in CWZ of (a) Ti-575 and (b) Ti-64. Pole 

figures are aligned with FD and OD. 

Simulated texture by MTEX was used to demonstrate the 

development of observed texture, as shown in Figure 8. 

During welding, the deformation of β phase occurred with 

the bcc slip systems. Assuming {112̅}〈111〉𝛽 slip system 

was predominately active, this results in a β texture with   

 om in tion of (112̅)[111]𝛽  and (112)[11̅1̅]𝛽  texture, as 

shown in Figure 8 (b). Upon forging, β→α  phase 

transformation occurred. The phase transformation follows 

the Burgers orientation relationship, resulting in the α 

texture inherited from the β  texture, as shown in 

Figure 8 (c). The simulated α  texture resembles the 

measured CWZ texture, despite the measured transverse 

component being exceptionally stronger. As the simulated 

texture does not take variant selection into account, 

therefore all 12 α  variants can be equivalently formed 

during the phase transformation. However, upon forging 

only the transverse texture {1010̅}〈112̅0〉𝛼  was 

preferentially selected. A possible explanation for such 

variant selection can be demonstrated as follow. It is 

known that strong transverse texture arises from 

unidirectional rolling at near or above β transus for α+β 

alloys [18]. When the temperature started decreasing for 

β→α  phase transformation to occur in the ramp-down 

stage, the oscillation resembles the hot rolling action, 

therefore it is reasonable that LFW shares a similar variant 

selection mechanism with the hot-rolled titanium sheet. A 

similar texture development mechanism can also be found 

in the literature [17]. 

 
Figure 9 (a) α  and (b) β  texture measured in Ti-64 TMAZ at the 

bifurcation point. Pole figures are aligned with FD and OD. 

The texture measured in CWZ is generally consistent 

throughout the entire weld. However, the texture in TMAZ 

is affected by the material flow direction. The following 

investigation in TMAZ is focused on the texture at the 

bifurcation point. Figure 9 illustrates the α and β texture 

measured from Ti-64 inner TMAZ at the bifurcation point. 

The texture here shares similar texture components with 

the CWZ texture, despite having lower intensity. The β 

texture resembles the simulated (112̅)[111]𝛽  and 

(112)[11̅1̅]𝛽 texture shown in Figure 8 (b), which indicates 

that the retained β  in Ti-64 TMAZ was deformed and 

oriented to (112̅)[111]𝛽  and (112)[11̅1̅]𝛽  during welding. 

The α texture also resembles the inherited texture shown 

in Figure 8 (c), despite the fact that the transverse texture 

(T) and a pair of rolling textures (R) are notably stronger 

due to variant selection. It can be inferred from the 

inherited α  texture that β→α  phase transformation 

occurred in this region. However, since the β  was only 

Figure 8 (a) Schematic visualisation of  (    )[   ]  and (   )[     ]  textures and their (b) simulated β texture. The 

texture components labelled as ‘A’ were inherited from (    )[   ] , while the components labelled as ‘B’ were 

inherited from (   )[     ] . The dashed line associated with the longitudinal axis of (    ) plane correlates to 

the texture components marked in Figure (b). (c) Simulated α texture inherited from the β textures following 

Burgers orientation relationship without variant selection. 
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partially transformed, plus the existence of retained 

primary α phase, the maximum texture intensity (9.3x) is 

considerably lower than the maximum texture intensity 

measured in CWZ (25x), where β  phase was fully 

transformed into α phase.  

On the other hand, Ti-575 inner TMAZ at the bifurcation 

point exhibits a completely different texture from the Ti-64 

inner TMAZ, as shown in Figure 10. A basal texture (B) 

appears with a transverse texture (T) and rolling textures 

 R’ ,  ll with   simil r l v l of int nsity. Not  th t th  

coordinates of these pole figures are not aligned with 

forging and oscillation directions, but with X and Z 

directions, which are associated with the weld geometry. 

This indicates that the texture here is independent of the 

oscillation direction, but is dependent on the weld 

geometry. The misorientation angle from the transverse 

texture to the rolling and basal texture is respectively 60° 

and 90°, again is a sign of transformation texture. 

Similarly, simulated texture can be used to demonstrate 

texture development here. As shown in Figure 11, a 

(110)[001]𝛽  texture (with respect to the weld geometry) 

resembles the measured β  texture, and the inherited α 

texture also resembles the measured α texture. Notice that 

there is no specific component with outstanding intensity 

in the measured texture, this implies that little or no variant 

selection occurred in Ti-575 TMAZ.  

The dependency of the texture on the weld geometry can 

be attributed to the material extrusion. On both sides of the 

bifurcation point, the material was extruded along the ±X 

direction toward the edges, whereas at the bifurcation 

point, the material is restricted to flow along ±Z direction 

toward the weld interface. Furthermore, it is known that 

upon flowing the longitudinal axis of (110̅)  plane as 

illustrated in Figure 11 (a) tends to align with the flowing 

direction [17]. Consequently, the longitudinal axis of 

(110̅) plane is aligned with the Z direction, resulting in 

strong basal texture. Such basal texture can also be found 

in Ti-64 inner TMAZ in Figure 9, although its intensity is 

weak but is still distinguishable, unlike the texture 

measured in CWZ (Figure 7), no basal texture is found at 

all. This suggests that the same texture development 

mechanism for Ti-575 inner TMAZ may also be applicable 

for Ti-64, despite the influence of the CWZ texture being 

much stronger in Ti-64 inner TMAZ. 

 
Figure 10 (a) α  and (b) β  texture measured in Ti-575 TMAZ at the 

bifurcation point. Pole figures are aligned with X and Z 

directions. 

4 Conclusions 

The microstructure, microhardness, and texture of a 

dissimilar Ti-64 and Ti-575 linear friction weld have been 

characterised. The major findings from the current study 

are listed as follows. 

(1) The weld zone is found to have superior hardness to 

both parent materials. The maximum hardness is 

found at the weld interface on the Ti-575 side with a 

value of 500 HV due to the formation of 

exceptionally fine martensitic α'  laths. However, a 

hardness trough was found at Ti-575 HAZ due to the 

dissolution of fine tertiary α laths. Potentially this can 

be recovered by applying appropriate post-weld heat 

treatment. 

(2) The zone size and microhardness distribution were 

investigated. At the bifurcation point, the CWZ is 

thinner and the HAZ is larger compared to the edges. 

The overall hardness of the weld at the bifurcation 

point is lower than on the edges. 

(3) The texture of the weld was investigated. In the CWZ 

of both Ti-64 and Ti-575, a strong transverse α 

texture was found. Such texture is dependent on the 

Figure 11 (a) Schematic visualisation of (   )[   ]  t xtur   n  its     simul t   β t xtur . Th    sh   lin   sso i t   

with the longitudinal axis of (    ) plane correlates to the texture components marked in Figure (b). (c) Simulated 

α t xtur  inh rit   from th  β t xtur  following th  Burg rs ori nt tion r l tionship without v ri nt s l  tion. 
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oscillation direction. It is considered derived from the 

{112}〈111〉𝛽 texture with variant selection. 

(4) In the inner TMAZ, Ti-64 exhibit a similar texture as 

the CWZ texture with weaker intensity, while Ti-575 

exhibit a unique texture that is not dependent on the 

oscillation direction, but on the weld geometry. It is 

considered derived from the {110}〈001〉𝛽  texture 

with no variant selection occurring. 
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B Orientation Matrices 

B.1 Miller Indices 

Notice that in Miller indices, (ℎ𝑘𝑙) and [𝑢𝑣𝑤] is always aligned with the specimen coordinate 

system but expressed with respect to the crystal coordinate system. One can find the 

crystallographic direction [𝑟𝑠𝑡] which is parallel to the specimen transverse direction by 

 [𝑟𝑠𝑡] = (ℎ𝑘𝑙) × [𝑢𝑣𝑤] (B.1) 

As [𝑢𝑣𝑤]//𝑥, [𝑟𝑠𝑡]//𝑦, and [ℎ𝑘𝑙]//𝑧, the Miller indices can be treated as the position of the 

specimen coordinate system with respect to the crystal coordinate system. This is equivalent 

to the application of a passive rotation 𝐑𝑝  on the specimen coordinates to crystal 

coordinates. According to Equation (2.6), we have 

 

[
𝑢′ 𝑟′ ℎ′

𝑣′ 𝑠′ 𝑘′

𝑤′ 𝑡′ 𝑙′

] = 𝐑𝑝 [
1 0 0
0 1 0
0 0 1

] (B.2) 

where [𝑢′𝑣′𝑤′] , [𝑟′𝑠′𝑡′] , and [ℎ′𝑘′𝑙′] are [𝑢𝑣𝑤] , [𝑟𝑠𝑡] , and [ℎ𝑘𝑙] respectively normalised to 

unity. Moreover, since this passive rotation 𝐑𝑝 is equivalent to the definition of orientation, 

𝑔 can be expressed in terms of Miller indices as  

 

𝑔 = [
𝑢′ 𝑟′ ℎ′

𝑣′ 𝑠′ 𝑘′

𝑤′ 𝑡′ 𝑙′

] (B.3) 

 

B.2 Euler Angles 

Unlike extrinsic rotations, intrinsic rotations are slightly more difficult to analysis since they 

cannot be directly decomposed by elemental rotations about the specimen coordinate system 

using Equation (2.8). Nevertheless, it is proven that any given type of intrinsic rotation can 
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be translated into an equivalent extrinsic rotation. Take intrinsic 𝑧-𝑦′-𝑥′′ rotation as an 

example, its general rotation matrix 𝐑 can be expressed by  

 𝐑 = 𝐑𝑧′′  𝐑𝑦′  𝐑𝑧 (B.4) 

where 𝐑𝑦′ is the intrinsic rotation matrix about the rotated 𝑦′-axis after 𝐑𝑧, and 𝐑𝑧′′ is the 

intrinsic rotation matrix about the rotated 𝑧′′-axis after 𝐑𝑦′ . 

Notice that the intrinsic rotation 𝐑𝑦′ about the 𝑦′-axis can be achieved solely by extrinsic 

rotations. Specifically, first rotate the 𝑦′-axis to align it with the 𝑦-axis by applying 𝐑𝑧
−1 (as 

if to `cancel' the effect of first rotation about the 𝑧-axis), then use the elemental rotation 𝐑y 

about the 𝑦-axis by the same angle to achieve the same effect as 𝐑𝑦′ as if 𝐑𝑧 was applied. 

Finally, reverse rotate the 𝑦-axis back to 𝑦′-axis by applying 𝐑𝑧 to undo the application of 

𝐑𝑧
−1 in the first step. The whole process is equivalent to the intrinsic rotation 𝐑𝑦′, except 

only using the elemental rotations. Mathematically, this process can be described as 

 𝐑𝑦′ = 𝐑𝑧 𝐑𝑦 𝐑𝑧
−1 (B.5) 

Following the same logic, we can derive 𝐑𝑥′′  as 

 𝐑𝑥′′ = 𝐑𝑦′  𝐑𝑧 𝐑𝑥 𝐑𝑧
−1 𝐑𝑦′

−1 (B.6) 

Therefore we have 

 𝐑 = 𝐑𝑥′′  𝐑𝑦′  𝐑𝑧 

= 𝐑𝑦′  𝐑𝑧 𝐑𝑥 𝐑𝑧
−1 𝐑𝑦′

−1 𝐑𝑦 𝐑𝑧
−1 

= 𝐑𝑦′  𝐑𝑧 𝐑𝑥 

= 𝐑𝑧 𝐑𝑦 𝐑𝑧
−1 𝐑𝑧 𝐑𝑥 

= 𝐑𝑧 𝐑𝑦 𝐑𝑥 

(B.7) 

which is equivalent to extrinsic 𝑋-𝑌-𝑍 rotation and completes the proof. 
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As a result, the intrinsic 𝑧1-𝑥′-𝑧2′′ rotation is equivalent to extrinsic 𝑍2-𝑋-𝑍1 rotation with 

respective angles 𝜑2, Φ, and 𝜑1. Its general rotation matrix can be expressed as 

 𝐑 = 𝐑𝑧(𝜑1) 𝐑𝑥(Φ) 𝐑𝑧(𝜑2) (B.8) 

Together with Equation (2.10), (2.11), and (B.8), the orientation 𝑔 can be expressed as 

 𝑔 = 𝐑𝑧(𝜑2) 𝐑𝑥(Φ) 𝐑𝑧(𝜑1) (B.9) 

 

B.3 Angle/Axis of Rotation 

Since the application of rotation 𝐑 does not alter the axis of rotation 𝐯⃗   , it can be seen as 

the invariant of rotation. Specifically, the axis of rotation is equivalent to the eigenvector of 

the rotation matrix. Mathematically, this property can be shown by 

 𝐑 𝐯⃗   = 𝐯⃗    

(𝐑 − 𝐈) 𝐯⃗   = 0, where ‖𝐯⃗   ‖ ≠ 0 
(B.10) 

By solving the eigenvector, for rotation matrices described by Equation (B.3), the axis of 

rotation can be expressed as 

 

𝐯⃗   = [
𝑡′ − 𝑘′

ℎ′ − 𝑤′
𝑣′ − 𝑟′

] (B.11) 

The angle of rotation 𝜃 is simply the angle between 𝐯⃗    and 𝐑 𝐯⃗   . It is also related to the 

magnitude of 𝐯⃗   , specifically, 

 
𝜃 = sin−1 (

‖𝐯⃗   ‖

2
) (B.12) 
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C Programming Scripts 

C.1 𝛽 Reconstruction Script 

%% Specify Crystal and Specimen Symmetries 
  
% crystal symmetry 
CS = {‘notIndexed',... 
  crystalSymmetry('m-3m', [3.2 3.2 3.2], 'mineral', 'bcc', 'color', [0.53 0.81 0.98]),... 
  crystalSymmetry('6/mmm', [3 3 4.7], 'X||a*', 'Y||b', 'Z||c*', 'mineral', 'hcp', 
'color', [0.56 0.74 0.56])}; 
  
% plotting convention 
setMTEXpref('xAxisDirection','east'); 
setMTEXpref('zAxisDirection','outOfPlane'); 
  
%% Specify File Names 
  
% path to files 
pname = 'path\to\file'; 
  
% which files to be imported 
fname = [pname '\filename.cpr']; 
  
%% Import the Data 
  
% create an EBSD variable containing the data 
ebsd = EBSD.load(fname,CS,'interface','crc'); 
  
%% beta reconstruction 
beta2alpha = orientation.Burgers(ebsd('bcc').CS,ebsd('hcp').CS); 
[grains,ebsd.grainId] = calcGrains(ebsd('indexed'),'threshold',1.5*degree); 
job = parentGrainReconstructor(ebsd, grains); 
job.p2c = beta2alpha; 
job.calcGraph('threshold',1.5*degree) 
job.calcVariants('threshold',1.5*degree) 
job.clusterGraph('numIter',3) 
job.plotGraph 
job.calcParentFromGraph 
  
ipfKey = ipfColorKey(ebsd('bcc')); 
ipfKey.inversePoleFigureDirection = vector3d.Z; 
job.mergeSimilar('threshold',5*degree) 
job.mergeInclusions('maxSize',100) 
color = ipfKey.orientation2color(job.parentGrains.meanOrientation); 
plot(job.parentGrains,color) 
  
hold on 
isBig = job.parentGrains.grainSize > 1000; 
shape = crystalShape.cube(ebsd('bcc').CS); 
plot(job.parentGrains(isBig),0.5*shape) 
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C.2 TEM Diffraction Pattern Analysis Script 

%% Index TEM diffraction patterns while performing tilt experiment. 
analyser = Analyser; 
 
analyser.angle_tol = 0.05; % angular tolerance (5%) 
analyser.d_tol = 0.05; % d-spacing tolarance (5%) 
analyser.tilt_tol = 0.1; % tilt tolerance (10%) 
  
% tilt angles (degree) 
analyser.tilts = [ 
% X     Y 
  -3.45 19.41  % pattern 1 
  11.62 -12.92 % pattern 2 
  12.43 14.13  % pattern 3 
  ]; 
  
% measured d-spacings (1/nm) 
analyser.inv_ds = [ 
% spot: A     B     C     D 
        5.671 7.331 4.381 6.997 % pattern 1 
        3.864 4.407 2.093 4.382 % pattern 2 
        7.309 7.324 3.837 9.092 % pattern 3 
        ]; 
  
% measured angles between each pair of spots (degree) 
analyser.angles = [ 
% AB    BC    CD    DA 
  36.65 50.60 54.05 38.71 % pattern 1 
  28.36 61.26 61.85 28.53 % pattern 2 
  30.40 74.59 50.95 24.06 % pattern 3 
  ]; 
 
% consider all possible crystal structures 
analyser.candidates = [HcpTi BccTi]; 
  
results = analyser.Analyse(); 
results = Analyser.PostProcessing(results); 
disp('==========analysis completed=========='); 
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C.2.1. Class: Analyser 

classdef Analyser 
  properties 
    d_tol 
    angle_tol 
    tilt_tol 
    tilts 
    inv_ds 
    angles 
    candidates 
  end 
   
  methods 
    function obj = Analyser() 
       
    end 
     
    function obj = set.candidates(obj, candidates) 
      assert(isa(candidates, 'CrystalStructure')) 
      obj.candidates = candidates; 
    end 
     
    function results = Analyse(this) 
      results = []; 
      for i = 1:length(this.candidates) 
        crystal = this.candidates(i); 
        crystalName = string(class(crystal)); 
        disp("!!!!!!!!!!!! Analysing" + crystalName + " !!!!!!!!!!!!") 
        result = this.AnalyseCrystal(crystal); 
        if ~isempty(result) 
          result{:,'crystal'} = repmat(crystalName,height(result),1); 
          results = [results; result]; 
        end 
      end 
       
      if isempty(results) 
        disp('==============No solution for all cyrstal structures===================') 
        return 
      end 
    end 
  end 
   
  methods (Access = private) 
    function result = AnalyseCrystal(this, crystal) 
      tilts = this.tilts; 
      inv_ds = this.inv_ds; 
      angles = this.angles; 
       
      for i = 1:size(tilts,1) 
        fprintf('==========analysing a%.1f b%.1f==========\n',tilts(i,:)); 
        za{i} = this.getZoneAxisAll(crystal, inv_ds(i,:), angles(i,:)); 
      end 
       
      %% 
      solutions = []; 
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      recur(1,[]); 
       
      if isempty(solutions) 
        result = []; 
        fprintf('==========No solution found==========\n'); 
        return 
      end 
       
      %% calculate error 
      fprintf('Calculating error...\n'); 
      for i = 1:size(solutions,2) 
        for j = 1:length(solutions(:,i)) 
          error_d = 0; 
          for k = 1:length(inv_ds(i,:)) 
            error_d = max([error_d, abs(1/crystal.getD(solutions(j,i).("plane" + 
char(k+64))) - inv_ds(i,k)) / inv_ds(i,k)]); 
          end 
          solutions(j,i).error_d = error_d; 
           
          error_ang = 0; 
          for k = 1:length(angles(i,:))-1 
            error_ang = max([error_ang, abs(crystal.getPlaneAngle(solutions(j,i).("plane" 
+ char(k+64)), solutions(j,i).("plane" + char(k+1+64))) - angles(i,k)) / angles(i,k)]); 
          end 
          solutions(j,i).error_ang = error_ang; 
        end 
      end 
       
      %% remove duplicates 
      fprintf('Removing duplicates...\n'); 
      for i = 1:size(solutions,1) 
        for j = size(solutions,1):-1:i+1 
          if isDuplicate(solutions(i,:), solutions(j,:)) 
            solutions(j,:) = []; 
          end 
        end 
      end 
       
      %% prepare result table 
      fprintf('Preparing result table...\n'); 
      result = []; 
      for i = 1:size(solutions,2) 
        t = struct2table(solutions(:,i)); 
        t{:,'error_ang'} = round(t{:,'error_ang'},4); 
        t{:,'error_d'} = round(t{:,'error_d'},4); 
        t.Properties.VariableNames = cellfun(@(c) "fig" + i + "_" + 
string(c),t.Properties.VariableNames); 
        result = [result t]; 
      end 
      result = unique(result); 
      result(:,contains(result.Properties.VariableNames,'planeC') |... 
        contains(result.Properties.VariableNames,'planeD')) = []; 
       
      %% calculate tilt error 
      fprintf('Calculating tilt error...\n'); 
      for i = 1:size(tilts,1) 
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        for j = i+1:size(tilts,1) 
          tiltError = []; 
          tiltAngle = Analyser.TotalTiltAngle(tilts(i,:),tilts(j,:)); 
          for k = 1:height(result) 
            tiltError(k,:) = 
abs(crystal.getVectorAngle(result{k,"fig"+i+"_ZoneAxis"},result{k,"fig"+j+"_ZoneAxis"}) - 
tiltAngle) / tiltAngle; 
          end 
          result{:,"error_tilt"+i+j} = tiltError; 
        end 
      end 
       
      %% get forbidden reflections 
      fprintf('Getting forbidden reflections...\n'); 
      forbiddenPlanes = cell(height(result), 1); 
      for i = 1:height(result) 
        columns = result.Properties.VariableNames(~cellfun(@isempty, 
strfind(result.Properties.VariableNames,'plane'))); 
        k = 1; 
        for j = 1:length(columns) 
          column = columns{j}; 
          if abs(crystal.getStructureFactor(result{i, column})) < 1e-5 
            forbiddenPlanes{i} = [forbiddenPlanes{i} result{i, column}]; 
            k = k + 1; 
          end 
        end 
      end 
      if ~isempty(forbiddenPlanes) 
        result{:,'forbidden'} = forbiddenPlanes; 
      end 
       
      fprintf('==========analysis completed==========\n'); 
       
      %% inner functions 
      function recur(depth, ZAs) 
        d = depth - 1; 
        if d >= 2 
          for idx = 1:d-1 
            if ~this.checkAngle(Analyser.TotalTiltAngle(tilts(idx,:), tilts(d,:)), 
crystal.getVectorAngle(ZAs(idx).ZoneAxis,ZAs(d).ZoneAxis), this.tilt_tol) 
              return 
            end 
          end 
        end 
        if d == length(za) 
          solutions = [solutions; ZAs]; 
        else 
          for idx = 1:length(za{depth}) 
            recur(depth + 1, [ZAs za{depth}(idx)]); 
          end 
        end 
      end 
       
      function bool = isDuplicate(solution1, solution2) 
        bool = false; 
        for idx = size(solution1,2) 
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          if solution1(idx).error_d ~= solution2(idx).error_d || ... 
              solution1(idx).error_ang ~= solution2(idx).error_ang || ... 
              ~isSameFamily(solution1(idx).ZoneAxis, solution2(idx).ZoneAxis) 
            return 
          end 
        end 
        bool = true; 
      end 
       
      function bool = isSameFamily(za1, za2) 
        family = crystal.getVectorFamily(za1); 
        bool = ismember(za2, family, 'rows'); 
      end 
    end 
     
    function zaAll = getZoneAxisAll(this, crystal, inv_ds, angles) 
      hkld = crystal.getAllFamilies(); 
       
      zaAll = []; 
      headers = {}; 
      getZoneAxisAll_inner(); 
       
      function getZoneAxisAll_inner() 
        for i = 1:2 
          error = abs(1./hkld(:,4) - inv_ds(i)) / inv_ds(i); 
          [error, order] = sort(error,'ascend'); 
          hkl = hkld(order,1:3); 
          hkl(error > this.d_tol,:) = []; 
          headers{i} = hkl; 
        end 
         
        for i = 1:size(headers{1},1) 
          for j = 1:size(headers{2},1) 
            planesA = crystal.getFamily(headers{1}(i,:)); 
            planesB = crystal.getFamily(headers{2}(j,:)); 
            za = getZoneAxis(planesA,planesB); 
            if isempty(za) 
              continue 
            end 
             
            zaAll = [zaAll za]; 
          end 
        end 
      end 
       
      function results = getZoneAxis(planesA,planesB) 
        results = []; 
        id = 1; 
        for i = 1:size(planesA,1) 
          for j = 1:size(planesB,1) 
            planes(1,:) = planesA(i,:); 
            planes(2,:) = planesB(j,:); 
            planes(3,:) = planes(2,:) - planes(1,:); 
            planes(4,:) = planes(3,:) - planes(1,:); 
            ZA = cross(planes(1,:), planes(2,:)); 
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            if ~checkPlanes(planes, ZA) 
              continue 
            end 
             
            for k = 1:size(planes,1) 
              results(id).("plane" + char(k+64)) = planes(k,:); 
            end 
            ZA = ZA / gcd(ZA(1),gcd(ZA(2),ZA(3))); 
            results(id).ZoneAxis = ZA; 
            id = id + 1; 
            fprintf('zone axis added: [%d%d%d]\n', ZA); 
          end 
        end 
      end 
       
      function bool = checkPlanes(planes, ZA) 
        bool = false; 
        if all(ZA == 0) 
          return 
        end 
         
        for i = 1:length(angles) 
          if ~this.checkD(inv_ds(i), 1/crystal.getD(planes(i,:))) 
            return 
          end 
           
          if dot(ZA,planes(i,:)) ~= 0 
            return 
          end 
           
          for j = i+1:length(angles) 
            if ~this.checkAngle(sum(angles(i:j-1)), crystal.getPlaneAngle(planes(i,:), 
planes(j,:))) 
              return 
            end 
          end 
        end 
        bool = true; 
      end 
    end 
     
    function bool = checkD(this, actual, expected) 
      d_tol = this.d_tol; 
      bool = abs(actual - expected) / actual < d_tol; 
    end 
     
    function bool = checkAngle(this, actual, expected, tol) 
      if nargin < 4 
        tol = this.angle_tol; 
      end 
      if actual < 1e-2 
        bool = abs(actual - expected) < tol; 
      else 
        bool = abs(actual - expected) / actual < tol; 
      end 
    end 
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  end 
   
  methods (Static) 
    function angle = TotalTiltAngle(tilt1, tilt2) 
      Rx = @(theta) [1 0 0;... 
        0 cosd(theta) -sind(theta);... 
        0 sind(theta) cosd(theta)]; 
      Ry = @(theta) [cosd(theta) 0 sind(theta);... 
        0 1 0;... 
        -sind(theta) 0 cosd(theta)]; 
       
      vA = [0 0 1]'; 
      vB = Rx(tilt1(1))*Ry(tilt1(2))*vA; 
      vC = Rx(tilt2(1))*Ry(tilt2(2))*vA; 
      angle = acos(dot(vB,vC)/norm(vB)/norm(vC))*360/2/pi; 
    end 
     
    function planes = getPlanePermutations(n) 
      planes = []; 
      for h = n:-1:-n 
        for k = n:-1:-n 
          for l = n:-1:-n 
            if ~any([h k l]) 
              continue 
            end 
            planes(end+1,:) = [h k l]; 
          end 
        end 
      end 
    end 
     
    function results = PostProcessing(results) 
      if isempty(results) 
        return 
      end 
      %% sort result 
      error_columns = results.Properties.VariableNames(~cellfun(@isempty, 
strfind(results.Properties.VariableNames,'error'))); 
      helper = sum(results{:,error_columns},2); 
      [~,order] = sort(helper, 'ascend'); 
      results = results(order,:); 
       
      %% swap colums 
      crystalCol = find(~cellfun(@isempty, 
strfind(results.Properties.VariableNames,'crystal'))); 
      forbiddenCol = find(~cellfun(@isempty, 
strfind(results.Properties.VariableNames,'forbidden'))); 
      results = movevars(results, forbiddenCol, 'After', crystalCol); 
       
      %% excel output 
      if exist('output.xlsx','file') 
        delete('output.xlsx') 
      end 
      writetable(results, 'output.xlsx'); 
      disp('All results have been saved to output.xlsx'); 
    end 
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  end 
end 

 

C.2.2. Class: HcpTi 

classdef HcpTi < CrystalStructure 
 
  properties  
    a = 0.295; 
    c = 0.4686; 
  end 
   
  methods 
    function obj = HcpTi(a,c) 
      if nargin >= 1 
        obj.a = a; 
      end 
      if nargin >= 2 
        obj.c = c; 
      end 
    end 
 
    function sf = getStructureFactor(this, planes) 
      for planeID = 1:size(planes,1) 
        plane = planes(planeID, 1:3); 
        sf(planeID,:) = exp(2*pi*1i*dot(plane,[0 0 0])) + ... 
          exp(2*pi*1i*dot(plane,[1/3 2/3 1/2])); 
      end 
    end 
 
    function d = getD(this, hkl) 
      a = this.a; 
      c = this.c; 
      h = hkl(:,1); 
      k = hkl(:,2); 
      l = hkl(:,3); 
      d = sqrt(1./(4./3.*(h.^2+h.*k+k.^2)./a.^2+(l./c).^2)); 
    end 
     
    function family = getFamily(~, hkl) 
      h = hkl(1); 
      k = hkl(2); 
      l = hkl(3); 
      i = -(h+k); 
      family = []; 
      for l = [-l l] 
        putSet(h,k,l); 
        putSet(i,k,l); 
        putSet(i,h,l); 
      end 
      family = unique(family,'rows'); 
       
      function putSet(h,k,l) 
        family(end+1,:) = [h k l]; 
        family(end+1,:) = [k h l]; 
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        family(end+1,:) = [-h -k l]; 
        family(end+1,:) = [-k -h l]; 
      end 
    end 
     
    function UVTW = getMillerBravaisVector(~, uvw) 
      for i = 1:size(uvw) 
        u = uvw(i,1); 
        v = uvw(i,2); 
        w = uvw(i,3); 
        U = (2*u-v); 
        V = (2*v-u); 
        T = -(U+V); 
        W = 3*w; 
        gcdNum = gcd(U,gcd(V,gcd(T,W))); 
        UVTW(i,:) = [U V T W] / gcdNum; 
      end 
    end 
     
    function uvw = getMillerVector(~, UVTW) 
      for i = 1:size(UVTW) 
        U = UVTW(i,1); 
        V = UVTW(i,2); 
        W = UVTW(i,4); 
        u = 2*U + V; 
        v = 2*V + U; 
        w = W; 
        gcdNum = gcd(u,gcd(v,w)); 
        uvw(i,:) = [u v w] / gcdNum; 
      end 
    end 
     
    function angle = getPlaneAngle(this, planeA, planeB) 
      a = this.a; 
      c = this.c; 
      h1 = planeA(1); 
      k1 = planeA(2); 
      l1 = planeA(3); 
      h2 = planeB(1); 
      k2 = planeB(2); 
      l2 = planeB(3); 
      rad = acos((h1*h2+k1*k2+1/2*(h1*k2+h2*k1)+3*a^2/4/c^2*l1*l2) ... 
        / sqrt((h1^2+k1^2+h1*k1+3*a^2/4/c^2*l1^2)*(h2^2+k2^2+h2*k2+3*a^2/4/c^2*l2^2)) ); 
      angle = rad*360/2/pi; 
    end 
     
    function angle = getVectorAngle(this, VectorA, VectorB) 
      a = this.a; 
      c = this.c; 
      u1 = VectorA(1); 
      v1 = VectorA(2); 
      w1 = VectorA(3); 
      u2 = VectorB(1); 
      v2 = VectorB(2); 
      w2 = VectorB(3); 
      rad = acos( (a^2*(u1*u2 + v1*v2 - 1/2*(u1*v2+v1*u2)) + c^2*w1*w2) ... 



Appendix C    Programming Scripts 

361 
 

        / (sqrt(a^2*(u1^2 - u1*v1 + v1^2) + c^2*w1^2) * sqrt(a^2*(u2^2 - u2*v2 + v2^2) + 
c^2*w2^2)) ); 
      angle = rad * 360/2/pi; 
    end 
     
    function family = getVectorFamily(this, uvw) 
      UVTW = this.getMillerBravaisVector(uvw); 
      hkl = UVTW([1 2 4]); 
      planes = this.getFamily(hkl); 
      planes = [planes(:,1:2) -sum(planes(:,1:2),2) planes(:,3)]; 
      family = this.getMillerVector(planes); 
    end 
 
  end 
end 
 

C.2.3. Class: BccTi 

classdef BccTi < CrystalStructure 
 
  properties 
    a = 0.331; 
  end 
   
  methods 
    function obj = BccTi(a) 
      if nargin >= 1 
        obj.a = a; 
      end 
    end 
 
    function sf = getStructureFactor(this,planes) 
      sf = 1 + (-1).^(planes(:,1) + planes(:,2) + planes(:,3)); 
    end 
 
    function d = getD(this,hkl) 
      a = this.a; 
      h = hkl(:,1); 
      k = hkl(:,2); 
      l = hkl(:,3); 
      d = sqrt(a.^2./(h.^2+k.^2+l.^2)); 
    end 
     
    function family = getFamily(~,hkl) 
      family = []; 
      permutation([], hkl) 
      family = unique(family,'rows'); 
       
      function permutation(array, topick) 
        if isempty(topick) 
          negative_permutation(array); 
        end 
        for i = 1:length(topick) 
          permutation([array topick(i)], topick([1:i-1 i+1:end])); 
        end 
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      end 
       
      function negative_permutation(array) 
        for i = [-1 1] 
          for j = [-1 1] 
            for k = [-1 1] 
              family(end+1,:) = array .* [i j k]; 
            end 
          end 
        end 
      end 
    end 
     
    function angle = getPlaneAngle(~,planeA,planeB) 
      h1 = planeA(:,1); 
      k1 = planeA(:,2); 
      l1 = planeA(:,3); 
      h2 = planeB(:,1); 
      k2 = planeB(:,2); 
      l2 = planeB(:,3); 
      rad = acos((h1.*h2+k1.*k2+l1.*l2) ... 
        ./ sqrt((h1.^2+k1.^2+l1.^2).*(h2.^2+k2.^2+l2.^2)) ); 
      angle = rad*360/2/pi; 
    end 
     
    function angle = getVectorAngle(~,VectorA,VectorB) 
      u1 = VectorA(1); 
      v1 = VectorA(2); 
      w1 = VectorA(3); 
      u2 = VectorB(1); 
      v2 = VectorB(2); 
      w2 = VectorB(3); 
      rad = acos((u1*u2+v1*v2+w1*w2) ... 
        / sqrt((u1^2+v1^2+w1^2)*(u2^2+v2^2+w2^2)) ); 
      angle = rad * 360/2/pi; 
    end 
     
    function family = getVectorFamily(this,uvw) 
      family = this.getFamily(uvw); 
    end 
 
  end 
end 
 

C.2.4. Class: CrystalStructure 

classdef (Abstract) CrystalStructure < matlab.mixin.Heterogeneous 
  methods (Abstract) 
    d = getD(this, hkl); 
    family = getFamily(this, hkl); 
    angle = getPlaneAngle(this, planeA,planeB); 
    sf = getStructureFactor(this, planes); 
    angle = getVectorAngle(this, VectorA,VectorB); 
    family = getVectorFamily(this, uvw); 
  end 
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  methods 
    function hkld = getAllFamilies(this) 
      planes = Analyser.getPlanePermutations(6); 
       
      planes = this.reduceByFamily(planes); 
       
      d = this.getD(planes); 
       
      idx = d < 0.07; %0.7A = 0.07nm 
      d(idx) = []; 
      planes(idx,:) = []; 
       
      [d,order] = sort(d, 'descend'); 
      hkld = [planes(order,:) d]; 
    end 
     
    function hkld = getSelectedFamilies(this) 
      hkld = this.getAllFamilies(); 
       
      sf = this.getStructureFactor(hkld(:,1:3)); 
      hkld(abs(sf) < 1e-5,:) = []; 
    end 
     
    function planes = reduceByFamily(this,planes) 
      i = 1; 
      while i <= size(planes,1) 
        plane = planes(i,:); 
        family = this.getFamily(plane); 
        family(ismember(family,plane,'rows'),:) = []; 
        planes(ismember(planes,family,'rows'),:) = []; 
        i = i + 1; 
      end 
    end 
  end 
end 
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C.3 Hardness Indent Measurement Script 

%% Determine the locations and sizes of the indents from an optical image. 
 
%% INPUT 
force = 0.5; % the force (kg) used in indentation  
angle = 136; % the angle (degree) of indenter  
pixel2um = 100/239; % the ratio of image pixel to the actual length in micron (um), e.g. 
100 um = 239 pixels 
threshold = 130; % the color threshold to identify the indents  
areaMin = 4500; % the minimum indent size in pixel^2 
correction = 5; % fitting with corrected data 
origin_y = 3.2; % the Y location of the reference indent 
origin_x = 0; % the X location of the reference indent 
  
filepath = '\path\to\your\image.png'; 
  
%% image preprocessing 
image = imread(filepath); 
  
image_gray = rgb2gray(image); 
image_binary = image_gray < threshold; 
image_binary = imclearborder(image_binary); % remove border 
image_binary = bwareaopen(image_binary, areaMin); % remove small noises 
image_binary = imclose(image_binary,strel('diamond',5)); % close gaps inside indents 
image_binary = imfill(image_binary, 'holes'); % fill holes inside indents 
image_binary = imopen(image_binary,strel('diamond',15)); % remove large noises (dusts, 
black dots) 
figure 
imshow(image_binary); 
  
indents = regionprops(image_binary); 
  
%% get locations and hardness 
locations = vertcat(indents.Centroid); 
boxes = vertcat(indents.BoundingBox); 
diagonals = boxes(:,3:4); 
  
locations_um = locations * pixel2um; 
diagonals_um = (diagonals + correction) * pixel2um; 
  
[locations_um, order] = sortrows(locations_um,[2 1],'descend'); % must be sorted for 
mapping locations and aligning peaks 
diagonals_um = diagonals_um(order,:); 
  
d = locations_um(:,1).^2 + locations_um(:,2).^2; % distance to origin (top left corner) 
[~,index] = min(d); 
origin_um = locations_um(index,:); % get the top left indent 
  
y = origin_y - (locations_um(:,2) - origin_um(2)) / 1000; 
x = origin_x + (locations_um(:,1) - origin_um(1)) / 1000; 
hardness = 2 * force * sind(angle/2) ./ ((mean(diagonals_um,2)/1000).^2); %HV 
  
save('output.mat', 'x','y','hardness');  
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C.4 Hardness Mapping Script 

%% Plot hardness distribution as a contour map. 
 
%% INPUT 
load('output.mat'); % load the output from indent measurement 
 
%% Gridify data 
xmin = min(x); 
xmax = max(x); 
ymin = min(y); 
ymax = max(y); 
[grid.x,grid.y] = meshgrid(xmin:0.02:xmax,ymin:0.02:ymax); 
grid.hardness = griddata(x, y, hardness, grid.x, grid.y, 'natural'); 
 
%% Plot contour 
[~,h] = contourf(gird.x, grid.y, grid.hardness, 100,'LineColor','none'); 
axis image 
hold on 
scatter(x, y, 1.5,'o','b','filled') 
ax = gca; 
axis normal 
set(ax,'CLim',[250,500]); 
set(ax,'YLim',[-3.2, 3.2]); 
ax.FontName = 'Times New Roman'; 
ax.FontSize = 16; 
 
colorbarhandle = colorbar('peer',ax); 
set(get(colorbarhandle, 'label'), 'String', 'Hardness (HV 0.5)','FontSize',20, 
'FontName', 'Times New Roman'); 
xlabel('Distance to the bifurcation point (mm)','FontSize',20, 'FontName', 'Times New 
Roman'); 
ylabel('DIstance to the weld interface (mm)','FontSize',20, 'FontName', 'Times New 
Roman'); 
colormap jet 
set(gca,'TickDir',"in") 
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D Fractography 

D.1 Tensile Test Pieces 

 

Figure D.1 Optical macrograph of the fracture surface of specimen HT001. 

 

Figure D.2 Optical macrograph of the fracture surface of specimen HT002. 
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Figure D.3 Optical macrograph of the fracture surface of specimen HT003. 

 

Figure D.4 Optical macrograph of the fracture surface of specimen HT004. 

  



Appendix D    Fractography 

368 
 

D.2 High Cycle Fatigue Test Pieces 

 

Figure D.5 Optical macrograph of the fracture surface of specimen HF001.  

 

Figure D.6 Optical macrograph of the fracture surface of specimen HF002.  
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Figure D.7 Optical macrograph of the fracture surface of specimen HF003.  

 

Figure D.8 Optical macrograph of the fracture surface of specimen HF004. 
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Figure D.9 Optical macrograph of the fracture surface of specimen HF005.  

  

Figure D.10 Optical macrograph of the fracture surface of specimen HF006.  
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Figure D.11 Optical macrograph of the fracture surface of specimen HF007.  

 

Figure D.12 Optical macrograph of the fracture surface of specimen HF008.  
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Figure D.13 Optical macrograph of the fracture surface of specimen HF009.  

 

Figure D.14 Optical macrograph of the fracture surface of specimen HF010. 
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Figure D.15 Optical macrograph of the fracture surface of specimen HF011. 

  

Figure D.16 Optical macrograph of the fracture surface of specimen HF012. 
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Figure D.17 Optical macrograph of the fracture surface of specimen HF013. 

 

Figure D.18 Optical macrograph of the fracture surface of specimen HF014. 
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Figure D.19 Optical macrograph of the fracture surface of specimen HF015. 

 

Figure D.20 Optical macrograph of the fracture surface of specimen HF016. 
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Figure D.21 Optical macrograph of the fracture surface of specimen HF017. 

 

Figure D.22 Optical macrograph of the fracture surface of specimen HF018. 

  



Appendix D    Fractography 

377 
 

D.3 Fatigue Crack Growth Threshold Test Pieces 

 

Figure D.23 Optical macrographs of the front and side views of the fracture surface of 
specimen CP001L after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed arrows. 
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Figure D.24 Optical macrographs of the front and side views of the fracture surface of 
specimen CP001R after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed arrows. 
Annotation `A' indicates the location where crack went across the weld interface. 

Notch

Pre-crack

Fatigue
Threshold

Fracture
Toughness

Ti
6

4

Ti
5

7
5

In
te

rf
ac

e

1 mm



Appendix D    Fractography 

379 
 

 

Figure D.25 Optical macrographs of the front and side views of the fracture surface of 
specimen CP002 after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed arrows.  
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Figure D.26 Optical macrographs of the front and side views of the fracture surface of 
specimen CP003 after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed arrows.  
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Figure D.27 Optical macrographs of the front and side views of the fracture surface of 
specimen CP004 after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed arrows. 
Annotation `A' indicates the location where crack went across the weld interface. 

1 mm

Notch

Fracture
Toughness

Precrack +
Fatigue
Threshold

A

T
i5

7
5

T
i6

4
In

te
rf

ac
e



Appendix D    Fractography 

382 
 

 

Figure D.28 Optical macrographs of the front and side views of the fracture surface of 
specimen CP005L after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed arrows.  
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Figure D.29 Optical macrographs of the front and side views of the fracture surface of 
specimen CP005R after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed arrows.  
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Figure D.30 Optical macrographs of the front and side views of the fracture surface of 
specimen CP006 after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed arrows.  
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Figure D.31 Optical macrographs of the front and side views of the fracture surface of 
specimen CP007 after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed arrows.  
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Figure D.32 Optical macrographs of the front and side views of the fracture surface of 
specimen CP008 after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed arrows.  
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Figure D.33 Optical macrographs of the front and side views of the fracture surface of 
specimen CP009L after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed arrows.  
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Figure D.34 Optical macrographs of the front and side views of the fracture surface of 
specimen CP009R after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed arrows.  
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Figure D.35 Optical macrographs of the front and side views of the fracture surface of 
specimen CP010 after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed arrows. 
Annotation `A' indicates the location where crack went across the weld interface. 
Annotation `B' indicates the hole drilled for residual stress measurement. 
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Figure D.36 Optical macrographs of the front and side views of the fracture surface of 
specimen CP011L after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed arrows.  
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Figure D.37 Optical macrographs of the front and side views of the fracture surface of 
specimen CP012 after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed arrows.  
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Figure D.38 Optical macrographs of the front and side views of the fracture surface of 
specimen CP014 after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed arrows.  
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Figure D.39 Optical macrographs of the front and side views of the fracture surface of 
specimen CP017 after fatigue crack growth threshold testing and fracture 
toughness testing. Each stage of the testing is indicated by the red dashed arrows.  
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D.4 Fatigue Crack Propagation Test Pieces 

  

Figure D.40 Optical macrograph of the fracture surface of specimen CP011L.  

 

Figure D.41 Optical macrograph of the fracture surface of specimen CP013L.  
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Figure D.42 Optical macrograph of the fracture surface of specimen CP013R.  

 

Figure D.43 Optical macrograph of the fracture surface of specimen CP015L.  

 

Figure D.44 Optical macrograph of the fracture surface of specimen CP015R.  
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Figure D.45 Optical macrograph of the fracture surface of specimen CP016L.  

 

Figure D.46 Optical macrograph of the fracture surface of specimen CP016R.  

 

Figure D.47 Optical macrograph of the fracture surface of specimen CP021L.  
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Figure D.48 Optical macrograph of the fracture surface of specimen CP021R.  

 

Figure D.49 Optical macrograph of the fracture surface of specimen CP022L.  

 

Figure D.50 Optical macrograph of the fracture surface of specimen CP022R.  
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D.5 Fractographs in the Fracture Region 

  

Figure D.51 (a) Low and (b) high magnification secondary electron images of the fracture 

surface of CP002 in fracture region. (𝐾𝑄 = 29.8 MPa
√

m) 

 

Figure D.52 (a) Low and (b) high magnification secondary electron images of the fracture 

surface of CP003 in fracture region. (𝐾𝑄 = 25.0 MPa
√

m) 
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Figure D.53 (a) Low and (b) high magnification secondary electron images of the fracture 

surface of CP005L in fracture region. (𝐾𝑄 = 33.7 MPa
√

m) 

 

Figure D.54 (a) Low and (b) high magnification secondary electron images of the fracture 

surface of CP009L in fracture region. (𝐾𝑄 = 30.5 MPa
√

m) 

 

Figure D.55 (a) Low and (b) high magnification secondary electron images of the fracture 

surface of CP012 in fracture region. (𝐾𝑄 = 44.8 MPa
√

m) 
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Figure D.56 (a) Low and (b) high magnification secondary electron images of the fracture 

surface of CP014 in fracture region. (𝐾𝑄 = 66.8 MPa
√

m) 

 

Figure D.57 (a) Low and (b) high magnification secondary electron images of the fracture 

surface of CP015L in fracture region. (𝐾𝑚𝑎𝑥 = 31.0 MPa
√

m) 

 

Figure D.58 (a) Low and (b) high magnification secondary electron images of the fracture 

surface of CP016L in fracture region. (𝐾𝑚𝑎𝑥 = 50.3 MPa
√

m) 
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Figure D.59 (a) Low and (b) high magnification secondary electron images of the fracture 

surface of CP022R in fracture region. (𝐾𝑄 = 80.4 MPa
√

m) 
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E Hard Alpha Particles in Linear Friction Welds 

E.1 Introduction 

In the realm of engineering, the performance of service components is subject to intricate 

loading conditions, which often include high-frequency vibrations leading to high cycle 

fatigue. The presence of a defect of appropriate size within a component can trigger the 

initiation of a fatigue crack. Subsequently, this crack progresses under the influence of high 

cycle fatigue, and once it reaches a critical length, it can result in catastrophic failure. 

A notable incident that exemplifies the severity of such situations occurred on July 19, 1989, 

when United Airlines Flight 232, a McDonnell Douglas DC-10-10, tragically crash-landed in 

Sioux City, Iowa, claiming 112 lives. The root cause of this crash was identified as a fatigue 

crack that originated from a hard alpha metallurgical defect in the compressor disc, leading 

to the uncontained failure of the fan rotor disk assembly [1]. While literature exists on hard 

alpha defects originating from melt-related processes, there remains limited research 

characterising hard alpha defects arising from the welding process. 

Consequently, as a direct response to this incident, manufacturing methods that may 

produce hard alpha defects have been refined, with particular emphasis on melting 

techniques. While there is substantial literature available on friction welding and titanium 

alloys, little attention has been directed towards defects produced during linear friction 

welding and their subsequent impact on mechanical properties. 

The aim of this study is to extend our comprehension of hard alpha particles (HAPs) and 

fatigue behaviour in Ti-6Al-4V (Ti-64) self-similar linear friction welds in succession of 

previous works carried out by Dungey [2] and Nuttall [3].  
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E.2 Methods 

E.2.1. Materials 

Self-similar Ti-64 linear friction welds were studied in this research. All welds utilised in this 

study were supplied by Rolls-Royce plc. The desired weld upset, ranging from 0.2 to 0.8 mm, 

was targeted and closely monitored during the process, with the actual upset falling within 

a small range around the target value. It is worth noting that typical production welds in 

the industry often exhibit an upset exceeding 4 mm. In contrast, the low level of upset is 

deliberately employed in this research to promote higher amount of HAPs within the weld. 

Throughout the study, all welds were produced under consistent process parameters, 

including a forging pressure of 80 MPa, a frequency of 45 Hz, and an amplitude of 2 mm. 

Following the welding process, a post-weld heat treatment at 600℃ for 1 hours was applied 

to the welds in vacuum, followed by gas fan quench. The post-weld heat treatment was 

employed to relieve residual stresses and recover toughness at the weld joint. 

E.2.2. HAPs Distribution Analysis 

Macro-slices and cylindrical test pieces were then machined from the weld blocks so that the 

weld was located in the middle of the gauge length, as illustrated in Figure E.1. Macro-slices 

were extracted using Electron Discharge Machining (EDM) for metallographic examination. 

The detailed metallographic sample preparation procedure can be found in Section 3.2.2.  
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Figure E.1 Schematic diagram of sample extraction arrangement. 

The amount and size of HAPs in the welds were assessed by inspecting the cross-section of 

the welds using optical microscope after etching. HAPs appear to have knots and trails 

appearance. Typical appearance of HAPs trails and HAPs knots are illustrated in Figure E.2 

and Figure E.3, respectively. The HAPs distribution was quantified from two aspects: HAPs 

trail fraction and maximum HAPs knot size. The HAPs trail fraction is the proportion of 

the HAPs trails within the thickness of the weld, it can be expressed as 

 
HAPs trail fraction =

 ∑ 𝑙  

𝐿
 (E.1) 

where 𝑙 is the length of a HAPs trail and 𝐿 is the length of the weld cross-section. It should 

be noted that the HAPs trail fraction is estimated on an optical micrograph at low 

magnification (30x), this may overestimate the actual volume fraction of HAPs distributed 

at the weld interface.  

The maximum HAPs knot size measured from the largest HAPs found under high 

magnification optical micrographs (1000x). HAPs located within 100 μm are considered as a 

continuous single HAPs, however, small HAPs with length lower than 10 μm are neglected 
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in this analysis. The welds with significantly high HAPs trail fraction and/or large HAPs 

knot size were selected for specific high cycle fatigue testing conditions.  

 

Figure E.2 Optical micrograph of the cross-section of sample 477-02. The HAPs at the weld 
interface are indicated by the white arrows. 

 

Figure E.3 Optical micrographs showing examples of HAPs in the form of (a) trail and (b) 
knot taken from sample 477-20. 

E.2.3. High Cycle Fatigue Testing 

Cylindrical test-pieces were used for high cycle fatigue testing. The experimental procedure 

of high cycle fatigue testing can be found in Section 3.3.5. The stress ratio 𝑅 is either 0.2 or 

0.3 for comparison with the previous results. The maximum stress 𝜎𝑚𝑎𝑥 used in the HCF 

tests are chosen depending on the theoretical minimum stress for HAPs failure, which is 

calculated as follows. 

According to the failure mechanism proposed by Nuttall [3], a HAPs region can be divided 

into two zones: inner zone and intermediate zone. The inner zone is assumed to undergo a 
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cleavage fracture immediately after applying the load, as it appears like a flat facet on the 

fracture surface, hence it is considered that the fracture stress required to break the inner 

zone is far lower than the maximum applied stress 𝜎𝑚𝑎𝑥. Consequently, the inner zone can 

be regarded as the initiation site of HAPs failures, and the size of the inner zone is recognised 

as the initial crack size. For the crack to break through the intermediate zone, the crack 

must meet the 𝐾𝑚𝑎𝑥 criterion, which can be expressed as 

 𝐾𝑚𝑎𝑥 ≥ 𝐾𝐼𝑐
𝐻𝐴𝑃  (E.2) 

where 𝐾𝐼𝑐
𝐻𝐴𝑃  is the fracture toughness of HAPs. The exact value of 𝐾𝐼𝑐

𝐻𝐴𝑃  has not been 

determined experimentally yet. Nuttall proposed that 𝐾𝐼𝑐
𝐻𝐴𝑃 ≈ 3.0 MPa

√
m based on the 

fracture toughness calculated for the exposed HAPs after high cycle fatigue testing. 

The intermediate region usually exhibits an elliptic shape on the fracture surface, hence it 

was modelled as an elliptical crack in an infinite body, as shown in Figure E.4. The stress 

intensity factor 𝐾 of an elliptical crack can be expressed as [4] 

 

𝐾 =
𝜎(𝜋𝑎)1/2

Φ
(sin2 𝛽 +

𝑎2

𝑐2
cos2 𝛽)

1/4

 (E.3) 

where 𝜎 is the applied stresses, 𝑎 and 𝑐 are the minor and major radius of the ellipse, 𝛽 is 

the angle describing the location on the crack border, as illustrated in Figure E.4. The 

maximum stress intensity factor 𝐾𝑚𝑎𝑥 occurs when maximum stress 𝜎𝑚𝑎𝑥 is applied at the 

minor axis of the ellipse (i.e. 𝛽 = 𝜋/2). Φ is the elliptic integral, it can be expressed as  

 

Φ = ∫ [1 −
𝑐2 − 𝑎2

𝑐2
sin2 𝜃]

1/2

𝑑𝜃
𝜋/2

0

 (E.4) 
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Figure E.4 An illustration of an elliptical crack in an infinite body subjected to uniform 
tension [4]. 

If the subjected stress intensity factor satisfies the 𝐾𝑚𝑎𝑥 criterion, the crack can break 

through the intermediate zone. After the crack propagate through the entire HAPs, for it to 

keep propagate through the material, the subjected stress intensity factor range Δ𝐾 must 

meet the Δ𝐾 criterion, which is expressed as 

 Δ𝐾 ≥ Δ𝐾𝑡ℎ (E.5) 

where Δ𝐾𝑡ℎ is the fatigue crack growth threshold.   

The 𝐾𝑚𝑎𝑥  and Δ𝐾  criteria with respect to the crack size and the applied stress are 

illustrated in Figure E.5 and Figure E.6. The largest HAPs found in Nuttall's study have an 

inner zone size of 95 μm. Following Figure E.5, the minimum 𝜎𝑚𝑎𝑥 to satisfy 𝐾𝑚𝑎𝑥 criterion 

is 

 𝜎𝑚𝑎𝑥 ≥ 390 MPa (E.6) 
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The largest intermediate zone size found in Nuttall's study is 550 μm, following Figure E.6, 

e.g. at stress ratio 𝑅 = 0.2 , the required stress range Δ𝜎  to satisfy Δ𝐾  criterion is 

approximately 230 MPa, which is equivalent to 

 𝜎𝑚𝑎𝑥 ≥ 287.5 MPa (E.7) 

Since the 𝐾𝑚𝑎𝑥 criterion is more restrictive than the Δ𝐾 criterion, the theoretical minimum 

stress required for HAPs failure is therefore determined as 390 MPa. 

 

Figure E.5 A schematic showing the effect of inner zone size and maximum stress on 𝐾𝑚𝑎𝑥 

by plotting equivalent diameter of inner zone against maximum stress. A 𝐾𝑚𝑎𝑥 =

3.0 MPa
√

m is suggested for fracture to occur in the HAPs inner zone, shown by 
the red line. [3] 
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Figure E.6 A schematic showing the effect of intermediate zone size and stress range on 

Δ𝐾𝑡ℎ by plotting equivalent diameter of inner zone against stress range. Lines of 

equal Δ𝐾𝑡ℎ were plotted for penny shaped cracks at each of the threshold values 

for 𝑅 = 0.1, 0.2, 0.3, 0.5 and 0.7. [3] 

With the theoretical minimum 𝜎𝑚𝑎𝑥 and the HAPs distribution analysis results, the test 

pieces with significantly high HAPs trail fraction and/or large HAPs knot size were tested 

at lower range of stresses, specifically 

 350 MPa ≤ 𝜎𝑚𝑎𝑥 ≤ 600 MPa (E.8) 

in order to capture the minimum stress for HAPs failure experimentally. The test pieces 

with low volume fraction of HAPs and/or smaller HAPs were tested at higher range of 

stresses, specifically 

 800 MPa ≤ 𝜎𝑚𝑎𝑥 ≤ 1000 MPa (E.9) 

to establish the S-N curve of the test pieces. Higher stress also yields higher chance for HAPs 

failures as the two criteria proposed by Nuttall are easily satisfied and the HAPs crack is 

more likely to fracture before the parent material fails.  
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HAPs failures usually exhibit a debit in life compared to parent failures. The debit in life 

was calculated as a percentage of expected parent life, as 

 
Debit in life (%) =

parent life − weld life

parent life
× 100% (E.10) 

where parent life is the lowest number of cycles completed at the tested stress by a parent 

failure, weld life is the number of cycles completed by the weld failure. 

According to the established S-N curve in this study, it was found that testing at lower range 

of stresses tend to run out after 1.5x107 cycles. It was assumed that the damage accumulated 

in the test pieces at such low stress was not sufficient to cause a premature parent failure in 

the succeeding tests. Therefore, the test pieces were firstly tested at 𝜎𝑚𝑎𝑥 = 350 MPa, if the 

test pieces ran out, then they would undergo another HCF testing at a 50 MPa higher stress. 

If the test piece keeps running out, it will be repeatedly tested each time with higher stress 

until it fails or 500 MPa is reached. The assumption was proven true since all test pieces run 

out after the series of HCF testing from 350 MPa to 500 MPa. 

After the test pieces run out at 500 MPa, a notch with 0.2 mm depth was put into the weld 

by electrical discharge machining, and then it was pre-cracked at 𝜎𝑚𝑎𝑥 = 850 MPa with 𝑅 =

0.3 for 1000 cycles, finally a monotonic tensile loading was applied to break open the test 

piece. This procedure promotes crack propagating along the HAPs in the welds, therefore 

the HAPs have higher chance to be exposed on the fracture surfaces. 

E.2.4. Combination Criteria 

On the fracture surfaces of the high cycle fatigue test pieces, it is often observed that multiple 

HAPs regions are located in proximity. As the inner zone of a HAPs region is considered as 

an embedded elliptic crack, multiple co-planar cracks in close proximity can lead to an 

interaction and to more severe effects than single cracks alone. The combination criteria and 

interaction rules for co-planar embedded cracks are given by British Standard BS-7910 [5]. 

A selection of relevant combination criteria and interaction rules are listed in Table E.1. If 
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multiple flaws exist, each flaw should be checked for interaction with each of its neighbouring 

flaws using the original flaw dimensions. 

Table E.1 Interaction rules for embedded co-planar flaws.  

Schematic flaws Criteria for interaction 
Effective dimensions 

after interaction 

 

𝑠 ≤ 𝑎1 + 𝑎2 
2𝑎 = 2𝑎1 + 2𝑎2 + 𝑠 

2𝑐 = max(2𝑐1, 2𝑐2) 

 

𝑠 ≤ max(𝑎1, 𝑎2)  for all flaws 
2𝑎 = max(2𝑎1, 2𝑎2) 

2𝑐 = 2𝑐1 + 2𝑐2 + 𝑠 

 

𝑠1 ≤ max(𝑎1, 𝑎2)  for all flaws 
𝑠2 ≤ 𝑎1 + 𝑎2 

2𝑎 = 2𝑎1 + 2𝑎2 + 𝑠2 

2𝑐 = 2𝑐1 + 2𝑐2 + 𝑠1 

 

E.2.5. Fractography 

After the fracture surfaces of the welds were exposed, the fracture surfaces were examined 

by optical and electron microscopes. The examination specifically focused on searching for 

the HAPs within the initiation site. Low-magnification optical macrographs and high-

magnification secondary electron images were used to identify the initiation site on a fracture 

surface, by tracing the river pattern resulting from a brittle fracture back to the initiation 

facet. If HAPs were found, the size of the HAPs was measured for theoretical calculations. 
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The methods of optical microscopy and scanning electron microscopy is mentioned in Section 

3.2.3 and 3.2.4. 

E.3 Results  

E.3.1. HAPs Distribution 

The HAPs distribution analysis in all 30 macro-slices in terms of HAPs trail fraction and 

maximum HAPs knot size is listed in Table E.2. Figure E.7 illustrates the relationship 

between upset and HAPs distribution.  

The HAPs distribution suggests that an upset value less than 0.5 mm tend to yield higher 

HAPs volume fraction and larger HAPs size in the weld. Test pieces with both large HAPs 

and high HAPs volume fractions are selected for high cycle fatigue testing at low stresses 

(350-600 MPa), others are used for testing at high stresses (800-1000 MPa). 
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Table E.2 HAPs distribution analysis results.  

Sample ID 
(PDR477-) 

Upset 
(mm) 

HAPs trail 
fraction 

Max HAPs  

knot size (μm) 

001 0.39 48% 94 

002 0.20 78% 130 

003 0.27 47% 0 

004 0.20 69% 84 

005 0.29 56% 405 

006 0.19 14% 32 

007 0.19 58% 269 

008 0.23 37% 125 

009 0.25 46% 86 

010 0.26 32% 0 

011 0.56 0% 30 

012 0.21 41% 206 

013 0.36 71% 257 

014 0.61 17% 0 

015 0.44 77% 197 

016 0.42 33% 0 

017 0.23 67% 261 

018 0.28 64% 590 

019 0.30 45% 179 

020 0.28 48% 171 

021 0.70 0% 0 

022 0.45 50% 121 

023 0.49 71% 302 

024 0.28 16% 0 

025 0.31 79% 0 

026 0.27 44% 0 

027 0.22 13% 0 

028 0.20 67% 256 

029 0.85 13% 60 

030 0.28 38% 269 
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Figure E.7 HAPs statistic results showing (a) HAPs trail fraction and (b) maximum HAPs 
knot size with respect to upset. Samples with both large HAPs trail fraction and 
large maximum HAPs knot size are shown in red. 

E.3.2. High Cycle Fatigue 

The results of high cycle fatigue testing in the current study are listed in Table E.3 and 

presented in Figure E.8. Test pieces with low HAPs content are tested at high stresses (800-

1000 MPa), one test piece (HF010) failed at the weld interface, all other test pieces failed in 

the parent material. The S-N curve is established from the best fit of the parent failures 

data. Test pieces with high HAPs content are tested at low stresses (350-600 MPa), to 

investigate the lowest 𝜎𝑚𝑎𝑥 for the occurrence of HAPs failures. Test pieces ran out after 

completing 1.5 × 107 cycles and was tested multiple times at higher stress levels. However, 

no HAPs failure has been observed in a total of 16 test pieces. 
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Table E.3 High cycle fatigue testing results.  

Test piece  
ID (HF-) 

Upset  
(mm) 

R 𝜎𝑚𝑎𝑥 
(MPa) 

Cycles  
completed 

Failure  
location 

001 0.39 0.2 500 1.50 × 107 Run out 

002 0.20 0.2 500 1.50 × 107 Run out 

003 0.27 0.2 500 1.46 × 107 Run out 

004 0.20 0.3 800 4.50 × 105 Parent 

005 0.29 0.2 450 1.50 × 107 Run out 

005 0.29 0.2 500 1.50 × 107 Run out 

007 0.19 0.2 350 1.45 × 107 Run out 

007 0.19 0.2 400 1.50 × 107 Run out 

007 0.19 0.2 450 1.50 × 107 Run out 

007 0.19 0.2 500 1.50 × 107 Run out 

009 0.25 0.3 900 2.71 × 105 Parent 

010 0.26 0.3 1000 1.24 × 104 Weld 

011 0.56 0.3 1000 3.32 × 104 Parent 

012 0.21 0.2 500 1.50 × 107 Run out 

013 0.36 0.2 350 1.44 × 107 Run out 

013 0.36 0.2 400 1.50 × 107 Run out 

013 0.36 0.2 450 1.50 × 107 Run out 

013 0.36 0.2 500 1.50 × 107 Run out 

014 0.61 0.3 950 8.83 × 104 Parent 

015 0.44 0.2 500 1.50 × 107 Run out 

016 0.42 0.3 1000 3.13 × 104 Parent 

017 0.23 0.2 350 1.50 × 107 Run out 

017 0.23 0.2 400 1.50 × 107 Run out 

017 0.23 0.2 450 1.50 × 107 Run out 

017 0.23 0.2 500 1.50 × 107 Run out 

017 0.23 0.3 850 8.42 × 105 Parent 

018 0.28 0.2 600 1.10 × 107 Parent 

019 0.30 0.2 500 1.50 × 107 Run out 

020 0.28 0.2 500 1.50 × 107 Run out 

021 0.70 0.3 850 6.80 × 105 Parent 

022 0.45 0.2 500 1.50 × 107 Run out 

023 0.49 0.2 450 1.50 × 107 Run out 

023 0.49 0.2 500 1.50 × 107 Run out 

024 0.28 0.3 950 6.29 × 104 Parent 

025 0.31 0.2 500 1.42 × 107 Run out 

026 0.27 0.2 500 1.50 × 107 Run out 

027 0.22 0.3 900 4.04 × 105 Parent 

028 0.20 0.2 500 1.50 × 107 Run out 

030 0.28 0.2 500 1.50 × 107 Run out 
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Figure E.8 High cycle fatigue testing results of HAPs test pieces. The lines indicate the best 
fit of the parent failures data. 

E.3.3. Fractography 

The fracture surfaces of the high cycle fatigue test pieces with a weld failure or were 

successfully broke open at the weld interface are examined by an optical microscope and a 

scanning electron microscope, all the images are shown in Figure E.9 to Figure E.17. HAPs 

regions can be identified as the bright spots under an optical microscope, since they are 

relatively flat compared to the fracture surface of the weld interface, hence they reflect the 

co-axial light directly into the camera. The discovered HAPs regions are embedded in the 

test pieces in an elliptic shape, therefore the stress intensity factor 𝐾 of the HAPs regions 

can be calculated from Equation (E.3). Combination criteria was used for HAPs regions in 

Figure E.16 and Figure E.17 as they are located in close proximity. The results are listed in 

Table E.4. All other fracture surfaces can be found in Section E.7. 
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Figure E.9 Optical micrograph of the fracture surface of HF010. The initiation site is marked 
in the red box. 

 

Figure E.10 Secondary electron images of (a) the initiation site in HF010 and (b) a close-up 
view of a HAPs found in this region. The inner zone is marked by the red ellipse. 
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Figure E.11 Optical macrograph of the break-open fracture surface of HF003. The location of 
discovered HAPs is marked in the red box. 

 

Figure E.12 Secondary electron images of HAPs found in (a) region A and (b) region B in 
HF003. The inner zone is marked by the red ellipse. 
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Figure E.13 Optical macrograph of the break-open fracture surface of HF022. The location of 
discovered HAPs is marked in the red box. 

 

Figure E.14 Secondary electron images of HAPs found in HF022. The inner zone is marked 
by the red ellipse. 
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Figure E.15 Optical macrograph of the break-open fracture surface of HF026. The location of 
discovered HAPs is marked in the red box. 

 

Figure E.16 Secondary electron images of HAPs found in region A in HF026. The inner zone 
is marked by the red ellipse. The HAPs regions inside white dash ellipse satisfies 
the combination criteria. 
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Figure E.17 Secondary electron images of HAPs found in region B in HF026. The inner zone 
is marked by the red ellipse. The HAPs regions inside white dash ellipse satisfies 
the combination criteria. 

Table E.4 List of stress intensity factor and stress intensity factor range for the largest 
HAPs inner zone size found on the fracture surfaces.  

Test-piece 
ID (HF-) 

𝜎𝑚𝑎𝑥 
(MPa) 

R Nf 
Failure 
location 

Debit 
2c x 2a 
(μm) 

𝐾𝑚𝑎𝑥 
(MPa

√
m) 

ΔK 
(MPa

√
m) 

010 1000 0.3 1.24 × 10−4 Weld 60% 139x15 4.7 3.3 

003 500 0.2 1.46 × 10−7 Run out N/A 27x14 1.9 1.5 

022 500 0.2 1.50 × 10−7 Run out N/A 54x36 2.8 2.3 

026 500 0.2 1.50 × 10−7 Run out N/A 47x42 2.7 2.2 

 

E.4 Discussion 

Including the previous studies from Dungey [2] and Nuttall [3], a total of 16 HAPs failures 

have been documented to date, as listed in Table E.5. The high cycle fatigue testing results 

plotted using maximum stress 𝜎𝑚𝑎𝑥 are presented in Figure E.18. The lowest observed 𝜎𝑚𝑎𝑥 

resulting in a HAPs failure is 550 MPa, which are corresponding to at least one relatively 

large HAPs inner zone within the test pieces, e.g. 80x60 in HF010 in Dungey's study. With 
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a common HAPs size and distribution, a 𝜎𝑚𝑎𝑥 of at least 775 MPa is required. Since HAPs 

failures exhibit a strong correlation with the size of HAPs regions, it is more effective to use 

the stress intensity factor 𝐾  to characterise them. As Equation (E.2) suggests that the 

applied 𝐾𝑚𝑎𝑥 must exceed 𝐾𝐼𝑐
𝐻𝐴𝑃  to trigger HAPs failure, the upper limit of 𝐾𝐼𝑐

𝐻𝐴𝑃  can be 

estimated by identifying the lowest observed 𝐾𝑚𝑎𝑥 which resulted in a HAPs failure. The 

lowest observed 𝐾𝑚𝑎𝑥 for all HAPs failures is 3.0 MPa
√

m, e.g. HF011 in Nuttall's study.  

Table E.5 List of the stress intensity factor and stress intensity factor range of the largest 
HAPs inner zone size found on the fracture surfaces for all HAPs failures. Results 
from previous studies [2], [3] are also included. 

Test-
piece 
ID 

Upset 
(mm) 

𝜎𝑚𝑎𝑥 
(MPa) 

R Life (Nf) 
Failure 
location 

Debit 
2c x 2a 
(μm) 

𝐾𝑚𝑎𝑥 
(MPa

√
m) 

ΔK 
(MPa

√
m) 

Dungey [2] 

LF013 1.52 780 0 7.97 × 10−3 Weld 90% 25x25 3.1 3.1 

LF009 0.47 800 0 1 Weld 100% 300x200 11.3 11.3 

HF010 1.04 550 0.2 7.25 × 10−4 Weld 90% 80x60 4.0 3.2 

MM021 1.21 550 0.2 5.24 × 10−5 Weld 50% 60x40 3.5 2.8 

MM033 1.33 900 0.22 8.23 × 10−3 Weld 60% 20x20 3.2 2.6 

Nuttall [3] 

HF074 0.50 550 0.2 2.46 × 10−5 Weld 63% 88x25 3.2 2.5 

HF007 0.25 775 0.3 1.30 × 10−5 Weld 9% 70x15 3.6 2.5 

HF011 0.18 775 0.3 1.03 × 10−5 Weld 28% 70x10 3.0 2.1 

HF004 0.20 850 0.3 6.40 × 10−4 Weld 0% 30x14 3.3 2.3 

HF008 0.25 850 0.3 7.50 × 10−3 Weld 88% 60x50 5.2 3.7 

HF009 0.20 850 0.3 1.10 × 10−5 Weld 0% 30x10 3.0 2.1 

HF012 0.18 850 0.3 2.26 × 10−4 Weld 65% 40x10 3.1 2.2 

HF020 0.45 850 0.3 7.42 × 10−4 Weld 0% 50x10 3.2 2.2 

HF086 0.36 850 0.3 3.40 × 10−3 Weld 95% 100x90 6.8 4.7 

HF014 0.17 850 0.7 1.52 × 10−5 Weld 92% 110x13 3.8 1.1 

Current study 

HF010 0.26 1000 0.3 1.24 × 10−4 Weld 60% 139x15 4.7 3.3 
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Figure E.18 High cycle fatigue testing results of HAP test pieces. Results from previous studies 
[2], [3] are also included. The lines indicate the best fit of the parent failures data. 

In the current and Nuttall's studies, efforts have been made to expose the HAPs regions in 

the parent failures and runout test pieces, the results are listed in Table E.6. As Equation 

(E.2) suggests that the applied 𝐾𝑚𝑎𝑥 must exceed 𝐾𝐼𝑐
𝐻𝐴𝑃  to trigger HAPs failure, it implies 

that in break-open test pieces, the applied 𝐾𝑚𝑎𝑥 should be kept below 𝐾𝐼𝑐
𝐻𝐴𝑃  to prevent 

HAPs failures from occurring. Therefore, the lower limit of 𝐾𝐼𝑐
𝐻𝐴𝑃  can be estimated by 

identifying the largest observed 𝐾𝑚𝑎𝑥 which did not result in a HAPs failure. In Nuttall's 

study of HF077, this 𝐾𝑚𝑎𝑥 value is 3.2 MPa
√

m. Note that the estimated lower limit of 

𝐾𝐼𝑐
𝐻𝐴𝑃  is slightly greater than the estimated upper limit (3.0 MPa

√
m). This suggests that 

there may be other factors preventing HAPs failure in HF077. It is reasonable to assume 

that when the applied 𝐾𝑚𝑎𝑥 exceeds 3.0 MPa
√

m, the probability of HAPs failure increases, 
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but it may not necessarily result in HAPs failure, at least when the applied 𝐾𝑚𝑎𝑥 is lower 

than 3.2 MPa
√

m. As the estimated upper limit of 𝐾𝐼𝑐
𝐻𝐴𝑃  is  3.0 MPa

√
m and there are five 

observations with 𝐾𝑚𝑎𝑥 approximately 3.0 MPa
√

m that did not lead to HAPs failures, it is 

reasonable to assume that the value of 𝐾𝐼𝑐
𝐻𝐴𝑃  is likely in close proximity to 3.0 MPa

√
m. 

Table E.6 List of stress intensity factor and stress intensity factor range for the largest 
HAPs inner zone size found in the break-open test pieces. Results from previous 
studies [3] are included. 

Test-piece 
ID (HF-) 

𝜎𝑚𝑎𝑥 
(MPa) 

R Nf 
Failure 
location 

Debit 
2c x 2a 
(μm) 

𝐾𝑚𝑎𝑥 
(MPa

√
m) 

ΔK 
(MPa

√
m) 

Current study 

003 500 0.2 1.46 × 10−7 Run out N/A 27x14 1.9 1.5 

022 500 0.2 1.50 × 10−7 Run out N/A 54x36 2.8 2.3 

026 500 0.2 1.50 × 10−7 Run out N/A 47x42 2.7 2.2 

Nuttall [3] 

066 550 0.2 1.80 × 10−6 Parent N/A 70x25 3.1 2.5 

072 550 0.2 2.74 × 10−6 Parent N/A 58x20 2.8 2.2 

077 550 0.2 1.21 × 10−6 Parent N/A 80x28 3.2 2.6 

 

It is of interest to investigate the critical HAPs size for HAPs failures when 𝜎𝑚𝑎𝑥 is 350 MPa, 

which is close to the in-service stress condition. Figure E.19 illustrates the effect of 𝜎𝑚𝑎𝑥 and 

HAPs inner zone size on 𝐾𝑚𝑎𝑥 for both circular and elliptic HAPs regions. An aspect ratio 

of four was selected for the elliptic HAPs regions as it is representative for the typical 

observed HAPs regions. In the case of circular HAPs regions, at 𝜎𝑚𝑎𝑥 =  350 MPa, the 

critical HAPs inner zone size required to achieve 𝐾𝑚𝑎𝑥 = 3.0 MPa
√

m is 115x115 μm. For 

elliptic HAPs regions with an aspect ratio of four, a size of 215x54 μm is required. Among 

all the observed HAPs failures, only the HAPs region with dimensions of 300x200 μm in 

LF009, as documented in Dungey's study, is vulnerable to failure when subjected to a 

maximum stress of 350 MPa. 
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Figure E.19 A chart illustrating the effect of HAPs inner zone size and 𝜎𝑚𝑎𝑥 on 𝐾𝑚𝑎𝑥, with 

the 𝐾𝑚𝑎𝑥 = 3.0 MPa
√

m  contour highlighted. Circular HAPs regions are 
represented by the red line, while elliptical HAPs regions with an aspect ratio of 
4 are indicated by the blue line.  

E.5 Conclusions 

1. The relationship between upset and HAPs distribution was studied by examination 

of macro-slices cross-sections. The results indicates that lower upset values (less than 

0.5 mm) tend to yield higher volume fraction and larger HAPs regions. 

2. High cycle fatigue testing was focused on 𝜎𝑚𝑎𝑥 values between 350 to 600 MPa at 

stress ratio 𝑅 = 0.2. No HAPs failure has been observed in a total of 16 test pieces. 

Fractography of the break-open test pieces suggests that the size of the exposed HAPs 

regions is smaller than the ones found in the previous studies from Dungey and 

Nuttall. The lowest observed 𝜎𝑚𝑎𝑥  resulting in a HAPs failure still remains at 

550 MPa. 
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3. HAPs failures are considered highly associated with both the applied 𝜎𝑚𝑎𝑥 and the 

inner zone size and can be characterised by 𝐾𝐼𝑐
𝐻𝐴𝑃 . The value of 𝐾𝐼𝑐

𝐻𝐴𝑃  is estimated 

at approximately 3.0 MPa
√

m by high cycle fatigue testing results. 

4. According to the estimated 𝐾𝐼𝑐
𝐻𝐴𝑃  value, the critical HAPs size at 𝜎𝑚𝑎𝑥 = 350 MPa 

is 115x115 μm for circular HAPs regions, or 215x54 μm for elliptic HAPs regions. 

Based on the extensive high cycle fatigue testing conducted in both previous and 

current studies, it is uncommon to encounter such large HAPs regions within linear 

friction welded joints. 
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E.7 Fracture Surfaces 

 

Figure E.20 Optical macrograph of the fracture surface of HF002.  

 

Figure E.21 Optical macrograph of the fracture surface of HF003.  
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Figure E.22 Optical macrograph of the fracture surface of HF005. 

  

Figure E.23 Optical macrograph of the fracture surface of HF007. 
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Figure E.24 Optical macrograph of the fracture surface of HF012. 

 

Figure E.25 Optical macrograph of the fracture surface of HF013. 
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Figure E.26 Optical macrograph of the fracture surface of HF015. 

 

Figure E.27 Optical macrograph of the fracture surface of HF016. 
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Figure E.28 Optical macrograph of the fracture surface of HF018. 

 

Figure E.29 Optical macrograph of the fracture surface of HF020. 
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Figure E.30 Optical macrograph of the fracture surface of HF023. 

 

Figure E.31 Optical macrograph of the fracture surface of HF025. 
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Figure E.32 Optical macrograph of the fracture surface of HF028. 

 

Figure E.33 Optical macrograph of the fracture surface of HF030. 


	Abstract
	Acknowledgements
	Table of Contents
	List of Tables
	List of Figures
	Chapter 1  Introduction
	1.1 Background
	1.2 Objectives
	1.3 Outline of the Thesis

	Chapter 2  Literature Review
	2.1 Metallurgy of Titanium Alloys
	2.1.1 Pure Titanium
	2.1.2 Titanium Alloys
	2.1.3 Classification of Titanium Alloys
	2.1.3.1 𝛼 Alloys
	2.1.3.2 𝛼+𝛽 Alloys
	2.1.3.3 𝛽 Alloys

	2.1.4 Equilibrium Phases in 𝛼+𝛽 Titanium Alloys
	2.1.4.1 𝛼 Phase
	2.1.4.2 𝛽 Phase
	2.1.4.3 ,𝛼-2. Phase

	2.1.5 Phase Transformations in Titanium Alloys
	2.1.5.1 Burgers Orientation Relationship
	2.1.5.2 Diffusional Transformation
	2.1.5.3 Martensitic Transformation

	2.1.6 Metastable Phases in 𝛼+𝛽 Titanium Alloys
	2.1.6.1 𝛼′ Phase
	2.1.6.2 𝛼′′ Phase
	2.1.6.3 𝜔 Phase

	2.1.7 Microstructures in 𝛼+𝛽 Titanium Alloys
	2.1.7.1 Lamellar Microstructures
	2.1.7.2 Bi-Modal Microstructures
	2.1.7.3 Equiaxed Microstructures
	2.1.7.4 Microstructure-Property Relationships

	2.1.8 Ti-5.3Al-7.7V-0.5Si

	2.2 Crystallographic Texture
	2.2.1 Introduction
	2.2.2 Representations of Orientation
	2.2.2.1 Rotation Matrix
	2.2.2.2 Miller Indices
	2.2.2.3 Euler Angles
	2.2.2.4 Angle/Axis of Rotation

	2.2.3 Representations of Texture
	2.2.3.1 Pole Figure
	2.2.3.2 Inverse Pole Figure
	2.2.3.3 Orientation Map
	2.2.3.4 Orientation Distribution Functions

	2.2.4 Texture Measurement by Electron Backscatter Diffraction
	2.2.5 Typical Textures
	2.2.5.1 Ideal Cubic Textures
	2.2.5.2 Fibre Textures
	2.2.5.3 Simple Shear Textures
	2.2.5.4 Textures in 𝛼+𝛽 Titanium Alloys

	2.2.6 Variant Selection

	2.3 Linear Friction Welding
	2.3.1 Phases of Welding
	2.3.2 Key Process Variables
	2.3.3 Temperature Distribution
	2.3.4 Metallurgy of the Welds
	2.3.5 Residual Stress
	2.3.6 Dissimilar Welds
	2.3.7 Blisk Repair

	2.4 Fracture and Fatigue
	2.4.1 Linear Elastic Fracture Mechanics
	2.4.2 Fracture Toughness
	2.4.3 Crack Tip Plasticity
	2.4.4 Fatigue Crack Growth
	2.4.4.1 Threshold Regime
	2.4.4.2 Paris Regime
	2.4.4.3 Static Fracture Regime

	2.4.5 Short Fatigue Cracks
	2.4.5.1 Crack Initiation
	2.4.5.2 Short Fatigue Crack Growth



	Chapter 3  Materials and Methodology
	3.1 Materials
	3.1.1 Base Alloys
	3.1.2 Pre-Weld Heat Treatment
	3.1.3 Linear Friction Welding
	3.1.4 Post-Weld Heat Treatment

	3.2 Characterisation Methods
	3.2.1 Sample Extraction
	3.2.2 Metallographic Sample Preparation
	3.2.3 Optical Microscopy (OM)
	3.2.4 Scanning Electron Microscopy (SEM)
	3.2.5 Image Processing and Analysis
	3.2.6 Energy-Dispersive X-ray Spectroscopy (EDS)
	3.2.7 Electron Backscatter Diffraction (EBSD)
	3.2.8 𝛽 Reconstruction
	3.2.9 Transmission Electron Microscopy (TEM)

	3.3 Mechanical Testing
	3.3.1 Hardness Measurement
	3.3.2 Ageing Behaviour
	3.3.3 Test Piece Extraction
	3.3.4 Tensile Testing
	3.3.5 High Cycle Fatigue Testing
	3.3.6 Fatigue Crack Growth Testing
	3.3.6.1 Fatigue Threshold Testing
	3.3.6.2 Fatigue Crack Propagation Testing
	3.3.6.3 Direct Current Potential Difference (DCPD) Method
	3.3.6.4 Fracture Toughness Testing
	3.3.6.5 Residual Stress Measurement

	3.3.7 Fractography

	3.4 Processing Assessment
	3.4.1 Flash Characterisation
	3.4.2 Flow Stress Testing
	3.4.3 Dynamic Beta Approach


	Chapter 4  Microstructure Characterisation
	4.1 Characterisation of Weld Zones
	4.2 As-Welded Microstructures
	4.2.1 Ti-575
	4.2.1.1 Parent Material
	4.2.1.2 Heat-Affected Zone
	4.2.1.3 Thermo-Mechanically Affected Zone
	4.2.1.4 Central Weld Zone

	4.2.2 Ti-64
	4.2.2.1 Parent Material
	4.2.2.2 Heat-Affected Zone
	4.2.2.3 Thermo-Mechanically Affected Zone
	4.2.2.4 Central Weld Zone


	4.3 Post-Weld Heat-Treated Microstructures
	4.3.1 Ti-575
	4.3.1.1 Heat-Affected Zone
	4.3.1.2 Thermo-Mechanically Affected Zone
	4.3.1.3 Central Weld Zone

	4.3.2 Ti-64
	4.3.2.1 Heat-Affected Zone
	4.3.2.2 Thermo-Mechanically Affected Zone
	4.3.2.3 Central Weld Zone


	4.4 Discussion
	4.4.1 Phase Identification in As-Welded Microstructures
	4.4.1.1 Ti-575 Parent Material
	4.4.1.2 Ti-575 Outer Thermo-Mechanically Affected Zone
	4.4.1.3 Ti-575 Inner Thermo-Mechanically Affected Zone
	4.4.1.4 Ti-575 Central Weld Zone
	4.4.1.5 Ti-64 Thermo-Mechanically Affected Zone
	4.4.1.6 Ti-64 Central Weld Zone

	4.4.2 Phase Identification in Post-Weld Heat Treated Microstructures
	4.4.2.1 Ti-575 Central Weld Zone
	4.4.2.2 Ti-64 Central Weld Zone


	4.5 Conclusions

	Chapter 5  Texture Development Analysis
	5.1 Central Weld Zone of Ti-575 and Ti-64
	5.1.1 𝛽 Reconstruction
	5.1.2 Texture Simulation

	5.2 Ti-64 Thermo-Mechanically Affected Zone
	5.3 Ti-575 Thermo-Mechanically Affected Zone at Bifurcation Point
	5.3.1 𝛽 Reconstruction
	5.3.2 Texture Simulation
	5.3.3 Scope of Bifurcation Texture

	5.4 Discussion
	5.4.1 Texture Development Mechanism
	5.4.1.1 Central Weld Zones
	5.4.1.2 Ti-575 Thermo-Mechanically Affected Zone at Bifurcation Point
	5.4.1.3 Ti-64 Thermo-Mechanically Affected Zone
	5.4.1.4 Texture Development in Thermo-Mechanically Affected Zone of Ti-575 and Ti-64

	5.4.2 Spatial Variation of Texture

	5.5 Conclusions

	Chapter 6  Mechanical Behaviour
	6.1 Introduction
	6.2 Microhardness Distribution
	6.3 Ageing Behaviour
	6.4 Tensile Strength
	6.5 High Cycle Fatigue
	6.6 Residual Stress
	6.7 Fatigue Crack Growth Threshold
	6.7.1 Effect of Upset
	6.7.2 Effect of Friction Pressure
	6.7.3 Effect of Crack Location
	6.7.4 Effect of Crack Orientation
	6.7.5 Effect of Post-Weld Heat Treatment Temperature
	6.7.6 Fractography

	6.8 Fatigue Crack Growth Resistance
	6.8.1 Effect of Upset
	6.8.2 Effect of Friction Pressure
	6.8.3 Effect of Crack Location
	6.8.4 Effect of Post-Weld Heat Treatment Temperature
	6.8.5 Fractography

	6.9 Fracture Toughness
	6.9.1 Effect of Friction Pressure
	6.9.2 Effect of Crack Location
	6.9.3 Effect of Crack Orientation
	6.9.4 Effect of Post-Weld Heat Treatment Temperature
	6.9.5 Fractography

	6.10 Discussion
	6.10.1 Microstructure and Microhardness
	6.10.1.1 Parent Materials
	6.10.1.2 As-Welded Heat-Affected Zone
	6.10.1.3 As-Welded Thermo-Mechanically Affected Zone
	6.10.1.4 As-Welded Central Weld Zone
	6.10.1.5 Weld Zones in Post-Weld Heat Treated Condition

	6.10.2 Effect of Residual Stress on Fatigue Crack Growth Threshold
	6.10.3 Fatigue Crack Path Deviation in Weld Zones
	6.10.4 Full Fatigue Crack Growth Curves
	6.10.5 Hardness and Fracture Toughness

	6.11 Conclusions

	Chapter 7  Processing and Relative Upset
	7.1 Introduction
	7.2 Flash Characterisation
	7.2.1 Flash Thickness Measurements
	7.2.2 Flash Microstructure

	7.3 Flow Stress Testing
	7.3.1 Flow Stress at Elevated Temperatures
	7.3.2 Microstructures in Flow Stress Test Pieces

	7.4 Dynamic 𝛽 Transus
	7.5 Discussion
	7.5.1 Nature of Relative Upset
	7.5.2 Effect of Heating Rate on the Zone Size
	7.5.3 Effect of Flow Stress on Conditioning Time
	7.5.4 Phase Transformations in Thermo-Mechanically Affected Zone Respecting  Dynamic 𝛽 Transus

	7.6 Conclusions

	Chapter 8  Summary and Future Work
	8.1 Summary
	8.2 Future Work

	Tables
	Chapter 2
	Chapter 3
	Chapter 4
	Chapter 6

	Figures
	Chapter 1
	Chapter 2
	Chapter 3
	Chapter 4
	Chapter 5
	Chapter 6
	Chapter 7

	References
	Appendices
	A Publication
	B Orientation Matrices
	B.1 Miller Indices
	B.2 Euler Angles
	B.3 Angle/Axis of Rotation

	C Programming Scripts
	C.1 𝛽 Reconstruction Script
	C.2 TEM Diffraction Pattern Analysis Script
	C.2.1. Class: Analyser
	C.2.2. Class: HcpTi
	C.2.3. Class: BccTi
	C.2.4. Class: CrystalStructure

	C.3 Hardness Indent Measurement Script
	C.4 Hardness Mapping Script

	D Fractography
	D.1 Tensile Test Pieces
	D.2 High Cycle Fatigue Test Pieces
	D.3 Fatigue Crack Growth Threshold Test Pieces
	D.4 Fatigue Crack Propagation Test Pieces
	D.5 Fractographs in the Fracture Region

	E Hard Alpha Particles in Linear Friction Welds
	E.1 Introduction
	E.2 Methods
	E.2.1. Materials
	E.2.2. HAPs Distribution Analysis
	E.2.3. High Cycle Fatigue Testing
	E.2.4. Combination Criteria
	E.2.5. Fractography

	E.3 Results
	E.3.1. HAPs Distribution
	E.3.2. High Cycle Fatigue
	E.3.3. Fractography

	E.4 Discussion
	E.5 Conclusions
	E.6 References
	E.7 Fracture Surfaces



