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ABSTRACT

Abstract

Cells are dynamic systems, in which proteins regularly form complexes of changing

stoichiometry. However, molecular counting techniques are mainly performed on fixed

cells, thus losing the temporal aspects of complex formation, which might have revealed

additional information of underlying biological processes.

This PhD thesis presents developments to the quantitative microscopy technique Count-

ing by Photon Statistics (CoPS), contributing towards towards making the technique a

live cell compatible method. The work involved constructing a microscopy setup with

the ability to acquire antibunching data, as well as to support widefield modalities. The

microscope characteristics were defined and CoPS measurements on it were validated.

A molecular standard with consistent DNA-hybridisation kinetics, the rates of which were

defined, was used to test new dynamic versions of CoPS better suited for continuous

data. However, photodestruction of the model system was observed with Cy5 labelling,

which decreased when labelled with Atto 643.

Experiments on cells were conducted to explore the challenges of in cellulo CoPS. The

optimal imaging conditions were explored and CoPS experiments were conducted on a

cellular molecular standard. The recruitment of the adaptor protein SLP-76 protein was

also inspected as a dynamic system of protein recruitment, and the stoichiometry of

its clusters was identified. A new technique for determination of the degree of labelling

(DOL) was developed to facilitate the accuracy of these measurements.

The limiting factor of live cell CoPS was determined to be the photophysics and photo-

stability of the fluorophores. For the technique to work a further large study of different

fluorophores and live cell buffers was identified as a direction of future experiments.
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MOTIVATION

1.1 Motivation

Cells are dynamic systems which continuously receive signals and integrate them be-

fore eliciting an appropriate response. This is the basic outline of cell signalling and

what underlies most of these dynamic processes are proteins (1). Understanding the

interactions between these proteins is vital for drug discovery and the development of

medical treatments.

Receptors, mostly found on the surface of the cell, are the proteins at the start of

signalling cascade. They receive extracellular signals, some of which composed from as

little as a few molecules (2). This level of sensitivity can be accomplished by increasing

the number of receptors on the surface or the increase of time a member of the signal

chain stays on. The prior is costly for the cell, and both can be difficult to downregulate.

Thus in certain processes another method of modulating the signal has evolved over

time - clustering. Clustering creates an area with a high concentration of proteins and

their ligands, which allows for high sensitivity and amplification by avoiding long-distance

diffusion (3), as well as modulation of the response by multiple ligands in an analog

fashion (4).

A notable example is T cell activation during the formation of the supramolecular acti-

vation complex (SMAC), where proteins are grouped into microclusters (MCs) (5) (see

Sec. 5.1.5). The T-cell receptor (TCR) is not the only protein recruited to MCs, but also

proteins such as the adaptor SLP-76 (6). Investigation of proteins into MCs can give a

better understanding of the T cells as a whole.

There are multiple ways to assay the stoichiometry of protein clusters (7). However,

determining the kinetics of recruitment proteins remains a difficult task (8). In vitro tech-
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niques such as isothermal titration calorimetry (ITC) (9) and surface plasmon resonance

(SPR) (10, 11) assays show only bulk measurements and are done in an environment

different than what is found inside of cells.

Microscopy, on the other hand, provides a great deal of spatial information and quantita-

tive information. This can be used to assay dynamic processes in live cells. Microscopy

techniques have been continuously improving both in their spatial and temporal res-

olution. However, so far there has not been a technique that combines the accurate

determination of protein numbers with the estimation of the protein recruitment rate in

live cells. To tackle this issue novel methods need to be explored and developed, which

will feature a great deal of understanding of the concepts underlying light, fluorescence

and microscopy.
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1.2 Fluorescence microscopy

1.2.1 Light microscopy

Light microscopes are instruments featuring a lens or combination of lenses for the

purpose of magnifying the image of the specimen. Microscopy has been a staple of

biological research since the 1600s when van Leuenhook first observed microorganisms

(12) and Robert Hooke first described the small pores he saw inside of cork as "cells"

(13). Modern microscopes have a more complex structure with multiple lenses and

apertures, and can feature electronic components (Sec. 3.1.1). The most commonly

used light microscopy types are brightfield and fluorescence. There is also Raman

microscopy which uses light excitation, similar to fluorescence, but relies on different

photophysical effect to determine the molecular composition of the sample (14).

Initial versions of light microscopy had white light transmitted through the sample

resulting in an image based on the attenuation of light through the denser parts of the

sample (15). This method is called brightfield. Most mammalian cells, however, are

mostly transparent and lack the contrast to reveal most of their subcellular information

(16). To solve this issue techniques, such as differential interference contrast (DIC) and

phase-contrast, have been developed (17). The former uses polarised light while the

latter uses the phase of the light to create contrast.

Another important aspect of brightfield microscopy is the staining of specific features

of the sample. These coloured molecules, called chromophores, provide a spectrally

distinct signal which can provide qualitative information for multiple structures. However,

one weakness of brightfield microscopy is the inability to isolate the signal from two
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FLUORESCENCE

different chromophores in cases of spatial overlap.

One of the greatest developments in the field of microscopy has been the introduction

of fluorescence in the early 1900s (18, 19), which solves this problem. Fluorescence

microscopy provides greater multiplexing capabilities by having the ability to detect each

different fluorescent label (fluorophore) independently (20). It also provides the signal

against a featureless dark background by filtering out the light used to probe the sample

(21). These features not only increase the quality of the image given, but also allow for

the development of a multitude of different microscopy techniques. The properties of

fluorescence are what give fluorescence microscopy its unique advantages.

1.2.2 Fluorescence

Fluorescence is a physical phenomenon in which the excitation of a molecule or an

atom (22, 23) from the absorption of light is followed by photon emission during rapid

relaxation (24, 25) (Fig. 1.1 a).

At room temperature most atoms and molecules are confined to the ground state (S0).

When a photon is absorbed it causes an electron to migrate to a higher energy state

(26). This occurs incredibly quickly (10-18 s) (27). The change in energy is equal to the

photon’s energy E, which is calculated by the Planck equation (Eq. 1.1).

E = hν (1.1)
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Fig. 1.1: Essentials of fluorescence. a) Jablonski diagram showing the transitions between electronic states and the processes
underlying the of fluorescence. b) Absorption (green) and emission (orange) spectrum of Atto647N with the corresponding Stokes
shift. IC- internal conversion, VR- vibrational relaxation, ISC- intersystem crossing.

Where h is the Planck constant and ν is the frequency of the electromagnetic radiation.

The wavelength λ of that same photon can be calculated by the relation to ν (Eq. 1.2) in

regards to the speed of light c.

ν =
c

λ
(1.2)

After absorbing the energy of the photon the system is in an excited singlet state (S1 or

S2) due to the electrons being previously in a pair of opposite spins (21). The "singlet"
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part is derived from the multiplicity M calculated by Eq. 1.3 (28, 29).

M = 2S + 1 (1.3)

S is the total spin angular momentum where each individual electron contributes either

−1/2 or +1/2, for down spin and up spin, respectively. After the absorption some of

the energy is lost as vibrational relaxation (VR), which leads the electron to a lower

vibrational states. The electron can also transition from one electronic state to a

high vibrational state of a lower energy electronic state without the loss of energy in

a phenomena known as internal conversion (IC). Vibrational relaxation and internal

conversion are both non-radiative and bring the system to the lower energy level of

S1. In most cases, fluorescence occurs from S1 to any of the electronic states of S0

with an emission of a photon. In organic molecules the excitation-emission cycle takes

approximately 10-8 s, with the final emission step being the slowest.

A population of excited molecules n relaxes in an exponential decay fashion. The

time that it takes for the decay to reach n/e is called the fluorescence lifetime (FLT)

(30). The value of this parameter depends not only on the fluorophore, but also on

the environmental factors, such as hydrophobicity, temperature, and the presence of

fluorescent quenchers (30).

Due to the loss of energy from non-radiative transitions, the wavelength of the emitted

photons is longer than the absorbed ones, except in the case of a multi-photon excitation.

The former results in a difference between the absorption and emission spectra, called

a Stokes shift (Fig.1.1 b). This gives the ability of fluorescence microscopy to minimize

the contributions of the excitation laser in the detected signal via spectral filtering (see

Sec. 3.1.1).
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In most cases the excitation and emission spectra appear as mirrored versions of each

other. This is because electronic excitation does not change the nuclear geometry. Thus,

the spacing of the energy states in the S0 and S1 are similar (31). These states are

determined by the structure. Therefore, the two spectra are specific for the molecule or

atom. This allows for the separation of differently labelled features even if they spatially

overlap (see Sec. 3.1.1).

The excited singlet systems can also undergo intersystem crossing (ISC) by inverting

the spin of the promoted electron and results in a triplet state, in which two single

electrons are in a single spin orientation. As with singlet energy states, energy is

lost by vibrational relaxation and internal conversion until a stable level T1 is reached.

In the final relaxation to S0, called phosphorescence, the system needs to undergo a

"forbidden" triplet-to-singlet transition and in the process releases a photon. This unlikely

event is the reason for the relatively long relaxation times (10-6 s - 102 s). This transition

time and non-radiative relaxation to S0 (e.g. quenching) can result in a dimming of the

fluorescence by removing the fluorophore from the excitable state (32). Triplet states

tend to be lower than their corresponding singlet states meaning the phosphorescence

spectra is red shifted in terms of the fluorescence one.

Interestingly molecular oxygen (O2) is in a triplet state in its ground state which makes it

less reactive due to a high activation barrier. However, it is also a prominent triplet state

quencher (33). The quenching of triplet states of aromatic molecules generates a singlet

oxygen (34). This can, in turn, result in the creation of reactive oxygen species (ROS).

These can cause the chemical transformation in fluorescent dyes, called photobleaching,

and in cells can lead to phototoxicity.
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1.2.3 Fluorophores

Fluorescent molecules, also called fluorophores, can be divided into intrinsic and

extrinsic (31). Intrinsic fluorophores are ones that can be found naturally in cells and

their fluorescence is referred to as autofluorescence (35). These include coenzymes,

such as NADH and FAD, as well as the aromatic containing amino acids tryptophan,

phenylalanine and tyrosine. These account for the majority of autofluorescence in cells,

but certain pigments, porphirins and retinol can also act as intrinsic fluorophores (36).

Extrinsic fluorophores are probes introduced into the experimental system with the

purpose of specifically labelling a target or probing the environment they exist in.

The smallest extrinsic fluorophores are small organic molecules which are only around

a nanometre in diameter (37). These fluorescent dyes are conjugated systems of

alternating single and double bonds, and often feature an aromatic structures in which

the electrons in the π bonds are distributed into a larger area (21, 38). This serves to

lower the energy gap between the S0 and S1. In general, the energy gap between the

two lowers with the addition of more conjugated bonds, red-shifting both the excitation

and emission spectra (39). The spectra can be further modified by the addition of either

electron donating or electron withdrawing chemical groups, or a heteroatom (40).

Another photophysical property effected by the double bonds is the quantum yield ϕ. This

is the probability of an excited molecule to emit a photon. It has a theoretical maximum

of one and increases with the number of double bonds (31). Another photophysical

property is the molar extinction coefficient, ϵ and it is measured in M-1cm-1, which shows

the ability to absorb photons (21). The luminescence of fluorescence detected by a

certain system Lf (λ) for wavelength λ is calculated by Eq. 1.4 (41).

9



FLUOROPHORES

Lf (λ) = ΩNϕϵλI0 (1.4)

This includes the Ω factor which is a factor specific for the optical setup, the extinction

coefficient for the specific wavelength ϵλ, the number of the fluorophores N , and the

intensity of the incident light I0. The amount of photons that a fluorescent molecule can

emit before bleaching can also be calculated using the quantum yield and the inverse of

the photobleaching quantum yield ϕB
-1 = µ (Eq. 1.5) (42).

Total photons emitted = ϕµ (1.5)

The photobleaching quantum yield µ is another characteristic, which represents average

number of excitation cycles a fluorophore can undergo before being destroyed by

photobleaching.

Organic dyes can be divided into groups based on their scaffold molecule: coumarin,

rhodamine, boron-dipyrromethene (BODIPY), cyanine (Cy), etc (40). This project

includes the use of cyanine 5 (Cy5), AlexaFluor647 (AF647), which are based on

cyanine, as well as Atto542, Atto565, Atto647N, and silicon rhodamine (SiR), which are

based on rhodamine. Cyanine dyes tend to have higher excitation coefficients, but low

quantum yield, while the rhodamine dyes have higher brightness (43).
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1.2.4 Fluorescent labelling

Some fluorophores readily bind specific targets in the cell due to their shape, lipophilicity

or charge. For instance, 4’ 6-diamidino-2-phenylindole (DAPI) and Hoechst stain the

chromosomes in the nucleus of the cell by fitting inside the minor groove of double

stranded DNA (dsDNA) (44). Another example are dyes such as Mitotracker and

Lysotracker, which localise to mitochondria and lysosomes, respectively, function based

on the charges of the fluorophores drawing them to the inside of the lumen of these

organelles, which have an opposite charge (45). Due to the heteropolymer nature of

proteins multiple proteins share a lot of their secondary structure, therefore labelling a

specific epitope can be quite challenging.

Fig. 1.2: Protein labelling strategies. Schematics of different strategies for attaching a fluorescent label (green) to a protein target
(blue). a) Affinity labels (direct antibody labelling shown). b) Unnatural amino acid addition. c) Fluorescent protein chimerisation. d)
Genetic addition of a protein tag and subsequent staining with a ligand.

Developments in fluorescence labelling have allowed multiple different ways to accom-

plish this task (Fig. 1.2). One way is conjugating fluorescent molecules to an affinity

probe, which act as the previously mentioned cell dyes, but they have increased speci-
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ficity to a particular part of the protein of interest (POI) called epitope. These include

immunolabels, such as antibodies, Fab fragments and nanobodies, as well as aptermers,

nucleic acid or peptide oligomers that bind to the POI (46–48). Another type of affinity

labels are protein-specific small molecules. Often these are drugs developed for specific

diseases or naturally occurring toxins. One such molecule is the mycotoxin phalloidin

originally found in Amanita phalloides, which binds to filamentous actin (F-actin) (49).

Another way to specifically label proteins is to change one of the amino acids of its

sequence to an unnatural one allowing for in cellulo click chemistry (Fig. 1.2b). This

process involves inserting a stop UAG codon in the messenger ribonucleic acid (mRNA)

of the POI, as well as genetic code expansion (GCE), which involves adding the transfer

ribonucleic acid (tRNA) and the tRNA-transferase machinery, as well as the addition of

the unnatural amino acid to the growth media (50). This is a highly involved process

and it might prove toxic to the cell.

A simpler labelling strategy in which the protein is genetically modified is the addition

of a fluorescent protein (FP) (Fig. 1.2c). After the first isolation of green fluorescent

protein (GFP) in 1962 from the jellyfish A. victoria (51), fluorescent proteins became

an important tool in the assaying of live cells, because it does not require a ligand

and it does not disturb the folding of the native protein (52). FPs structurally similar

to GFP, with β-barrel structure of anti-parallel strands with an α-helix inside them (53)

are called prototypical. Inside of the barrel there are three amino acids which are

post-translationally modified to create the fluorophore. Development and discoveries of

new FPs have given us better photophysical properties and a bigger choice of emission

spectra (54). Certain FPs are able to change their photophysical properties upon exci-
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tation with violet or blue light (55, 56). These can be separated into three categories:

photoactivatable, photoconvertable and photoswitchable. Photoactivatable FPs are in a

low fluorescence state before transitioning to a high fluorescence state upon irradiation

violet light or ultraviolet (UV) light. In contrast, photoconvertable FPs already emit a

high degree of fluorescence, however, their absorption and emission spectra changes

upon UV irradiation. Both photoactivation and photoswitching FPs are irreversible, while

photoswitching is reversible. Reversibly switchable fluorescent proteins (RSFPs) can

be switched between bright and dark states for multiple excitation-emission cycles by

illumination with two different wavelengths. These can be used in advanced microscopy

techniques such as photo activated localization microscopy (PALM) (see Sec. 1.2.7)

and Förster resonance energy transfer (FRET) (see Sec. 4.1.1).

An alternative way to label protein by chimerisation is the addition of a self-labelling

protein tag to the POI’s gene, and then an addition of a fluorescent ligand which binds

to the tag (Fig. 1.2d). Protein tags are genetically modified enzymes which have been

engineered to have an increased affinity to a specific small molecule (Tab. 1.1). For

instance, both CLIP-tag and SNAP-tag originate from human O6-alkylguanine-DNA-

alkyltransferase (hAGT), but have been modified to bind to a slightly different ligand

(57, 58). Protein tags come with the flexibility of choosing the fluorophore, and having

control of the percentage of the molecules labelled. This is percentage is called degree

of labelling (DOL).

Tab. 1.1: Common protein tags. Protein tags with their origin and corresponding ligand.

Name Original enzyme Ligand
HaloTag haloalkane dehalogenase haloalcane (HA) (59)
SNAP-tag O6-alkylguanine-DNA alkyltransferase O6-benzylguanine (BG) (57)
CLIP-tag O6-alkylguanine-DNA-alkyltransferase O2-benzylcytosine (BC) (58)
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1.2.5 Quantitative fluorescence microscopy

The specific labelling of multiple different structures in the cell allowed for the better

understanding of the cellular processes by studying structure-function relationship

(60). Beyond just visualising structures, different microscopy techniques emerged. For

instance, fluorescence correlation spectroscopy (FCS) and fluorescence recovery after

photobleaching FRAP could determine the diffusion speeds of molecules, while Förster

resonance energy transfer (FRET) allowed to determine the colocalisation of molecules

down to the nanometer level. FLT was also used in combination with microscopy in

a method called fluorescence-lifetime imaging microscopy (FLIM). This is a powerful

technique that can assay the inner environments of cells, as well as their metabolic

processes (61, 62). However, prior to the development of single-molecule imaging (see

Sec. 1.2.7) these techniques were restricted to ensemble measurements, and could

not gain information for molecular subpopulations, such as molecular clusters (63). For

microscopy techniques to be able to determine the number of emitters inside molecular

complexes, there were several issues that needed to be addressed.

1.2.6 Challenges with molecular counting

Quantitative microscopy has a multitude of issues that require solutions if the protein

number is to be accurately estimated. These can be divided into the photophysical and

physical challenges, the degree of labelling determination. In cases of live cells there

are additional issues with molecular counting.
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Fig. 1.3: Issues with molecular counting. Illustration of the problems that quantitative microscopy needs to tackle. a) Physical
and photophysical properties of the dye. b) Degree of labelling differences. c) Issues relating to live cell imaging. Fluorophores
shown as orange stars. Adapted from Hummert, et al. 2021 (7).

The properties of light and fluorescent labels are a constant concern in all fluorescence

microscopy (Fig. 1.3a). The main issue with the molecular counting stems from the

resolution limit making it impossible to distinguish the individual molecules in clusters

smaller than a certain size. This limitations comes from the physical properties of the

light mainly the diffraction limit of light (64). The diffraction limit describes the limits of

how small a focus spot can be based on the ability of a medium to bend light (65). For a

single perfect lens this is not a circular spot, but an Airy disk, which contains a central

peak of light intensity surrounded by dimmer rings moving away from the centre (19).

In microscopy, such a small point results in a shape determined by the interaction of

the optical components, called a point spread function (PSF) (66). The formula for the

minimum distance d at which you can resolve two points was given by Ernst Abbe in

1873 (67) and is calculated by Eq. 1.6.

d =
λ

2 n sin(θ)
(1.6)
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λ is the wavelength of the light diffracted, n is the index of refraction and θ is half of the

maximal angle of light collection for a lens. In microscopes, the element collecting the

the emission initially, and thus determining the resolution limit, is most commonly the

objective. The objectives ability to bend light is specified by the manufacturer and is

described by the numerical aperture (NA).

NA = n sin(θ) (1.7)

Combining Eq. 1.6 and Eq. 1.7 results in:

d =
λ

2 NA
(1.8)

Points situated in a proximity less than the resolution limit cannot theoretically be

distinguished. In practice, the PSF is approximated to a Gaussian function and estimates

for resolution is mostly done by the radius of the full width at half maximum (FWHM) of

the function, which is slightly larger than Abbe’s resolution limit (68).

RFWHM = 0.51
λ

NA
(1.9)

In the past three decades, however, developments in microscopy have made it possible

to obtain spatial information about the amount of proteins inside diffraction limited clus-

ters (Fig. 1.4) (60, 69–71). These are expanded on in Sec. 1.2.7

The photophysical properties of the dyes can also prove to be an obstacle to accurate
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quantitation by molecular brightness. These include the bleaching of the dyes, as

well as changes due to photoblinking or brightness variation. These challenges are

mainly caused by the transition to a triplet states (see Sec. 1.2.2). As previously said,

these reduce fluorescence and can generate reactive oxygen species (ROS) leading to

photoblinking and photobleaching, respectively.

Another issue is the label number to protein number ratio, which depends on the labelling

parameters and method (Fig. 1.3b). For instance, labelling methods that rely on genetic

modification can be susceptible to miscalculations if there is an endogenous protein that

has not been modified. This can be taken one step further in the cases where the label

fails to attach. A technique addressing this issue has been developed during this project

and is described in Chap. 5. Immunolabelling can also suffer from a difference in the

ratio of labels to affinity tags, which is exacerbated in indirect immunolabelling. Determi-

nation of labelling efficiency is vital for molecular counting experiments if absolute copy

number of targets is to be determined. This topic is expanded on in Sec. 5.1.1.1.

A more specific challenge to molecular counting stems from the complex cellular environ-

ment where the target protein is located (Fig. 1.3c). Not only that, but also the issue with

the semi-permeability of the plasma membrane. This can prevent both the infiltration of

labels, as well as the components of the imaging buffer (see Sec. 5.1.2). This means

that live-cell imaging is only possible with membrane-permeable fluorophores and buffer

components. These components need to also be non-toxic, both in their ground state

and in their excited state. An oxygen depletion system can also not be utilised if the

experiments are to be biologically relevant. The final consideration for live cells is the

fact that cells are dynamic moving systems. This means that the sample can move
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away from its original position during recording. This can be due to the movement of the

molecular cluster, as well as motility of the entire cell itself.

Development of molecular counting microscopy techniques involves solving one or

multiple of these issues.

1.2.7 Development of counting techniques

Fig. 1.4: Timeline of single-molecule microscopy developments. Quantitative microscopy techniques and time of first publication.
This figure was adapted from Grussmayer, et.al. 2019 (60).

Initial imaging experiments on single molecule systems were conducted in the mid-

1990s to study enzymatic reactions (72, 73). The first attempts at molecular counting

were based on the fluorescence intensity of molecular clusters smaller than the diffrac-

tion limit (74). Despite the advances in intensity-based counting, the main issue with

these techniques remains the necessity for calibration with a molecular standard of

known stoichiometry, whose intensity is used to calculate the protein number in other

clusters (75, 76). One way to circumvent that is to exploit the step-like decrease in
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fluorescence intensity during bleaching (77, 78). This method has become a viable way

to count fluorophores with the addition of automatic fitting of the photobleaching steps

(79), giving the name of this group of methods - photobleaching step analysis (PBSA).

Another important development was the introduction of the reducing and oxidising

system (ROXS) buffer which controls photophysical effects (7, 80, 81). These include

oxygen scavenger systems, which reduce ROS generation, reducing molecules, which

act as triplet quenchers, or a combination of the two. Another improvement came with

the addition of Bayesian modelling of the steps detected (7, 82).

A major development in molecular quantification was the ability to surpass the diffraction

limit. One way to do this is to split the emission of molecules in time and determine the

centre of the PSF (66). The group of these techniques is called single-molecule localisa-

tion microscopy (SMLM) and have allowed for the estimation of the location of emitters

down to several nanometer (83). The temporal split can be done by photo switching

of the fluorophores different brightness states as in stochastic optical reconstruction

microscopy (STORM) (71) and photo activated localization microscopy (PALM) (83), or

by the immobilisation of free labels at only parts of the structure of interest at a single

point in time as is the case in point accumulation for imaging in nanoscale topography

(PAINT) (84). Quantitative SMLM (qSMLM) techniques frequently start with combining

the localisations into clusters followed by examinations of the number of localisations per

clusters. For STORM and PALM, the kinetics and quantity of the blinking can be used to

assume the fluorophore count (85). In a similar manner quantitative PAINT (qPAINT),

a subset of DNA-PAINT, uses the kinetics of binding and unbinding of a labelled DNA

strand (69). These methods also require a monomeric standard for calibration with
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either a known amount of localisations per molecule or known binding kinetics, for

qSMLM or qPAINT. An expansion of qPAINT called localization-based FCS (lbFCS)

also utilises the molecular brightness to give an estimate of the binding and unbinding

rates based on fluorescence fluctuation without the need of a standard. A downside

to qSMLM methods rely on the homogeneity of the sample and are limited to static

systems, such as fixed cells as they cannot deal with sample movement.

Another type of calibration free methods are ones based on a characteristic of fluores-

cence called photon antibunching (60). Photon antibunching means that the emission

of photons shows a sub-Poissonian distribution, i.e. the variance is less than the mean

(86). This regularity in the emission comes from the fact that a fluorophore can only

emit a maximum of a single photon per excitation-emittion cycle (Fig. 1.5a). By inspect-

ing the second order correlation function G(2)(τ) for the intensity I with delay time τ ,

antibunching can be observed (87).

G(2)(τ) =
⟨I(t)I(t+ τ)⟩
⟨I(t)⟩⟨I(t+ τ)⟩

(1.10)

Nowadays single-photon avalanche diodes (SPADs) and a time-correlated single photon

counting system (TCSPCS) are used in combination with picosecond pulsed lasers

(PSPL) are used for quantitative antibunching measurements. With these the difference

in the arrival times of two subsequent photons can be determined. This transforms

Eq. 1.10 into:
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G(2)(τ) =
⟨n1(t)n2(t+ τ)⟩
⟨n1(t)⟩⟨n2(t+ τ)⟩

(1.11)

where ni(t) is the number of detected photons by detector i at time t (88).

When using a PSPL G(2)(τ) resembles a series of peaks with a distance between them

being the time between the pulses and a slope dependent on the fluorescence lifetime

(87). With a small number of emitters, the second order correlation function G(2)(τ)

shows a dip of the peak at τ = 0 (Fig. 1.5b). With a single emitter G(2)(0) = 0, which is a

sign of antibunching. When using a PSPL the number of emitters n can be estimated

from the ratio of the surface area of the central peak Nc to the mean of the surface areas

of the lateral peaks N l (89):

1

n
= 1− Nc

N l

(1.12)

When use a continuous wave (CW) laser the G(2)(τ) function can only show the consis-

tent emission of fluorophores (Fig. SI 1). However, the dip at G(2)(0) is still visible in low

fluorophore numbers and the number of emitters can be calculated by the inverse of

that dip (90).

The problem with using the value of G(2)(0) is that its values plateau and start to merge

with experimental noise at about 4 emitters (Fig. 1.5c). Beyond that point errors in

emitter estimation will occur.

Counting by photon statistics (CoPS) was developed as an extended method for molec-

ular counting and utilises multiple SPADs with the same detection probability. It relies
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Fig. 1.5: Fluorescence antibunching. a) Cartoon of emission of photons after pulsed laser excitation. Examples given for n=1,
2 and 6 emitters (top, middle and bottom panel). b) Second order correlation function G(2)(τ) of a two emitters excited with a
picosecond pulsed laser (PSPL). The distance between peaks represent the time between laser pulses. The dip at the central peak
at τ = 0 is typical for photon antibunching. The surface area of the central peak Nc (green) and the mean of lateral peak surface
areas N l (blue) can be used to estimate the emitter number (Eq. 1.12). c) Values of the G(2)(0) for different numbers of emitters
(n). d) Distribution of probabilities of different orders of detection (i) per pulse given at different numbers of emitters (n). These
values are also dependent on the detection probability per pulse for a single emitter p, which for this example was set to 0.005. e.
counting by photon statistics (CoPS) analysis pipeline.
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on the difference in probability of multiple detection events (mDE) (91). mDE are a way

to classify the laser pulses depending on the number of photons detected after them,

thus separating them into orders. The order i of the mDE range from zero to the total

number of detectors, in a single laser pulse. Fig. 1.5d shows an model probabilities

demonstrates the increase in the range of quantification. CoPS analysis normally begins

by grouping the detection events of single channels into a mDE time trace, then using

that to create a histogram of mDE probabilities (Fig. 1.5e). The probability of having a

mDE P (n; p; i) of order i for emitter number n, where p is the probability of detection of

a photon from a single fluorophore per pulse, is calculated by Eq. 1.13 (91).

P (n; p; i) =


(1− p)n , i = 0

(
n
m

) (
i p
m
+ 1− p

)n −∑i−1
k=0

(n
m)
(mk)

P (n; p; k) , i > 0

(1.13)

m is the number of detectors and in most cases this would be four. This mathematical

model is then fitted to the histogram to estimate the n and p. p is highly dependent on

the luminescence of fluorescence detected by a the microscope system (Eq. 1.4). CoPS

is not only calibration free, but also does not rely on bleaching and can theoretically

work in dynamic systems, which makes it appropriate for live cell experiments. This,

however, has not been attempted yet. This project was focused on determining the

challenges, as well as defining the limits of dynamic CoPS.
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1.3 Aims

The ultimate goal is transitioning CoPS from a technique used in static samples, such as

fixed cells, to one that is able to be used on live cells. This method would then be used

to determine the number of molecules inside cell clusters in vivo and would hopefully

contribute to measuring the recruitment kinetics of proteins.

This work focuses on moving towards this goal and determining the challenges that

come along the way.

Conducting these experiments would require building a microscope setup, with the

architecture to support the antibunching measurements and the ability to detect mDEs.

This microscope will require initial validation to ensure the validity of the experiments

conducted with it.

The software used for CoPS analysis will also require modification to facilitate the new

analysis method. After that a dynamic system needs to be chosen and the kinetics

of it need to be determined, before being assayed with the dynamic version of CoPS.

The experiments should be conducted to determine the challenges and limits of this

technique.

Finally, the method will need to be attempted in live cells, and the challenges of imaging

live cells need to be established and addressed. Initially, this can be done in a relatively

stationary system. Then an appropriate dynamic system needs to be determined and

characterised. Then, finally, attempts to quantify the kinetics of it needs to be made with

the dynamic version of CoPS.

24



CHAPTER 2. MATERIAL AND METHODS

Chapter 2

Material and Methods
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2.1 Material

2.1.1 Biological materials

Cell lines

Tab. 2.1 shows all the eukaryotic cell lines used in this thesis. COS-7, Hela and U2OS

are adherent cell lines, while Jurkat cells are grown in suspension. The HeLa cells

stably expressing the ProDOL construct were generated by Florian Schwörer, while the

Jurkat stable cell lines were made by Wioleta Chmielewicz et al. (92).

Tab. 2.1: List of cell lines.

Cell line Transfection ATCC/CLS code Supplier
COS-7 (Cercopithecus aethiops, fibroblast) - CRL-1651 ATCC
HeLa (Homo sapiens, epithelial) - CCL-2 ATCC
HeLa (Homo sapiens, epithelial) ProDOL construct - Herten-Lab
U2OS (Homo sapiens, epithelial) - 300364 CLS
U2OS (Homo sapiens, epithelial) Nup107-SNAP 300294 CLS
Jurkat (Homo sapien, CD4 T-cell) - - Fackler-Lab
Jurkat (Homo sapiens, CD4 T-cell) ProDOL construct - Herten-Lab
Jurakt (Homo sapiens, CD4 T-cell) LynG construct - Herten-Lab
Jurkat (Homo sapiens, CD4 T-cell) SLP76-Halo - Herten-Lab

Plasmids

This thesis contains two plasmids used in the determination of tag labelling and non-

specific binding, ProDOL and LynG respectively. Both of these constructs were gen-

erated by Siegfried Hänselmann in the Herten lab (Fig. SI 2). The ProDOL construct

is a fusion protein containing Lyn kinase anchor, enhanced green fluorescent protein

(eGFP), HaloTag, and SNAP-tag (92). The LynG probe only contains only the Lyn

kinase anchor and the eGFP.
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Antibodies, protein-tag ligands and fluorescent labels

Tables 2.2, 2.3 and 2.4 show the antibodies, protein-tag ligands and fluorophores used

within this thesis, respectively. Tags that were produced in the lab were purchased as

N-hydroxysuccinimide (NHS)-ester versions of the fluorescent dyes after which they

were functionalised with a HaloTag-ligand or SNAP-tag ligand based on manufacturer’s

protocol. These tags were then purified by HPLC (30 to 70% H2O/acetonitrile with 0.1%

trifluoroacetic acid over 30 min) by Jonas Euchner.

For microscope validation experiments, TetraSpeck with 200 nm diameter or Dark Red

FluoSpheres with 20 nm diameter were used (ThermoFisher).

Tab. 2.2: List of antibodies. Antibodies were split into aliquots of 10 µl and the number of freeze-
thaw cycles was recorded on each vial. Immunofluorescence (IF), western blot (WB), surface
coating (SC).

Primary
Antigen Host Clone Fluorophore Concentration Clonality Use
pCD3 Mouse K25-407.69 AlexaFluor 488/640 1:5 Monoclonal IF
SLP76 Rabbit - - 1:500 Polyclonal WB
GAPDH Mouse 1D4 - 1:500 Monoclonal WB
CD3 Mouse HIT3a - 1:50 Monoclonal SC
CD90 Mouse eBio5E10 (5E10) - 1:50 Monoclonal SC
CD28 Mouse CD28.2 - 1:50 Monoclonal SC

Secondary
Antigen Host Clone Fluorophore Concentration Clonality Use
Mouse IgG Goat - DyLight™ 680 1:5000 Polyclonal WB
Rabbit IgG Goat - DyLight™ 800 1:5000 Polyclonal WB

Tab. 2.3: List of tag ligands. Alexa Fluor (AF), silicon rhodamine (SiR), tetramethylrhodamine
(TMR).

Ligand Modification Item number Source
Halo SiR - Herten Lab

SNAP SiR S9102S NEB
Halo TMR G8251 Promega

SNAP TMR S9105S NEB
SNAP AF647 - Ries Lab
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Tab. 2.4: List of organic fluorophores. 4’ 6-diamidino-2-phenylindole (DAPI), Alexa Fluor (AF),
fluorescein isothiocyanate (FITC).

Fluorophores and cell stains
DAPI

Phalloidin-Atto565
phalloidin-AF647

FITC
Atto655

DNA origami and oligonucleotides

DNA origami of the new rectangular origami (NRO) structure was generously provided

by Michael Scheckenbach from the lab of Prof Philip Tinnefeld (LMU Munich, Germany)

in three variations- 1 (1xS1), 2 (2xS1), and 5 binding sites (5xS1) containing the S1-

docking sequence and three reference labels bound to the S2 binding sequence.

Fig. 2.1: DNA origami design. Design of the three NRO. All of them have three S2 docking sites (green) with Atto542 labels. Each
has a different number of S1 docking sites (magenta): a) 1xS1, b) 2xS1 and c) 5xS1.

The DNA origami is made from p7249 (M13mp18) DNA bend by staple stands (Tab. SI 2).

The origami has two types of docking sites with 3’-end single-strand overhangs- S1

and S2. S1 bind to different imager strands (Tab. SI 3) and S2 binds Atto 542 modified

strands for reference (Tab. SI 1). Imager strands for the S1 sequence were purchased

from commercial sources as stated in Tab. 2.5. Both DNA origami and imager strands

were aliquoted to prolong shelf life.
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Tab. 2.5: List of labelled oligonucleotides. DNA sequences match on their 3’ so that they all
bind with the conjugated fluorophore towards the DNA origami.Cyanine (Cy), nucleotides (nt).

Sequence (5’ to 3’) Length (nt) 3’-modification Source
TAG AGG AA 8 Cy5 IDT
GTA GAG GAA 9 Cy5 IDT
GGT AGA GGA A 10 Cy5 IDT
GTG ATG TAG GTG GTA GAG GA 21 Cy5 IDT
GTA GAG GAA 9 Atto643 Biomers.net
GTG ATG TAG GTG GTA GAG GAA 21 Atto643 Biomers.net

Biological Products

Biological products were purchased from the commercial sources in Tab. 2.6 and were

stored in accordance with manufacturers guidelines.

Tab. 2.6: Biological products. Fetal bovine serum (FBS), glucose
oxidase (GO), protocatechuate 3,4-dioxygenase (PCD).

Compound Supplier Final concentration
Catalase Sigma-Aldrich 40 µg/ml
FBS Thermo Fisher 10%
GO Sigma-Aldrich 500 µg/ml
PCD Sigma-Aldrich 50 nM

Cell media and buffers

Media

Cell media were prepared from phenol-red-free Dulbecco’s modified eagle medium

(DMEM) or RPMI 1640 according to Tab. 2.7 for adherent or suspension cells, respec-

tively.

Tab. 2.7: Cell media. Cell media composition for culturing mammalian cells.

Adherent cell media Suspension cell media
DMEM RPMI 1640
FBS 10% FBS 10%
GlutaMAX 50 ng/ml GlutaMAX 50 ng/ml
Sodium pyruvate 50 ng/ml Sodium pyruvate 50 ng/ml
Penicillin 50 U/ml Penicillin 50 U/ml
Streptomycin 50 µg/ml Streptomycin 50 µg/ml

Buffers

Where appropriate buffers were purchased from commercially available sources.
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Tab. 2.8 shows custom buffers. dSTORM buffer was prepared according to Jimenez et

al. (93) and was adjusted to pH=8.0.

Tab. 2.8: Common buffers. tris(hydroxymethyl)aminomethane (TRIS), 2-mercaptoethylamine (MEA),
2,2’-(piperazine-1,4-diyl)di(ethane-1-sulfonic acid) (PIPES), ethylene glycol-bis(β-aminoethyl ether)-
N,N,N’,N’-tetraacetic acid (EGTA).

dSTORM ROXS Blue base ROXS Red base
TRIS 50 mM PBS 5 × PBS 2 ×
NaCl 10 mM MV 1 mM MV 1 mM
Glucose 10% AA 2.1 mM AA 2.1 mM
MEA 40 µg/ml PCA 2.5 mM PCA 2.5 mM
GO 500 µg/ml PCD 50 nM PCD 50 nM
Catalase 40 µg/ml Glycerin 12.5% NaCl 500 mM

Tween 20 0.05%

Two different reducing and oxidising system (ROXS) were used. One using glucose

oxidase (GO) and catalase (93), and another using protocatechuate 3,4-dioxygenase

(PCD) and protocatechuic acid (PCA) (7). The enzymes in these imaging buffers were

stored as specified in Tab. 2.9.

Tab. 2.9: Enzyme storage buffers. tris(hydroxymethyl)aminomethane (TRIS), 2,2’-(piperazine-1,4-
diyl)di(ethane-1-sulfonic acid) (PIPES), ethylene glycol-bis(β-aminoethyl ether)-N,N,N’,N’-tetraacetic acid
(EGTA),ethylenediaminetetraacetic acid (EDTA).

GO storage PCD storage
PIPES 12 mM TRIS-HCl 100 mM
EGTA 1 mM Glycerol 50%
MgCl2 2 mM KCl 50 mM
Glycerol 50% EDTA 1 mM

pH=6.8 pH=8

2.1.2 Chemicals and consumables

Chemical and consumables where purchased from Sigma-Aldrich/Merck if available.

Reagents for cell culture where purchased from Thermo Fisher Scientifc unless other-

wise stated.
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2.1.3 Microscope systems

Laser scanning confocal and widefield microscope setup

More details about the positioning of the components of the microscope in Chap. 3. The

custom microscope setup consists of a Nikon Eclipse Ti body with a motorised XY-stage

(Märzhäuser) and a PFS2 autofocus system. All imaging was done with an Apo TIRF

100× 1.49 NA oil immersion objective (Nikon).

The left port of the body is a laser scanning confocal microscope (LSCM) with a FLIMBee

scanner (PicoQuant). Excitation is provided via a picosecond pulsed source at 640 nm

(LDH P-C-640B, PicoQuant), 532 nm (P-FA-530XL, PicoQuant) and 470 nm (P-C-470M,

PicoQuant) coupled into a single-mode polarisation maintaining fibre (Schäfter Kirchhof).

Signal was detected by four single-photon avalanche diode (SPADs) (Perkin-Elmer). A

dichroic mirror (z532/640, Chroma) separated the emission and excitation pathways.

The emitted signal was filtered using a quad notch filter with additional spatial filtering

using a 100 µm pinhole (P100K, Thorlabs) placed in the focal plane between two

75 mm achromatic doublet lenses (AC254-075-A-ML, Thorlabs). All emission was

split into four equal intensity paths using 50:50 beamsplitter cubes (BS013, Thorlabs)

and focused on the four SPADs by a 200 mm achromatic doublet (AC254-200-A-ML,

Thorlabs). Signals were combined by a multichannel time-correlated single photon

counting system (TCSPCS) (HydraHarp 400, PicoQuant). The microscope was operated

using SymPhoTime 64. The exposure settings, and the illumination intensities were

each tuned for each individual sample.

The right port of the body leads to a motorised filter wheel (FW102C, Thorlabs) with

bandpass filters (525/50, 605/70, and 690/70 nm), after which an OptoSplit II (Cairn)
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was installed. The detection was done by an iXon Ultra 897 back-illuminated emCCD

camera (Andor). A multi-laser engine (MLE; TOPTICA Photonics), equipped with 405

488, 561, and 640 nm laser lines is coupled to the body. A quadband dichroic mirror

was used separate the paths of the emission and excitation paths. The microscope

was operated using µManager 1.439. The exposure times, the electron-multiplying gain

factor g, and the illumination intensities were each adjusted for each experiment.

Fluorescence microscope for widefield microscopy

For dSTORM experiments a widefield microscope with an ASI RAMM body fitted with a

Nikon 100X 1.49 NA immersion oil objective was used. It was fitted wth a motorised

stage and autofocus system (CRISP, ASI). Illumination was provided by four laser lines

(405 nm, 488 nm, 561 nm and 647 nm) controlled by an acousto-optic tunable filter

(AOTF) or direct laser control. A uniform excitation across the field of view was ensured

by a refractive field mapping device (piShaper, AdlOptica). Signal was detected on two

scientific complementary metal–oxide–semiconductor (sCMOS) cameras (Prime95B,

Photometrics). A dichroic mirror (405/488/561/640, Chroma) separated the emission

from the excitation before the prior being filtered using a notch-filter (405/488/532/635

or 561 Semrock), as well as an additional band-pass filter depending on the channel

(470/24, 525/50, 593/46, 685/70, or 731/137, Chroma and Semrock). This microscope

setup was controlled using µManager 2.0 (94). Exposure time, laser power and number

of frames were adapted for each sample.
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2.1.4 Optics and optomechanical components

All optical optomechanical components in Sec. 2.1.3 were purchased from Thorlabs,

unless otherwise stated. Optical filters used in the microscopes described in Sec. 2.1.3

were purchase from Chroma or Semrock. Optical tables and dampening equipment

were purchase from Newport.

2.1.5 Electronics

All electronic components, microcontrollers and cables were purchased from RS Com-

ponents, respectively unless otherwise stated in the text.

2.1.6 Software

Software

Tab. 2.10: Software. List of commonly used software together with their versions.

Software Programming Language
Chimera 1.1 Arduino ( C++) 1.8.5
GraphPad Prism ImageJ Macro -
Fiji 2.14 MATLAB 2021b
ImageJ 1.54f Python 3.7
µManager 1.4 and 2.0 Java 1.8.0
Anaconda 2.4.0
Spyder 5.2
Jupyter Notebook 6.4

Code The custom libraries pycromove and PynamicMeasurements were created for

this work and can be provided upon request.
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Tab. 2.11: Code base. List of commonly used scripts, libraries and modules with version number.

Java/Fiji MatLab Python
MultiStackReg 1.46.5 ProDOL 1.1 pycops update 2023.03.20
ProDOL 1.1 SMAP 201217 PynamicMeasurements update 2023.09.06
ThunderSTORM 1.3 quickPBSA 2020.0.1
Weka Segmentaion 3.2.34 pycromove update 2023.03.17

2.2 Methods

2.2.1 Cell culture

Mammalian cell lines were cultured from frozen stock by quick thawing of the vial in

a 37° C water bath, followed by addition of the cells to 9 ml of prewarmed media.

After 3 min centrifugation at 200×g the supernatant is discarded and the cell pellet is

resuspended into 5 ml of fresh media before being transfered to a T25 flask. Cells were

kept in culture until passage 20, unless morphological or growth abnormalities were

detected. All cell lines were cultured at 37° C, in a high humidity and 5% CO2 incubator.

Adherent cell lines were grown in T25 or T75 filled with the adherent cell media specified

in Sec. 2.1.1. Cells were passaged when having reaching 80% confluency and were

seeded into a new flask. To split the cells, the old media was discarded, the cells were

quickly washed with PBS, followed by addition of 80 µL/cm2 TrypLE (depending on the

flask surface area). Once cells were completely detached, 2 times the volume of DMEM

was added to the cell suspension and cells were pelleted at 200×g for 3 min. After the

supernatant was discarded cells were resuspended to in 1 or 3ml of prewarmed growth

media for T25 or T75 flask, respectively. A prewarmed flask with 0.2 ml/cm2 of media

was prepared to which the appropriate cell count was added to reach approximately

1.0-1.2×104 cells/cm2.
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Suspension cells were cultured in RPMI-based media as specified in Sec. 2.1.1. Cells

were grown in non-coated T25 or T75 flasks and split when 0.8-1.0×106 cells/ml density

was reached. The SLP76-HaloTag Jurkat cell lines expressed a puromycin resistance

gene so they were grown in selection media containing 1.5 µg/ml puromycin. Cells were

passaged by splitting of a certain volume and adding the appropriate amount of fresh

media to reach a concentration of 2×105 cells/ml.

2.2.2 Biochemical Techniques

Agarose gel electrophoresis

Gel preparation

A 1% agarose gel was prepared by adding 5 g of agarose in 500 ml of water and

microwaving the solution at 5 s intervals until all powder is dissolved. Then 50 µl of

×104 SYBR™ Safe stain was added to the gel solution. After which the gel was poured

into a mold and a 10-channel comb was inserted. The gel was left to cool after which

the comb was removed.

Electrophoresis

Gel was placed in a Owl EasyCast B1 Mini gel electrophoresis system (ThermoFisher)

after which it was submerged in TRIS-borate-EDTA (TBE) buffer. 20 fmol of each DNA

origami mixed 1:10 with 21 nucleotide long Cy5 imager starnds were topped up to 10 µl

with purple loading dye (NEB).The origami and MP13 was loaded into the gel, as well as

4 µl of DNA ladder (Quick-Load® Purple 1 kb DNA Ladder, NEB). The electrophoresis

was performed by a PowerPacBasic (BioRad) power supply at 120 V for 90 min. Imaging

was done via Odessey Fc imager(Li-Cor).
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Western blotting

Sample preparation

Cells were counted with a hemocytometer before 1×107 cells were taken out from

suspension and spundown at 200×g. After the supernatant was discarded the samples

were washed once with prewarmed PBS. The cells were then pelleted at 200×g and

the supernatant was discarded. 50 µl of 2× running buffer was added to the pellet

and mixed until homogenous. The samples were then heated to 95° C for 3 min, after

which they were transferred to a ice box. After cooling samples were sonicated at 40%

intensity by amplitude for 2 s. Finally, samples were spun down and stored at - 20° C.

Electrophoresis and Western Blotting

10 µl of each cell samples and 4 µl of protein ladder were loaded into 10% precast

polyacrylamide gel (Mini-PROTEAN® TGX™, BioRad) with empty chambers being

loaded with 2× running buffer. The electrophoresis was and ran at 90 V for 90 min by a

PowerPacBasic (BioRad) power supply. Next, the gel was carefully removed and placed

in a Novex Mini (Invitrogen) nitrocellulose transfer stack and ran for 7 min at 20 V in an

iBlot 2 (Invitrogen) transfer device. After that, the nitrocellulose membrane was cut into

shape and washed three times in TBST buffer for 5 min.

Tab. 2.12: Running buffer components. Final concentration for a 1× concentration of the running
buffer. The buffer is adjusted to pH=6.7. tris(hydroxymethyl)aminomethane (TRIS), sodium dodecyl
sulfate (SDS), dithiothreitol (DTT).

Component Concentration
TRIS-HCl 35 mM
SDS 40 mM
DTT 60 mM
Glycerol 3.6%
Bromophenol blue 0.002%
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Membrane labelling and imaging

The membrane was blocked using 5% powdered milk in TRIS-buffered saline with 0.1%

Tween 20 (TBST) for 1 hour in room temperature after followed by overnight incubation

with a 1:500 dilution of the primary antibodies in 5% powdered milk in TBST at 4° C.

Next the membrane is washed twice quickly in TBST followed by two 5 min washes in

TBST to remove the primary antibodies. The membrane is the incubated with a 1:5000

dilution of the secondary antibodies in 1% powdered milk in TBST for 1 hour in room

temperature in the dark. The membrane was then washed twice quickly and twice for

5 min in TBST before being imaged by an Odessey Fc imager (Li-Cor).

2.2.3 Flow cytometry

An aliquot of 2×106 Jurkat cell clones were stained with 1 nM HA-SiR for 30 min in

RPMI before being washed three times in RPMI for 15 min and then once for 40 min.

The cells were then pelleted and resuspended in 100 µl of RPMI. The samples were put

on ice and then stained with 7-AAD to determine viability before being inspected in a

CytoFLEX S (Beckman Coulter). Measurements were peformed by Danielle Lezama.

The SiR signal was detected in the APC channel and the 7-AAD in its own. The signal

for the SiR was corrected for the 7-AAD bleedthrough by a sample unlabelled with

HA-SiR. The gating was determined based on Jurkat wild type measurements.
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2.2.4 Microscopy sample preparation

Surface Treatment and Coating

Cleaning with hydrofluoric acid

All glass coverslips and glass surfaces used were cleaned with 0.1 M hydrofluoric acid.

The acid was administered twice to the coverslip after each time followed by two washes

with sterile H2O. Finally, the surfaces were incubated with PBS for 5 min before being

used.

Coating with biotin-bovine serum albumin (BSA), streptavidin and DNA origami

Samples were prepared in chambered coverslips (Nunc™ Lab-Tek™ I, ThermoFisher

Scientific) which were cleaned with hydrofluoric acid. After that, coverslips coated with

1 mg/ml biotin-BSA overnight before being washed three times in PBS. Next, 0.2 mg/ml

streptavidin was incubated for 30 min before three washes with Red Base prepared as

specified in Tab. 2.8. In each chamber 10 fmol of the new rectangular origami (NRO)

in Red Base was incubated for 30 min, before being washed three times in Red Base.

The samples were inspected for sufficient DNA origami coverage and in cases of low

coverage the DNA origami was reintroduced before being washed three times in Red

Base.

Each chamber of the coverslips was then filled with imaging buffer and encapsulated with

self-sealing Parafilm(M). The imaging buffer contained 2.1 mM ascorbic acid (AA), 1 mM

methyl viologen (MV), 2.5 mM protocatechuic acid (PCA) and 50 nM protocatechuate

3,4-dioxygenase (PCD) in Red Base. Different concentrations of Cy5-conjugated
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oligonucleotides were achieved by substituting Red Base with 1 µM imager strand

diluted in Red Base.

Poly-L-lysine (PLL) coating and antibody coating

For T cell cell experiments a modified version of the Bunnell et al. 2001 method was

used (95). The hydrofluoric acid cleaned coverslips were incubated with 0.01% PLL in

PBS for 10 min. Afterwards the solution was taken out and the coverslips were left to

dry. Depending on the experiment, antibodies from Tab. 2.2 were diluted 1:50 (20 µg/ml)

in PBS after which the sample was incubated for more than 3 hours at 37° C.

Bead samples

The bottle of 660 nm excited 20 nm FluoSpheres Carboxylate-Modified Microspheres

(F8783, ThermoFisher), were sonicated, before creating a 1:10000 dilution. 20 µl were

then pipetted into a well made from a glass slide and parafilm. A #1.5 coverslip was

placed on top and the sample was sealed with nail polish.

Fluorescent dye dilution series

A dilution series of Atto655 from 5 pM to 100 nM in H2O with 0.05% Tween20 was

prepared. Afterwards 200 µl of each concentration was pipettes in chambered slides

(Nunc™ Lab-Tek™ I, ThermoFisher Scientific).
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Cell seeding

Adherent cells seeding

Adherent cells were removed from the growth flask by Tryple, counted and seeded at

0.5-1.0×104 cells/cm2 and incubated for at least 10 h before further use.

Suspension cell seeding

All suspension cells were seeded on poly-L-lysine (PLL) and antibody coated coverslips,

unless otherwise specified. Unless specified otherwise suspension cells were seeded at

1.0-1.2×104 cells/cm2 for 10-15 min after which cells were fixed in 4% paraformaldehyde

(PFA) in PBS.

For syncronised activation experiments the cells were resuspended in PBS at

2×106 cells/100 µl. After which 100 µl of the cell suspension was pipetted into a

chamber of a chambered coverslip and then removed after approximately 3 s. The

slip was gently washed once PBS and after which the cells were left to incubated for a

desired activation time period before being fixed in 4% PFA in PBS.

Fixation and labelling

SNAP-tag labelling with AF647 for cross validation of DOL

The labelling protocol was adapted from Thevathasan et al. (76). U2OS cells were

prefixed in pre-heated 2.4% PFA in PBS for 30 sec after which they were permeabilised

with 0.4% Triton X-100 in PBS for 3 min. The cells were then fixed using 2.4% PFA in

PBS for 30 min. Next, the samples were quenched using 100 mM ammonium chloride

in PBS for 5 min. Samples were incubated with Image-iT FX for 30 min. Samples

were then stained with a solution containing containing 1 µM BG-AF647 ligand, 1 µM
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dithiothreitol and 0.5% BSA in PBS for 2 h. Samples were washed twice for 30 min and

once for 60 min in PBS.

SNAP-tag labelling with SiR for cross validation of DOL

The sample processing was adapted from Hummert (7). U2OS cells were incubated

with 200 nM SiR SNAP-tag ligand at 37° C for 2 hours. Samples were then washed

twice quickly, after which twice for 30 min and once for 1 hour with warm growth media

at 37° C. Next cells were fixed for 20 min with prewarmed 3.7% PFA in PBS. Finally, the

sample was washed twice for 5 min in PBS.

ProDOL labelling

For ProDOL experiments, the cells were seeded in chambered coverslips. For quantita-

tive experiments cells were processes according to the experiment specific protocol. In

the case of the optimisation of labelling experiment in Jurkat cells, the concentration

and incubation time were systematically varied varied between 100 pM and 250 nM

and between 15 min to 16 hours, respectively. Next, the cells were washed three times

in prewarmed RPMI growth media for 15 min and once for 40 min. Finally, cells were

washed for 5 min in prewarmed PBS after which cells were seeded and fixed. All washes

were done at 37° C.

SLP76-HaloTag labelling

SLP76-HaloTag expressing Jurkat cells were labelled with 1 nM HaloTag ligand for

30 min, unless otherwise specified. The cells were then washed as described above.

phospho-CD3 labelling

Cells were permeabilised with 0.1% Triton for 5 min after which the cell was washed
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three with PBS for 5 min. The sample was incubated with 5% bovine serum albumin

(BSA) to block non-specific binding. Next the sample was stained with the anti-phospho-

CD3 antibody specified in Tab.2.2 at a 1:5 dilution for 20 min. The sample was then

washed three times in PBS for 10 min. Samples were post-fixed with 4% PFA in PBS

for 20 min followed by two washes for 5 min in PBS.

Phalloidin labelling

Samples were stained with 100 nM fluorescently labelled phalloidin in PBS for 15 min

after which the samples were washed three times with PBS for 5 min. Samples stained

with phalloidin were imaged on the same day.

2.2.5 Microscopy techniques

All samples were imaged with the laser scanning confocal microscope specified in

Sec. 2.1.3, unless specified otherwise.

Light microscopy for camera calibration

Samples were illuminated with the halogen lamp from the illumination pillar of the Nikon

Ti specified in Sec. 2.1.3. The intensity, gain and exposure was adjusted according to

the experiment. 100 frames were acquired per condition.

Bead tracking

Fluorescent bead samples were imaged for 8000 frames at 20 ms exposure and 5

multiplication gain factor g, in frame-transfer mode, with 9.5 W/cm2 640 nm illumination.
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For dampening measurements the same FOV was imaged multiple times with changes

of the pressure of the pneumatic dampeners.

Fluorescence cross-correlation spectroscopy

Three 5 min traces were recorded per concentration at 5 µm above the surface of the

coverslip. The confocal volume was excited with a 640 nm pulsed laser with an average

illumination of 21 kW/cm2 at 40 MHz repetition rate.

Diffraction-limited microscopy

Samples for qualitative diffraction-limited microscopy images were acquired in PBS, or

in ROXS buffer for the Jurkat SLP-76-HaloTag experiments which used CoPS, using the

appropriate laser line and filters on the widefield microscope in TIRF mode using the

BatchImager script.

ProDOL

Samples imaged for determination of DOL with the protein-tag degree of labelling

(ProDOL) method were imaged under total internal reflection fluorescence (TIRF) for 10

frames at 640 nm , 561 nm and 488 nm with 9.3 W/cm2, 9.3 W/cm2 and 10 W/cm2 laser

power, respectively.

Photobleaching step analysis

For PBSA, samples were acquired using a laser power of 30 W/cm2 at 640 nm or

50 W/cm2 at 561 nm with 50-200 ms exposure time, until all fluorescence was bleached
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(typically 2000-8000 frames) according to (7). Samples were filled with ROXS blue

buffer and sealed with Parafilm before being imaged.

Dynamic DNA origami measurements

Measurements of DNA origami were performed in ROXS Red buffer specified in Tab. 2.8,

unless stated otherwise. Samples were scanned in the 561 nm channel to ensure proper

density of DNA origami. After four fields of view were selected per sample 10 frames

taken in the 561 nm channel for reference. Finally, 8000 frames were recorded in the

640 nm channel first with 193 W/cm2 and then with 96.4 W/cm2.

dSTORM

Samples were imaged in STORM buffer (Sec. 2.1.1) with 30-40 mM of MEA adjusted

according emitter density by Jonas Euchner. The 647 nm CW laser line was used at

100% laser power, corresponding to 3.5 kW/cm2. 405 nm illumination was exponentially

increased to maintain a constant density of localisations suitable for SMLM. Optimal

parameters were selected after preliminary imaging and inspection. The exposure time

was between 30-100 ms, frame count between 1.0-8.0×104 and 405 nm was increased

exponentially until reaching 40 W/cm2.

CoPS

Samples were imaged in a air-tight imaging chamber with ROXS Blue buffer specified in

Tab. 2.8. An overview scan was performed with 15 kW/cm2 peak laser power at 20 MHz

with a 100 nm pixel size and 10 µs exposure. The molecular clusters were localised
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in ThunderSTORM, and their coordinates were transferred into SymPhoTime64 with a

custom Python script. A point measurement was taken with a 640 nm pulsed excitation

with an average of 6.25 kW/cm2 set to 20 MHz. The length of the trace was changed

depending on the experiment.

Live U2OS cell imaging

Cells were incubated for at least 30 min with the imaging media before imaging. For

imaging media DMEM, RPMI-1640, or FluoroBrite (FB) were used. Certain samples

had 100 µM AA or 100 µM AA and 20 mM HEPES.

Live T cell cell imaging

After staining cells were kept at 37° C before imaging. Cells were pipetted into chambers

coated with poly-L-lysine and antibodies as outlined in Sec. 2.2.4. Cells were selected

as they were depositing on the glass surface by brightfield microscopy. After selection

the cells were imaged with 100 ms exposure at 9.1 W/cm2 for either 8000 frames or

stroboscopically via a custom µManager code for approximately 15 min at different

intervals.

2.2.6 Image and data analysis

Gain calibration

For gain calibration image stacks were inspected in pairs of subsequent frames. The

mean and variation of the frames were calculated frame-wide. The mean of these values

was plotted. A linear regression with an offset was fitted via scipy.optimize.curve_fit
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weighted by the standard deviation of the values of the variances (96), unless otherwise

specified.

Stability measurements and single particle tracking

Image stacks were analysed with the TrackMate plugin in Fiji (97) using the Difference

of Gaussian (DoG) with 0.4 µm diameter, 5 initial quality filter and sub-pixel localisation.

The traces were estimated using a Simple LAP tracker with 0.3 µm linking distance and

0.3 µm gap closing distance, with 5 frame gap closing. The localisations present from

first frames were inspected. The frame-to-frame deviations of the localisation were used

as an input for a fast Fourier transform (FFT) to generate the frequency space. Both of

them were plotted in a double plot via matplotlib.pyplot.

For T cells the initial quality filter for the DoG was set to 50, the size to 0.4 nM and

the sub-pixel localisation on. The LAP tracker was used with 0.4 µm linking distance,

0.4 µm gap closing with 5 frame gap closing, with merging and combining set to 0.8 µm.

SPAD dark count measurements

Different light conditions were explored by recording 30 s timetraces at 20 MHz. The

laser on setting was a 640 nm pulsed excitation with an average of 6.25 kW/cm2 set to

20 MHz. Three 30 s traces were recorded per condition.

Fluorescence Cross-Correlation Spectroscopy

Analysis of FCCS intensity traces was done via the SymPhoTime64 software between

channels 2 and 3. The resulting G(τ) function was fitted as a single dye simple diffusion.
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The data was then extracted as .txt files. The intensity as counts/s for the background

correction were extracted via the read_ptu function in pycops. The χ2 was calculated

as:

χ2 = (1 +
⟨b⟩
⟨f⟩

)2 (2.1)

With ⟨b⟩ being the average background rate and ⟨f⟩ being the count rate due to fluo-

rescence, which is calculated by the formula ⟨f⟩ = ⟨F ⟩ − ⟨b⟩, where ⟨F ⟩ is the average

count rate for the trace.

The corrected average number of molecules in the volume ⟨Nc⟩ is then calculated by :

⟨Nc⟩ = ⟨Nu⟩/χ2 (2.2)

Where ⟨Nu⟩ is the uncorrected average number of molecules from the confocal volume.

Veff was calculated by dividing ⟨Nc⟩ by the concentration. The SymPhoTime software

was also used to calculate the width and eccentricity of the confocal volume from a

diffusion rate.

Fluorescence lifetime determination

Fluorescence lifetime was analysised by the dynamic CoPS traces via SymPhoTime64.

The Lifetime Trace analysis was used and the traces were filtered to only include the

data from during a binding event. The FLIM was fitted past the instrument response

function (IRF), which on average was 0.34 ns. The data was then combined and plotted

via a custom Python script.
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Dynamic DNA origami Data

The localisation, filtering, drift-correction and rendering of dynamic binding of imager

strands was performed in super-resolution microscopy analysis platform (SMAP) (98).

The fit_fastsimple workflow was chosen with parameters determined in Sec. 3.2.2.2.

As peak finder a difference of Gaussian of 1.2 and a dynamic factor of 1.5. A "PSF

free" fitting algorithm was chosen with a asymmetry calculation. The localisations were

drift corrected twice by dividing the image sequence in 11 and then in 12. Then the

localisations were grouped within 35 nm if in subsequent frames.

The grouped data was then clustered by DBSCAN algorithm with 35 nm distance and

at least three members per cluster via a Python script in the PynamicMeasurements

library. Another custom Python script then registers the coordinates of the binding

to the coordinates of the reference channel via a transformation matrix generated by

MultiStackReg analysis of the maximum projection images of the two channels. These

groups were then filtered if the average localisation of the cluster was more than 200 nm

of a reference localisation. The numberInGroup of the kinetics data was then used as

the bright times and the dark times was calculated by the time between groups. These

reciprocal of these was taken as the rates per DNA origami.

Quantitative microscopy

Cell size and relative brightness

Relative brightness measurements were conducted on the maximum intensity projection

of the image stack, followed by a Weka segmentation (99) of the cells based on the

phalloidin stain. The size of the cell is determined by the generated mask, which is then
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used to isolate only the cell for further analysis. The intensities were calculated by using

ThunderSTORM plugin in Fiji with the multiplication gain factor g set to 2.3 e-/ADU and

an offset of 187 ADU.

CoPS

The first 0.5-1.0×107 excitation cycles during CoPS acquisition were used to generate

a histogram of mDEs (1 to 4 detection events). These histograms were then fitted to the

analytical model described in Eq.1.13 to estimate the of number of emitters n and the

probability of detection p. An additional background component was added as a single

emitter with probability pbg to account for out of focus fluorescence signal. The resulting

equations are shown in Sec. 8.1.1. A Levenberg-Marquardt algorithm was used to fit the

parameters to the observed probabilities (from unpublished work by Johan Hummert).

Ten bootstrap cycles were applied to minimize the probability of outlier events. The

results were filtered based on the results for p to eliminate failures to fit.

State inference for stepwise CoPS analysis

The counts are grouped a for 10 ms to give the brightness. The Steve Presse lab

produced a Python script, which takes the brightness trace x1:N , where xn is the

brightness at time n, as input and outputs the state trace b1:N . This is done working

inside of the Bayessian paradigm when taking into account the following parameters:

fluorophore brightness µf , background brightness µb, the noiseσ2, array of starting

probabilities π0, and the state transition matrix π. The state trace b1:N is calculated by

optimizing for the highest P (Θ):
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P (Θ) =P
(
µf , µb, σ

2,π0,π
)

=P (µf )P (µb)P
(
σ2
)
P (π0)P (π) (2.3)

where the individual priors are given by

P (µf ) =Normal
(
µf ;αµf

, βµf

)
(2.4)

P (µb) =Normal (µb;αµb
, βµb

) (2.5)

P
(
σ2
)
=InvGamma

(
σ2;ασ2 , βσ2

)
(2.6)

P (π0) =Dirichlet (π0;α0) (2.7)

P (πi) =Dirichlet (πi;αi) (2.8)

and where the α and β are hyperparameters- variables used in learning model training.

ELE

Effective labelling efficiency (ELE) analysis was performed as described by Thevathasan

et al. (76). The orientation of the nuclear pore complex was fitted based on the

observed localisation pattern. Each sector of a nuclear pore complex (NPC) with at

least 2 localisation was deemed labelled. The degree of labelling was determined by a

binomial distribution fitted to the number of labelled sectors for the NPC to the probability

that best represents the observed distribution of up to 8 labelled sector.

quickPBSA

Quick-photobleaching step analysis (quickPBSA) was performed as described by Hum-

mert et al. (7). Initially, a diffraction-limited molecular localisation is performed on

a maximum intensity projection of the first five frames in ThunderSTORM. For each
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localisation, the intensity of the central region is determined as well as a background

intensity for each frame. The two are subtracted and the resulting intensity trace is

analysed to detect the final bleaching step. Certain traces are filtered based on the

intensity of this step size, the rest are inspected going back and fitted with single photo-

bleaching events. The filter is set around 60% of a manually observed bleaching step.

The number of emitters is then determined by a Bayesian model, allowing for multiple

emitter bleaching and blinking of fluorophores. The maximum bleaching events are set

in the quickpbsa_analysis function and the input is atleast twice more than the maximum

number of molecules expected.

ProDOL

Protein-tag degree of labelling (ProDOL) was performed as described by Tashev et al.

(92). Multichannel recordings were performed in the reference and target channel for

10 frames. The average projection of these were taken before. A mask was generated by

a "Triangle" thresholding algorithm in ImageJ. The localisation analysis was performed

in ThunderSTORM. An affine transformation limited to 3 pixel shift, 5° rotation and 5%

scaling was performed to register the two channels. A cut off T for the spatial mismatch

was determined by inspecting random localisations, generated by rotating the target

channel 90°, and maximizing the specific colocalisations to the random ones. After that,

a density correction is performed to minimize the effects of false positive colocalisations

and multiple detection events. The result is a corrected degree of labelling calculated in

a cell-wide basis. See Fig. 5.2 for visual representation.
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2.2.7 Statistical analysis

All statistical analysis was performed in the respective programming language for

that analysis. The analysis of the ELE and dSTORM data, as well as ProDOL were

performed in MATLAB. The gain analysis was performed in Java/Fiji, and all others were

performed in Python. 3D leaf plots were performed made in GraphPadPrism. Linear

regression and curve fitting was performed by the scipy.optimize.curve_fit function in

Python (96). Statistical tests were done in Python, unless otherwise sepcified. For two

sample comparative analysis t tests or Mann–Whitney U tests were performed based

on the normality. Similarly, for multiple analysis ANOVA or Kruskal-Wallis tests were

performed with an appropriate post hoc test. All results are quoted as the mean or

median with their corresponding standard deviation (SD), standard error (SE)mean, and

confidence interval (CI). R2 or p-value are shown where appropriate. Boxplots show the

quartiles as well as the range of values of the sample.
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CHAPTER 3. DESIGN AND CONSTRUCTION OF A SINGLE-PHOTON CORRELATION
MICROSCOPE

Chapter 3

Design and construction of a

single-photon correlation microscope

Author contributions:
J.H. created the initial designed of the microscope. S.A.T. and J.H. constructed the
microscope. S.A.T. conceived and designed the supplementary 3D-printed components,
while J.E. manufactured them. J.H. developed the original automated point picking code.
S.A.T. expanded the code into the Pycromanager library. S.A.T. carried out the validation of
the microscope setup. D-P.H., J.H. and J.E. supervised, and contributed with ideas and concepts.
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3.1 Introduction

Using antibunching counting techniques, such as counting by photon statistics (CoPS),

requires a highly specialised microscope system that has the ability to detect photon

correlation and contains multiple single-photon sensitive detectors, as mentioned in

Sec. 1.2.7. Not only that, but to build a robust histogram of multiple detection events

(mDEs) the system requires a great number of picosecond laser pulses (91). This

means that for the measurements to be performed in a reasonable time frame the

single-photon detector and the picosecond pulsed laser must operate at the megahertz

scale.

There are two main options for obtaining a microscope setup: building a system from

modular components or purchasing a complete commercial system. There has been an

increasing choice of modular systems (92, 100–102). These provide a cheaper option

with a high degree of modification sometimes costing only a few thousand pounds (102).

Modular microscopes offer added flexibility, however, but it can be difficult to integrate the

multiple components both physically and in terms of software control. Another issue can

be the collection of dust in open compartments. Modern fully commercial systems are

fully enclosed and mostly fully automated. They also come with a beginner-friendly user

interface (UI). Commercial systems can be quite bulky, and additional or replacement

parts can be expensive.

Until only recently, photon correlation microscopy was constrained to only custom builds

(91, 103). Thus, this project featured building a custom microscope setup, which has

the ability to quickly gather antibunching data to facilitate live cell imaging. This task

requires the understanding of the components and principles behind microscopy.
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3.1.1 Fluorescence microscope anatomy

Microscopes are complex systems of a multitude of different components. Arguably the

most important component of a microscope setup is the objective. When paired with

the correct tube lens, the distance between the two is "infinity corrected", and allows for

the addition of auxiliary components to the system with minimal aberration to the image.

This allows for different filters to be placed in the light path (Fig. 3.1).

The first necessity in fluorescence microscopy is to separate the emitted light from

the excitation light, which is much brighter (64). This can be done spectrally due to

the Stokes shift (see Sec. 1.2.2). To separate the emission and excitation spatially in

most modern microscopes a dichroic mirror is used, which reflects either one, while

allowing the other one to pass through. Then, an emission filter blocking the excitation

light’s wavelength can be placed before the detection to remove its contribution. This

provides images of the target against a black background. An excitation filter can also

be added to narrow the excitation wavelength. The two filters and the dichroic mirror are

often grouped in a cube formation inside most commercial systems, and in combination

with the excitation source, define different spectral channels. The ability to spectrally

separate differently labelled structures is one of the benefits of fluorescence microscopy.

Modern fluorescence microscope setups also have movable stages for lateral (XY) and

axial (Z) movement, which allow for the accurate positioning of the region of interest

(ROI) at the focus plane and aligned axially with the objective. In most cases, these

stages are motorized for greater automation. These allow movement of the sample

with a sub-micron step size. For single-molecule microscopes there is the need for

stabilisation of the axial distance to the sample to maintain focus. Therefore, autofocus
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Fig. 3.1: Simplified model of a fluorescence microscope. Simple fluorescence microscopy setup featuring laser excitation
(green) and a camera for the detection of fluorescence emission (orange). The two are separated by the dichroic mirror (pink)
which separates reflects the excitation light and transmits the emission light. The two each has a filter to reduce the unwanted
wavelengths.

stabilisation systems are needed to control the Z-axis stage. For lateral stabilisation,

dampening tables are most often used, although certain super resolution setups have

active dampening by movement dictated by fiducial markers in the sample (104).

More important than these, however, is the combination of optical elements in the

light paths of the excitation and emission. These can give rise to different modes of

microscopy called microscope modalities.

3.1.2 Fluorescence microscope modalities

Each fluorescence microscope modality comes with specific benefits and limitations.

One example of fluorescence microscope modality is the confocal microscope. In this

imaging modality the excitation light enters the back aperture of the objective collimated
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and gets focused at a point in front of the objective (Fig. 3.2a) (64). The emission from

that point gets collected by the same objective, but out of focus light gets blocked later in

the system by a pinhole, which defines the confocal volume (105, 106). This allows for

optical sectioning deep inside the sample. The axial component of the confocal volume

is defined by the size of the pinhole. The ratio between the lateral and axial diameter of

the confocal spot is called eccentricity. An example of the optical pathway of a confocal

microscope is given in Fig. 3.11b.

The confocal volume can be measured in two different ways by Z-scanning or by

fluorescence correlation spectroscopy (FCS) (107). FCS is a technique which can

determine the number of molecules inside of the confocal volume. FCS is further

discussed in Sec. 3.1.3.2. It can be used in a combination with a known concentration

to calculate the volume. A more direct way to determine the confocal volume is via

scanning a diffraction limited bead and fitting a 2-dimensional (2D) Gaussian over the

intensity values of the orthogonal sections of each axis.

In confocal microscopy information only comes from the confocal spot generating only a

point value. For an image to be created, the confocal spot needs to be moved across

the sample, as in laser scanning confocal microscopes (LSCMs), or vice versa.

Despite the benefits of confocal, if simultaneous spatial information is required, a

widefield microscope modality is required, in which large sections of the samples

are imaged. This can be brightfield microscopy or it can be used with fluorescence

techniques. Regular fluorescence widefield microscopy, also called epifluorescence,

has the incident light focused by a tube lens at the back focal plane of the objective,

which then collimates the excitation light, which in turn passes through the sample

57



FLUORESCENCE MICROSCOPE MODALITIES

Fig. 3.2: Fluorescence microscopy modalities. Schematics of the illuminations modes of different microscopy modalities. a)
Confocal microscope features a confocal volume (orange) which optically sections the sample. b) Epifluorescence microscopy
passes a collimated beam through the sample. c) In total internal reflection fluorescence (TIRF) microscopes the excitation light hits
the coverslip at an angle at which no light passes but generates an evanescent wave (blue). d) HILO microscopy generates a thin
light beam across the field of view. The zoom out shows how the excitation beam enters the objective.

(Fig. 3.2b) (108). The emission gets collected from the focal plane of the objective, but

some of the out of focus fluorescence gets collected as well. This can be problematic in

single-molecule experiments. Signal-to-noise ratio (SNR) can be increased by limiting

the excitation only to the wanted depth.

A preferred way of reducing out of focus light in single-molecule microscopy is using

total internal reflection fluorescence (TIRF) microscopy (Fig. 3.2c) (72). In total internal

reflection (TIR) the incident light hits the cover slip above the so called critical angle (θc).

The critical angle is the angle at which point its refraction direction becomes parallel

to the interface between the coverslip and the sample (109). The light excitation light

itself does not pass through the coverslip, however, it generates an electromagnetic

field called an evanescent wave. The evanescent wave decreases exponentially and

excites less than 200 nm into the sample giving a much lower out of focus excitation,
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and thus lower background signal. TIRF is however, limited to the very bottom of the

sample, and in cell samples it limits measurements to the basal plasma membrane. A

technique combining the optical sectioning of TIRF and the ability of imaging into the

sample has also been developed, called highly inclined and laminated optical sheet

(HILO) (110) (Fig. 3.2d). Unfortunately this technique has the downside of unequal

illumination across the field of view (FOV).

With the current level of technology CoPS is restricted to single-point detectors which are

best utilised by confocal microscopy (see Sec. 3.1.3.2). However, the other modalities

allow for a variety of microscopy techniques. They would greatly expand the capabilities

of a microscope setup, and imaging an entire field of view (FOV) can help with the utility

of the system. However, widefield imaging requires a multi-pixel camera that can detect

small amounts of light and then amplify that signal (see Sec. 3.1.4).

3.1.3 Single photon sensitive detectors

3.1.3.1 Photomultiplier tube

Microscopes for antibunching microscopy techniques, such as CoPS, require a single

photon sensitive detectors. Photomultiplier tubes (PMTs) were the preferred choice of

detectors in early iterations of single photon sensitive microscopes (90, 111, 112). First

patented in 1923 by Joseph Slepian (113, 114), multiplier tubes became valuable tools

for single photon microscopy after the addition of a photocathode.

The photocathode releases electrons when struck with photons (115, 116). This is called

the photoelectric effect, and the electrons that leave the photocathode - photoelectrons.

It was discovered by Einstein in 1905 that this phenomenon is a quantum in nature and
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that a single incident photon transfers its energy to a single electron (117). The ratio

between incident photons and photoelectrons is called quantum efficiency (QE) and is

specific for wavelength λ. The QE is determined by the amount of incident light reflected

and absorbed, as well as the probabilities of an electron to get excited and escape into

the vacuum tube (116).

Inside a PMT, the photoelectrons collide with a series of electrodes, called dynodes,

exponentially increasing the signal via generation of secondary electrons (118). The

amplification of the photoelectron signal is called gain and PMTs have the ability to

amplify the initial signal up to 108 times. However, PMTs have a relatively large size and

a low QE in the red to far-red spectra (119).

3.1.3.2 Single-photon avalanche detector

With the developments of semi-conductors, solid state detectors were created with

similar gain as PMTs. These detectors used reverse-biased p-n photodiodes to induce

a multiplication of the signal (120) (Fig. 3.3a).

The reverse-bias results in the linear amplification of signal in avalanche photodiodes

(APDs) (Fig. 3.3b). If the reverse bias voltage (VA) is greater than the breakdown

voltage (VB), the photodiode’s operation mode turns into Geiger-mode. In that mode

a single photon can result in a single detection event, giving the name single-photon

avalanche diode (SPAD) (119). The absorption of a photon in a SPAD, which is biased

beyond VB, results in a runaway process which increases the current greatly giving

near infinite gain, if not for the space-charge effect (Fig. 3.3b i). This amplification,

however, would damage the detector so a passive quenching system of resistors are
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Fig. 3.3: Photodiodes and single-photon avalanche detectors. a) A schematic of a diode which is in a circuit with a voltage
V and through which a current I passes. b) Graph of the current (I) in relation to the voltage (V). Forward (green) biasing allows
current to pass easier. Reverse biasing allows for linear amplification (blue) and can be used in photodiodes (PDs) and avalanche
photodiodes (APDs). When biasing beyond the breakdown voltage (VB) the diode is in a Geiger mode (pink). SPADs are reverse
biased beyond the VB at a VA. During the function of the SPAD (red) it accepts a photon allowing current to pass (i.), following
quenching(ii.), and then a recharging (iii.). c) Illustrations of the general structure of SPADs. d) Mechanism of action of SPADs via
an electron-hole pair generation avalanche.

used to decrease the voltage to VB (Fig. 3.3b ii). The diode then needs to be recharge

back to VA (Fig. 3.3b iii). Thus, after the detection of a photon there is a dead time

when no signal can be detected. The photon detection efficiency has been shown to

increase with the increase in VA (121, 122). However, with the increase in the voltage,

the possibility that a charge carrier is generated increases and this could result in a

photon independent dark count. The dark count rate also increases with temperature.

The ability of SPADs to limit the dark counts comes from the structural differences from

APDs. Both APDs and SPADs have a their p-element connected to the cathode, and

the n-element to the anode (Fig. 3.3c). When a photon reaches their π layer they create

electron-hole pairs, with each charge particle moving to their corresponding electrode.
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The electrons passing through the p region generate additional charge particles by

impact ionisation and leads to the avalanche of charge (Fig. 3.3d). In SPADs, this

avalanche is diverging and self-sustained resulting in a detection event (123). SPADs

have a thin π layer. This results in fewer dark counts and a quicker average response

time than APDs (119). The sunk p-anodes act as guard-rings and can be used to control

VB.

One problem with SPADs is the ability of some charge carriers to get stuck in different

energy levels, which can result in delayed avalanche triggering (124). This phenomenon

is called afterpulsing and can result in time correlated signals meaning that this effect

can be detrimental to methods like fluorescence correlation spectroscopy (FCS), which

rely on the fluctiation of the signal.

Normally FCS is used to determine the kinetic rate of dynamic processes, as well as

the average number of molecules inside of a certain volume. It utilises the differences in

intensity fluctuations F from the mean between different time intervals τ to calculate the

correlation G(τ) 3.1.

G(τ) =
⟨F (t)F (t+ τ)⟩

⟨F (t)⟩2
(3.1)

Where t is different time points in an intensity trace and the angular brackets show the

average of the components inside. For a simple one species diffusion, the value of G(0)

is inversely proportional to the number of molecules inside the confocal volume and the

diffusion rate can be calculated from the average time spent in the confocal volume τD

(Fig. 3.4a).

To perform FCS measurements the afterpulsing needs to be classified and then

decoupled, or a fluorescence cross-correlation spectroscopy (FCCS) analysis between
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Fig. 3.4: Fluorescence correlation spectroscopy and afterpulsing. a) Representation correlation curve from a FCS analysis.
The τD is the rate off diffusion while the G(0) is inversely proportional to the number of fluorophores. b) Representative FCCS
curve from a 1 nM Atto655 sample between two SPAD detectors.

two different detectors needs to be performed. In that case, the correlation is performed

between the two detectors (A and B) and the formula changes to:

G(τ) =
⟨FA(t)FB(t+ τ)⟩
⟨F (t)AF (t)B⟩

(3.2)

The afterpulsing between two SPADs will not correlate, thus the effect should be

diminished (Fig. 3.4b). An important characteristic of afterpulsing is that it increases

with decreased temperature and with increased charge.

Historically SPADs have been a single point measurement, but recently there have been

significant developments in arranging individual SPADs into arrays. These come in

different shapes and sizes (125).

One problem inherent to SPAD arrays is crosstalk between two neighbouring detectors,

resulting from secondary photons emitted from the charge carriers flowing through a

triggered pixel, resulting in an avalanche in another (126). To fix that the individual

SPADs are placed further apart, however, this lowers the fill factor (FF) of the chip -

the percentage area that detects light. To fix these micro-lens arrays can be used to
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focus the light (125). Individual SPADs in the array can also malfunction giving higher or

lower counts resulting into cold and hot pixels, respectively. These pixels are typically

disabled.

Another problem is the large amount of digital data derived from larger arrays. This

is because according to the Nyquist-Shannon criterion to gain the complete spatial

information of a point it requires for that point to be sampled at least twice (127, 128),

which means for a sufficient FOV with a diffraction limited resolution a large array of

pixels is required to image tens of microns. Different manufacturers have dealt with that

in a variety of ways. Some change between two modes, pixel-by-pixel or frame-wide, for

low counts or high counts, respectively. Modern large SPAD arrays come with on-chip

processing to decrease the amount of data output. However, for photon antibunching

SPAD arrays are not yet appropriate. This is due to the low photon detection efficiency

(PDE), resulting from the product of the FF and the QE, and the low frame rate for large

detectors (∼ 105 fps). This means for most samples single-point detection would be

better for antibunching measurements.

3.1.3.3 FLIM and instrument response

The fluorescent lifetime can be measured by a time-correlated single photon counting

system (TCSPCS) using SPADs and a picosecond pulsed laser (Fig. 3.5a). However,

every detection system will have its own instrument response function (IRF) (Fig. 3.5b).

This will include multiple components, e.g. the laser pulse duration, photon travel time,

propagation delay in electronics, etc. Fluorescence lifetime (FLT) measurements will

result in a convolution between the ground truth and the IRF (Fig. 3.5c). The lifetime
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can be extracted by deconvolution with a reference measurement or by taking the latter

part of the recorded lifetime after the influence of the IRF.

Fig. 3.5: Fluorescence lifetime and instrument response function. Mockup of a fluorescence lifetime function (a) and an
instrument response function (IRF) (b). In actual measurements the interaction between the two define the result (c). The signals
are shown in blue while the laser excitation is shown in red.
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3.1.4 Microscope cameras

Microscope setups require highly sensitive cameras for single molecule imaging. As

already mentioned previously, SPAD arrays are still in their infancy with plenty of

problems needed to be solved before becoming viable for most samples or techniques.

This leaves us with two types of cameras defined by their detectors - complementary

metal–oxide–semiconductor (CMOS) or charge-coupled device (CCD).

In CCD cameras during exposure photoelectrons fill capacity wells on the sensor area

and then are shifted down one row at a time until the row reaches the serial register

(Fig. 3.6 left) (129).

Fig. 3.6: Microscopy camera options. Schematics of the two types of camera chips commercially available- emCCD (left), and
CMOS (right). The light detecting parts which define the pixel intensity are in blue, while the electron-to-voltage converters and the
readout amplifiers are in orange and yellow, respectively.

These wells, however, can get overfilled and this can result in CCD blooming, in which

the charge gets leaks up and down the column resulting in streaks. CCD cameras have

a high QE (> 80%). Some CCD chips have the ability to frame-transfer the data to

another opaque region which serves to store the charge while the sensor are recording

new information information (130). The opaque area is then read out independently.
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This, in combination with limiting the number of rows read out, is used to increases

the rate of acquisition. The sensitivity on the camera can be increased by the addition

of a multiplication register resulting in an electron-multiplying charge-coupled device

(emCCD). Moving through the multiplication register results in an exponential increase

of the signal with each step. The increase can be regulated with the change of voltage

and is described by the multiplication gain factor g set in software. The electrons

are then converted to voltage and this voltage gets a final multiplication by a readout

amplifier. Finally, the readout is transformed by an analog-to-digital converter (ADC)

before giving the data to a computer, which receives the signal as analog-to-digital units

(ADU).

CMOS cameras have a readout amplifier and an ADC (131) (Fig. 3.6). However, in

CMOS cameras each pixel independently generates photoelectrons, amplifies the

charge and then transforms them into a voltage (132). This allows for faster acquisition

rates and, in turn, allows for larger pixel arrays. Which rows or columns of pixels is read

out can be selected as well, adding some flexibility to the measurement.

New developments have given rise to scientific complementary

metal–oxide–semiconductor (sCMOS) cameras. These include the use of pho-

todiodes (PDs) for photon detection, as well as optimisation of the electronics, which

increase the PDE and lower the noise. This results in sCMOS cameras having a

higher SNR than emCCDs in higher photon counts (133). However, in signal below

100 photons the emCCD proves to be superior. This is due to the low FF in sCMOS

cameras, resulting from the fact that some of the circuitry takes a part of the light

detecting region, as well as the low QE (<70%). sCMOS cameras, also require a
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thorough gain calibration due to differences in pixels, called fixed pattern noise (σF ),

while CCD cameras calibration can be done for the entire chip. There is also the dark

current noise σD, which is a thermal phenomenon in which electrons are generated

inside the chip of the camera. In emCCD cameras this would lower significantly the

SNR, as it would be amplified before readout. For that reason, modern emCCD

cameras are cooled below -70° C, which reduces the dark count noise to a negligible

amount (134). Gain calibration can be performed by a mean-variance relationships

(135). The total noise of a camera σ is calculated by Eq. 3.3 from the readout noise σR

and the shot noise σS, which comes from quantum nature of the emission of light and

the detection (Fig. 3.7), as well as the dark current noise which arises due to heat.

σ2 = σ2
R + σ2

S (3.3)

The shot noise is known to increase with the intensity of the signal, while the readout

noise is generated from electronic conversion and is temperature dependent. The shot

noise follows a Poisson distribution meaning that the variance σ2
S correlates with the

mean signal ⟨S⟩. The ratio between the two gives the ADU conversion factor ϕ:

ϕ =
⟨S⟩
σ2
S

(3.4)

ϕ is measured in photoelectrons/ADU (e-/ADU) and can be calculated by using the

reciprical of the slope of the total noise (Fig. 3.7). The quantum efficiency for the

wavelength can also be used for further correction.

For CMOS cameras the gain equals ϕ, but in emCCD cameras the total system gain

also includes the multiplication gain factor g and can be calculated by (129):

gain =
ϕ

g
(3.5)
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Fig. 3.7: Gain calibration. Simplified schematic of the mean-variance relationship found in cameras. Modified from (135). The
conversion factor ϕ is calculated by the inverse of the slope of the total recorded noise (blue) in the linear area (green), resulting
from the addition of the readout noise (pink) and the shot noise (orange).

Meaning that the for higher g the ADU values corresponds to less photoelectrons.

To optimise the system for low signal experiments we will proceed with an emCCD

detector with the caveat that in the future a sCMOS camera might be more appropriate.

3.1.5 Microscopy technique validation

3.1.5.1 Quantitative microscopy standards

Once built, a microscope the techniques performed on it require validation. On way is to

validate the measurements via molecular standards labelled with a known stoichiometry

(60). These can vary in range from small DNA oligomers labelled with fluorescent

molecules to large molecular complexes such as the nuclear pore complex (3.8). For

high molecular counting even viral particles could be used as standards. Protein complex

standards have the benefit of being used in a cellular context. These are very limited in
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Fig. 3.8: Molecular counting standards. Standards used for molecular counting arranged from smallest to largest with their
stoichiometries specified below their names. All structures except the double-stranded DNA (dsDNA) were all rendered in
ChimeraX. Structures are coloured based on amino acid chains or DNA strands. Protein structures were structures with accession
numbers 5iou (NMDAR), 5h3o (CNG), 1fpy (Glutamine synthetase), 1eum (Ferritin), 4pt2 (Encapsulin), 3j0f (Sindbis virus),
5a9q (Nuclear pore complex) taken from PDB. The DNA origami structure was generated via the Aksimantiev group online tool
(https://bionano.physics.illinois.edu/cadnano2pdb) using the sequence file of the origami. Figure adapted from Grussmayer, et al.
2019 (60).

range and very few complexes have been found to have a consistent stoichiometry. DNA

origami on the other hand are artificial constructs, which use DNA oligomers, called

staple strands, to bind and bend a circular DNA into almost any shape wanted (136).

This provides programmability as well as flexibility. For fluorescent labelling the only

requirement is substituting some of the staple strands with either labelled imager strands

or with docking strands that extend as single-stranded sections from the nanostructure

and provides sites for imager strand binding.
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3.1.5.2 Cross validation via photobleaching step analysis

Another way to validate a technique or an instrument is via an independent experimental

technique. For CoPS, cross validation can be done via another molecular counting

technique. One such technique is photobleaching step analysis (PBSA), a version

of which was developed by Hummert, et al. in 2010 and was part of this project (7).

This extracts the traces from diffraction limit clusters and a doughnut shape is drawn

around each localisation (Fig. 3.9). The intensity of the bleaching and the background

are extracted from the mean intensities of the centre and doughnut, respectively and

a corrected intensity trace is generated by subtracting the latter. The photobleaching

steps are then fitted to that trace by using Bayesian statistics. The fluorophore number

is given by counting back the steps for each cluster.

Fig. 3.9: Photobleaching step analysis pipeline. Simplified pipeline of the photobleaching step analysis. The localisation of the
single point images are used to define an area of interest (magenta) and an area for background. The intensity traces of the means
values of pixels inside both are taken and then the background is subtracted. Photobleaching steps are then determined. The
number of molecules n are determined by counting back the steps. More detailed information in Chap. 2.
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3.2 Results

3.2.1 Microscope design and construction

For the purposes of performing CoPS there was no complete commercial anti-bunching

LSCM options at the start of this project. However, the automation and the presence

of multiple additional features, directed us to use a commercial microscope body. The

inverted Nikon Ti-E body was chosen due to its three light port (including an eye-piece)

options and its integrated autofocus system (Fig. 3.10). The former allows us to have

both a confocal and a widefield system, while the latter allows for long acquisition

experiments without the need to refocus. The setup also requires lateral stabilisation,

which in most systems are performed by dampening tables. Our setup includes a

180 cm×120 cm Newport RS-2000 passive dampened table with pneumatic vibration

insulator legs PL-2000. An additional stabilisation by active dampening or piezo motors

was deemed unnecessary and too expensive for the purposes of this project.

The microscope was also equipped with a Märzhäuser XY-stage, as well as a Nikon

Z-stage. The Nikon tube lens inside the body has a focal length of 200 mm and requires

a Nikon microscope objective for the magnification specified on the latter to be correct.

For our purposes we require a high NA objective to obtain high resolution (Eq. 1.8).

The CFI Apo TIRF 100× oil-immersion objective gives the wanted specifications as

corrections ensuring consistent illumination across the field of view (FOV). For that

objective the PSF of the widefield path will have a radius of the full width at half maximum

(FWHM) calculated by Eq. 1.9. RFWHM results in:

RFWHM = 0.51
450 nm

1.49
≈ 154 nm (3.6)
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Fig. 3.10: Microscope setup. Schematic of the dual purpose - LSCM and a widefield microscope. Main microscope body (yellow)
which combined the LSCM and widefield microscope via the left and right light ports, respectively. LSCM system (blue) included the
laser combining unit, the FLIMBee scanner and the corresponding drivers and power supplies, as well as the optical path inside the
confocal microscopy unit. All confocal elements were synchronised by the TCSPCS. Light from the laser combining unit (LCU) to
the confocal microscope unit via a single mode optical fibre (pink). The widefield part of the setup (green) contained the iChrome
MLE which is connected to the body by a single mode fibre (green). The emission passes through a filter wheel and an Optosplit
before being detected by an iXon Ultra 897 emCCD camera. Data cables and power cables between components are shown in
black and blue, respectively. Cables connecting to the operating computer and direct power supply cables are not shown. The red
component was 3D printed from plastic.

73



MICROSCOPE DESIGN AND CONSTRUCTION

And to get all of the spatial information we need to sample according to the Nyquist-

Shannon criterion:

Optimal pixel size =
450 nm

2× 1.49
≈ 151 nm/pixel (3.7)

Meaning that the final pixel size needs to be below 151 nm if we want to be diffraction

limited for the entirety of the spectrum.

The left port of the objective led to the LSCM pathway, which has the single-photon

capability. PicoQuant was selected as the main supplier of components in the antibunch-

ing setup, as they provide them together with software integration. This included the

FLIMBee scanner, the laser combining unit (LCU), containing the picosecond pulsed

laser (PSPL), and the confocal microscopy unit housing most of the optical components

and the SPADs. The confocal microscopy unit was enclosed by a custom made optical

enclosure. This together with a 3D printed skirt sitting beneath the stage (Fig. SI 3c) re-

sulted in an almost complete optical insulation. These components required integration

and time stamping of the detection events, which is performed by the HydraHarp time-

correlated single photon counting system (TCSPCS). The TCSPCS received signals

from the SPADs, the PDL 828 Sepia II laser driver and the scanner driver. Information

is communicated between the TCSPCS and the SymPhoTime64 software. The right

port of the main body led to the emCCD camera for widefield imaging. The widefield

setup also included the iChrome multi-laser engine (MLE), the driver for the lamp on

the illumination column, and microcontroller which serve for triggering the laser. More

details given in the next chapters.
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3.2.1.1 Confocal microscope

CoPS requires excitation by picosecond pulsed lasers (PSPLs) controlled by the TC-

SPCS. In our setup they are housed in the LCU, containing three PSPL: 470 nm

(P-C-470, PicoQuant), 532 nm (P-FA-530XL, PicoQuant) and a 640 nm (P-C-640B,

PicoQuant), each with their own thin band pass filter only permitting that specific wave-

length. (Fig. 3.11a). The LCU which features a neutral density (ND) filters, which block

a portion of the light that passes through it regardless of wavelength, thus tuning the

excitation power. The laser light is directed by dichroic mirrors (DMs), as well as small

optical glass windows allowing for fine tuning the lasers’ path.

The laser light is taken from the LCU to the confocal microscopy unit via a single-mode

optical fibre with a coupler on each side. To ensure the homogeneous excitation of the

fluorophores at a different dipole angle inside the confocal volume the laser light was

initially filtered by polarisation, and then its polarisation was circularised by a quarter-

wave (λ/4) plate. The excitation light is then directed to the FLIMBee scanner by a

bandpass dichroic mirror (z532/640, CHROMA). The mirror is on a switchable mount if

other wavelengths are needed. Inside the laser scanner three galvo mirrors change the

position of both the excitation and emission light. From the perspective of the excitation

light the scan lens focuses the laser at the different position in the intermediate plane,

and therefore the illumination light at the imaging plane.

From the emission light point of view, the light is collected from the objective at the

imaging plane and is collimated by the objective (Fig. 3.11b). The tube lens then focuses

that light creating an image at its focal plane, which is called the intermediate image

plane. The scanner lens picks up the light from anywhere within the intermediate image
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Fig. 3.11: LSCM pathway. a) Schematic of the LSCM pathway. The LCU contains three picosecond pulsed lasers (PSPL). The
lasers are guided into an optical fibre coupler (OFC) by mirrors (M), dichroic mirrors (DM) and optical windows (G). The lasers
are modulated by a neutral density filter (NDF) wheel before being put through an optical fibre coupler. The light coming out of
the single mode optical fibre (pink) is then filtered with a polarisation filter PF and circularised by a λ/4 plate (λ/4). The excitation
(blue) and emission (green) pathways are divided by a DM. Inside the FLIMBee three galvo mirrors (GM) and a scanning lens (SL)
are used to change the incidence angle of the light for both pathways (orange). The emission passes through a 4f system made
from two achromatic doublets (AD) with a pinhole in the middle before being focused and split into the four SPADs by 50:50 beam
splitters (BS). Laser lines are coloured based on wavelength and the SPADs have the number of the channel written on them. b)
Simplified model of the optical assembly of the detection system. The emission is collected from the image plane by the objective
(Obj) before the tube lens (TL) creats an image of the emission into the intermediate image plane. This is then scanned by the scan
lens (SL) which collimates the light before the 4f system. The lenses of the 4f system focuses the light coming from the image plane
through the pinhole, and then collimates it again. The signal is then focused onto the SPADs.

plane and then collimates it. If aligned properly the emission signal should match the

pathway of the excitation laser. The emission is transmitted by the dichroic and enters a
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4f system. A 4f system is an optical relay that usually consists of two positive lenses

and represents a cascade of two Fourier transforms (137). The magnification is found

to be equal to −f2
f1

where f2 and f1 is the focal lengths of the lenses. If both are equal

the resulting image is an inverted replica of the input. In confocal microscopes a pinhole

is used to restrict the out of focus light. In our case, we have two 75 mm achromatic

doublets with a 50 µm pinhole in between.

Despite the dichroic mirror reflecting about 95% of the laser light away from the detectors,

the remainder is high enough to damage the SPAD. Notch filters have a high attenuation

factor for a really thin band. Our setup requires blocking of all three wavelengths, for

that we use a 640/532 and a 470 notch filters in the same mount. Light is finally focused

by a 200 mm doublet and split by four 50:50 beamsplitters between four SPADs. The

SPADs are positioned equidistant in relation to the doublet and each is mounted on

a three-axis manual stages for alignment together with a copper heat sink to prevent

additional dark counts due to increases in heat during acquisition.

3.2.1.2 Widefield microscope

Widefield microscopes require strong continuous wave (CW) lasers for the illumination

of the larger surface area. The iChrome MLE provides an enclosed small footprint

option with multiple choice of laser lines. For our system we have chosen three diode

lasers - 640 nm, 488 nm and 405 nm, as well as a diode-pumped solid-state (DPSS)

561 nm laser (Fig. 3.12).

DPSS lasers take time to fully charge, thus it is always emitting and requires modulation

by an acousto-optic modulator (AOM), which acts as a shutter or modulator of intensity.

77



WIDEFIELD MICROSCOPE

Fig. 3.12: Widefield system. The Widefield setup contains the iChrome MLE, which houses four CW lasers in a single box. These
lasers are auto aligned by the COOLAC sytem containing the alignment elements (C) and the detector (CD). The 561 nm laser has
an additional acousto-optic modulator (A). The lasers’ light is focused by a lens (L) into a single-mode fibre to which is coupled
into the Epi/TIRF illumination unit (IU). The light is send by a dichroic mirror to the objective. The right exit port is used to send
emission light (yellow) to the filter wheel. The emission is then collected by a lens (L) and then passed through a set of mirrors
(M). Dichroic mirrors can be arranged in the place of the empty boxes to optically split the image into multiple channels and then
another lens would focus those on different sections of the camera. In this work, only two ordinary mirrors were used to direct the
signal into an emCCD camera. The camera and lasers can be synchronised by the use of Arduino Uno (AU) and Arduino Mega
(AM) microcontrollers. The system also has an illumination column (IC) equipped with a halogen lamp (HL) and eyepieces (EP)
allowing for examination of the sample prior to fluorescence illumination. Laser lines and corresponding cables coloured based on
wavelength.

These wavelengths would allow us to cover most fluorophores in the visible spectrum.

The laser light is then directed by dichroic mirror (DM), which have variable transmission

based on the wavelength of the light to a lens, which leads to a single-mode optical

fibre. A lens at the exit of the The MLE also has a the COOLAC system which uses

alignment elements and a detector to align the lasers into the fibre coupler. This can be

done in three ways. Internal with a flip mirror (FM), external by inserting the other end

of the optical fibre back into the body, or by the signal from an external power meter.
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The optical fibre is coupled into the Epi/TIRF illumination unit illumination unit (IU) of

the Nikon Ti-E body. This component has adjustment knobs which can change the

angle with which the laser light enters the objective giving the ability to change between

epifluorescence, HILO and TIRF. The IU also features multiple neutral density (ND)

filters. Inside of the Nikon body the light gets directed up to the objective by a quadruple

bandpass dichroic (ZET405/488/561/640), which only reflects the excitation wavelength.

The emission passes through it and gets directed with a mirror to the right port. The

emission is then passes through a ThorLabs FW102C filter wheel, tuned on one of four

emission mirrors: 525/50 nm, 605/70 nm, and 690/70 nm. Emission filters are required

to remove any unwanted signal from the remnants of the laser light and unspecific

fluorescence. This adds an additional length to the optical pathway, which needed to be

offset by a shorter camera adaptor, which was 3D modelled and printed (Fig. SI 3a).

The emission then passes through an OptoSplit II, which has the ability to split the light

into multiple channels allowing for parallel multiplexing imaging. That is done by the

addition of DMs inside a 4f system to split the emission, however, this is not present in

this work. Finally, the second lens of the OptoSplit focuses the image into the sensor of

an iXon Ultra 897 emCCD camera.
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3.2.1.3 Microscope control and automation

Fig. 3.13: µManager configuration. The body, camera, stages, filter wheel and camera were controlled by the µManager
software. µManager also controled an Arduino Uno, which conveyed signals to an Arduino Mega, which communicated between
the multi-laser engine and the camera. Power supply cables and data cables are shown in the dark blue and black, respectively.
Cables responsible for triggering lasers are coloured based on the corresponding wavelength. Green cables connect grounds
(GND) between components and have a pulldown resistor.
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As mentioned before, despite individual parts having software, custom microscope

setups require third party automation software to combine all components of the setup.

Simpler microscopy setups could be controlled by a custom in-house written code

via direct port manipulation. However, the added flexibility does not justify the time

investment. Fortunately in the last 20 years open source microscopy software options

have become available (94, 138). In our setup µManager was used to control the main

body with the XY- and Z-stages, the filter wheel, the camera and the MLE (Fig. 3.13).

To decrease the bleaching and phototoxicity the MLE can be triggered by the camera,

or vice versa, to limit illumination only during exposure time. Communication of these

was established via an Arduino Uno microcontroller transmitting signals from µManager

about which laser should be triggered to an Arduino Mega. That microcontroller then

communicated with the camera and the multi-laser engine about when the laser should

be on (trigger out) or a frame should be triggered (shutter). This allowed acquisitions to

be specified via custom µManager scripts.

Unfortunately, the components of the LSCM do not have a plug-in µManager and can

only be controlled in SymPhoTime64. To resolve this a Python library was written, called

Pycromanager, which communicated with µManager via a socket connection and the

Windows UI. This provided the ability to perform automatic Z-stack imaging, automatic

acquisition at different positions and a combination of the two. It also included a point-

picking code which was written originally by Johan Hummert, and then later modified to

fit the microscope setup by Stanimir Asenov Tashev. This used the ThunderSTORM

plug-in in Fiji and a Python code interacting with Windows UI, and gave the ability to

select points from an image and then choose them on SymPhoTime64 before starting
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an acquisition automatically. This allowed for more consistent measurements, and

increased the throughput of experiments significantly.

3.2.2 Microscope characterisation and validation

3.2.2.1 Pixel size determination

To assess the scale at which we observed samples the pixel size needed to be deter-

mined. The pixel size of the setup was calibrated by the use of the Pixel Calibrator plugin

of µManager, where features are detected and their change in space is registered upon

exact movements with the stage. For the 1x magnification on the body the resulting

pixel size was 156.8 nm. This is right on the theoretical resolution limit, but to gain the

full information a higher sampling is required. Thus, for most widefield experiments

we would use the 1.5× magnification on the Nikon body. This led to a pixel size of

105.6 nm. In epifluorescence the illunminated diameter was shown to be around 150 µm

by projecting the transmitted image of a microruler. This meant that even at the lower

magnification the entire field of view, which is around 80 µm, will be illuminated.

3.2.2.2 emCCD camera calibration

For accurate determination of the brightness, parameters such as the noise and the gain

needed to be determined. Thus, calibration of camera noise and gain was performed

on a chip-wide scale by imaging with different parameters. For calibration of the heating

effect during acquisition brightfield imaging was performed with the same illumination

with increasing exposure times (Fig. 3.14a).
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Fig. 3.14: Effects of heat and gain on intensity. a) Relative intensity across the camera chip across exposure time. The intensity
was normalised from the 25 ms measurement. b) Dark counts from the chip at different emGain settings. The point at emGain 1
was taken with emGain off. Averaged image from the camera taken without emGain (c) and with g 10 (d). Both c) and d) have
been false coloured and scaled as the look-up table shown at the side. Scale bars 95 pixels. Dot plots feature mean with standard
deviation (SD).

The average intensity was normalised by the exposure time and by the average intensity

for 20 ms exposure time. The relative intensity decreased down to 80% of the values

seen from the 20 ms time, meaning that heat has a strong effect in the imaging. The

dark counts of the camera were also investigated with different emGain settings with

the shutter of the camera closed. The dark noise showed a decrease upon turning

on the emGain (Fig. 3.14b). The dark counts seemed to decrease when emGain was

turned on, from 225.3±4.8 ADU to 187.3±6.8 ADU at g 100. The average projection
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of the camera without emGain exhibited a stripped pattern on the left side of the chip

(Fig. 3.14c), this was also observed with the 10 emGain multiplication factor (Fig. 3.14d).

The ADU conversion factor ϕ of the emCCD also required calibration to accurately

calculate the photons from the ADU. Initially the gain calibration was performed without

the use of emGain with the multiplication coming just from the readout amplifier. The

signal to variance ratio showed a linear relationship with a slope 0.238±0.00 (mean±95%

CI) ADU/photoelectrons (ADU/e-) (Fig. 3.15a), which results in a ϕ of about 4.2 Sub-

sequently experiments were conducted with gain multiplication factors g set to 10, 20

and 50 (Fig. 3.15b-d). These too produced linear relationships with slopes for g 10

3.80±0.10 ADU/e-, for g 20 8.23±0.12 ADU/e-, and for g 50 20.2±0.2 ADU/e-. We can

see that the increase of the g is proportional to the ADU/e- conversion. To estimate

the gain resulting from the software set g value a linear regression was calculated to

show that relation (Fig. 3.15e). The resulting in 0.413±0.025 ADU/e- or a ϕ of around

2.3 e-/ADU.

When operating the camera the significant difference is seen upon turning the em-

Gain on. Thus, it is safe to say that the amplification register of the emGain required

calibration.
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Fig. 3.15: Gain calibration. Calibration of the gain of the camera at no emGain (a), as well as g 10 (b), g 20 (c) and g 50 (d)
emGain. Relation between variation and average signal at 25 ms, 50 ms, 100 ms, 200 ms, 400 ms and 1000 ms. Linear regressions
(orange) was fitted to the data sets. e) Gain with different g values. Data is mean with SD. R > 0.99 for all fits.
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3.2.2.3 Stability measurements

Fig. 3.16: Stabilisation by passive dampening. Representative data from single molecule tracking of diffraction limited beads.
Dual plots of the shift of the sub-pixel localisaitons (blue) on the left and the frequency of the vibrations detected (orange) on the
right. Data was recorded without the dampening (a) and with the dampening present (b).

The effect of the dampening table on the vibrations experienced by the microscope was

characterised by single particle tracking of sub-diffraction-sized beads. The dampening

was inspected with a control where the table legs were not pumped against one where

they were according to manufacturers guideline. The frame-to-frame shift in localisation

of one of the beads is shown in Fig. 3.16, together with a fast Fourier transform performed

to show the frequency of vibrations. All measurements showed spikes around 9 Hz and
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18 Hz. The control shows additional spikes around 13 Hz and 23 Hz. As claimed by the

manufacturer dampening was seen in frequencies higher than 10 Hz.

The dampening was sufficient and the shift seen between frames was below that which

can be determined by the sub-pixel localisation algorithms. This maked the microscope

appropriate for super resolution techniques and single-molecule microscopy techniques.

3.2.2.4 Confocal volume determination

To assess the resolution limit of the LSCM the size and shape of the confocal volume

needed to be determined. Both FCS on a dilution series of a fluorophore and Z-scanning

of diffraction limited beads were performed to calculate the confocal volume.

A dilution series of Atto655 between 5 pM and 100 nM was used. The estimated average

number of molecules ⟨Nu⟩ in the confocal volume was multiplied by the correction factor

χ2, calculated from the average intensity of the trace compared to a no dye control (see

Sec. 2.2.6). χ2 decreases to 1 as the background contributes less (Fig. 3.17a). The

average number of fluorophores ⟨Nc⟩ showed a linear correlation with the concentration

of Atto655 (Fig. 3.17b). The linear regression shows 2.20±0.13 molecules/nM inside of

the confocal volume. Veff was then calculated to 3.65±0.22 fl by dividing the number of

molecules by the concentration (139).

For a direct intensity estimation diffraction limited beads were Z-scanned with the 640 nm

with voxel size 20 nm × 20 nm × 50 nm. Images from the sum of all detectors were

used to create a Z-stack. The orthogonal sections in XY, XZ and YZ were fitted with a 2D

Gaussian (Fig 3.18a, d, and g). The 0.9 × Imax, the 0.5 × Imax, and the 1/e2 × Imax were

extracted, where Imax is the maximum intensity of the Gaussian function (Fig 3.18b,e,
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Fig. 3.17: FCS measurements on Atto655 dilutions. Data from a serial dilution from 0.05 pM to 100 nM of Atto655. a) Correction
factor X2 calculated from the average intensity values and corrected by pure solvent. b) The average number of molecules
⟨Nu⟩ (orange) estimated by FCS measurements and the corrected values ⟨Nc⟩ (blue) with the fitted linear regression weighted
logarithmically. c) The relative residuals of the linear regression fit. n=3 traces per concentration

and h). To calculate Veff the average values of the radii of the 1/e2 × Imax for the three

dimensions, wx, wy, and wy was used (107, 139)(Table 3.1).

Veff = π
3
2wxwywy (3.8)
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Fig. 3.18: 3D bead scanning. Orthogonal sections of a 3D scan of a sub-diffraction-sized bead. Images a)-c) show the XY section
at the focus plane, d)-f) represent the XZ section through the middle of the point spread function, and g-i depict the YZ equivalent.
Images a), d), and g) show the values of the 2D Gaussian fitted to the intensity values of the orthogonal section. b, e, and h the
0.9 × Imax (green), the 0.5 × Imax (orange), and the 1/e2 × Imax (blue) levels, with Imax being the maximum intensity of the fitted
2D Gaussian. c), f), and i. PSF with the pixel values above the three limits specified in their corresponding images to the left. Scale
bars 1 µm.

Veff was calculated to be 0.5 fl. The estimated values for the three radii seem to be

in agreement with the general size, but the shape of the PSF is less regular than the

theoretical (Fig 3.18c,f, and i). For single molecule experiments the density of emitters

will need to be below a 2 per micron squared to limit contribution of neighbouring

emitters to CoPS analysis.
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Tab. 3.1: PSF width measurements. Radii of width at the 1/e2 × Imax estimated from fitting a 2D
Gaussian function on the orthogonal sections shown in Fig. 3.18. Independent scans n=4.

section wx (nm) wy (nm) wz (nm)
xy 341±5 nm 321±8 nm -
xz 370±8 nm - 773±57 nm
yz - 362±4 nm 704±58 nm
Mean 355±14 nm 342±20 nm 739±35 nm

3.2.3 Validation of antibunching quantification

3.2.3.1 Signal distribution and light insulation

For CoPS to work, the measurements needed to fit the mathematical model. Thus, the

emission of light needed to be evenly split between the four detectors. To assess the

intensity detection distribution for each detector, the emission for each second from a

1 nM Atto655 solution over 5 min was assessed (Fig. 3.19a). The intensity of detector 1

showed 2182±77 counts per second (cps), which was a decrease in the intensity from

the other detectors, 2391±85 cps, 2515±90 cps, 2477±83 cps, for detectors 2, 3, and 4,

respectively. This resulted in a spread of 23:25:26:26% (Fig. 3.19b). The dark counts

of the detectors were also investigated in different light conditions. The lights in the

room showed a significant increase of the dark counts (p<0.05) from 1138±6 cps to

1613±3 cps, unlike the autofocus system which only resulted in 1162±6 cps (Fig. 3.19c).

However, this was overshadowed by the reflection of the laser light, which despite the

Notch filter, significantly increased the counts (p<0.01) up to 3644±270 cps. The effects

of light on the emCCD camera was also examined with different exposures and no

significant difference was found (Fig. 3.19d).

The effects of the difference in the distribution of the signal between the channels on

CoPS analysis was further investigated in Sec. 3.2.3.3. The contribution on the ambient
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Fig. 3.19: Distribution of signal and effects of light conditions. a) Intensity trace of the four separate detectors with a second
time resolution for 50 s. b) Distribution of the signal between the four channels for 10 min, thus n=600 bins of a second for each
detector. c) Effects of the different light conditions on the SPAD detection compared with a Dunn’s test. n=3 30 s traces for each
condition. d) Effects of overhead lights on the emCCD camera recorded in the same way as the heat contribution measurements.
Dot plots feature mean with (SD). Boxplots shows the three quartiles with the whiskers representing 1.5× IQR. Significance shown
as: *-p<0.05, **-p<0.01, ***-p<0.001.

light in the room was shown to have little effect on the overall signal. Thus, it was

deemed possible for measurements to be done with the lights on.

3.2.3.2 Synchronisation of detectors

Certain microscopy techniques, e.g. FLIM, require the accurate estimation of photon

arrival time. In the case of our microscopy setup there are four separate detectors. To
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ensure the accuracy of measeurements the photon arrival time between them must be

synchronised.

For this calibration the fluorescence from fluorescent beads were recorded and the

fluorescence decay are plotted in Fig. 3.20a. These were shown to have a slightly

different start of the arrival times from each other with the biggest difference being

between detector 1 and 3. An offset was applied by the SymPhoTime64 software based

on the arrival times. For detector 1 to 4 the following delays were applied: -2000 ps,

-5000 ps, -4000 ps, -2500 ps. This resulted in the synchronised instrument response

times shown in Fig. 3.20b.

Fig. 3.20: Synchronisation of the four SPADs. a) The fluorescence decay plot from 1 nM Atto655 solution of each of the detectors
before synchronisation. b) The fluorescence decay curves of the same solution upon adding the correct offsets to each channel.

3.2.3.3 Validation of CoPS measurements

To validate the antibunching character of the microscope we have cross validated CoPS

with another quantitative microscopy technique, photobleaching step analysis (PBSA).

DNA origami labelled with Atto647N or with Atto565, at 9, 20 or 35 binding sites with

approximately 70% labelling efficiency specified by the manufacturer (7)(Fig. 3.21a, d

and g). The fluorophore number was derived by both CoPS and PBSA, and a Gaussian
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function was fitted on the results. The results are shown in Tab. 3.2.

Tab. 3.2: Results from cross validation experiments. The different type of DNA origami with
their expected average stoichiometry. The mean±SD of the number of fluorophores estimated by
using either CoPS or PBSA. The DNA origami are named after their label and number of binding
sites.

DNA Origami Expected stoichiometry PBSA result CoPS result
9×Atto647N 6.3 7.1±4.1 7.3±3.1
9×Atto565 6.3 5.9±2.7 6.6±3.1
20×Atto647N 14 14.2±12.7 11.9±6.3
20×Atto565 14 14.4±5.6 15.1±7.3
35×Atto647N 20 20.8±14.9 14.3±10.4
35×Atto565 20 22.1±12.4 29.2±15.7

For 9×Atto647N both the CoPS and the PBSA resulted in a number higher than the

expected one, 7.3±3.1 and 7.1±4.1 respectively. On the other hand for 9×Atto565 the

fluorophore numbers estimated; 6.6±3.1 with CoPS and 5.9±2.7 with PBSA, seem to

be closer to the 6.3 given by the manufacturer. For 20×Atto647N origami the PBSA

measurement resulted in a large spread with a median close to the expected value

(14.2±12.7), while CoPS showed lower accuracy, but higher precision (11.9±6.3). The

results of the measurements of the 20×Atto565 standard showed agreement for both

techniques (CoPS - 15.1±7.3 and PBSA - 14.4±5.6), as well as compared to the given

labelling efficiency. For 35 binding site origami, CoPS seem to show deviation from the

expected value with 14.3±10.4 and 29.2±15.7 for Atto647N and Atto565, respectively.

On the other hand the fluorophore numbers resulting from PBSA were 20.8±14.9 and

22.1±12.4 for Atto647N and Atto565, respectively, which closer resembles the expected

results.

Both techniques showed the ability to estimate upwards of 14 emitters as shown by

the 20×Atto565 and 20×Atto647N origami experiments. CoPS has showed greater

deviation from the manufacturers specifications above 20 emitters, which might be due
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to the photobleaching during the recording. The PBSA exhibited greater spread of the

data, which could be attributed to the multiple photobleaching step fitting incorrectly de-

termining the stoichiometry. The 9×Atto565 showed a lower density upon immobilisation

to the coverslip even when additional DNA origami was incubated. An instability of the

origami could explain that and the increase of 1 emitter estimation by both techniques.

Fig. 3.21: Cross validation of CoPS and PBSA using DNA origami. a), d), g) are representitive images of immobilised DNA
origami labelled with Atto565 with 9, 20 and 35 binding sites. Scale bars 1 µm. The other subplots show the histograms of the
fluorescent emitters estimated by CoPS (orange) and PBSA (blue) for the different DNA origami with a Gaussian fit over the values:
b) 9×Atto647N, c) 9×Atto565, e) 20×Atto647N, f) 20×Atto565, h) 35×Atto647N, and i) 35×Atto565. n in DNA origami written first
for CoPS, then PBSA: b) 888, 1649, c) 202, 87, e) 1500, 400, f) 725, 3823, h) 1870, 35, i) 564, 1290.
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3.3 Discussion

Construction of a new microscope setup is a time-consuming endeavour and custom

microscope setups require validation, which in our case took about a year in total. Even

with prior optics-building experience building a system can take more than half an year

(140). The confocal-widefield hybrid style which we chose for this project has flexibility

in modalities, giving it the ability to perform a wide array of microscopy techniques.

However, it is prone to misalignment, and operation requires both experience and a high

degree of computer literacy.

During this project a commercially available system, called Luminosa, has been devel-

oped by PicoQuant similar to the one described in this chapter (141). It has the ability

to perform antibunching experiments, as well as other confocal microscope techniques,

with a high degree of automation. Regardless, this system will still cost an order of

magnitude more than our single-photon correlation microscope setup.

Another matter is the maintenance of the individual components of this setup. The

emCCD camera calibration setup showed a discrepancy of the multiplication gain factor

shown in the software versus the one calculated. The dark counts also seemed to

decrease when the emGain is turned on. Unfortunately time constraints prevented us

from sending the camera back to the manufacturer. Instead, calculations of the photon

count when the emGain is turned on will use a conversion factor ϕ of 2.3 e-/ADU and a

187 ADU offset. The stripped pattern, however, needs to be corrected if super resolution

imaging was to be performed. In our case the sub-pixel localisation of molecules was not

of interest, and any localisation’s based on these aberrations was going to be discarded

during filtering. If necessary a cropping of the field of view down to the leftmost 80% of
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the camera can be done post acquisition.

Other than this issue, the dampening of the vibrations showed that single-molecule

localisation microscopy techniques can be performed on this table. The enclosure of the

microscope is also seen to have worked sufficiently to allow CoPS to work in a general

purpose lab, and not a dark room.

The distribution of signal being unequal can be attributed to the fact that the beam

splitters do not split equally depending on the polarisation of light. Thus, using two beam

splitters consecutively can lead to unequal signal. The differences, despite statistically

significant, are small enough to still use the equal distribution model. This is observed

by the ability of the microscope to conduct as shown by the comparison between CoPS

and PBSA performed on DNA origami with low number fluorescent molecules. To count

to a higher number of fluorescent molecules fluorophores with higher photobleaching

quantum yield to build the mDE histogram is needed, and thus in these cases PBSA

might be more appropriate.

For the confocal volume the bead scanning result of 0.5 fl were determined to be more

reliable as it is a direct measurement from the intensity measured. While the measure-

ment might stem from a incorrect dilution of the initial stock of the dye, it is more likely

that the disparity was due to the optical mismatch between the aqueous medium and

the immersion oil. This effect is increased by the depth at which the measurement is

taken.

After the thorough validation of the microscope the project continued to the development

of the CoPS analysis, as well as validating it with a dynamic system.
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Chapter 4

Quantitative microscopy: from static to

dynamic

This work is currently in preparation for submission and publication: J. B. Shep IV*, S. A.
Tashev*, M. Fazel, M.Scheckenbach, P. Tinnefeld, D.-P. Herten, S. Pressé, “Bayesian Inference
of Binding Kinetics from Fluorescence Microscopy Experiments.”
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DNA origami was created and initially validated by M.S. from the lab of Prof Philip Tinnefeld,
LMU Munich, Germany. State inference and Bayessian analysis was written by J.B.S. and M. F.
from the lab of Steve Pressé, ASU, USA. All other work was done by S.A.T.
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4.1 Introduction

A large portion of the proteins inside of cells are grouped together in complexes to carry

out their function (142). This grouping can have biological functions related to control

of signalling (143). One such example are receptors on the surface of the cell which

bind extracellular ligands. An extreme example of this is the formation of clusters where

hundreds or thousands of proteins aggregate together (144). Certain systems, such as

T cells, form microclusters (MCs) with a sub-resolution size. The study of the formation

of such clusters can reveal interesting aspects of cell signalling. One characteristic of

recruitment is the the kinetics of assembly and disassembly. Studying these can reveal

the biding affinities of proteins, as well as the mechanisms of MC formation.

4.1.1 Determination of molecular kinetics

There are a number of ways to assay the formation of molecular complexes. For instance

plenty of in vitro techniques, such as surface plasmon resonance (SPR) and isothermal

titration calorimetry (ITC), have been used for protein-protein interaction kinetics (145–

147). These, however, require large amounts of highly concentrated proteins, and are

not compatible with live cell experiments (148).

There are also various fluorescence microscopy methods used to assay protein-protein

interactions each with their benefits and limitations. Two common techniques are Förster

resonance energy transfer (FRET) and bioluminescence resonance energy transfer

(BRET), in which energy is transferred from a donor molecule to an acceptor fluorophore

when the two are within the Förster distance. The difference between the two is that in

FRET the donor is another fluorophore while in BRET the donor is a bioluminescent
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enzyme (149). There have recently been developments which can allow the ability to

determine the kinetics of binding of these proteins (150). Although this could potentially

be used in live cells this hasn not been demonstrated, and would require a knowledge

of the structure of the proteins’ structure.

As mentioned before, fluorescence correlation spectroscopy (FCS) can be used for

determination of the diffusion of molecules, but the mathematical formula for correlation

can be modified to determine the kinetics of molecular recruitment (151). This, however,

does not work in every system, as shown in a study by Anita Mouttou, et al. on the

recruitment of proteins to the plasma membrane by a combination of computer modeling

and spot variation FCS (svFCS) (152). This model has so far not been shown to work

on other systems.

Single-molecule localisation microscopy (SMLM) has also been used to determine

the kinetics. A common use is the determination of binding kinetics of nucleotides

and studies of epigenetic modifications (69, 153). These techniques are derivative of

DNA-PAINT, where a fluorescently labelled strand of DNA called an imager binds to a

docking strand, which can be located on a DNA orgami or a labelled protein (69).

In them the recruitment kinetics are determined based on the steplike increase or

decrease in fluorescence that occurs upon binding or unbinding, respectively. Most

commonly localisation analysis is performed on TIRFM data to determine the presence

of a localisation, which corresponds to the bright state. These are grouped in consecutive

frames to show the length of the bright times (τb). From the mean of the bright times

⟨τb⟩ the rate of unbinding koff can be calculated.
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Fig. 4.1: Determination of kinetics via PAINT. Example of the determination of the kinetics of a DNA origami system via PAINT. a)
Schematic of a simple DNA origami with one docking site binding to an imager strand (orange). DNA origami can be folded with a
strand linked to a fluorophore (green) embedded in them as a reference. b) PAINT measurements are done via TIRFM and result in
intensity traces of steplike increases and decreases upon binding and unbinding,respectively. Thus the trace can be divided into
bright (τb) and dark (τd) times.

koff ∝ 1

⟨τb⟩
(4.1)

Clustering algorithms are then used to connect the bright states in a sub-pixel radius.

These could include simple ones, which only connect the localisations from the binding

of imager strands in a radius around the reference signal. This, however, would include

the non-specific binding that just so happens to be in that location. Geometric features

of the localisations inside the imager strands can be used to reduce the influence of

non-specific binding.

One such one is density-based spatial clustering of applications with noise (DBSCAN).

This technique examines the distance between neighbouring localisations and forms

clusters if the distance between localisations are within a certain radius (154). Clusters

are then filtered if there are enough members inside them. This method is used within

this work.
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Clustering would then gives the dark times τd as the time between different localisations.

The kinetics of binding kon can then be calculated by:

konc ∝
1

⟨τd⟩
(4.2)

where ⟨τd⟩ is the mean of the dark times.

An important thing to remember is that the rate of unbinding koff should be a constant

across concentrations thus it also corresponds to the unbinding rate constant k′
off . On

the other hand, the rate of binding kon is linearly dependent on the concentrations. To

get the rate constant for binding k′
on, kon needs to be divided by the concentration.

Peptide-PAINT has also been developed where the kinetics of the binding of peptides

to proteins (155), as well as LIVE-PAINT in which sub-pixel resolution is achieved

in live cells by protein-protein interactions (156). However, the combination of these

where protein interaction kinetics are determined in vivo remains a difficult task. This

is because as the interactions need to be in a stationary cluster for the clustering of

localisations to work. There is also the difficulty with the heterogeneity of the cell creating

differences in the binding kinetics between clusters. The kinetics and stoichiometry of

the protein also needs to be right for there to be sufficient amount of bright and dark

times detectable by microscopy.

Despite these techniques being powerful tools for the study of biological studies, the

needs of a cell-compatible technique remains unanswered. To try to solve this, this

project has involved an attempt to address this discrepancy via a modified version of

CoPS. However, this will initially require validation via a molecular standard, which itself

will require characterisation.

For that a dynamic model system needed to be examined and the kinetics of binding

101



DETERMINATION OF MOLECULAR KINETICS

and unbinding inside it needs to be determined. This system will then be examined

via the regular CoPS analysis, as well as the modified versions of the analysis. The

ability of the different analyses to accurately determine the fluorophore count will be

determined to examine the benefits of each.
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4.2 Results

4.2.1 Determination of binding kinetics

4.2.1.1 Validation of DNA origami

To examine the binding kinetics three different DNA origami were folded by Michael

Scheckenbach (LMU Munich, Germany) each with a different amount of docking strands,

which would bind the imager strands. These were named 1xS1 2xS1, and 5xS1, which

correspond to 1, 2 and 5 binding sites. All of these origami had the new rectangular

origami (NRO) basic shape, and also contained three sites on which Atto542-labelled

strands were incorporated as a reference signal.

After folding the NRO it required inspection to ensure correct folding, as well as to

examine if any clumping between different DNA origami occurred. With that reasoning

the three different DNA origami were immobilised on BSA-biotin-streptavidin coated

coverslips and imaged via atomic force microscope (AFM) (Fig. 4.2a-c). The origami

were observed in the expected rectangular form for which the NRO are named. There

were also no linear attachment or clumping between individual origami.

After transportation from LMU Munich, Germany to University of Birmingham, UK, and

storage the three origami were also inspected via agarose gel electrophoresis (Fig. 4.2d).

As a control, the scaffold DNA (p7249) used to create the NRO was used. All four

samples showed a single band, however, not in the position corresponding their length.

The scaffold’s band was at the 1.75 kilobases (kb) position, while all of the DNA origami

bands were positioned at 2 kb. These results were likely caused by the secondary

structures of the DNA in these samples.
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Fig. 4.2: Validation of NRO folding. Atomic force microscopy of NRO 1xS1 (a), 2xS1 (b) and 5xS1 (c) performed by Michael
Scheckenbach (LMU Munich, Germany). The scale bar is 500 nm and the colour scale is between 0 nm and 5 nm of elevation. d)
Agarose gel electrophoresis of the NRO samples as well as the scaffold. The first well features 4 µl of 1 kb ladder. An unedited
image of the entire gel can be seen in Fig. SI 4.

The DNA origami showed correct folding and a high degree of stability even after

freezing, which made them viable for dynamic binding experiments.

4.2.1.2 Surface cleaning

Sample preparation of single molecule experiments involves the cleaning of the glass

coverslip from fluorescent contaminants. However, some protocols can change the

hydrophobicity of the surface of the glass coverslip.
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To inspect if the substance used for cleaning affected the non-specific biding of the

imager strand or the ability of the DNA origami to be immobilised four cleaning solutions

were examined: ethanol (EtOH), hydrofluoric acid (HF) and hydrochloric acid (HCl) in

methanol (MeOH). These were compared to a water acting as control. Cleaning was

done via an incubation for five minutes followed by two rinses with water. After that the

samples were then coated with BSA-biotin and streptavidin as described in Sec. 2.2.4,

and inspected at 640 nm via total internal reflection fluorescence microscopy (TIRFM).

All treatments showed a significant reduction of fluorescent contaminants at the coverslip

surface compared to the control (p<0.001) (Fig. 4.3a). The halogen acids showed a

greater decrease in contamination than just the EtOH. The HF showed the lowest

density of fluorescent contaminants at 0.015±0.001 µm-2, which is significantly less

than even the HCl plus MeOH treatment, which had a density of 0.029±0.002 µm-2

(p<0.05). To investigate the non-specific binding the coverlips were imaged for 30 min

during an incubation with 1 nM of 21 nucleotide (nt) long imager strands labelled with

Cy5 in PBS (Fig. 4.3b). The only significant change (p<0.01) was the MeOH-HCl

treatment with 0.86±0.03 µm-2, which showed a decrease in the non-specific binding.

The cleaning solutions were also assayed for the ability of the surface to then bind the

DNA origami (Fig. 4.3c). The DNA origami was deposited onto the cleaned and coated

coverslips. The origami were detected by their reference signal by imaging at 561 nm.

The treatments seemed to have significantly decreased the amount of origami bound

to the coverslip (p<0.001). The density for DNA origami was 0.362±0.007 µm-2 and

0.171±0.004 µm-2, for the EtOH and MeOH-HCl, respectively. The HF cleaning on the

other hand remained close to the control at 1.654±0.019 µm-2.
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Fig. 4.3: Effects of surface cleaning. a) Densities of the fluorescent contaminants inspected at 640 nm after cleaning. b) Density
of the cumilative non-specific binding of 21 nt imager strand labelled with Cy5 after 30 min of incubation. c) Density of the DNA
origami immobilised on the glass coverslip determined by the reference channel. n=4 for each condition. Kruskal-Wallis test was
performed followed by a Dunn’s test. The results of the post-hoc tests shown as: *-p<0.05, **-p<0.01, ***-p<0.001.

Overall, HF showed the best characteristics and was deemed the optimal cleaning

solution due to the the low contaminant level, as well as the a high level of DNA origami

immobilisation. The alcohol containing cleaning protocols seemed to also decrease

fluorescent contaminants, however, the decrease in DNA origami immobilisation points

towards disruption of the ability to coat with BSA-biotin-streptavidin.

4.2.1.3 Buffer effects on kinetic determination

Studies of the hybridisaiton of DNA via fluorescence require an imaging buffer that does

not cause non-specific binding of the imager strands to the coverslip while still increasing

the photostability of the fluorescent signal. To examine the appropriate buffer for imaging

the non-specific binding of 9 nt long imager strands labelled with Cy5 was determined

by imaging with fast imaging with 21 ms frametime for 3.5 min. Two different buffers

were examined made of two different bases-Blue base and Red base. The contents of

the two are described in Tab. 2.8. Notable is the increased Na+ concentration, as well

as the addition of Tween20 and removal of glycerol in the Red buffer. The data was

analysed with the SMLM analysis software SMAP and the molecules already bound to

the coverslip at the start were filtered out.
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The density of the non-specific binding found over 3.5 min showed a significantly higher

(p<0.05) in the Blue buffer than the Red buffer with 282±15 µm-2 and 244±6 µm-2

(mean±SD), respectively (Fig 4.4a).

The duration of non-specific binding was also examined by grouping the localisations

of the imager strand within 50 nm of each other and allowing for a single dark frame

in between localisations. The mean duration of localisation within a FOV are shown

in Fig 4.4b. The Red buffer showed a small but significant decrease (p<0.05) in the

immobilisation time of non-specific binding, from 0.468±0.002 s in the Blue buffer to

0.454±0.009 s.

Thus, the Red buffer exhibits better characteristics for DNA binding experiments due to

the decrease in frequency and duration of the non-specific binding of the imager strands

to the coverslip. Following this experiment the Red buffer was used in future dynamic

experiments.

Fig. 4.4: Effects of buffer base on the non-specific biding. a) Density of non-specific binding during 3.5 min of binding of 9 nt
long imager strands labelled with Cy5. b) Mean duration of the binding per FOV. The first well features 4 µl of 1kb ladder. The
results of Mann-Whitney tests are shown as: *-p<0.05, **-p<0.01, ***-p<0.001. Data was analysed with SMAP and the results are
shown on a FOV basis (n=4).
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4.2.1.4 Rate determination via localisation

CoPS has a fast rate of determining the number of fluorophores, but due to it being

restricted to single point measurements there is no drift correction that can be done

post measurements. Thus, the molecular standard’s binding kinetics needs to be quick

enough that the rates can be sampled atleast 4-5 times for a time measurement of

5 min.

To inspect the kinetics of hybridisation 1xS1 NRO were incubated with 9 nt long imager

strand labelled with Cy5 at 1 nM, 2 nM, 5 nM, and 10 nM inside of the Red buffer.

The sample was imaged with two different laser powers- 193 W/cm2 and then with

96.4 W/cm2, to investigate the effects of laser power on kinetics, as photobleaching can

skew the results. The kinetic rates themselves were calculated from the average bright

times and dark times as shown in Fig. 4.1. The rate constants are then determined by

fitting a linear fit with a (0,0) intercept for k′
off (see Eq. 4.1) and a constant for k′

on (see

Eq. 4.2).

The lower laser power measurement from 1 to 5 nM together resulted in a off rate

constant k′
off of 1.26±0.24 s- (mean±95% CI) (Fig 4.5a). The 10 nM shows a visible

higher result of 2.43±0.09 s-. This brings the estimated k′
off to 1.55±0.60 s-. A similar

thing is observed with the higher laser power measurements (Fig 4.5b). Prior to 10 nM

the value of k′
off was 1.39±0.64 s-, while considering the contribution of that dataset it

increases to 1.61±0.45 s-.

The on rate constant k′
on calculated for the lower laser power was 0.08±0.01 s-nM-. For

the high laser power the k′
on was 0.06±0.02 s-nM-. There appears to be a small kink

of the kon values at the 1 nM. These deviations of kon and koff for the 1 nM and 10 nM
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Fig. 4.5: Kinetics of binding of 9 nt long Cy5 imager strands. Binding (blue) and unbinding (orange) kinetic rates of 9-nucleotide-
long imager strands to 1xS1 NRO against concentration. a) DNA origami imaged with 96.4 W/cm2 640 nm illumination. b) DNA
origami imaged with 193 W/cm2 640 nm illumination. Data is the mean±95% CI of the kinetics measured for each origami. Data
collected from two independent repeats. For koff a constant value was fitted, while for kon a linear function was fitted with a (0,0)
intercept.

values suggest that the kinetics are close to the limits that this technique can assay with

the set frame time and number of frames.

To examine the effects of dyes on the binding kinetics Atto643 was also examined the

same way as Cy5, by imaging 1xS1 NRO in the presence of 9 nt long imager strands

for 15 min at 0.125 ms frametime (Fig. 4.6). The off rate constant k′
off of these strands

was lower than the ones of Cy5 at 0.87±0.22 s- for the lower laser power (Fig. 4.6a).

However, using Atto643 as the imager strand with the higher laser power showed an

increase in the k′
off 1.09±0.17 s- (Fig. 4.6b). This is likely due to photobleaching. The

rate binding kon was also different from that of Cy5. It was observed that it did not follow

the linear model with a (0,0) intercept that was expected from the model system. The

gradient of the linear fitting for the binding rate constant k′
on were 0.02±0.03 s-nM- and

0.04±0.03 s-nM- for the 96.4 W/cm2 and the 193 W/cm2 laser power, respectively. This

is likely also due to the imager strand being still bound to the binding site without it

fluorescing, and thus remaining undetected.
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Fig. 4.6: Kinetics of binding of 9 nt long Atto643 imager strands. Binding (blue) and unbinding (orange) kinetic rates of
9-nucleotide-long imager strands to 1xS1 NRO against concentration. a) DNA origami imaged with 96.4 W/cm2 640 nm illumination.
b) DNA origami imaged with 193 W/cm2 640 nm illumination. Data is the mean±95%CI of the kinetics measured for each origami.
For koff a constant value was fitted, while for kon a linear function was fitted with a (0,0) intercept.

The average time of binding would have taken was around 1 s and the time spend

between binding events would be between 14 s and 50 s for 1 nM solutions for Cy5 and

Atto643, respectively. Thus, the kinetics of the model system is appropriate for attempts

of dynamic CoPS measurements.

4.2.2 Dynamic Counting by Photon Statistics

4.2.2.1 Development of dynamic CoPS code

As mentioned before, the CoPS analysis works by fitting the probability of a certain

order multiple detection event (mDE) to a mathematical model. To improve the data,

fitting the CoPS analysis was updated to a trust region reflective algorithm, which allows

for the establishment of boundaries for the number of emitters n and the probability of

detection p. With the limitations of the number of binding sites we can expect higher

accuracy of the fitting and decrease mistakes due to failure to fit.
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To improve CoPS further, new modes of analysis were developed based on what section

of the mDE traces is included to better suit the dynamic factor in measurements. The

standard CoPS analysis the mDE time trace is divided into equally sized bins of a set

amount of pulses (Fig. 4.7a i). For fixed cell experiments, this is appropriate as only the

first time bin is analysed to minimize the photobleaching effect that might occur later on

in the acquisition. This, however, might lead to errors in the estimation of emitters if a

bin contains data from different emitter numbers, which is the case when a molecule

binds or unbinds in the duration of a bin.

To solve this a new version of the binning was created, which separates the mDE

time trace at timepoints of biding or unbinding. To do that the intensity trace is used to

infer state changes of binding and unbinding during recordings (Fig. 4.7a ii). The state

inference is done by Bayesian fitting of probabilities developed by the Steve Pressé

lab (Arizona State University) (see Sec. 2.2.6). The code was used to determine the

timepoints at which binding/unbinding occurs by inspecting the stepwise changes in the

intensity trace based on probability (see Sec. 2.2.6). These results are then used in

CoPS analysis to separate the mDE traces into different sized bins where the fluorophore

number is considered to be consistent. This method, however, is based around the

stepwise change in the intensity trace, which might not be possible to distinguish in

higher fluorophore numbers.

For that purpose a sliding window analysis has also been developed (Fig. 4.7a iii). This

method does not rely on the intensity, but has a greater sampling rate while maintaining

the amount of the data that goes into the analysis. In this version of the analysis the bin

is moved with a sub-bin sized step, which allows for better sampling of the data without
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Fig. 4.7: Dynamic CoPS analysis. a) Illustrations of the different analysis methods for dynamic CoPS: i. standard analysis, ii.
stepwise analysis, iii. sliding window analysis. b. Example of dynamic CoPS on a 2xS1 NRO recording of 5 nM Cy5 labelling. The
intensity trace is shown in gray with the values on the left axis, while CoPS results are plotted against the right axis. The results
from the standard (blue) and sliding window (yellow) analysis were done with 1 s binning and 0.1 s step for the sliding analysis and
are shown as a scatterplot. The stepwise analysis is shown as a lineplot (orange). c) Zoomed in version of the plot in b) between
the 52 s and the 64 s timepoints of the measurement.

making the bins smaller, which can be problematic with a high number of fluorophores.

These three techniques have been tested on data from 2xS1 DNA origami data with

5 nM Cy5-labelled 9 nt long imager strands (Fig. 4.7b). The standard analysis was set

with a 1 s bin, the sliding window analysis had the same bin moving with a step of 0.1 s.

All of the different methods are able to determine the presence of a fluorophore upon

binding. However, there is a difference in the results between the transition of on and off

states (Fig. 4.7c). For, the standard analysis there were errors in the calculated values

at the timepoints of binding and unbinding. These, however, were rare as the rates of
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binding and unbinding were slow enough. The sliding window analysis yielded similar

values, but the sampling over the timepoints where state change occurred lead to a

"smudging" of the results.

These methods seemed to perform as expected and the stepwise and sliding window

analysis could be valuable in accessing the changes in stoichiometry inside dynamic

clusters.

4.2.2.2 Photo destruction

Fig. 4.8: Intensity traces showing photodamage. Intensity traces from 1xS1 (a) and 5xS1 (b) origami labelled with 5 nM 9 nt
long Cy5-labelled imager strands. The origami were imaged for 5 min with an average of 6.25 kW/cm2 laser power.

Despite the ability to assess stoichiometry, observation of longer traces revealed a

tendency of the frequency of state changes to decrease in frequency over a period

of 5 min when imaged with a pulsed laser at average of 6.25 kW/cm2 (Fig. 4.8). This

was observed in the intensity traces of both the 1xS1 (Fig. 4.8a), as well as the 5xS1
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Fig. 4.9: Comparison between the effects of imaging Cy5 and Atto643 imager strands on 1xS1 NRO. Intensity traces from
1xS1 NRO incubated with 1 nM 9 nt long imager strands labelled with either Cy5 (a) and Atto643 (b). Traces are shown in gray and
the halfway point in orange. Images of the reference channel before and after the trace was recorded is shown with the origami
from which the data was collected circled in red.

(Fig. 4.8b), incubated with 5 nM Cy5-labelled 9 nt long imager strand. To inspect this

further a set of experiments were conducted with the same laser power for 10 min. The

effects of the fluorophore with which the imager strand were labelled were inspected.

For this Atto643, a fluorophore previously used for single molecule DNA-PAINT exper-

iments (157, 158), was compared to Cy5 when used as a label in the imager strand.

Experiments were conducted with 10 nM 9 nt long imager strands. Data was gathered
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for 10 min when imaged with a pulsed laser at average of 6.25 kW/cm2 for both 1xS1

and 5xS1.

Fig. 4.10: Comparison between the effects of imaging Cy5 and Atto643 imager strands on 5xS1 NRO. Intensity traces from
5xS1 NRO incubated with 1 nM 9 nt long imager strands labelled with either Cy5 (a) and Atto643 (b). Traces are shown in gray and
the last minute point in orange. Images of the reference channel before and after the trace was recorded is shown with the origami
from which the data was collected circled in red.

Visual inspection of 1xS1 NRO the traces showed that only 25% (n=8) of origami

labelled with the Cy5 still exhibited state changes after 5 min (Fig. 4.9a). In comparison,

44% (n=9) of the origami labelled with Atto643 showed state changes after the halfway
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mark (Fig. 4.9b).

A similar result is shown upon inspection of the 5xS1 NRO with the two dyes (Fig. 4.10).

An important thing to point out is the fact that there were state changes in the later half

of all traces regardless of fluorophore, in contrast to the 1xS1 NRO. This means that the

damage might be done on a docking site basis, and not altogether for the entire NRO.

Thus, due to the higher number of binding sites the 5xS1 NRO, traces were inspected

for state changes after 9 min. This longer time was determined to provide more time

due to the additional binding sites. For the origami labelled with the Cy5 strand 27%

(n=11) showed state changes, while the origami labelled with the Atto643 had more

surviving origami 44% (n=9).

Fig. 4.11: Effects of irradiation of imager strands on fluorescence lifetime. Fluorescence lifetimes (orange) of Cy5 (a) and
Atto643 (b) labelled imager strands upon binding of the DNA origami plotted against the time at least one imager was bound and
irradiated on the origami. A linear fit was given as well as the 95% CI (blue). The R and R2 for the fit were given. The lifetime of the
free imager strands in the same solution is shown as a black dashed line. a) n=9, b) n=11.
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The reference signals of the DNA origami from the Atto542-labelled S2 binding sites

signals were also inspected before and after the acquisition. The traces which did not

show state changes by the end of recording, also lacked a reference signal. This was

observed even when the imager strand was labelled with Atto643 (Fig. SI 5).

The fluorescence lifetime (FLT) of the 5xS1 traces were determined to analyse the

potential changes in the environment around the DNA origami. The data from when

at least one fluorophore was bound was extracted and the FLT was fitted past the

instrument response function (IRF). The two fluorophores had different lifetimes when

in solution (Fig. SI 6). The FLT for Cy5 was 1.11±0.01 ns in the buffer, while the Atto643

had a FLT of 3.92±0.01 ns. The lifetime of the Cy5 increased when bound to the DNA

origami with values around 1.34 ns, which decreased with the amount of time there

was an emitting fluorophore resulting in 1.27 ns at the 400 s mark (Fig. 4.11a). On the

other hand, Atto643 had a decrease in its FLT to 3.87 ns, which remained stable during

imaging (Fig. 4.11b).

These experiments showed Atto643 might be better suited the high laser power imaging

if its higher rate of photobleaching can be overcome. The components of the imaging

buffer might need to be explored if there are better alternatives.
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4.3 Discussion

The DNA origami provided by the Tinnefeld lab has been shown to be stable and can

be immobilised to a glass coverslip functionalised with BSA-biotin and then streptavidin.

The best preparation of the coverslip was shown to be HF acid, both due to the thor-

ough cleaning, and the ability to retain the DNA origami binding. This could be due to

the modification of the surface of the glass allowing for better BSA-biotin-streptavidin

functionalisation. Future experiments can explore HF acid treatment to plasma cleaning

of the coverslips, as this would significantly decrease the danger of corrosive damage.

Two different buffers were compared and the Red buffer was established as the preferred

choice for the dynamic DNA origami experiments due to its lower density of non-specific

binding, as well as the amount of time that each non-specific binding lasts. This could

be a result of the lower Mg+2 concentration or the inclusion of the Tween20.

The kinetics of the 9 nt long imager strand were determined by imaging with approxi-

mately 125 ms frame time. Concentration between 2 nM and 5 nM of the imager seemed

to yield the best results for imaging as the kinetics of binding was quick enough for

short periods where the imager was unbound, while also contributing less background

fluorescence.

Developing dynamic versions of CoPS yielded the two new methods of dividing the mDE

data- the stepwise analysis and the sliding window analysis. The stepwise analysis can

be used on data with lower emitter number and slower kinetics, while the sliding window

analysis can be used to monitor the trends of more complex systems.

After the comparison of Cy5- and Atto643-labelled imager strands, the latter showed

less photodamage. However, it is not altogether better suited for experiments with the
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high laser power necessary for CoPS due to its rate of photobleaching. Thus, studies of

more fluorophores and imaging buffers need to be conducted, but this was beyond the

scope of this project, and thus we proceeded to cell measurements.
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Chapter 5

Quantitative in cellulo microscopy
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5.1 Introduction

Live cell microscopy is an important tool for analysing biological processes in their

natural environment, and it can provide real time information about cellular functions

(159). Thus, molecular counting techniques can greatly be improved by the ability to

assay live cells. Most counting techniques, however, are not live-cell compatible. One

limitation is the time it takes for the measurements, like in single-molecule localisation

microscopy (SMLM) or photobleaching step analysis (PBSA). CoPS measurements

on the other hand do not require long acquisition times, and thus the analysis can be

adapted for live cells, as was described in the previous chapter.

However, any fluorescence imaging can be damaging to the cell due to phototoxicity,

thus lower irradiation times and excitation intensities are required to keep the cells viable

(160, 161). The wavelength of imaging needs to also be considered due to both the

higher background at shorter wavelengths, as well as the higher generation of ROS.

Modalities that decrease the region of illumination also limit the amount of the cell

exposed to the excitation light.

There are also practical limitations during the imaging of live cells, for example, the

necessity for a consistent temperature and 5% CO2 concentration, as well as specialised

media (162). Moreover, components within the media required for optimal conditions

must not add to the background fluorescence in the sample.

Not only is live cells imaging challenging, but as mentioned in Sec. 1.2.6, quantitative

imaging inside live cells is more difficult still. It requires not only the investigations

of the labelling stoichiometry, but also the effects of the cellular environment on the

fluorescence. Additionally, microscopy of living cells means the imaging of a dynamic
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and mobile system, with target proteins within the cells able to form and break down

complexes. Thus, picking an appropriate target protein and model organism, can be

vital to the success of live cell experiments. All of these issues must be examined before

protein counting inside living cells via CoPS is possible.

5.1.1 Degree of labelling determination

As discussed in Sec. 1.2.7, there exist multiple methods that can perform molecular

counting. However, it is important to distinguish between the number of fluorescent

emitters and the number of protein of interest (POI). In Sec. 1.2.6 the multiple different

factors that can effect the fluorophore:POI ratio were covered. To successfully count

protein copy number inside of cells, the relationship between label and protein numbers

needs to be determined. When it comes to immunolabelling there are two factors to

consider, the stoichiometry of fluorescent labels per antibody and their binding affinity

(see Sec 1.2.4). When it comes to protein tag labelling, the binding stoichiometry can be

at most 1:1, i.e., 1 tag to 1 fluorophore, which leaves the labelling efficiency dependent

on the reaction between the ligand and the expressed tag.

Previously, degree of labelling (DOL) determination required a calibration standard of

known stoichiometry. One such technique, called effective labelling efficiency (ELE),

was introduced in Thevathasan, et al. 2019 (76), where the nuclear pore complex (NPC)

was used as an intracellular standard (Fig. 5.1a). ELE relies on the structure and the 8-

fold symmetry of nucleoporins inside of the NPC. Direct stochastic optical reconstruction

microscopy (dSTORM) is used to resolve the structure of the NPC (Fig. 5.1b). After

individual NPCs are identified, the radial symmetry is fitted to the localisations (Fig. 5.1c).
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Each sector is then inspected and if it contains at least two localisations it is labelled.

The number of sectors stained are then fitted into a binomial distribution of the probability

of labelling a sector to give the DOL, which is one of the parameters in that distribution.

This analysis depends on all copies of the nucleoporin to be linked to a protein-tag. This

limits the flexibility of the technique to certain CRISPR-transformed cell lines.

Fig. 5.1: Effective labelling efficiency. a) The effective labelling efficiency analysis starts with the aqcuisition of TIRF/HILO images
of the nucleus. The structure of the NPC is shown in the box on the left with the Nup107 nucleoporin in green. b) Localisation
analysis and reconstruction of the NPCs. c) Fitting of the 8-fold symmetry and counting the labelled sectors (green). The unlabelled
sectors are in orange and the localisations themselves in magenta.

In the past year there have been two independent papers addressing these concerns in

the exact same way- colocalisation analysis (92, 163). While Hellmaier, et al. 2024

allows for the determination of labelling efficiency for antibodies, Tashev, et al. 2023 is

focused on protein-tag labelling. The latter became a part of this work and was named

protein-tag degree of labelling (ProDOL).

5.1.1.1 ProDOL

The ProDOL method relies on the sub-pixel colocalisation of spectrally different fluo-

rophores. One of these serves as a reference, while the other one is the labelling of
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the protein tags. The ProDOL method is separated into two parts: the probe and the

analysis software (Fig. 5.2). The probe is a single polypeptide chain sequestered to

the plasma membrane via post-translational modifications on the N-terminal, which is

a segment of the kinase Lyn (Fig. 5.2a). This is directly followed by enhanced green

fluorescent protein (eGFP), which serves as a fluorescent reference signal. In this

version of the protein, the reference is followed by a HaloTag and SNAP-tag connected

a via short linker. The probe also features a His-Tag for purification purposes. To

complement this probe a control probe was also designed, which features only the

Lyn-Anchor and the eGFP. This probe was called LynG and can be used to determine

non-specific binding. Determination of the ProDOL comes from the colocalistion of the

tag signal to the reference signal divided by the total reference signal (Fig. 5.2b).

The ProDOL analysis can be split into seven steps which turn the localisation of signal

to a corrected DOL value (Fig. 5.2c). First, multiplexed single-molecule images are

acquired by total internal reflection fluorescence microscopy (TIRFM) (i), then a segmen-

tation mask is created from the image in the reference channel to exclude non-specific

signalling from outside of cells (ii). The signals from all channels are localised using

ThunderSTORM to give subpixel localisation (iii). An affine transformation matrix is

applied to the coordinates of the localisations to correct for chromatic aberration and

other optical artefacts (iv). Next, an initial colocalisation value is calculated (v) by

determining a cut-off distance threshold T at which specific colocalisation is maximised,

while random colocalisation is kept to a minimum. The colocalisation is then adjusted

for emitter density to avoid factors which would lead to underestimation of the degree of
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labelling (DOL) (vi). The DOL is then determined on a cell-wide basis and the results for

each tag are grouped and presented into box plots (vii).

Fig. 5.2: The ProDOL concept. a) ProDOL probe attached to a lipid bilayer via a Lyn-Anchor (blue), and contains eGFP as a
reference (green), Halo-tag (orange) and SNAP-tag (magenta) with a linker inbetween. The construct also has a His-tag (red).
b) The concept of ProDOL determining labelling degree by colocalisation. c) A step-by-step breakdown of the ProDOL analysis
pipeline. Adapted from Tashev, et al. 2023.

5.1.2 Live cell imaging buffers

As previously stated, excitation of molecules can create reactive oxygen species (ROS)

via their triplet state, which can result in phototoxicity. Another cause of phototoxicity

can be the dye itself reacting with biological molecules (164). Thus, excitation of any
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intensity causes a certain amount of phototoxicity (161). Part of the solution is using

the least amount of irradiation as possible, as well as using dyes in the red or far red

spectrum to avoid excitation of natural fluorophores.

However, for CoPS to work one of the requirements is the consistent fluorescence

emission of each fluorophore meaning the triplet states need to be addressed. In fixed-

cell imaging reducing and oxidising system (ROXS) buffers regularly use an oxygen

depletion component together with a triplet quencher to reduce photophysical effects

(7, 76, 92, 165). Although, oxygen can be reduced while maintaining some cellular

functions (166, 167), it could reduce the biological relevance of the results. However,

triplet quenchers can still be utilized to reduce ROS generation. Certain cell media, such

as FluoroBrite (FB), were created specifically for fluorescence microscopy of live cells

(168). It exhibits less background fluorescence due to the removal of certain vitamins.

Some of these vitamins however, could be used as triplet quenchers. One example is

ascorbic acid (AA). AA was has been found to alleviate disruptions in the mitotic cycle

caused by phototoxicity when imaging live cells (169).

Further changes stem from a decrease of CO2 concentration in the imaging system

compared to the 5% inside of the incubator, causing a significant change in the pH.

To tackle this 10-25 mM of 2-[4-(2-Hydroxyethyl)piperazin-1-yl]ethane-1-sulfonic acid

(HEPES) can be added to the imaging medium for compensate, giving superior pH

stability. (162, 166, 170). This, however, needs to be balanced with other components

in the media so to not change the pH of the media (171).

The base media, as well as the additives need to be examined to determine the best

combination for cell viability and fluorescence imaging results.
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5.1.3 The immune synapse

T cells are a part of the adaptive immune response and are responsible for the recog-

nition of antigens on antigen presenting cellss (APCs). Upon contact of the two cells

an immunological synapse (IS) is formed between them (5, 172). Detection of non-self

antigenic material by the T cell causes the cell to become activated and the signalling

molecules at the contact surface are reorganised into a "bullseye" pattern, called the

supramolecular activation complex (SMAC) (Fig. 5.3). The SMAC, as defined by Kupfer,

is divided into central (cSMAC), peripheral (pSMAC), and distal (dSMAC) (5). The

cSMAC is composed by T-cell receptor (TCR)-CD3 complexes, as well as co-receptors,

such as the CD4 or CD8, CD28 and CD2, while the pSMAC consists of attachment

molecules, such as lymphocyte function-associated antigen (LFA-1) and other integrins.

The dSMAC is easily distinguishable by the high density of F-actin, forming an actin ring

at the periphery of the synapse (173), and contains proteins with large ectodomains,

such as CD43 and CD45, and filamentous actin (F-actin) (174) (Fig. 5.3b). dSMAC is

similar in function to a lamellipodium, extending and contracting, while the pSMAC acts

as a lamellum. During activation the IS is relatively constant, but elements of the SMAC

are dynamic and are continuously renewed (e.g, TCR and LAT recycling, and SLP-76

and ZAP70 recruitment) (175).

5.1.4 T cell activation

The classical T cell signalling pathway starts with the recognition of an antigen-

presenting major histocompatibility complex (MHC) complex (Fig. 5.4). The stable

bond allows for the CD4 co-receptor to bind, releasing Lck, a Src kinase homologue
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Fig. 5.3: Structure of the SMAC. a) Illustration of SMAC with the central (blue), peripheral (yellow) and distal (green) regions
shown. Also included are the CD2 corolla (pink). b) Actin ring organisation of activated Jurkat cells stained with phalloidin-AF647.
Scale bar 5 µm.

(176). The Lck phosphorylates tyrosine (Tyr) residues on ITAM motifs of the CD3

complex(177), made up from the δ, ε, γ, and ζ chains. Phosphorylation of CD3 ζ leads

to the recruitment of the Zap-70 kinase which also gets phosphorylated by Lck (178).

This activates Zap-70, which in turn phosphorylates LAT, a scaffold protein, and the

SLP-76 adaptor protein. These two proteins interact with the downstream proteins of

the pathway leading to the cellular response.

One of these proteins, PLCγ1, together with co-stimulation from CD28, a transmem-

brane co-receptor, leads to the calcium release in the cytoplasm of the T cell (179).

CD28 also plays a vital role for transcriptional changes, and cytoskeletal remodeling

(180). Meanwhile, another co-receptor, CD2, affects the phosphorylation of members of

the signalling cascade proximal to the TCR (181). SLP-76 phosphorylation also allows

cytoskeletal remodeling via recruitment of Vav and NCK (182), and disruption of this

pathway prevents the formation of the actin ring.

5.1.5 Clustering in T cells

T cell function requires them to be sensitive to the small reserve of the APC’s MHC-

antigen complex (2), in addition to a potentially weak affinity interactions between the
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TCR-antigen connection (183). As mentioned in Chap. 1, one way to increase the

sensitivity to ligands is clustering. In T cell activation, the initial signal is amplified via

TCR clustering (184). While the initial stoichiometry of TCRs prior to activation is in

dispute (185), it is known that seconds after the TCR’s form sub-micron assemblies

called microclusters microclusters (MCs). It has been shown that MCs increase in

size and stoichiometry as they travel to the cSMAC (186, 187). CD3 is also a integral

component MCs and CD3ζ is shown to trigger T cell activation in a ligand-independent

manner when clustered (188). The formation of MC containing downstream molecules

has also been observed, however, each of them exhibit different behaviour in both

kinetics and localisation (189). The ZAP70 and the SLP-76 are both cytosolic proteins

that get recruited into clusters on the plasma membrane, thus acting similarly to the

recruitment of imager strands to the DNA-origami in the previous chapter. Thus we

decided to investigate the recruitment of SLP-76 to MCs.

In this chapter, the optimal conditions for inspecting SLP-76 in live cells were determined.

This included the live cell imaging buffer, which required validation in a stable system for

CoPS measurements. The suitability of NPC for these measurements was determined.

The SLP-76 cluster stoichiometry was determined in fixed cell in combination with the

ProDOL, which was also validated. Following that SLP-76 clusters were also examined

in live cell experiments.
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Fig. 5.4: T cell activation pathway. Illustration of the classical pathway of T cell (blue) activation by an APC (orange). The case is
shown for CD4+ T cells, which specifically recognise an MHCII-antigen complex.
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5.2 Results

5.2.1 Validation and application of the ProDOL approach

5.2.1.1 Validation of ProDOL approach

The ProDOL analysis is a powerful tool for determining the degree of labelling. However,

to determine its accuracy it needed to be validated in its ability to estimate the DOL

of protein tag labelling by comparison other techniques, e.g. ELE. For all approaches,

U2OS cells were labelled with 1 µM BG-AF647. For ELE, dSTORM was utilised to assay

the labelling efficiency of a Nup107-SNAP-tag in an NPC. The cell line had both alleles of

Nup107 switched with the tagged version. On the same cell line, CoPS and PBSA were

used to determine the number of fluorophores per NPC, then divided by the expected

stoichiometry of Nup107 per NPC (i.e., 32 copies). ProDOL was conducted on U2OS

cells transfected with the ProDOL construct processed the same way. ProDOL analysis

resulted in a DOL of 42.6±5.3 % (median±SD). This is consistent with the other methods

which utilized the NPC labelling where the efficiencies were determined to be 42.2±4.1%,

40.6±5.8% and 40.5±4.9% for ELE, quickPBSA, and CoPS, respectively (Fig. 5.5a). All

methods showed a high degree of statistical agreement (p=0.330, Kruskal-Wallis). To

validate the method for live-cell staining, cell were stained with 200 nM BG-SiR, and

both ProDOL and CoPS were compared to determine the respective measured labelling

efficiencies, i.e., 36.1±12.0% and 36.3±7.9%, respectively. There was no statistical

significance between the ProDOL and CoPS measurements (p= 0.707).

These set of experiments confirmed the ability of ProDOL to measure the DOL accurately

upon both pre- and post-fixation cell labelling.

132



DEGREE OF LABELLING IN JURKAT CELLS

Fig. 5.5: Cross validation of the ProDOL approach. a) Cross-validation of the ProDOL after post-fixation labelling with 200 nM
BG-Alexa Fluor647. Box and whisker plot of cell-wide DOLs determined by the indicated methods. N=16, 15, 11, 29 cells were
analysed with ELE, quickPBSA, CoPS and ProDOL, respectively. b) Cross-validation of ProDOL after pre-fixation labelling with
200 nM BG-SiR. Box and whisker plot of cell wide DOLs after pre-fixation labelling determined by DOL (n=17 cells) and CoPS
(n=11 cells). The ELE, CoPS and PBSA were performed in U2OS cells with two CRISPR-modified alleles attaching SNAP-tag to
Nup107. The ProDOL was performed on U2OS expressing the construct. ELE was performed by Jonas Euchner.

5.2.1.2 Degree of labelling in Jurkat cells

For single molecule measurements to be performed the parameters for staining, i.e. con-

centration and incubation time, need to be adapted to determine the optimal conditions

for the required experiment. To investigate the labelling of proteins inside Jurkat cells,

staining was performed with HA-SiR at different incubation times and concentrations.

Initially, to determine the non-specific labelling, cells expressing the LynG construct

(see Sec. 5.1.1.1) were labelled with 0.1 to 100 nM of HA-SiR for 15 min to 16 h. There

was very little signal present in the cells showing an non-specific binding inside of cells

(Fig. 5.6a). This also resulted in DOL values of less than 10% across all parameters

(Fig. 5.6b). ProDOL analysis on the cells expressing the full probe shows a steady

increase in labelling until plateauing at approximately 50%, with the exception of the

16h incubation which reached approximately 75% (Fig. 5.6c).
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Fig. 5.6: Degree of labelling of ProDOL constructs in Jurkat cells. Cells expressing either the LynG or the ProDOL probe were
stained with HA-SiR with different parameters. a) Non-specific labelling density found in Jurkat cells expressing the LynG probe
after staining. b) The DOL values from the ProDOL analysis in Jurkat cells expressing the LynG probe. c) The DOL values from the
ProDOL analysis in Jurkat cells expressing the ProDOL probe. The values shown in the 3D plots are the medians for each labelling
condition. The values are given in a cell-wide fashion. 30 ≤ n ≤ 50.

The ProDOL method shows accurate estimation of the degree of labelling of protein

tags across different labelling protocols. The method was also established by assaying

the effects of concentration and incubation time on labelling efficiency in Jurkat cells.
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5.2.2 CoPS in live cells

5.2.2.1 Effects of imaging media on fluorescence

Before proceeding with live cell quantitative imaging, the optimal conditions for flu-

orescence measurement needed to be established. To determine those, imaging

experiments with a diverse range of cell media compositions was conducted and the

effect on fluorophore behaviour was inspected.

Here, U2OS cells expressing the NUP107-SNAP-tag were used as a model to determine

effect of media composition on the photophysical characteristics of SiR (Fig. 5.7a). The

photobleaching rate of SiR was determined by measuring the decrease of the intensity

of the individual NPCs. These are then summed and normalised, before an exponential

decay is fitted. The fluorescence half-life t1/2 was then determined by:

I(t) = I0

(
1

2

) t
t1/2

(5.1)

where I0 is the initial intensity and I(t) is the intensity at time t (Fig. 5.7b). Three

different base media were used- Dulbecco’s modified eagle medium (DMEM), RPMI-

1640 and FluoroBrite (FB) (Fig. 5.7c). The addition of ascorbic acid (AA), and AA with

2-[4-(2-Hydroxyethyl)piperazin-1-yl]ethane-1-sulfonic acid (HEPES) to base media were

examined.

The fluorescence half-life showed a statistically significant difference (p<0.05, Kruskal-

Wallis). However, the post-hoc Dunn’s test resulted in no statistically significant values

after Bonferroni correction with most values being between 1.5 s and 2.5 s. Notably,

the addition of AA, seemed to increase the bleaching rate except for in FB where the
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Fig. 5.7: Buffer effects on photobleaching rate. a) Representative highly inclined and laminated optical sheet (HILO) image
of U2OS cell expressing Nup107-SNAP-tag stained with 200 nM BG-SiR. b) Example bleaching curve (blue) from a single cell
imaged in RPMI fitted with an exponential decay function (orange). c) Fluorescence half-life t1/2 of SiR in live U2OS cells imaged in
different buffers. n=5 cells for each condition. Scale bar is 10 µm.

bleaching was lower overall. However, the cells in that sample also had morphological

aberrations (Fig. SI 7). A smaller trend observed is the increase in photobleaching

seen in RPMI base media samples where slightly lower bleaching rates were observed

except for the sample containing AA.

Visually inspecting the traces, no photobleaching steps could be distinguish when

imaging in DMEM (Fig. 5.8a). In comparison, the media containing AA exhibited some

step-like patterns and showed smaller fluctuations in intensity (Fig. 5.8b). Similar

properties could be found when imaging in DMEM supplemented with both AA and

HEPES (Fig. 5.8c). These two, however, showed a greater degree of intensity fluctuation

than fixed cell samples, which were imaged in ROXS buffer (Fig. 5.8d).
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Fig. 5.8: Intensity fluctuations in different imaging media. Zoom in of representative intensity traces of the SiR-labelled
Nup107-SNAP-tag. a) DMEM, b) DMEM with the addition of AA, c) DMEM with AA and HEPES, d) ROXS buffer. Examples of full
intensity traces can be found in Fig. SI 8.
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The inclusion of the AA showed a stabilising effect on photoblinking, which was promising

enough to proceed to live cell CoPS.

5.2.2.2 Sample drift in live cells

After determining the suitability of the buffer, Nup107-SNAP-tag was inspected to

determine its suitability for single-point measurements, such as CoPS. Movement of the

diffraction limited clusters would have a significant effect on the ability to perform the

single-point measurements required for CoPS. As a large structural component of the

nuclear membrane, the NPC is relatively immobile, thus the only movement expected

is the movement of the cell itself and not diffusion of the complex. To examine the

applicability of CoPS on NPCs inside live cells, both fixed and live U2OS cells were

examined after staining under the same conditions. The fixed cells were imaged in

ROXS buffer while the live cells were imaged in DMEM. Single particle analysis was

performed and traces less than 150 s were examined to ensure equal time windows

despite the effects of the different buffers on photobleaching (Fig. 5.9).

Fig. 5.9: Maximum displacement comparison in different samples. Histograms of the maximum displacement of a) a bead
sample, b) fixed U2OS cells, c) live U2OS cells. Cell samples had their Nup107-SNAP-tag stained under the same conditions-
200 nM BGSiR . Traces were extracted and those less then 150 s long were examined to ensure equal time windows. a)
n=184 traces, b) n=18662 traces, c) n=3222 traces.
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Additionally, bead samples were imaged in PBS as a bright stationary standard. The

maximum displacement was plotted in Fig. 5.9a to show the best case scenario of

sample drift. The bead sample showed smaller maximum displacement (37±2 nm,

median±SE) compared to the cell samples, likely due to the reduced uncertainty of the

localisations compromising the traces. This stems from the high fluorescence intensity

of the beads. The cell samples had larger distributions of maximum displacement with

205±1 nm in live cells and 137±3 nm in fixed cells (Fig. 5.9b and c). Given the radius

of the FWHM of the confocal spot is around 300 nm, recording of NPCs in live cells is

feasible without needing to account for drift in the sample at short recording times.

5.2.2.3 Live cell CoPS measurements of NUP107-SNAP-tag

Live cell CoPS, in this iteration, requires discrete protein complexes with little diffusion

of those complexes. NPCs are large molecular structures that are relatively immobile

with a stable protein stoichiometry, making them an ideal initial target. To determine

the ability of CoPS to count the number of proteins inside of molecular clusters U2OS

cells were used as a standard expressing Nup107-SNAP-tag. These were stained

with BG-SiR and CoPS, as well as PBSA, were used to determine the number of

fluorophores per NPC, after which using ProDOL the stoichiometry of the complex was

determined and compared to the expected stoichiometry - 32 copies per NPC.

Two independent repeats of these experiments were conducted with 36.1±1.9% and

40.2±2.0% DOL as determined by ProDOL. As controls for the live cell quantification,

both PBSA and CoPS were used on fixed cells stained under the same conditions, and

then imaged in ROXS buffer. In fixed cells, the PBSA analysis determined 33.8±0.2
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copies of the nucleoporin per NPC, which was close to the CoPS results (29.8±0.6

copies/NPC), which were also recorded in the same sample.

In live cells DMEM alone, or supplemented with AA and HEPES, was used as a live cell

imaging buffer. Using CoPS, the estimated stoichiometry for cells imaged in DMEM was

67.1±2.1 Nup107 per complex. Interestingly, with the addition of the AA and HEPES the

estimated number of Nup107 per cluster decreased to 59.5±2.5. Only the fixed sample

assayed with CoPS does not deviate significantly from the expected value of 32 copies

(p=0.82, one sample t-test). The significant deviations in live cells could be due to the

photoblinking observed in Sec. 5.2.2.1.

Fig. 5.10: Live cell CoPS on Nup107-SNAP-tag. a) Representative HILO images of U2OS cell expressing Nup107-SNAP-tag
stained with 200 nM BG-SiR taken with TIRFM, or confocal for CoPS. b) Results of PBSA (blue) and CoPS (orange) analysis
corrected with the DOL results from ProDOL analysis. Data gathered from two independent experiments. n in clusters from left to
right: 12765, 572, 398, 139. Scale bars are 5 µm.
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5.2.3 Quantification of SLP-76 inside microclusters

5.2.3.1 T cell activation on functionalised coverslips

Inspection of the formation of the IS requires for the T cells to be activated. This is

regularly done by an anti-CD3 antibody. To ensure that the Jurkat cells were properly

activated, within the timescales of imaging, the phosphorylation of CD3 and the size of

the immunological synapse (IS) were observed. To allow imaging of T cells a surface

coating can be prepared that not only activates, i.e., induces signaling, but also adheres

the cells to the glass coverslip. Coverslips were functionalised with different coatings to

determine their activatory effects. The phosphorylation of CD3 was determined by an

anti-pCD3 antibody conjugated to a fluorophore, while the size of the IS was determined

by TIRF imaging of the cytoskeleton on the basal side of the cell.

Initially, experiments were conducted to observe the effects of the PLL coating on sig-

nalling and attachment. However, these revealed difficulties for the attachment of Jurkat

cells to the glass coverslip as shown by a low cell density on the coverslip (Fig. SI 11).

The few adhered cell were imaged and the results shown in Fig. SI 11f.

Activation was determined via anti-pCD3 staining intensity and cell adherence by the

area of the actin ring (Fig. 5.11a). The IS area when bound to a PLL-coated coverslip

increased significantly with anti-CD3 antibody from 101±40 µm2 to 287± 20 µm2 (me-

dian+SE) (p<0.05), while no significant increase was observed when CD90 was bound

to the coverslip (215±33 µm2) (Fig. 5.11b). The addition of the anti-CD28 antibody

resulted in a further increase to 346±28 µm2 (p<0.001).

The amount of CD3 phosphorylation found in MC has been found to follow a similar

pattern with the addition of CD3 showing a significant increase from around 319±36 pho-
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Fig. 5.11: T cell activation by different coverslip coating. a) Representative total internal reflection fluorescence microscopy
(TIRFM) images of Jurkat cells activated by different coverslip surface coatings. Activation was determined by the intensity of
staining by an anti-pY145-CD3 antibody conjugated to Alexa Fluor488 (AF488) (green) with a phalloidin-AF647 (magenta) to label
F-actin. b) Area of the IS on different coverslips coatings determined by the actin stain. c) Intensity of the pCD3 signal determined
by localisation software (ThunderSTORM). d) Density of the pCD3 clusters determined by dividing the number of localisations by
the area of the IS. a) Scale bars are 5 µm. Boxplots show the values on a cell wide basis with sample number in cells equaling
11, 25, 39, and 31 for the different coating left to right. Results of Dunn’s test (post-hoc after Kruskal-Wallis test) with Bonferroni
correction shown as: *-p<0.05, **-p<0.01, ***-p<0.001.

tons to 2357±314 photons (p<0.001), with almost no additional increase with anti-CD28

antibody 2547±325 photons (p<0.001) (Fig. 5.11c). The CD90 antibody did not result in

additional activation when considering the phosphorylation of CD3 (322±316 photons).

Interestingly, the density of the MCs seem to follow the opposite relation with the addition

of the anti-CD3 antibody with it dropping dropping from 2.24±0.15 to 1.10±0.05 µm-2

142



T CELL CLONE CHARACTERISATION

when both antibodies are immobilised on the coverslip. The differences in CD3 alone

and with the addition of the anti-CD28 antibody was statistically insignificant. Thus, to

maintain consistency for more direct comparison to the CD90 antibody, the activatory

CD3 antibody was used alone.

5.2.3.2 T cell clone characterisation

For single-molecule microscopy, the clusters need to be distinct and in a size lower than

the resolution limit. These also have to be a consistent stoichiometry. In the case of

our measurements, the SLP-76 clusters require a consistent ratio of the Halo-tagged to

the native protein. Thus, stable cell lines have been generated previously by Wioleta

Chmielewicz from single cell clones that express SLP-76-HaloTag for quantitative

studies. Each of these cell clones have different expression of the SLP-76-HaloTag.

For molecular counting experiments the clusters of SLP-76-HaloTag need to be distinct

and diffraction limited. To determine the best combination of cell clone and labelling

conditions experiments were conducted in combination with ProDOL calibration.

Each cell line was stained, in combination with a phalloidin stain post-fixation, for 15 min

at 0.1, 0.5, 1, and 5 nM which yielded 1.9±0.2%, 6.5±0.4%, 9.4±0.7%, and 15.5±1.2%

DOL, respectively.(Fig. 5.12a). The IS area of the D8 clone showed a significant increase

across labelling conditions spanning about 1×103 µm2 (Fig. 5.12b). Interestingly, the

actin ring of the B8V clone showed an actin ring thicker than the rest of the clones. The

increasing concentration of the HA-SiR labelling resulted in a higher intensity inside of

the SLP-76 clusters across all cell lines. Across all labelling conditions the B3 showed

a significantly higher amount of labelled SLP-76 (p<0.001), while the B8V showed the
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Fig. 5.12: SLP-76-HaloTag expression in single-cell clones. Determination of the characteristics of different single-cell clones
of Jurakt cells expressing SLP-76-HaloTag stained with HA-SiR at different concentrations. a) Representative TIRFM images of
each of the Jurkat clones with the highest DOL. Labelled SLP-76 is shown in green, and actin stained via phalloidin-Atto565 in
magenta. b) IS area of the different cell clones after activation outlined by the actin stain. c) Intensity of the SLP-76-HaloTag
clusters at as determined by localisation algorithm (ThunderSTORM) at different DOL as determined by ProDOL. d) Density of the
SLP-76-HaloTag clusters at different DOL. Density was determined by dividing the number of localisations by the area of the IS .
a) Scale bars are 5 µm. Boxplots show the values on a cell wide basis with 20 ≤ n ≤ 36. Results of Dunn’s test (post-hoc after
Kruskal-Wallis test) with Bonferroni correction shown as: *-p<0.05, **-p<0.01, ***-p<0.001.

lowest (Fig. 5.12c). The density of clusters showed an increase with DOL for the D8 and

B8V clones, but not for the B3 (Fig. 5.12d). The this is due to the inability to distinguish

the individual clusters on cells that exhibited a high expression of SLP-76-HaloTag, and
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thus increased density within the IS, in the case of high labelling efficiency.

The amount of SLP-76-HaloTag was also assayed by flow cytometry to show that the

difference between the cell clones is not due to differences in the recruitment of the

proteins to the surface of the cells (Fig. SI 9).

From this point, the D8 clone was selected as the most appropriate choice for single-

molecule experiments with the labelling concentration limited to between 0.5 nM and

1 nM HA-SiR to have the appropriate MC density. Western blot experiments were also

conducted to evaluate the ratio between native (i.e. untagged) and tagged SLP-76,

however, the amount of tagged protein D8 was too little to detect (Fig. SI 10).

5.2.3.3 Quantitative analysis of SLP-76 microclusters

Prior to live cell experiments, it would be beneficial to establish the stoichiometry of the

SLP-76 MCs at different time points and as well as the general trend of recruitment.

For this purpose, synchronised activation experiments were conducted on T-cell

activation. Jurkat cells of the D8 clone expressing SLP-76-HaloTag were deposited,

washed, and then fixed after a set time to create a tight time window for cell contact with

the coverslip. The cells’ SLP-76 MC stoichiometries were examined from 30 s to 10 min

by staining with HA-SiR, in addition to their CD3 phosphorylation and the area of their

IS. Data consisted of three independent experiments with 36.0±1.6%, 21.3±1.2%, and

12.9±0.6% DOL, as measured with ProDOL. These percentages were used to correct

the amounts of SLP-76-HaloTag estimated by both TIRFM and CoPS. In addition to

the temporal differences during activation, the effects of different surface coating was

reinspected. Cells on differently coated coverslips were examined after 5 min of contact
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with the surface (Fig. 5.13a).

Fig. 5.13: Effects of different surface coatings on SLP-76 clustering. a) Representative TIRFM images of Jurkat cells with
5 min synchronised immobilisation on coverslips functionalised with anti-CD90 antibody, or PLL with either anti-CD90 or anti-CD3
antibodies. SLP-76-HaloTag was inspected by staining with HA-SiR (green). Activation was determined by anti-pY145-CD3 antibody
conjugated to Alexa Fluor488 (AF488) (red) with a phalloidin-Atto565 (blue) as an actin stain. b) IS area determined by the actin
stain. c) Intensity of the pCD3 signal determined by localisation algorithm (ThunderSTORM). d) Intensity of the SLP-76-HaloTag
clusters determined by localisation algorithm (ThunderSTORM) and corrected with the DOL results from ProDOL. e) Number of
HA-SiR-labelled SLP-76 molecules per cluster as determined by CoPS corrected with the DOL results from ProDOL. a) Scale bars
are 10 µm. b)-d) Boxplots show the values on a cell wide basis with sample number in cells equaling n=26, 123, 117, from left to
right. e) Boxplot shows values in a cluster-wide fashion with sample size n=550, 4083, 3848, from left to right. Results of Dunn’s
test (post-hoc after Kruskal-Wallis test) shown as: *-p<0.05, **-p<0.01, ***-p<0.001.

Looking at the IS area and the phosphorylation of CD3 shows that the presence of PLL

corresponds to significant increase (p<0.001) in these activation markers (Fig. 5.13a

and b). The presence of anti-CD3 antibodies increased the phosphorylation of CD3
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additionally from 2.65±0.36 to 4.98±0.51×103 photons. The amount of SLP-76-HaloTag

per cluster within the cells was measured by staining with HA-SiR. The intensity of

the SLP-76 MCs on coverslips functionalised only with CD90 showed a significantly

lower intensity (p<0.001) of the fluorescence of SLP-76 clusters - 1201±84 photons (me-

dian±SE), compared to the PLL coated slips which showed intensities of 2770±36 pho-

tons and 2444±37 photons for CD3 and CD90, respectively (Fig. 5.13d). The CoPS

results agree that the lack of PLL results in a lower number of SLP-76 molecules per

cluster - 12.0±1.1 (Fig. 5.13e). However, the CoPS analysis on the PLL coated cov-

erslips showed an unlikely result where anti-CD90 antibody was significantly higher

(p<0.001) than the CD3- 20.3±0.4 to 18.4±0.4. However, this might be attributed to

overpowering the statistical test with too many data points.

The changes in stoichiometry of the SLP-76 MC were investigated in parallel using

four different time points: 30 s, 90 s, 5 min and 10 min (Fig. 5.14a). We can track

the activation of the Jurkat cells during these time points as the area of the IS in-

creases from 295±26 µm2 at 30 s to 828±31 µm2 at 10 min (p<0.001) (Fig. 5.14b).

The phosphorylation of CD3 also increased significantly with activation (p<0.001), but

it peaks at 90 s with an intensity of 7.42±1.14×103 photons before decreasing to

3.92±0.51×103 photons (Fig. 5.14c). The CoPS analysis (Fig. 5.14e) was not in agree-

ment with the intensity measurements (Fig. 5.14d) about the time with the highest

amount of SLP-76 per MC changes. The intensity based measurement peaked at

10 min with a value of 3.88±0.33×103 photons, while the CoPS measurements peak

with 20.3±0.6 copies of SLP-76-HaloTag. The other activation times result in values of
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approximately 2.5×103 photons and 18.5 molecules/MC, for the intensity and CoPS

measurements, respectively.

Fig. 5.14: Temporal differences in SLP-76 MC during activation. a) Representative TIRFM images of Jurkat cells allowed
to activate for different times (30 s to 10 min) on PLL-coated coverslips fuctionalised with anti-CD3 antibodies. SLP-76-HaloTag
was inspected by staining with HA-SiR (green). Activation was also determined by anti-pY145-CD3 antibody conjugated to Alexa
Fluor488 (AF488) (red) with a phalloidin-Atto565 (blue) as an actin stain. b) IS surface area determined by the phalloidin signal. c)
Intensity of the pCD3 signal determined by cluster localisation algorithm (ThunderSTORM). d) Intensity of the SLP-76-HaloTag
clusters corrected with the DOL estimated by ProDOL. e) Number of SiR-labelled SLP-76 molecules per cluster as determined by
CoPS corrected with the DOL. a) Scale bars are 10 µm. b)-d) Boxplots show the values on a cell wide basis with sample number in
cells equaling n=133, 135, 117, 135, from left to right. e) Boxplots show values in a cluster-wide fashion with sample size n=1448,
2445, 3848, 4674, from left to right. Results of Dunn’s test (post-hoc after Kruskal-Wallis test) with Bonferonni adjustment shown as:
*-p<0.05, **-p<0.01, ***-p<0.001.

5.2.3.4 Imaging of SLP-76-Halo in live T cells during activation.

Having measured SLP-76 stoichiometry within fixed Jurkat cells in the previous section,

an important comparison is to that of the live cellular context using CoPS, where

dynamics of SLP-76 cluster diffusion and assembly are present. An important first
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step, however, was to determine to inspect the general trend of SLP-76 recruitment. To

assay the underlying effects of photobleaching on these measurements a stroboscopic

imaging method was applied. The slowest (10 s) sampling showed a consistent intensity

Fig. 5.15: Stroboscopic imaging of SLP-76-Halo. Intensities of SLP-76 MC corrected with the DOL estimated by ProDOL. The
cells were labelled with 1 nM HA-SiR for 30 min. The different colours show the different frequencies of samplings. The shaded
areas are the 95% CI.

around 3×104 photons. Interestingly, the continuous imaging, as well as the 1 s and 5 s

sampling traces, exhibited a small peak between 30 s and 120 s, which could show that

there is a slight increase on the presence of SLP-76 shortly after activation.

To determine if the surface coating changes the SLP-76 recruitment to the IS, single

particle tracking was used to map the movement of SLP-76 MCs during activation

of T cells on different surfaces (Fig. 5.16). Approximately, 15 min long traces were

recorded with 124.6 ms frame integration time. The length of the tracks were shorter

for the anti-CD90 antibody-only coating compared to the other ones containing PLL-

0.48±0.04 s (Fig. 5.16a). This was a significant decrease (p<0.05) compared to the PLL

with anti-CD3 antibody, which had trace times of 0.72±0.08 s. The tracks were then
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filtered to retain those containing 5 or more steps (0.625 s). Data from the PLL coated

coverslip also had a significantly increased net movement than the surface with only

anti-CD90 antibody at 305±56 nm (p<0.01) and 214±37 nm (p<0.05), for the ones with

anti-CD90 and anti-CD3, respectively (Fig. 5.16b). The mean directional change the

tracks for the PLL samples were decreased significantly (p<0.05) (Fig. 5.16c), and the

confinement ratio was also increased. This was seen as a significant decrease for the

CD90 compared to the sample with PLL and CD90 (p<0.05) (Fig. 5.16d).

Taken together the live cell experiments show that there may be small increase in the

Fig. 5.16: Single particle tracking of SLP-76 microclusters. Single particle tracking of SLP-76 clusters in Jurkat cells immobilised
on differently coated coverslips after staining with 1 nM HA-SiR for 30 min. a) Length of the traces of SLP-76 clusters before
filtering. b) The net movement of the clusters from the initial position of the track. c) Directional change of the tracks per second.
d) Confinement ratio of each trajectory. Sample size was 11 cells, 8 cells, and 3 cells, from left to right. Results of Dunn’s test
(post-hoc after Kruskal-Wallis test) shown as: *-p<0.05, **-p<0.01, ***-p<0.001.

SLP-76 stoichiometry (i.e., an increased number of SLP-76 in MCs) in the early stage

of T cell activation (around 90 s), which could be overlooked in fixed cell experiments.
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5.3 Discussion

Quantitative experiments in cells increase the difficulty of live cell protein complex

stoichiometry measurements (i.e., additional dynamics of the protein complexes). Our

ProDOL method solves one of these issues, the degree of labelling. We have shown

that it can be applied for both pre- and post-fixation labelling. The method is also likely to

work in live cells with simultaneous acquisitions in the reference and labelled channels.

Imaging of the Jurkat cells revealed that the increase of labelling concentration increases

to a saturation of the DOL at 50% with the higher values attributed to the increase of

the non-specific labelling, which is yielded by the cellular debris which accumulates in

the sample during the longer incubation times.

While live cell imaging of molecular complexes continues to be a difficult task, the

nuclear pore complex remains a good molecular standard even for live cell imaging due

to its slow lateral movement. Further, imaging buffers can improve fluorophore stability.

Despite, AA showing no significant improvements to the photobleaching, there seems to

be a visible decrease in the photoblinking of the fluorophores inside of the cell. Future

work would benefit from screening of another common cell permeable component of

ROXS buffers - Trolox (190). HEPES on the other hand did not show any change in

the photophysics exhibited by the fluorophores. It is an important CO2 buffer but in

high concentrations it could result on cell toxicity due to changes in pH (171). It is

important to acknowledge that both DMEM and FB contain folic acid, which degrades

when exposed to high amounts of blue light and can lead to phototoxicity (191).

Investigation of T cell activation showed that the main activating factor in our system was

most likely PLL. The activating property of PLL had previously been described by an
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article by Santos et al. (192). There the PLL resulted in the increase of the cell size and

the restriction of movement of TCR MCs. This could also explain why the activatory and

control antibody coating seemed to perform similarly when PLL coating was present.

The lack of a directed movement in SLP-76 microclusters can also be due to the PLL

coating, as the single-particle tracking results were in disagreement with publications

using only antibody coating (189).

By inspecting the intensity corresponding to SLP-76 quantity in MCs at the early stages

of activation we can observe a difference between fixed cell and dynamic live cell

imaging. In Tashev et al. (92), fixed cells did not exhibit a considerable change of

SLP-76 in MCs. It could be that the issue with our synchronisation protocol is the

fixation of the cells with formaldehyde. The fixation process may be slow enough to

allow the cell to enter the later stages of activation. If the recruitment of the SLP-76 is in

fact quicker in earlier stages of activation this could hint at a negative regulation in late

stages of T cell activation. Thus, the immobilised SLP-76 MCs, as well as ZAP70 MCs,

could be an important target for a dynamic version of CoPS to assay.
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Chapter 6

General Discussion
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6.1 Conclusion

In this work a custom fluorescence microscopy setup was built. The confocal volume

was calculated and thus the resolution of the confocal microscope side was determined

to be around 300 nm. Parameters of the widefield part of the microscope were also

established and the gain calibration was used throughout this project. The ability to

count molecules based on fluorescence antibunching was cross validated with PBSA,

both done on the same microscope. The microscope has since been used for multiple

publications for its antibunching capabilities (92), as well as other the ability to perform

other techniques (193, 194).

To move towards dynamic CoPS measurements two new versions of the analysis were

implemented to the analysis pipeline. These were then applied to experimental data and

their limitations were outlined. A problem with the high laser power on DNA origami was

also identified when imaging Cy5-labelled imager strands and a fluorophore showing

less DNA damage, Atto 643, was found. The kinetics of the DNA origami were also

determined for the two types of imager strands and were determined to be appropriate

for CoPS. However, the Atto 643 showed a susceptibility to photobleaching.

The live cell experiment part of the project showed not only that the NPC is an appro-

priate system for in cellulo single-molecule experiments, but also confirmed that the

inclusion of molecules such as AA, can be used to improve the photoblinking of dyes in

live cells.

An important outcome of this project was the validation of the accuracy of ProDOL,

as well as its use in large studies of the labelling efficiency of protocols. This method

provides a simple quick way to determine the degree of labelling of protein tags. Thus,
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resolving one of the major problems with quantitative microscopy. ProDOL can be

applied in a variety of studies to determine the labelling efficiency prior to experiments.

SLP-76 stoichiometry was shown to remain mostly constant in microcluster (MC) from

30 s to 10 min of activation on a PLL-coated coverslip in fixed cells. However, in live

cells there might be a slight increase in the early stages of T cell activation. In this

experimental system the SLP-76 clusters remained still enough, but too short-lived for

CoPS measurements. To improve this a higher degree of labelling could be used or

perhaps changing the system towards ZAP70. A plasmid was developed by Kassandra

Malassi in our lab, however, problems with the expression could not be solved within the

time constraint of this PhD.
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6.2 Outlook

With new commercial microscope systems antibunching methods such as CoPS, can

become more user-friendly, and therefore more widely applied. One of the main

limitations of CoPS is the necessity for single-photon detectors, which can record events

at a MHz time resolution. Currently this limits laboratories to using single-point single-

photon avalanche diodes (SPADs), and thus constrains CoPS to point measurements.

This significantly limits the functionality of the technique. However, with the development

of new generation SPAD arrays this issue might be resolved in the future. This would

mean not only increasing the throughput of the experiment, but also combining the

antibunching measurements with single-molecule tracking to increase its applicability

with live cells.

Another big issue with CoPS that can be addressed is the stability of the dyes used.

Previously in Ta, et al. (91) a study into the brightness and the stability of dyes was

performed. However, this study was performed prior to the development of newer Janelia

Fluor (JF) dyes (195), which might prove to have higher brightness and photobleaching

quantum yield. This would allow CoPS to count faster and to higher numbers of emitters.

A study of newly produced dyes might greatly benefit the field as a whole.

These dyes can then be used on imager strands in DNA origami as shown in Chap. 4 to

determine the generation of reactive oxygen species (ROS). This can be done better with

reporter dyes which show the changes of environment. These can also be attached on

the imager strands. The dyes can also be inspected for their cell membrane permeability

and their labelling efficiency with ProDOL. If membrane permeable the dyes can be

used in an assay to determine the effects of live cell media.
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As already shown in Chap. 5 additions of ascorbic acid (AA) can be used to decrease

the photoblinking dyes. The promising new dyes can be investigated for the influence of

AA, as well as Trolox.

The study of the T cells have also shown that the PLL is the prominent contributor

to activation. Despite the benefit of having SLP-76 clusters being immobilised, a

new version of the coating needs to be established which features only the anti-CD3

activatory antibodies to increase biological relevancy. If the SLP-76 clusters move

laterally too quickly for CoPS, then ZAP70 can be investigated as a potential new target,

which is stationary, but also exhibit the cycling of cytosolic proteins.

Despite this project not being able to reach the ultimate goal of determination of the

kinetics of clustering in live cells, it outlined the difficulties and proposed solutions which

would greatly benefit CoPS as a counting technique. Hopefully, the direction outlined in

this text can in the future be used to bring CoPS to the final goal of assaying molecular

clusters in live cells.
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COPS

8.1 Equations

8.1.1 CoPS

Equations of the mathematical model for different multiple detection events (mDEs)

fitted by the CoPS library where p is the detection probability of detection of a photon

emitted by a single fluorophore, pbg is the detection probability of a photon emitted by

the background and n is the number of emitters.

(1− p)n × (1− pbg)

8.1: Zero order mDE probability with background correction.
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8.2: First order mDE probability with background correction.
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8.3: Second order mDE probability with background correction.
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8.4: Third order mDE probability with background correction..
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8.5: Fourth order mDE probability with background correction.
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FIGURES

8.2 Figures

Fig. SI 1: Second order correlation with CW laser excitation. Second order correlation function G(2)(τ) of the emission from a
single emitter excited with a CW laser. Ac is the amplitude of the central dip at G(2)(0). The number of emitters n can be calculated
by n = 1

Ac
.
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FIGURES

[h]

Fig. SI 2: Maps of the LynG and ProDOL plasmids. Plasmid maps containing the LynG (a) and ProDOL (b) constructs. Both
are made out of the pBABE scaffold and contain PuroR- a puromycin resistance gene, for expression-based selection. The
pBABE-LynG (#206867) and pBABE-ProDOL (#206866) are available on addgene.com.
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FIGURES

Fig. SI 3: Custom designed 3D-printed components. Render of the custom-designed 3D printed components of the CoPS-TIRF
microscope. a) Shortened camera adapter for a Nikon Ti port. The major grids are 1 cm and the minor grids 1 mm. b) Holders for
the Nikon Ti body to the dampening table. c) Skirt around the objective to ensure light insulation. b) and c) The major grids are
2 cm and the minor grids 1 cm.
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FIGURES

Fig. SI 4: Full gel of the DNA electrophoresis of NRO samples. The original unedited version of the full agarose gel featuring
the scaffold, the three NRO samples flanked by two 1kb ladders.
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FIGURES

Fig. SI 5: Example of damage on 1xS1 origami labelled with a Atto 643 imager strands. Intensity trace from a 1xS1 NRO
incubated with 1 nM 9 nt imager strands labelled with Atto 643. Traces are shown in gray. Images of the reference channel before
and after the trace was recorded is shown with the origami from which the data was collected circled in red. Trace shows two quick
binding events before going dark to the rest of the 10 min recording. Entire trace not shown.
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FIGURES

Fig. SI 6: Fluorescence lifetime decays of Cy5 and Atto643 labelled DNA strands. Representitive decays of the fluorescence
(green) of the (a) Cy5 and (b) Atto643. The instrument response function (IRF) (red) was determined by the SymPhoTime64
software and the fit (orange) was calculated on the data after the IRF (grey).
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FIGURES

Fig. SI 7: Live staining of NUP107-SNAP stained with BG-SiR. Representative images of live U2OS cells stained with BG-SiR
and imaged inside different media. FB- FluoroBright.
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FIGURES

Fig. SI 8: Intensity fluctuations in the different imaging media. Representative intensity traces of the SiR-labelled Nup107-
SNAP-tag. a) DMEM, b) DMEM with the addition of AA, c) DMEM with AA and HEPES, d) ROXS buffer.
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FIGURES

Fig. SI 9: Flow cytometry of Jurkat clones expressing SLP-76-HaloTag. Flow cytometry of a) wild type, b) B3, c) B8V, d) D8
Jurkat cells performed by Danielle Lezama. The left panel shows the viability of the different clones assayed with 7AAD (y axis)
against side scatter (x axis). Right panel is the amount of SLP-76-HaloTag stained with 1 nM HA-SiR (x axis) against side scatter (y
axis).
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FIGURES

Fig. SI 10: Western blot of Jurkat clones expressing SLP-76-HaloTag. The ladder was detected in the 700 channel (magenta)
and the samples were developed by horseradish peroxidase (HRP) in the chemiluminescence channel (green). The samples ran on
the gel are shown above. The unsorted sample is the original stable cell line before single cell cloning.
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FIGURES

Fig. SI 11: Activation of T cells on antibody coated coverslips. Difference in Jurkat cell density after immobilisation on anti-CD90
antibody coated coverslips without PLL (a) and with PLL (b). Scale bar 200 µm. Activation levels were observed for anti-CD3
antibody (c), anti-CD3 antobody plus anti-CD28 antibody (d), and anti-CD90 antibody (e) coating. pCD3 was labelled via AF488
conjugated antibodies and the actin was stained with phalloidin-AF647. f) Comparison of the activation of the T cells via the intensity
of the CD3 signal. Results of Dunn’s test with Bonferroni correction shown as: *-p<0.05. Boxplot shows the data in a cell-wide
fashion with the n=5, 7, and 2 from left to right.
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DNA ORIGAMI

8.3 Table

8.3.1 DNA origami

Tab. SI 1: S2 docking sites. Sequences written from 5’- to 3’-end. The three S2 docking strands
contain a 21 nucleotide (nt) overhang on the 3’-end for binding the reference imagers (green) for
colocalization. For immobilization, the biotinylated staple strands are modified with biotin on the
3’-end. The helix number to which the 5’ and the 3’ end belong are written. The number in the
brackets is the position in those helices.

S2 Docking site staple strands 5’-end 3’-end
GCAAGGCCTCACCAGTAGCACCATGGGCTTGATAACATTCCTAACTTCTCATA 5[160] 6[144]
TTGACAGGCCACCACCAGAGCCGCGATTTGTATAACATTCCTAACTTCTCATA 3[160] 4[144]
GATGGTTTGAACGAGTAGTAAATTTACCATTATAACATTCCTAACTTCTCATA 6[143] 5[159]

Tab. SI 2: Unmodified staple strands of the NRO DNA origami. List of the unmodified staple
strands. Sequences written from 5’- to 3’-end. The helix number to which the 5’ and the 3’ end
belong are written. The number in the brackets is the position in those helices.

Unmodified staple strands 5’-end 3’-end

CATAAATCTTTGAATACCAAGTGTTAGAAC 17[224] 19[223]

AAGCCTGGTACGAGCCGGAAGCATAGATGATG 20[143] 19[159]

TCATTCAGATGCGATTTTAAGAACAGGCATAG 5[96] 7[95]

GCCATCAAGCTCATTTTTTAACCACAAATCCA 16[143] 15[159]

TATAACTAACAAAGAACGCGAGAACGCCAA 16[175] 14[176]

TTGCTCCTTTCAAATATCGCGTTTGAGGGGGT 10[111] 8[112]

GTATAGCAAACAGTTAATGCCCAATCCTCA 1[224] 3[223]

AAAGTCACAAAATAAACAGCCAGCGTTTTA 9[224] 11[223]

GGCCTTGAAGAGCCACCACCCTCAGAAACCAT 3[192] 5[191]

TTAACGTCTAACATAAAAACAGGTAACGGA 10[175] 8[176]

AGTATAAAGTTCAGCTAATGCAGATGTCTTTC 14[239] 12[240]

GATGTGCTTCAGGAAGATCGCACAATGTGA 18[79] 16[80]

Continued on next page
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Tab. SI 2: Staple strands of the DNA origami (continued).

Unmodified staple strands 5’-end 3’-end

TCAAATATAACCTCCGGCTTAGGTAACAATTT 15[192] 17[191]

TTTCGGAAGTGCCGTCGAGAGGGTGAGTTTCG 2[207] 0[208]

GAGGGTAGGATTCAAAAGGGTGAGACATCCAA 14[111] 12[112]

TATTAAGAAGCGGGGTTTTGCTCGTAGCAT 2[175] 0[176]

GCCCTTCAGAGTCCACTATTAAAGGGTGCCGT 21[64] 23[63]

ATGCAGATACATAACGGGAATCGTCATAAATAAAGCAAAG 7[56] 9[63]

AGCCAGCAATTGAGGAAGGTTATCATCATTTT 22[207] 20[208]

TAAATGAATTTTCTGTATGGGATTAATTTCTT 0[111] 1[95]

AAACAGCTTTTTGCGGGATCGTCAACACTAAA 1[96] 3[95]

CGGATTCTGACGACAGTATCGGCCGCAAGGCGATTAAGTT 16[63] 18[56]

GCAATTCACATATTCCTGATTATCAAAGTGTA 19[160] 20[144]

GCGCAGACAAGAGGCAAAAGAATCCCTCAG 4[79] 2[80]

AGAGAGAAAAAAATGAAAATAGCAAGCAAACT 9[160] 10[144]

GACAAAAGGTAAAGTAATCGCCATATTTAACAAAACTTTT 13[184] 15[191]

ACACTCATCCATGTTACTTAGCCGAAAGCTGC 3[96] 5[95]

CTACCATAGTTTGAGTAACATTTAAAATAT 19[224] 21[223]

TATATTTTGTCATTGCCTGAGAGTGGAAGATTGTATAAGC 13[64] 15[71]

CGGATTGCAGAGCTTAATTGCTGAAACGAGTA 9[64] 11[63]

TAAATCATATAACCTGTTTAGCTAACCTTTAA 12[111] 10[112]

GTACCGCAATTCTAAGAACGCGAGTATTATTT 12[207] 10[208]

Continued on next page
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Tab. SI 2: Staple strands of the DNA origami (continued).

Unmodified staple strands 5’-end 3’-end

TCTTCGCTGCACCGCTTCTGGTGCGGCCTTCC 18[111] 16[112]

GATTTAGTCAATAAAGCCTCAGAGAACCCTCA 11[64] 13[63]

GCAAGGCCTCACCAGTAGCACCATGGGCTTGA 5[160] 6[144]

ATTACCTTTGAATAAGGCTTGCCCAAATCCGC 6[111] 4[112]

CTTATCATTCCCGACTTGCGGGAGCCTAATTT 12[239] 10[240]

TTATACCACCAAATCAACGTAACGAACGAG 6[79] 4[80]

GTAATAAGTTAGGCAGAGGCATTTATGATATT 13[160] 14[144]

CAACCGTTTCAAATCACCATCAATTCGAGCCA 14[143] 13[159]

GATGGTTTGAACGAGTAGTAAATTTACCATTA 6[143] 5[159]

GCACAGACAATATTTTTGAATGGGGTCAGTA 23[224] 22[240]

AGCAAGCGTAGGGTTGAGTGTTGTAGGGAGCC 21[96] 23[95]

TCCACAGACAGCCCTCATAGTTAGCGTAACGA 0[175] 0[144]

TCACCAGTACAAACTACAACGCCTAGTACCAG 0[207] 1[191]

ATTATACTAAGAAACCACCAGAAGTCAACAGT 19[192] 21[191]

TAAGAGCAAATGTTTAGACTGGATAGGAAGCC 7[96] 9[95]

ATACATACCGAGGAAACGCAATAAGAAGCGCATTAGACGG 7[192] 9[199]

CAACTGTTGCGCCATTCGCCATTCAAACATCA 18[143] 17[159]

GATGGCTTATCAAAAAGATTAAGAGCGTCC 10[79] 8[80]

TAGGTAAACTATTTTTGAGAGATCAAACGTTA 13[96] 15[95]

AGGCAAAGGGAAGGGCGATCGGCAATTCCA 17[128] 19[127]

Continued on next page
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Tab. SI 2: Staple strands of the DNA origami (continued).

Unmodified staple strands 5’-end 3’-end

ATTATCATTCAATATAATCCTGACAATTAC 20[175] 18[176]

GAAATTATTGCCTTTAGCGTCAGACCGGAACC 6[239] 4[240]

AATGGTCAACAGGCAAGGCAAAGAGTAATGTG 11[96] 13[95]

CCAATAGCTCATCGTAGGAATCATGGCATCAA 11[160] 12[144]

ATACCCAACAGTATGTTAGCAAATTAGAGC 8[175] 6[176]

ATAAGGGAACCGGATATTCATTACGTCAGGACGTTGGGAA 4[63] 6[56]

CACCAGAAAGGTTGAGGCAGGTCATGAAAG 4[175] 2[176]

ATCCCAATGAGAATTAACTGAACAGTTACCAG 10[207] 8[208]

CATGTAATAGAATATAAAGTACCAAGCCGT 14[175] 12[176]

CCAACAGGAGCGAACCAGACCGGAGCCTTTAC 10[143] 9[159]

GCTATCAGAAATGCAATGCCTGAATTAGCA 14[79] 12[80]

GACCTGCTCTTTGACCCCCAGCGAGGGAGTTA 4[111] 2[112]

AGGAACCCATGTACCGTAACACTTGATATAA 0[239] 1[223]

CAGCGAAACTTGCTTTCGAGGTGTTGCTAA 2[79] 0[80]

GCTTTCCGATTACGCCAGCTGGCGGCTGTTTC 17[96] 19[95]

ACAACTTTCAACAGTTTCAGCGGATGTATCGG 0[79] 1[63]

CAGCAAAAGGAAACGTCACCAATGAGCCGC 6[175] 4[176]

ACCTTTTTATTTTAGTTAATTTCATAGGGCTT 16[207] 14[208]

CGATAGCATTGAGCCATTTGGGAACGTAGAAA 5[192] 7[191]

GCCCGAGAGTCCACGCTGGTTTGCAGCTAACT 22[111] 20[112]

Continued on next page
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Tab. SI 2: Staple strands of the DNA origami (continued).

Unmodified staple strands 5’-end 3’-end

ATTTTAAAATCAAAATTATTTGCACGGATTCG 20[239] 18[240]

ACCTTGCTTGGTCAGTTGGCAAAGAGCGGA 22[175] 20[176]

CTGAGCAAAAATTAATTACATTTTGGGTTA 18[175] 16[176]

CCTGATTGCAATATATGTGAGTGATCAATAGT 18[239] 16[240]

TCAATATCGAACCTCAAATATCAATTCCGAAA 21[160] 22[144]

AAAGGCCGGAGACAGCTAGCTGATAAATTAATTTTTGT 13[120] 15[127]

CTTTAGGGCCTGCAACAGTGCCAATACGTG 21[224] 23[223]

AATAGTAAACACTATCATAACCCTCATTGTGA 8[111] 6[112]

TCACCGACGCACCGTAATCAGTAGCAGAACCG 6[207] 4[208]

GCCCGTATCCGGAATAGGTGTATCAGCCCAAT 2[239] 0[240]

TGTAGCCATTAAAATTCGCATTAAATGCCGGA 16[111] 14[112]

TCGGCAAATCCTGTTTGATGGTGGACCCTCAA 22[143] 21[159]

TGACAACTCGCTGAGGCTTGCATTATACCA 1[128] 3[127]

CCACCCTCTATTCACAAACAAATACCTGCCTA 4[207] 2[208]

CCCGATTTAGAGCTTGACGGGGAAAAAGAATA 23[96] 22[112]

AAGTAAGCAGACACCACGGAATAATATTGACG 8[239] 6[240]

AAATTAAGTTGACCATTAGATACTTTTGCG 12[79] 10[80]

CACATTAAAATTGTTATCCGCTCATGCGGGCC 20[111] 18[112]

TTAAAGCCAGAGCCGCCACCCTCGACAGAA 3[224] 5[223]

ATATTCGGAACCATCGCCCACGCAGAGAAGGA 2[143] 1[159]

Continued on next page

196



DNA ORIGAMI

Tab. SI 2: Staple strands of the DNA origami (continued).

Unmodified staple strands 5’-end 3’-end

TTCTACTACGCGAGCTGAAAAGGTTACCGCGC 12[143] 11[159]

AACGTGGCGAGAAAGGAAGGGAAACCAGTAA 23[128] 23[159]

GAATTTATTTAATGGTTTGAAATATTCTTACC 16[239] 14[240]

AGCGCGATGATAAATTGTGTCGTGACGAGA 3[128] 5[127]

AACGCAAAGATAGCCGAACAAACCCTGAAC 7[224] 9[223]

AGAAAACAAAGAAGATGATGAAACAGGCTGCG 17[160] 18[144]

CGCGCAGATTACCTTTTTTAATGGGAGAGACT 18[207] 16[208]

CACAACAGGTGCCTAATGAGTGCCCAGCAG 19[128] 21[127]

GCGGAACATCTGAATAATGGAAGGTACAAAAT 20[207] 18[208]

TAAAAGGGACATTCTGGCCAACAAAGCATC 23[160] 22[176]

AATTGAGAATTCTGTCCAGACGACTAAACCAA 14[207] 12[208]

GCGAAAAATCCCTTATAAATCAAGCCGGCG 21[128] 23[127]

AACACCAAATTTCAACTTTAATCGTTTACC 5[128] 7[127]

TAAATCAAAATAATTCGCGTCTCGGAAACC 15[128] 17[127]

GAAACGATAGAAGGCTTATCCGGTCTCATCGAGAACAAGC 10[191] 12[184]

GCCTCCCTCAGAATGGAAAGCGCAGTAACAGT 4[239] 2[240]

GCGAACCTCCAAGAACGGGTATGACAATAA 11[224] 13[223]

TTAGGATTGGCTGAGACTCCTCAATAACCGAT 1[160] 2[144]

ATCGCAAGTATGTAAATGCTGATGATAGGAAC 15[160] 16[144]

GCGGATAACCTATTATTCTGAAACAGACGATT 1[192] 3[191]

Continued on next page
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Tab. SI 2: Staple strands of the DNA origami (continued).

Unmodified staple strands 5’-end 3’-end

AAGGAAACATAAAGGTGGCAACATTATCACCG 8[207] 6[208]

ACCCTTCTGACCTGAAAGCGTAAGACGCTGAG 23[192] 22[208]

ATATTTTGGCTTTCATCAACATTATCCAGCCA 15[96] 17[95]

TCAAGTTTCATTAAAGGTGAATATAAAAGA 5[224] 7[223]

TCTAAAGTTTTGTCGTCTTTCCAGCCGACAA 0[143] 1[127]

TTCCAGTCGTAATCATGGTCATAAAAGGGG 20[79] 18[80]

AAAGCACTAAATCGGAACCCTAATCCAGTT 23[64] 22[80]

AATACTGCCCAAAAGGAATTACGTGGCTCA 8[79] 6[80]

TTTATCAGGACAGCATCGGAACGACACCAACCTAAAACGA 1[64] 3[71]

TTGACAGGCCACCACCAGAGCCGCGATTTGTA 3[160] 4[144]

CTGTGTGATTGCGTTGCGCTCACTAGAGTTGC 19[96] 21[95]

GCGAGTAAAAATATTTAAATTGTTACAAAG 16[79] 14[80]

TAGAGAGTTATTTTCATTTGGGGATAGTAGTAGCATTA 10[127] 12[120]

CGAAAGACTTTGATAAGAGGTCATATTTCGCA 9[96] 11[95]

TCATCGCCAACAAAGTACAACGGACGCCAGCA 4[143] 3[159]

TTAACACCAGCACTAACAACTAATCGTTATTA 22[239] 20[240]

TTATTACGAAGAACTGGCATGATTGCGAGAGG 7[160] 8[144]

GCCAGTTAGAGGGTAATTGAGCGCTTTAAGAA 10[239] 8[240]

ACAACATGCCAACGCTCAACAGTCTTCTGA 13[224] 15[223]

CATTTGAAGGCGAATTATTCATTTTTGTTTGG 17[192] 19[191]

Continued on next page
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Tab. SI 2: Staple strands of the DNA origami (continued).

Unmodified staple strands 5’-end 3’-end

TGAAAGGAGCAAATGAAAAATCTAGAGATAGA 21[192] 23[191]

TGGAACAACCGCCTGGCCCTGAGGCCCGCT 22[79] 20[80]

TACCGAGCTCGAATTCGGGAAACCTGTCGTGCAGCTGATT 19[56] 21[63]

GTTTATTTTGTCACAATCTTACCGAAGCCCTTTAATATCA 7[248] 9[255]

ACAAACGGAAAAGCCCCAAAAACACTGGAGCA 16[47] 14[48]

GTTTATCAATATGCGTTATACAAACCGACCGTGTGATAAA 13[256] 15[263]

ACGGCTACAAAAGGAGCCTTTAATGTGAGAAT 2[47] 0[48]

GACCAACTAATGCCACTACGAAGGGGGTAGCA 4[47] 2[48]

AAGGCCGCTGATACCGATAGTTGCGACGTTAG 2[111] 0[112]

CTCCAACGCAGTGAGACGGGCAACCAGCTGCA 22[47] 20[48]

ACCGATTGTCGGCATTTTCGGTCATAATCA 6[271] 4[272]

CAGAAGATTAGATAATACATTTGTCGACAA 22[271] 20[272]

TGCATCTTTCCCAGTCACGACGGCCTGCAG 17[32] 19[31]

TTAGTATCACAATAGATAAGTCCACGAGCA 14[271] 12[272]

GTTTTAACTTAGTACCGCCACCCAGAGCCA 2[271] 0[272]

TTAATGAACTAGAGGATCCCCGGGGGGTAACG 20[47] 18[48]

CTTTTACAAAATCGTCGCTATTAGCGATAG 18[271] 16[272]

ATCCCCCTATACCACATTCAACTAGAAAAATC 8[47] 6[48]

AGAAAGGAACAACTAAAGGAATTCAAAAAAA 0[47] 1[31]

TTTTATTTAAGCAAATCAGATATTTTTTGT 12[175] 10[176]

Continued on next page
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Tab. SI 2: Staple strands of the DNA origami (continued).

Unmodified staple strands 5’-end 3’-end

AGCCACCACTGTAGCGCGTTTTCAAGGGAGGGAAGGTAAA 4[255] 6[248]

AACAAGAGGGATAAAAATTTTTAGCATAAAGC 14[47] 12[48]

GCCGTCAAAAAACAGAGGTGAGGCCTATTAGT 21[256] 23[255]

TGTAGAAATCAAGATTAGTTGCTCTTACCA 12[271] 10[272]

GAGAGATAGAGCGTCTTTCCAGAGGTTTTGAA 9[256] 11[255]

CCACCCTCATTTTCAGGGATAGCAACCGTACT 0[271] 1[255]

CTTTAATGCGCGAACTGATAGCCCCACCAG 23[256] 22[272]

CCAGGGTTGCCAGTTTGAGGGGACCCGTGGGA 18[47] 16[48]

CAAATCAAGTTTTTTGGGGTCGAAACGTGGA 23[32] 22[48]

ACGCTAACACCCACAAGAATTGAAAATAGC 10[271] 8[272]

CTTTTGCAGATAAAAACCAAAATAAAGACTCC 8[143] 7[159]

TACGTTAAAGTAATCTTGACAAGAACCGAACT 6[47] 4[48]

TAATCAGCGGATTGACCGTAATCGTAACCG 15[32] 17[31]

TTTTCACTCAAAGGGCGAAAAACCATCACC 21[32] 23[31]

GCCTTAAACCAATCAATAATCGGCACGCGCCT 11[256] 13[255]

AATAGCTATCAATAGAAAATTCAACATTCA 8[271] 6[272]

CATCAAGTAAAACGAACTAACGAGTTGAGA 5[32] 7[31]

CAGGAGGTGGGGTCAGTGCCTTGAGTCTCTGAATTTACCG 1[256] 3[263]

AAATCACCTTCCAGTAAGCGTCAGTAATAA 4[271] 2[272]

CTCGTATTAGAAATTGCGTAGATACAGTAC 20[271] 18[272]

Continued on next page
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Tab. SI 2: Staple strands of the DNA origami (continued).

Unmodified staple strands 5’-end 3’-end

TTTACCCCAACATGTTTTAAATTTCCATAT 9[32] 11[31]

CCTAAATCAAAATCATAGGTCTAAACAGTA 15[224] 17[223]

GTCGACTTCGGCCAACGCGCGGGGTTTTTC 19[32] 21[31]

CGTAAAACAGAAATAAAAATCCTTTGCCCGAAAGATTAGA 19[248] 21[255]

AGGCTCCAGAGGCTTTGAGGACACGGGTAA 1[32] 3[31]

GAGAAGAGATAACCTTGCTTCTGTTCGGGAGAAACAATAA 16[255] 18[248]

TTTAGGACAAATGCTTTAAACAATCAGGTC 7[32] 9[31]

AATACGTTTGAAAGAGGACAGACTGACCTT 3[32] 5[31]

CTTAGATTTAAGGCGTTAAATAAAGCCTGT 16[271] 14[272]

TAAATCGGGATTCCCAATTCTGCGATATAATG 12[47] 10[48]

AACAGTTTTGTACCAAAAACATTTTATTTC 11[32] 13[31]

CTGTAGCTTGACTATTATAGTCAGTTCATTGA 10[47] 8[48]

AGACGACAAAGAAGTTTTGCCATAATTCGAGCTTCAA 7[128] 9[135]

AACGCAAAATCGATGAACGGTACCGGTTGA 13[32] 15[31]
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LASER INTENSITY

8.3.2 Laser intensity

Tab. SI 4: Laser intensity for 640 nm laser. Laser power corresponding to the percentage set in
software was calculated via a power meter measurement before the objective and then corrected
via the objective transmissible percentage.

Power (%) Before objective(mW) After objective (W/cm2)
1 0.4 1.8
2 0.8 3.6
3 1.2 5.4
5 2.1 9.5
10 4.3 19.5
15 6.5 29.4
20 8.7 39.4
25 10.8 48.9
30 13 58.9
40 17.4 78.8
50 21.7 98.2
60 26 117.7
70 30.5 138.1
80 34.9 158.0
90 39.5 178.8
100 43.8 198.3

Tab. SI 5: Laser intensity for 561 nm laser. Laser power corresponding to the percentage set in
software was calculated via a power meter measurement before the objective and then corrected
via the objective transmissible percentage.

Power (%) Before objective(mW) After objective (W/cm2)
1 0.18 0.8
2 0.36 1.6
3 0.53 2.4
5 1 4.5
10 2.1 9.5
15 3.1 14.0
20 4.1 18.6
25 5.2 23.5
30 6.3 28.5
40 8.4 38.0
50 10.5 47.5
60 12.7 57.5
70 14.7 66.5
80 16.8 76.1
90 19 86.0
100 21.2 96.0
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Tab. SI 6: Laser intensity for 488 nm laser. Laser power corresponding to the percentage set in
software was calculated via a power meter measurement before the objective and then corrected
via the objective transmissible percentage.

Power (%) Before objective(mW) After objective (W/cm2)
1 0.39 1.8
2 0.66 3.0
3 0.95 4.3
5 1.5 6.8
10 2.9 13.1
15 4.3 19.5
20 5.8 26.3
25 7.2 32.6
30 8.6 38.9
40 11.4 51.6
50 14.2 64.3
60 17 77.0
70 19.8 89.6
80 22.6 102.3
90 25.5 115.4
100 28.2 127.7

Tab. SI 7: Laser intensity for 405 nm laser. Laser power corresponding to the percentage set in
software was calculated via a power meter measurement before the objective and then corrected
via the objective transmissible percentage.

Power (%) Before objective(mW) After objective (W/cm2)
1 0.3 1.4
2 0.65 2.9
3 0.95 4.3
5 1.56 7.1
10 3 13.6
15 4.4 19.9
20 6.1 27.6
25 7.7 34.9
30 9.3 42.1
40 12.3 55.7
50 14.5 65.6
60 18.5 83.8
70 21.8 98.7
80 25 113.2
90 28.2 127.7
100 31.5 142.6
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