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Abstract

The study of mechanical performance of laser additive manufacturing compo-

nents poses several difficulties, primarily due to the various variables introduced

by the manufacturing process and the diverse parameters that can be adjusted

during production. A significant factor contributing to these challenges is the

presence of high thermal gradients created by the laser heat source, which lead

to the formation of residual stresses – permanent stresses that remain even af-

ter the initial cause has been eliminated. The importance of addressing residual

stresses lies in their potential to constitute a considerable portion of the stresses

experienced during operational conditions and thus their negative contribution

to failure. As demonstrated in this study, tensile residual stresses can adversely

affect the fatigue life of mechanical components and, under opportune hypotheses

and approximations, this reduction can be quantified.

Starting from the analogy of the additive process with welding, a versatile

process model for laser-powder bed fusion of Ti-6Al-4V, based on finite element

analyses, is presented, studied, and utilised to predict residual stresses. Through

high-performance computing, the magnitude of residual stresses in a reduced geo-

metrical domain can be estimated in the common process window for Ti-6Al-4V,

which includes a laser speed of 200-1600 mm/s and a hatch spacing of 40-120 µm.

The finite element model incorporates all the necessary temperature-dependant

thermo-physical parameters, such as mass density, specific heat capacity, thermal

conductivity, linear thermal expansion, Young’s modulus, Poisson’s ratio. These
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parameters are interpolated from the literature, when possible, and some of them

are presented for the first time, starting from the concept that a variable porosity

at different temperatures can describe the aggregation of powder particles dis-

persed in the powder bed. Using this approach, all the physical quantities are

separated between the substrate and the powder layer. The material mechanical

behaviour is described through a recent thermo-viscoplastic constitutive model,

which incorporates also the most relevant microstructural features, such as the

martensitic thickness and spacing to predict an evolving dislocation density dur-

ing deformation. This allows for a distinction to be made between the material

responses of the substrate and the powder layer, wherein the martensitic phase

produced by the rapid cooling rates results in an increased dislocation density.

An accurate analysis of the heat transfer coefficient also leads to differentiate

between the emissivity in the substrate and in the powder layer. Emissivity for

the powder layer is calibrated with data available in the literature. All the cal-

culations are performed taking into account the different laser speeds and hatch

spacing values as well as one deposition layer of 40 µm and two deposition layers

of 40 µm, following a bi-directional, double pass of laser beam, 90° rotation scan

vector between layers.

The predicted residual stresses are in the range of 300-1000 MPa for speeds

in the range 200-1400 mm/s and they are in agreement with several independent

studies already published in the literature for laser-powder bed fusion of the same

material and under similar processing conditions. In particular, the numerical

studies presented here confirm that residual stresses can be significantly reduced

from 1000 to 300–600 MPa by increasing the laser speed from 200 to 800 mm/s

and that hatch spacing has little effect on residual stresses magnitude.

Additional considerations and metallurgical characterisation of the marten-

sitic phase, present as by-product of the process, is presented. The experimental

programme was based on the same idea of analogy of the additive process with
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welding, and thus seven pairs of laser tracks were imprinted on the surface of a

Ti-6Al-4V sheet, with gradually decreasing hatch spacing values. Therefore, the

microstructure was analysed using optical and scanning electron microscopy, and

geometrical data were extracted from the micrographs to statistically quantify

the most important geometrical parameters for the size of the laths and for their

dispersion at different locations of the melt pool. This quantification include

statistical analysis of martensitic thickness, spacing, volume fractions, major-axis

and minor-axis lengths, angle of growth. In addition, a martensitic model present

in the literature which predicts the martensite thickness is extended from welding

to a double laser pass with varying hatch spacing, showing that the former model

is accurate and that the thickness does not vary significantly in the melt pool

region for Ti-6Al-4V.

The numerical results obtained are validated using the Carlsson-Larsson the-

ory with its most recent integrations, and through comparison with published

literature. This shows that the theory can be used to predict residual stresses in

agreement with finite element modelling, with a discrepancy of approximately 200

MPa. Finally, a fatigue analysis incorporating residual stresses, surface roughness

and lath martensite width, is presented, showing a drop of about 200 MPa in the

stress amplitude for very high loading cycles, when the tensile residual stress is

400 MPa.

viii



Statement of original authorship

This thesis is submitted in fulfilment of the requirements for the degree of Doctor

of Philosophy (PhD).

The research was carried out by Mr. Vincenzo Brachetta at the School of Met-

allurgy and Materials, College of Engineering and Physical Sciences, University

of Birmingham, United Kingdom, from April 2019 to March 2024, first under the

supervision of Prof. Hector Basoalto and later under the supervision of Prof. Paul

Bowen.

The work is original and no part has been submitted for another degree at

any other university. Wherever other researchers’ work has been drawn from or

cited, this is acknowledged in the text and the references are listed.

The author has strived to be as accurate and complete as possible in the

creation of this dissertation and all attempts have been made to verify the infor-

mations provided in this work as best as possible.

ix



Acknowledgements

First and foremost, the author would like to thank God: You are worthy, our

Lord and God, to receive glory and honour and power, for you created all things,

and by your will they existed and were created.

These years have been a unique opportunity for learning and for personal

growth, and it has been a pleasure to come into contact with some of the people

involved in both research and teaching. Therefore, for the forward-looking deci-

sion to invest in research and for the financial support given to this project, the

author wishes to acknowledge the Defence Science and Technology Laboratory

(DSTL), Ministry of Defence of the United Kingdom. Sincere gratitude goes to

Prof. Hector Basoalto, for having given the author initial confidence, allowing

him to begin this ambitious project, and for his good advises. The author wishes

to thank his supervisor Prof. Paul Bowen for his extremely crucial support during

the most critical phases of this research project. His high level of professionalism

and his humanity were both fundamental to overcome the most difficult steps,

both technical and practical, that arose during this project. Sincere thanks also

go to Dr. Richard Turner, who is not only an excellent research advisor, but also

a friend and the right person to trust in case of need, who provided his highly pro-

fessional, committed, and selfless help throughout the duration of the research

project. Thanks also go to Prof. Moataz Attallah (Director of AMPLab, the

Advanced Materials Processing Laboratory, University of Birmingham), whose

laboratory he heads turned out to be not only a space where investigate the pro-

x



Acknowledgements

cessing of materials and their characterisation, but also a fantastic place where

share ideas and curiosities. Among the people who daily work or have worked in

this laboratory, the author wishes to thank the professionalism, seriousness, and

dedication of Dr. Stano Imbrogno and Mr. Francesco Careri. Their full support,

suggestions, and dedication during the experimental stage of the present work

were simply exceptional.

Other people collaborated indirectly to this project, enabling activities that

provided additional insights and inspiration to the author, which inevitably re-

flected on the project improvement. During the work as Postgraduate Teaching

Assistant (PGTA), it was also a pleasure to help Prof. Alessandro Mottura, who

always demonstrated excellent teaching skills and showed immediate trust in the

author. It was also a pleasure to be involved with the teaching activities and

lecture preparation supervised by Dr. Austin Tomlinson, whose attention in es-

tablishing good teaching practices for the benefit of the students is admirable.

One cannot then forget those who are always behind the scenes, but who

do equally fundamental work for the success of research, including people in the

administration offices, all the technicians, and all the cleaners, whose precious

work, carried out silently, is often underestimated. Thanks also go to Mrs. Dana

Vasiljevic for her exceptional diligence, punctuality and precision with the ad-

ministrative matters. For the same reasons, thanks go also to the people working

at the University of Birmingham IT service and, in particular to the Birming-

ham Environment for Academic Research (BEAR) team, for constantly updating

and maintaining the computational resources in an excellent state. Without the

excellent calculation capabilities of BlueBEAR, the University of Birmingham

supercomputer, the implementation and completion of the numerical simulations

presented in this work would not have been possible. Sincere thanks also go to the

staff of the university libraries, who dedicate themselves daily to provide a con-

sistently excellent service. It is also thanks to their work that the Main Library

xi



Acknowledgements

has often been a resource of inspiration for the author. Thanks to the choice to

keep the shelves completely accessible, this inspiration has often followed paths

other than those initially imagined.

Finally, to the author’s family goes his eternal gratitude for teaching him the

importance of knowledge, granting him all their love, confidence, and freedom,

and supporting him through every difficulty in life. Special thanks also go to the

daily and tireless support of my wife Federica Bucci, who has never lacked her

love and for whose recognition these few words are not enough.

xii



List of symbols

b, |b| Burgers vector, magnitude of the Burgers vector;

cp specific heat capacity (at constant pressure);

dα′ martensite α′ lath spacing;

dα,1 martensite lath minor-axis length;

dα,2 martensite lath major-axis length;

D thermal diffusivity;

Dα α-grain size;

E Young’s modulus;

h hatch spacing / heat transfer coefficient;

hr radiation heat transfer coefficient;

hc convection heat transfer coefficient;

hα′ martensite α′ lath length;

hV Vicker’s hardness indentation depth;

HV Vicker’s hardness number;

k thermal conductivity;

kB Boltzmann constant;

t time;

T temperature;

Tb boiling temperature;
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Chapter 1

Introduction

1.1 Objectives, significance, and purpose of the

present study

Any manufacturing process inevitably introduces a number of variabilities to the

final component. This has an impact on the mechanical properties of the mate-

rial. Some of those variabilities arise due to the microstructure of the material, or

residual stresses. Microstructural inhomogeneities and residual stresses can lead

to premature failure, since microstructure influences mechanical properties and

residual stresses can contribute to the stresses caused by applied loads on the

fabricated part during in-service conditions. Therefore, the final component per-

formance is highly dependent on its microstructure and on the residual stresses

which, if unknown, can potentially lead to catastrophic failure. The processing

parameters of a manufacturing process, such as those in welding (such as laser

power and speed) or additive manufacturing (such as hatch spacing, laser power

and speed, geometry), have a profound effect on the resulting microstructure and

the residual stresses.

The main objective of this study has been to investigate the relationships be-
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tween certain key processing parameters and changes in stress and microstructure

during laser pass. The understanding of these factors is fundamental in evalu-

ating their impact on mechanical properties, especially in delivering a guidance

for engineers when estimating the residual stresses in laser manufactured compo-

nents. In particular, the main focus of this study is on residual stresses and hatch

spacing influence on the microstructure, with special attention on the martensitic

α′-phase of the titanium alloy Ti-6Al-4V, during thermo-mechanical processing

generated by a laser source scanning process.

The general approach of this investigation allows one to focus more on aspects

of the microstructure and residual stresses, and so derive general conclusions,

rather than looking into the specifics of every individual manufacturing process.

However, since hatch spacing and laser speed are two fundamental variables of the

additive manufacturing process, the majority of this study has been undoubtedly

influenced by this focus, which, with its complexity, is considered a challenging

field to predict inhomogeneities in a coupled thermal-mechanical-metallurgical

fashion.

1.1.1 Industrial relevance of the problem

Nowadays, some parts in the compressors of advanced gas turbine engines, like

the bladed disks in aero-engines – so-called BLISKs (BLade-Integrated diSKs)

– are fabricated using expensive conventional techniques, such as the solid-state

joining processes called linear friction welding and electro-chemical machining

[1, 2]. These components are mainly made using titanium alloys and they are

subject to severe mechanical stresses and vibrations [3]. This relatively new

production technology aims to completely replace classic blade disc systems, in

which the blades are attached in a second stage, with a new component, the

BLISK, in which the blades and disc are produced together as a single part. The

main advantage of using BLISKs is the elimination of contact stresses at the
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attachment point, which benefits fatigue life [3]. Their position within an aircraft

engine is represented in Figure 1.1. Titanium alloys found also application in low

pressure turbine blades, which are made by investment casting and subsequently

machined. However, the plan is to use additive manufacturing to produce these

blades [4]. Despite the initial high cost, titanium and titanium alloys are generally

preferred in aerospace for their light weight, high strength and stiffness, which

help to improve aircraft fuel efficiency [4, 5].

Whilst linear friction welding has seen a limited industrial implementation

other than BLISKs manufacture [2], additive manufacturing is definitely more

flexible in terms of geometries of the parts that can be designed and built. More-

over, additive manufacturing is rapidly overtaking current technologies not only

for its versatility, but also thanks to the possibility of repairing damaged compo-

nents, as the BLISK repair illustrated in Figure 1.4. The interest in remanufac-

turing, which includes repair and restoration, is emerging as appropriate approach

for reusing a component in a sustainable economy [6].

Broadening the field of application to other components and not necessarily

only to the BLISKs, additive manufacturing permits to use less material dur-

ing the fabrication process, since the waste in terms of the materials has been

estimated around 70% for the conventional manufacturing processes [1]. There-

fore, since a component can be repaired or manufactured with less material, the

industrial relevance of the present study lies to the possible mitigation of the envi-

ronmental issues arising from the reduction of excessive use of material resources

and energy, instead of being completely discarded and manufactured from the

beginning. A better understanding of additive manufacturing and its influence

on the mechanical properties of the fabricated part, will permit manufacturers in

the forthcoming future to improve current manufacturing processes. The hope is

that this could lead to more environmentally-friendly, cost-effective and efficient

use of the limited raw material resources available.
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(a) Image reproduced from [7, p. 7, fig. 4]. (b) Image reproduced from [8, p. 20, fig. 6].

Figure 1.1: Nomenclature and material used in the manufacturing of an aircraft engine.

1.2 Aim of the study

The aim of the present study is to investigate the residual stress formation and

the aspects related to the microstructural changes in titanium alloy Ti-6Al-4V,

arising as a consequence of a laser melting process and rapid cooling associated

with the hatch spacing, which is the distance between two consecutive laser scans.

However, the hatch spacing is not the only process variable involved in the layer-

by-layer building, so a more realistic study should take into account the overall

effect of additional variables, for example, considering the combined effect of laser

speed with hatch spacing. An additional objective is formulating an improvement

in the understanding of the development of residual stresses in any manufacturing

process by making use of the finite element method combined with experimental

work. To achieve this goal, a numerical framework to model a laser source scan

can be used to establish some relationships between the processing conditions

and the distribution and magnitude of residual deformation and stresses, arising

from the extreme conditions to which the material is subjected.
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Figure 1.2: Overview of the research strategy and work structure.

1.3 Overview of the research principles and

strategies, and thesis structure

The thesis structure mainly reflects the research paths followed during the re-

search work and the progressive adjustment of objectives as knowledge of the

problem increased and further questions arose. However, it is possible to recog-

nise a certain unitary character, as this research was strongly inspired throughout

by the fact that the additive manufacturing process can be thought of as a micro-

welding process. The whole structure and methodology is briefly summarised in

the schematic diagram presented in 1.2.

1.3.1 Research principles and strategies

Identifying a precise and unique research strategy is quite a complex task, be-

cause research often does not proceed along linear paths and this work is no

exception. However, as already mentioned, the general principle which guided
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the whole investigation was the concept of additive manufacturing as a micro-

welding process. Since the welding process has been more extensively studied

than the additive manufacturing process, using the increased knowledge devel-

oped in recent times on the former can help predict residual stresses for the new

additive manufacturing process.

Another important principle which guided this research was the recognized

necessity to combine theoretical modelling with laboratory experiments, because

they cannot be seen as two completely separated and independent aspects, even

if they sometimes start from different assumptions or if they rely on different

methodologies.

1.3.2 Work structure

The present work opens with a background concerning literature review on addi-

tive manufacturing, titanium alloys, microstructure, followed by an introduction

to heat source modelling, and residual stresses. In this first section some con-

stitutive models for Ti-6Al-4V published in the literature have been investigated

and implemented, and it is given a theoretical treatment of martensite generation

within Ti-6Al-4V, followed by a description of residual stresses and an introduc-

tion to the Carllson-Larsson theory and its most recent advances. The whole

structure is then broadly articulated into two parts, which can be considered

complementary. In the first one the process model is presented and studied and

the computational aspects defined in detail, including some models for predicting

features of the martensitic structure. In the second part, the experimental set-up

to study the martensitic structure is presented. Thanks to the results obtained

by a consistent number of numerical simulations, some considerations about the

magnitude and distribution of residual stresses induced by additive manufactur-

ing can be outlined. Furthermore, the results from the experimental programme

can help to understand the role of the cooling rate on the microstructure. Finally,
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all the results obtained by the different strategies developed during the work are

summed up and some useful guidance for an improvements of knowledge in the

field, are summarised, discussed and applied, in preliminary fashion, to the fa-

tigue behaviour of additively manufactured parts of Ti-6Al-4V. To this section

is then added a general discussion regarding some future improvements and the

work is completed with some appendices, the purpose of which is to provide more

detailed results to the reader and to equip further researchers with some images

and data elaborated during the experimental and numerical stages of the present

work.
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Turbine blades

31%

Other products

69%

(a) Quota of additive remanufacturing of turbine blades. Data reproduced from [6, p. 225, fig. 7].

Direct Laser Deposition

49%

Laser Powder-Bed Fusion

3%

Other processes

48%

(b) Quota of remanufacturing with laser powder-bed fusion. Data reproduced from [6, p. 227, fig. 9].

Figure 1.3: Current status of additive manufacturing-based remanufacturing applications and

techniques.
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Figure 1.4: Repaired BLISK (a) and repairing in process (b), while below are the photographs

of a damaged blade (d), an original undamaged blade, and a repaired blade (e).

Image reproduced from [9, p. 5, fig. 4].

Figure 1.5: Fatigue specimen extracted from the compressor blade used for test procedures.

Image reproduced from [10, p. 5, fig. 4].
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Chapter 2

Literature review

2.1 Additive manufacturing

Additive manufacturing is a highly promising manufacturing process that permits

to build three-dimensional objects in the physical world starting with a digital

model. It can be useful for versatile applications, such as in those in the medicine,

architecture, art, electronics, and aerospace industry. Its main benefit is the

possibility to speed up the entire productive process and so shortening the time

between the design and the usage of a product, but concomitant benefits include

repairing components and using less material.

Despite having numerous interesting application possibilities, it is necessary

to move forward and proceed with investigations in this field, because additive

manufacturing can be considered in its early stages of development, and a better

knowledge of the influence of various factors is required. This will certainly ensure

that in a near future it will be a de facto standard in the manufacturing industry.
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Figure 2.1: Scheme showing the differences between a subtractive (a) and an additive manu-

facturing process (b) in terms of initial material and final material waste. Image

reproduced from [11, p. 2, fig. 1].

2.1.1 Overview of a new metallurgical process

Additive manufacturing process or layered manufacturing, better known as 3D

printing in some contexts, permits to build arbitrarily shaped three-dimensional

objects in the physical world starting with a digital model, which is usually a

computer-aided design (CAD) model. The production of the physical object

is based on an a layer-by-layer upwards sequential deposition of thickness of

material, where each layer is a cross-section of the final part. It is called additive

in contrast to the traditional manufacturing processes, where a part is built by

subtraction of material, as represented in Figure 2.1.

As a result of development of the additive manufacturing techniques, ex-

tremely important and new exciting opportunities for different market sectors

have been created. Indeed, it nowadays finds applications [12] in medicine, where

it can be used to create patient-specific implants and biomedical devices, in art

and architecture, where sometimes is required to study the model of a sculpture or

of a building and to show it to different people, in the automotive and aerospace

industry, where often the main requisite is to build lightweight components, with

an improved weight-strength ratio. Indeed this requisite is achieved thanks to the
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Figure 2.2: Necessary procedural steps for the additive manufacturing process, from the dig-

ital CAD model to the final 3D object. Image reproduced from [13, p. 3, fig. 1].

possibility offered by additive manufacturing to print parts with internal cavities.

The geometry of the digital model is firstly stored in a STL file, according

to a file type introduced by 3D System Inc. in 1987 [12], which is currently the

standard for every additive manufacturing process [12, p. 3]. This file contains

a header and a triplet list of three-dimensional coordinates in the Cartesian co-

ordinate system, which are the coordinates of the three vertex of each triangle

into which the geometry is approximated, and the normal vector to the surface

of each triangle. This procedure clearly induces an approximation, because con-

tinuous surfaces in the CAD model are replaced by a finite union of triangular

surfaces and discrete stair steps in the STL file. This second approximated digital

model is then elaborated by a slicing software and then by the printing system,

following the steps shown in Figure 2.2. Although the STL file is generated by

a geometrical minimising criterion that permits to approximate a surface fairly

accurately, so the geometrical model created cannot be directly used for finite

element calculations. A discretised mesh for finite element is indeed generated

to ensure that a specific quality factor, related with the computation itself, is

minimised. Nevertheless, an algorithm able to generate adaptive surface meshes

suitable also for the finite element method calculations was proposed [14]. This

algorithm can in theory open the possibility to use a single digital model both

for prototypes and for mechanical interests in the same time, allowing a better
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integration between the theoretical modelling and the laboratory experiments.

The materials used in 3D printing are in a certain way still limited, but nev-

ertheless it is possible to use several polymers and also different metals, such

as steel, titanium alloys, copper and aluminium, and finally some ceramics and

composites, but even paper and fabrics [15, p. 3876]. Although the material used

in this process can be solid, liquid or in powder form, the latter two seems to be

more promising [12, p. 2]. Among the numerous number of materials, metal ad-

ditive manufacturing is rapidly supplanting the traditional technologies, perhaps

for greater benefits than other those obtainable with other materials.

2.1.2 Building technologies and process parameters

There are several different technologies to produce the manufactured metallic

product and they are based on differing processes that use the required thermal

energy from laser or electron beam to melt a metal powder and so build the part.

A preliminary classification of two main building technologies is represented by

melting and sintering. The electron-beam technology permits to electronically

control electrons in vacuum and when they collide with matter, they are converted

into heat or kinetic energy. On the other hand, sintering is a heat treatment in

which some particles are are fused together. An essential difference between

melting and sintering is that during the first procedure the material is turned

from a solid into a liquid state, whilst in the second one the material is compacted

without turning it into a liquid. The main differences between them are firstly

based on the specific building apparatus and secondly on other variables, such as

the material that can be used, the resolution and the complexity of the physical

model. Here ‘resolution’ refers to layer thickness, which can vary from less than

10 µm to 0.25 mm, whilst ‘complexity’ refers to the possibility to build highly

complex geometries, such as those with internal cavities.

Additive manufacturing techniques can be divided, in the first instance, into
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powder bed fusion and direct deposition technologies. In powder bed fusion, a

laser is used to melt a fine (20–100 µm) powder bed to create each layer, whilst in

direct deposition the powder is deposited and simultaneously melted by the laser

beam. This also makes possible to repair previously created parts, such as turbine

blades [15, p. 3876], as in Figure 1.4, or to add material to them. Often the alloy

is processed in an inert atmosphere, principally composed by nitrogen or argon

(as in selective laser melting), whilst a high vacuum chamber can be used (as

in electron beam melting), and this physical condition prevents the interaction

of the heated material with the environment [16]. Direct deposition technologies

include wire and arc additive manufacturing, which shares similarities with arc

welding processes and is characterised by low tooling costs and the possibility of

producing large parts [17].

The main numerical parameters controlled by an operator are the laser beam

radius, scanning speed, and the hatch spacing and their values change according to

the building process and to the material. For some of the more common building

technologies for the titanium alloy Ti-6Al-4V, they are summarised in Table 2.1.

However, they are not the only parameters involved in the process, because some

additional process parameters are laser type, laser power, layer thickness, ambient

temperature, atmosphere, bed temperature [18].

With regards to the powder, its particle shape, particle size and particle distri-

bution, its chemical composition, thermal conductivity, melting temperature, and

its absorptivity and reflectivity are some of the influential variables involved in

additive manufacturing [18]. All these variabilities make it still difficult to com-

pletely understand the effect of each of them on the final mechanical performance.

An initial obstacle in researching about metal additive manufacturing is rep-

resented by the confusing nomenclature of the processes [19]. Surprisingly, same

processes can have different names according to the different technology supplier

and this can be attributed to the rapid growth of additive manufacturing during

14
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the last years, although a systematic arrangement is recently emerging in the lit-

erature [19]. However, the problem is not only attributable to the industry, but

also to research, because sometimes this confusion is exposed in the published

works. For example, direct metal laser fabrication techniques are thought to in-

clude selective laser sintering (SLS), also known as direct metal laser sintering

(DMLS), and selective laser melting (SLM) as subcategories [20]. Differently, in

other works they are distinguished as different building techniques [19]. Again,

for example, another publication lists laser powder-bed fusion (LPBF) as syn-

onym of selective laser melting (SLM) and direct metal laser melting (DMLM)

[21].

A first approach into classification is given by the American society for testing

and materials (ASTM), which aim is to group additive manufacturing techniques

into seven categories [22]. Subsequently, a further subdivision involves grouping

techniques according to the heat source, then to the feedstock or feeding material,

and then into the process name, as adopted in Table 2.1 [19]. A different classifi-

cation approach can consider firstly the process and then a subdivision according

to the heat source [23].

The work of categorisation perhaps needs to be consolidated in the future, and

this will be facilitated as some of the processes will overcome the others thanks

to the market development and more extensive research on the most promising

methods, which will guide better the choice of the appropriate nomenclature.

Indeed, in order to avoid confusion, it would be necessary that the scientific

literature conforms to a specific standard of nomenclature.

Although there exist proven countless benefits in shifting towards additive

manufacturing, there are some drawbacks that must be taken into account. First

of all, additive manufacturing of large-sized object is not possible, due to lack

of material strength and to the extended amount of time needed to complete

the process. Furthermore, after the part is created, is sometimes necessary to
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subject it to a finishing process, which include also the sterilisation in the medical

context or a surface smoothing process, for mechanical purposes, or because it is

required by some commercial market purposes. Indeed, from a purely mechanical

standpoint the inconveniences are mainly related with the imperfections of the

final product, which often has an unfinished look and a rough surface, which can

reduce the fatigue strength [24]. Moreover, since additive manufacturing is only in

theory capable of generating a fully dense structure, an important microstructural

defect is the porosity. Finally, exactly like every manufacturing process, the main

concern around the use of additive manufacturing is related with the presence of

residual stresses, which is the main topic of the present study.

2.2 Titanium alloys and its processing

Titanium is a transition metal and it is the fourth most abundant of the structural

metals on the Earth’s crust, with a concentration of 0.6% [25, p. 3]. It was first

independently discovered [25, p. 3] by William Gregor and Martin H. Klaproth

in about 1790 in the rutile mineral, one of the crystalline variety [26, p. 695] of

titanium dioxide (TiO2), a bright white powder (more details about this discov-

ery can be found in [27], but the good tribute to him, written by A. Russell in

1955 [28] can be also relevant for historical purposes). Despite its abundance, one

might be tempted to think that its price would be low in an economy governed

by a quantity-price relation. However, the energy required to produce a titanium

sponge (the product in its purest form) is significantly more expensive than that

required during the production process for other metals, such as steel, for exam-

ple. One of the main methods of titanium production is named Kroll process,

which employs magnesium to free Ti from TiCl4 [25, p. 4], [29, 30]. Given the

high amount of energy required for its production, additive manufacturing repre-

sents an alternative way to avoid waste and therefore to better employ energetic
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resources.

Exactly like all transition metals, titanium has a closed-packed structure and

a small atomic radius and both characteristics result in higher density and higher

melting point than the other metals [31, p. 993]. Pure titanium has a hexago-

nal close-packed (HCP) crystal structure at room temperature, but at 882.5 °C

(1155.65 K, also known as β-transus temperature) it shows an allotropic trans-

formation and its structure becomes body-centred cubic (BCC). Whilst allotropy

is the generally a term employed to indicate the property of an element to ex-

ist in two or more different forms within the same phase (solid, liquid, or gas

states), it is here used to indicate that the titanium can exist in two or more

crystal structures, which denote the different solid phases. Conventionally, the

first phase, at room temperature, is referred as α-phase, whilst the second phase,

above the β-transus temperature, is usually called β-phase. From a mechanical

standpoint, a β titanium alloy has a higher yield strength (1150–1300 MPa, [32,

p. 205]) than its α counterpart (800–1000, MPa [32, p. 205]), despite having ap-

proximately the same mass density. A simple schematic diagram summarising

the crystal structure, the phase nomenclature, and yield stress for each phase is

given in Figure 2.3. Furthermore, the β-phase is in general more ductile than the

α-phase, because the β (BCC) has a greater number of possible slip systems if

compared with the α (HCP) [33, p. 87].

Main physical properties of pure titanium at room temperature are [34]: melt-

ing temperature Tm = 1665 °C, mass density ρ = 4.51 g cm−3, thermal conductiv-

ity λ = 17.03 Wm−1K−1, coefficient of linear thermal expansion α = 8.9× 10−6

K−1, Young’s modulus E = 110 GPa. Since the mechanical properties of pure ti-

tanium are affected by the oxygen and nitrogen content [35, 5:38] presence inside

the solid solution, it is better to define a range for its mechanical properties. In

particular, its Young’s modulus can be in the range 105–125 GPa, whilst its ten-

sile strength shows a great variability in the range of 270–740 GPa [35, 5:38]. One
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HCP if T ∈ [Tr, Tβ), α-phase; σy,α = 800–1000 MPa;

BCC if T ∈ [Tβ, Tm), β-phase; σy,β = 1150–1300 MPa.

Figure 2.3: Pure titanium crystal structure, phase nomenclature and typical values of the

yield stress for each single phase.

last interesting property is that titanium is a very reactive metal and immediately

after its surface is exposed to oxygen, a thin layer of oxide is formed and, for this

reason, titanium has an excellent corrosion resistance at room temperature [35,

5:38].

2.2.1 Titanium alloys

After the first discovery of titanium in 1790, its alloys processing have become

part of the modern industrial practice for more than 50 years now [36]. In the

late 1940s, their initial applications were in the aircraft industry [37, p. 265], and,

in particular, in the gas turbine engine, where is required a high ratio between

strength and weight [36]. Titanium, indeed, has more or less half of the density

of steel or nickel-base superalloys [36], while some titanium alloys show tensile

strength comparable to steel and some of them can reach extraordinary tensile

properties [37]. But these properties alone do not justify the enormous success of

titanium alloys. Indeed, nowadays several titanium alloys have found a variety

of applications also in the medical field (orthopaedics, dentistry, and vascular

surgery), to build joint replacement prostheses, for dental implants and cardio-

vascular stents, thanks to their high bio-compatibility (especially those with a

reduced content of aluminium [38]), durability and corrosion resistance to bodily

fluids [37, 39, 40, 41, 42]. In addition, they are successfully employed in oil, gas

and petroleum processing, architecture and even for daily life products, thanks to

its ability to be worked through different metallurgical processes [36], and among

these, there is the most recent metal additive manufacturing.

The most remarkable mechanical characteristic of a titanium alloy is the high
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strength-weight ratio and its good corrosion resistance [25] (better than high-

strength aluminium alloys [32, p. 206]), until its temperature is below 600 °C [32,

p. 206]. For these reasons and because they are able to retain their mechanical

properties at high temperature [32, p. 9], titanium alloys have undergone an

increase in demand predominantly in the aeronautical applications from about

the early 1950s. In particular, titanium alloys are frequently used in aerospace

to build parts that for which is required to occupy a minimum space, such as

landing gears and wing–fuselage connections [32, p. 9], but also for jet engine

parts, which need to operate at temperatures up to 500–600 °C [32, p. 202],

as shown in Figure 1.1. However, is not yet possible to use titanium alloys in

operating temperatures above 600 °C, such as those in the combustion chamber,

mainly because the mechanical properties of the material fall away significantly

and because there may occur oxidation [32, p. 202]. In the aerospace industry

titanium alloys find applications mainly in the colder side of the aircraft engine,

while for the hot turbine side are required BLISKs made of heat and corrosion

resistant super alloys, such as nickel-based superalloys (Figure 1.1).

Additive manufacturing and microstructure of Ti-6Al-4V

Among the wide range of titanium alloys, Ti-6Al-4V has been selected as one

the most versatile and promising and it is indeed the most widely used, the

standard titanium alloy [37, p. 221], [36, p. 8]. More recently, its processing has

been extended to new manufacturing technologies, including powder metallurgy

processes, like the more recent metal additive manufacturing.

According to the additive manufacturing nomenclature previously established,

the main process parameters for Ti-6Al-4V can be found in the literature pub-

lished and they are summarised in Table 2.1. The literature found is certainly

not exhaustive and some processes are better documented than others, because

their use in the production of Ti-6Al-4V parts seem to be more prominent. More-
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Figure 2.4: Typical microstructure of α + β titanium alloys: a) Widmanstätten; b) duplex

microstructure; c) basket-weave microstructure; d) equiaxed structure. Image

reproduced from [43, p. 5, fig. 1].

over, since there is still confusion in mentioning the process, the process name

reported is the one in accordance with that chosen by the author, despite the

fact that the same process can have different names. For this reason they should

be taken as general study reference, but the specific parameters for each building

scenario should be evaluated more specifically according to the design target and

information by the machine supplier.

Typical microstructures for Ti-6Al-4V under different processing conditions

are well represented in Figure 2.4. In Ti-6Al-4V parts fabricated by an additive

manufacturing technology or altered by welding, due to the high temperature

reached and the higher cooling rates, it can be observed the formation of a new

phase, referred as martensite, or martensitic α. Therefore, it is not currently

possible to understand the mechanical behaviour of such material in the final

component without considering the importance of this new phase.
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2.3 Martensitic transformation in Ti-6Al-4V

A metallographic phase resulting from rapid quenching in steel was called marten-

site in 1895 by Floris Osmond, as a tribute to the metallurgist Adolf Martens

(1850-1914) [82]. In titanium alloys, formation of new additional phases, which

appear formed by small elongated laths with a needle-like shape, under simi-

lar physical condition are observed and these are usually referred with the same

generic term of martensite. This choice of nomenclature is possibly responsible

for the belief that this phase is brittle even for titanium alloys, just as it is for

ferrous martensite, while, in fact, it seems that it is neither stronger nor more

brittle than the parent phase [83, 84]. Not only the idea that it is brittle has not

been clearly demonstrated, but, on the contrary, this misconception has been re-

cently dispelled in some studies [85], [86]. Nevertheless, the martensite formation

is associated with a higher dislocation density in the material and its bound-

aries consist of walls of dislocations [37, 87, p. 235]. The increase in dislocation

density associated with the quantity and morphology of martensite has been re-

cently integrated in a physics-based constitutive model for Ti-6Al-4V developed

by Galindo-Fernández et al. (2018) by using an equation previously found for

steel, and showing a good agreement with a set of experiments [88]. In the pres-

ence of martensite the initial dislocation density has been estimated to be two

orders of magnitude larger than that for Ti-6Al-4V wrought, leading to a higher

yield strength and reduced ductility [88]. Furthermore, fracture toughness of

an as-built Ti-6Al-4V component with martensitic structure is significantly lower

than the same wrought alloy with a lamellar microstructure, although the fracture

resistance can be improved with a post-process heat-treatment that breaks up the

martensite laths [21, p. 15]. This reduced ductility clearly contrasts with the de-

bunking of the idea that martensite is brittle, but its brittleness can perhaps be

explained as an indirect effect due to an increased interaction between martensite
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and dislocations, rather than attributing it only to the martensite. This aspect

appears as a good area for a further investigations and can potentially lead to a

better understanding of the martensite role in Ti-6Al-4V.

It is now possible to describe the necessary physical conditions for the for-

mation of martensite, focusing on Ti-6Al-4V. In particular, this study considers

only the thermodynamic formation process, ignoring the fact that the marten-

site formation can be also induced by plastic deformation [84]. The titanium

alloy Ti-6Al-4V is an α+ β alloy at room temperature, where the α-phase has a

hexagonal close packed (HCP) crystal structure and the β is body-centred cubic

(BCC). Whilst pure titanium is composed by only α-phase at room temperature,

the necessity of the additional β-phase emerges as a possibility to overcome the

limitation in strength as for a fully α alloy [37]. As the material is progressively

heated, at the temperature Tβ, called β-transus temperature, the titanium alloy

Ti-6Al-4V undergoes an allotropic transformation α + β → β. However, the

whole transformation is not instantaneous and it should be better regarded as

a continuous process, under a continuous heating condition. In this case, Tβ in-

dicates the temperature at which this process is considered fully completed. It

is usually assumed that this temperature, for Ti-6Al-4V, is Tβ = 980 °C, but

this value is also related to the varying chemistry of the alloy, so it can be in the

range of temperature within 977–1032 °C and it can be calculated as a function of

the amount of constituents [89]. By using the equation given in [89], considering

only the nominal aluminium and vanadium content and ignoring the other con-

stituents, the theoretical value obtained is Tβ = 887.50 °C, which is a little lower

than expected. Under further temperature increases, the material can reach the

melting point, which is Tm = 1668 °C for pure titanium [36] and in the range

Tm = 1599.85–1649.85 °C for Ti-6Al-4V [90]. As last condition under heating,

the material can evaporate if the temperature is above the boiling point, which

is Tb = 2859 °C for Ti-6Al-4V (for pure titanium is Tb = 3260 °C [36]) [91].
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The microstructural transformation called martensite transformation can be

summarised with the following oversimplified, for the purposes of explanation,

scheme:

α + β
heating−−−−→ β

cooling−−−−→ α + β + α′ + α′′ + · · ·+ αn, (2.1)

where n ∈ N, extending the convention given in [92]. The material, initially

composed by two phases, becomes fully β after heating, as ultimate and extreme

condition reaching Tβ, and then it again becomes α + β after cooling. However,

part of the β-phase transforms into martensite and, because of that, the former is

generally referred as parent phase. Here the martensite is so distinguished, again

in analogy with steel [87], into primary, secondary, tertiary and even quartic

martensite, depending on its size [84, pp. 9–10], [37]. This hierarchy is reflected

into the value assumed by the integer index n in the diagram (2.1). The smaller

length of major axis, reached by quartic martensite, can be below 1 µm, while its

minor axis can be less than 20 nm [87]. A summary of sizes for the martensite in

Ti-6Al-4V is given in Table 2.2. The two principal martensites denoted as α′ and

α′′ has, respectively, an HCP and an orthorhombic structure [92, p. 1] and the

second one is also softer than the former [84]. The most important martensite

is the α′ type and it appears like parallel-sided plates or laths [37, p. 235] and

this needle-like morphology inside the parent phase appears similar to an acicular

alpha [36, p. 16]. The size of a single α′ lath has been recently related to the

cooling rate by Villa et al. (2020) [93, 94] and this was previously indicated by

some scholars as one of the most important factors in its generation [37, p. 231],

and this approach has been followed more recently to study the martensite size

lath in electron beam welded Ti-6Al-4V plates [95].

In order to give a more accurate definition and avoid any confusion, a mathe-

matical description of the two main thermodynamic conditions for the formation

of α′ martensite in titanium alloys is presented below.

The two conditions leading to the formation of martensite are the cooling of
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Type of α′ Length of major axis Length of minor axis

Primary α′ Tens of microns or larger
(> 20 µm)

Several microns
(1–3 µm)

Secondary α′ A dozen microns
(10–20 µm)

Hundreds of nanometres
(100–900 nm)

Ternary α′ Several microns
(1–10 µm)

Tens of nanometres
(20–90 nm)

Quartic α′ Hundreds of nanometres or smaller
(< 1 µm)

Dozen nanometres or smaller
(< 20 nm)

Table 2.2: Summary of sizes for the martensite in Ti-6Al-4V. Data reproduced from [87, p.

312, tab. 2].

the material starting from a temperature which is above the martensite starting

temperature Tm,s and the successive cooling stage with cooling rate above the

martensite critical cooling rate Ṫc [21]. This means that if T (x, t) denotes the

temperature at the generic point x ∈ Ω and at the generic time t ≥ 0, assuming

that the cooling rate has a positive sign if there are heat losses, a point x belongs

to the martensitic phase if:

T (x, t) ≤ Tm,s, t > tc; (2.2a)

∂T/∂t > Ṫc, t > tc; (2.2b)

where tc is the cooling starting time. In this case, the physical conditions lead to

a Widmanstätten pattern [36] and the process by which the martensite is formed

is called diffusionless process [84], because the cooling process is so rapid that the

martensite does not have time to disgregate itself and so it remains trapped inside

the parent β-phase. On the other hand, if the cooling rate is below Ṫc there is

the so called diffusion-controlled nucleation of martensite [83]. This means that

if (2.2a) is satisfied, but the second one (2.2b) is replaced by

Ṫc,2 < ∂T/∂t < Ṫc, (2.3)

then there is a massive, but not complete, transformation into martensite, whereas
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if (2.2a) is satisfied, but the second one (2.2b) is replaced by

∂T/∂t < Ṫc,2, (2.4)

a gradually diffusion-controlled Widmanstätten α formation has been observed

and if the cooling rate is extremely slow the classical basket-wave Widmanstätten

morphology is formed [96]. The critical cooling rate for Ti-6Al-4V is Ṫc = 410

°C s−1, while Ṫc,2 = 20 °C s−1 as reported in [96]. The martensite starting tem-

perature, instead, is a function of the chemical composition of the alloy and it

has been proposed the following equation for its determination [97]:

Tm,s = c1 − c2wFe − c3wCr − c4wMo

− c5wV − c6wNb − c7wZr + c8wAl,
(2.5)

where wX is the amount of the generic alloying substance X, in wt%, and the

constants are c1 = 1156, c2 = 150, c3 = 96, c4 = 49, c5 = 37, c6 = 17, c7 = 17,

c8 = 7, c9 = 15. In case of Ti-6Al-4V, in absence of other constituents, other than

Al and V, this formula leads to 882.27 °C, but this value is quite high, because

Tm,s has been reported in the high range 575–800 °C for the same alloy, in a

more recent study [21]. The whole transformation process is considered concluded

when the material reaches the martensite finishing temperature, which is reported

to be Tm,f = 400 °C for the titanium alloy under investigation [98]. Further

temperature decrements below Tm,f do not affect the martensite formation.

Now, if the material is heated above the β-transus temperature and it is

partially melted, the α + β phases are transformed into β + ℓ, where ℓ indicates

the liquid phase and, again, if it is rapidly cooled, there is martensite formation.

The Diagram (2.1) can now be redrawn, taking into account the considerations

carried out until now:

α + β β + ℓ α + β + α′T>Tβ |∂T/∂t|>Ṫc

|∂T/∂t|<Ṫc,2 T>Tβ

. (2.6)
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2.3.1 Volume fraction of martensite

As seen in the previous paragraph, if the cooling rate is above the critical value Ṫc,

then there is a diffusionless formation of martensite. The volume fraction of the

martensite associated with this process was firstly described in carbon steel by

the Koistinen-Marburger [99] equation and since then it was widely employed in

several studies. It has more recently been introduced to describe also the volume

fraction of the primary martensite in titanium alloys, under the form [100, 101,

102]:

Vα′(t) = Vβ [1− exp(−χ(Tm,s − T (t)))] , (2.7)

where Vβ is the volume fraction of the β-phase available for martensitic trans-

formation and χ ∈ R is a coefficient. It has to be noted that the parameter

χ not only regulates the final amount of martensite at the end of the cooling

process, but it also controls its amount during the temperature decrease. Fur-

thermore, the time-dependency is being introduced in this Equation (2.7) for the

first time in this study. Assuming that all the β-phase is available for the phase

transformation, the former can be described by referring to the phase diagram as

Vβ(T ) = Vβ,i +∆Vβ(T ), (2.8)

where Vβ,i is the initial volume fraction of the beta phase at room temperature

and its increment ∆Vβ is a function of temperature [103, p. 312]:

∆Vβ(T ) =


0, T < Tβ,s;

(T/Tβ)
10, Tβ,s < T < Tβ;

(T/Tβ)
10 − Vβ,i, T > Tβ.

(2.9)

In this last formula we assume that the β transformation starts at Tβ,s and it is

fully completed at Tβ. This piecewise function describing the prediction of the β

volume fraction evolution with temperature is shown in Figure 2.5.
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With regard to the χ parameter, scholars have adopted different values de-

pending on the production process. The value χ = 0.003 was estimated for Ti-

6Al-4V [100] (laser forming) and [101] (laser metal deposition), whereas others

proposed χ = 0.005 [102] (additive manufacturing).

2.3.2 Martensite dissolution through heat treatment

A martensitic structure, as previously mentioned, is sometimes associated with

a negative impact in terms of mechanical performance of the components. This

is represented in a summary of the mechanical properties, deformation localisa-

tion, and damage associated with the martensitic structure in Ti-6Al-4V, given

in Figure 2.6. Since the martensite is generally considered detrimental with re-

spect to some mechanical properties, some post-processing strategies have been

designed in order to improve the tensile behaviour of Ti-6Al-4V [106]. Most of

the post-heat treatments are in the solid solution temperature region, which is

defined as the temperature region between the dissolution temperature Td ≈ 700

°C and the β-transus temperature [106]. The former is the temperature at which

an exponential dissolution α′ → β starts, and it can be observed that it is al-

most equivalent to Tm,s. In Figure 2.8a is illustrated the hierarchical structure

of the martensite and its dissolution after heat treatments. For Ti-6Al-4V parts

built with laser powder-bed fusion, a partial decomposition has been observed

for temperatures in the range 670–800 °C [21]. Sometimes a further dissolution

of martensite is still desirable, so what is commonly suggested is a second heat

treatment, in order to achieve the fragmentation of the bigger α′-martensite laths,

which is a process that break them into smaller pieces, through cuts almost per-

pendicular to their larger length, as shown in Figure 2.8b. The disadvantage of

these treatments is their energy consumption, as they usually require to heat the

material at medium-high temperatures for hours. More specifically, martensite is

partially decomposed for temperatures in the range 670-800 for two hours, and a
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Figure 2.6: Mechanical properties, deformation localization, and damage associated with the

martensitic structure in Ti-6Al-4V. Image reproduced from [105, p. 7, fig. 10].

full decomposition in the range 800–1050 °C for two hours [21].

An indirect effect of martensite dissolution obtained through a heat treatment

is the reduction of dislocation density, as illustrated in Figure 2.7, because it

is directly proportional to the thickness of the martensite laths, which usually

increases during heat treatments [107].

2.4 Constitutive description of plasticity for

Ti-6Al-4V

In the context of continuum mechanics, a constitutive model is a mathematical

law that permits to relate the deformations to the stresses. As remarked in [109,

p. 1161], constitutive laws can be distinguished into two categories: phenomeno-

logical constitutive models and physics-based models. Whilst the former tries to

describe the behaviour of the material in an empirical way, the latter mainly relies

on an understanding of the operating deformation mechanisms and their relation

to the material microstructure. Although the implementation of phenomenologi-

cal models is fairly simple and fast, physics-based models are preferable because
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Figure 2.7: Values of initial dislocation density in Ti-6Al-4V. The references are the following:

ref. 1 = [108], ref. 2 = [88].

they provide more accurate estimates.

Among all physical properties that can be included inside a physics-based

model, the main ones are certainly the grain size and the dislocation density.

However, one of the main phenomenological constitutive models widely used in

mechanics of the materials is the Johnson-Cook model [110], thanks to its sim-

plicity of implementation. Therefore, some constitutive models used the Johnson-

Cook model as a starting point, trying to integrate it with some additional pa-

rameters, sometimes referring to physical variables. Finally, the most advanced

constitutive models are able to take into account more complicated microstruc-

ture developments, such as texture evolution, recrystallisation, or grain growth

[111].

Since deformation in metals during thermo-mechanical processing is not uni-

form, but occurs by forming slip bands, this led to the concept of crystallinity

during the beginning of the 20th century, a theoretical development which was
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(a) Martensite hierarchical structure (a) and its progressive decomposition during low and medium heat treat-

ment (b, c) in the solid solution temperature region. Image reproduced from [106, p. 11, fig. 6].

(b) Martensite decomposition obtained with a heat treatment, which breaks the α′ lamellae into smaller pieces.

Image reproduced from [106, p. 13, fig. 8].

Figure 2.8: Hierarchical structure of the martensite in Ti-6Al-4V and its dissolution obtained

with a heat treatment.

also facilitated by the introduction of the X-ray diffraction technique [114]. How-

ever, while the atoms are arranged in specific and regular crystal structures, the

earlier physical observations shown that there can exist defects of those arrange-

ments and they were called dislocations [115]. The concept of dislocations had

been doubted by numerous scholars until around 1950, but confirmation of their

existence finally came with the introduction of transmission electron microscopy

(TEM) [114]. Moreover, what was most surprising was that dislocations are not

fixed in space and time, but as the material deforms, they can even move within

the whole crystal structure. An example of the atoms arrangements in the space

can be observed in Figure 2.9a, whilst the dislocation motion is shown in Figure
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(a) The highest resolution atomic image ever cap-

tured, recently appeared in the scientific liter-

ature, is a good example of how matter is ap-

parently perfectly ordered. Image reproduced

from [112, p. 2, fig. 1D].

(b) Changes in the arrangement of atoms – usually

called dislocations – and their movement, as shown

in this picture of Ti-6Al-4V, captured at different in-

stants of time. Image reproduced from [113, p. 6287,

fig. 4].

Figure 2.9: Whilst the matter shows a nearly perfect arrangement of atoms, defects exist and

they are not fixed, but can also move.

2.9b, where the dashed line represents a fixed position in the space. The mag-

nitude and the direction of the lattice distortion is given by the definition of a

dislocation-displacement vector, the Burgers vector [115]. If C ⊂ Ω denotes the

closed curve forming a loop around the dislocation within the domain of interest

Ω ⊂ R3, also called as Burgers circuit, and u : Ω → R3 the elastic displacement

vector field, then the Burgers vector b ∈ R3 is given by a line integral of the

elastic displacement field u : Ω → R3 around the dislocation [115]:

b =

∮
C

∂u

∂l
dl, (2.10)

where with dl is indicated the length of an infinitesimal portion of the curve length

l. Burgers vector is a measure of the lattice distortion due to the dislocation

enclosed by the loop and usually this measure is also expressed by its magnitude

|b| ∈ R, which can appear in the mathematical expressions of some physics-based

constitutive models. For the alloy Ti-6Al-4V, this magnitude was estimated to

be around 2.9× 10−10 m [88].
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2.4.1 Fundamentals of the theory of plasticity

Every material response to applied loads can be ideally distinguished into an

elastic response and a plastic response. The material is called elastic if it returns

to its original shape after the stress that had caused the deformation is no longer

applied. It is defined plastic if exhibits, after an initial elastic stage and for

loads greater than those which generated an elastic response, a non-reversible

and permanent deformation.

Mathematical description of a deformation process

Let be Ω ⊂ R3 an open connected set, which describes the reference or unde-

formed configuration of a solid body and let be Ω∗ ⊂ R3 the configuration of

the same solid body at the end of a deformation process. This last configuration

is usually called current or deformed configuration [116]. For historical reasons,

when a quantity describing the process from Ω to Ω∗ is referred to the reference

or undeformed configuration, then it is usually called Lagrangian (or material)

description, while if it is referred to the current or deformed configuration it is

called Eulerian (or spatial).

Let be X ∈ Ω two arbitrary points in the two distinct domains. The deforma-

tion process can be entirely described when it is known the relationship between

all points belonging to both configurations, according to

x = x(X, t), (2.11)

where the variable t ∈ R is the time. It is implicitly assumed here that the

deformation process takes place in time and so it is known this relationship in

every configuration and for any time.

Assuming that for any fixed instant of time x ∈ Cn(Ω∗,R3) and X ∈ Cn(Ω,R3),

where Cn(Ω,R3) is the space of every continuously differentiable n-dimensional

vector fields on Ω, the deformation gradient F = ∇x and its inverse F−1 are
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defined by the equations

F (X, t) =
∂x

∂X
, F−1(x, t) =

∂X

∂x
. (2.12)

The latter tensor can be introduced only if the Jacobian of the transformation is

different from zero [116]:

J(X, t) ̸= 0, J(X, t) = det(F (X, t)). (2.13)

The deformation gradient tensor is called two-point tensor, because it related two

points, one in the undeformed and one in the deformed configuration.

The deformation process can be also described by the displacement field

u : Ω × T → Ω∗ × T , where T = [t, t + ∆t], with t,∆t ∈ R. The displacement

is therefore defined as u(X) = x(X)−X in the reference configuration. Rewrit-

ing x(X) = X + u(X), the displacement gradient is related to the deformation

gradient by the equation

F = ∇x =
∂

∂X
(X + u(X)) = I +

∂u

∂X
, (2.14)

where I is the identity tensor. From Equation (2.14) is possible to introduce the

right Cauchy-Green deformation tensor

C = F TF, (2.15)

from which follows the Cauchy strain tensor (or Green-Lagrangian strain tensor):

E =
1

2
(C − I). (2.16)

If x = (x1, x2, x3) is the Cartesian coordinate system in the undeformed configu-

ration and u = (u1, u2, u3) the displacement field in the same configuration for a

fixed instant of time, the components of the Green-Lagrange strain tensor are:

E11 =
∂u1

∂x1

+
1

2

[(
∂u1

∂x1

)2

+

(
∂u2

∂x1

)2

+

(
∂u3

∂x1

)2
]
; (2.17a)
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E22 =
∂u2

∂x2

+
1

2

[(
∂u1

∂x2

)2

+

(
∂u2

∂x2

)2

+

(
∂u3

∂x2

)2
]
; (2.17b)

E33 =
∂u3

∂x3

+
1

2

[(
∂u1

∂x3

)2

+

(
∂u2

∂x3

)2

+

(
∂u3

∂x3

)2
]
; (2.17c)

E12 =
1

2

(
∂u2

∂x1

+
∂u1

∂x2

+
∂u1

∂x1

∂u1

∂x2

+
∂u2

∂x1

∂u2

∂x2

+
∂u3

∂x1

∂u3

∂x2

)
; (2.17d)

E13 =
1

2

(
∂u3

∂x1

+
∂u1

∂x3

+
∂u1

∂x1

∂u1

∂x3

+
∂u2

∂x1

∂u2

∂x3

+
∂u3

∂x1

∂u3

∂x3

)
; (2.17e)

E23 =
1

2

(
∂u3

∂x2

+
∂u2

∂x3

+
∂u1

∂x2

∂u1

∂x3

+
∂u2

∂x2

∂u2

∂x3

+
∂u3

∂x2

∂u3

∂x3

)
. (2.17f)

The same tensor can be written in terms of displacement field, in compact nota-

tion, as

E(u) =
1

2

(
∇u+ (∇u)T +∇u(∇u)T

)
. (2.18)

If the displacement gradient is small, the deformation field can be simplified and

the second order quantities can be ignored, so it will be linear respect with the

gradient of the displacement field. The theory developed from this assumption

goes under the name of small displacement theory, as opposed to the large dis-

placement theory. The small deformation tensor is therefore

e(u) =
1

2

(
∇u+ (∇u)T

)
, (2.19)

which in the same Cartesian coordinate system is expressed by:

e(u) =
1

2



2
∂u1

∂x1

∂u1

∂x2

+
∂u2

∂x1

∂u1

∂x3

+
∂u3

∂x1

∂u2

∂x1

+
∂u1

∂x2

2
∂u2

∂x2

∂u2

∂x3

+
∂u3

∂x2

∂u3

∂x1

+
∂u1

∂x3

∂u3

∂x2

+
∂u2

∂x3

2
∂u3

∂x3


. (2.20)

Boundary value problem in mechanics

Once the quantities have been defined is now possible to introduce the standard

boundary-value problem in mechanics. Given a solid body in the undeformed
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configuration, find u and σ such that they equal the prescribed body forces p ∈ R3

and the prescribed tractions on the boundary ∂Ω [117, 116]. Solving a boundary-

value problem in mechanics requires to find the displacement field u.

Plasticity according to von Mises

The stress tensor can be splitted into the hydrostatic and deviatoric tensor and

the invariants of the deviatoric stress tensor are calculated as follows [116, pp. 11–

12]:

J1 = tr(σ); (2.21a)

J2 =
1

2

[
(tr(σ))2 − (tr(σ2))

]
; (2.21b)

J3 = det(σ); (2.21c)

where tr(σ) is the trace operator acting on the stress tensor. The von Mises yield

criterion states that a stress tensor is elastic if

J2 < k2, (2.22)

where k > 0 is a material constant. On the other hand, the condition

J2 = k2 (2.23)

defines the yield surface. The representation of two different criteria for yielding

are shown in Figure 2.10.

2.4.2 Crystal structure and deformation twinning in

Ti-6Al-4V

Most of the deformation in metals is due to the shear and it occurs along shear

planes, as it was found after the discovery of crystallinity of metals. Therefore,

when describing the plasticity for metal-working processes, the most important
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(a) (b)

Figure 2.10: Representation of the von Mises and Tresca yield volumes in (a) and yield sur-

faces in biaxial stress space (b). Images adapted respectively from [116, p. 63,

fig. 3.9] and [116, p. 63, fig. 3.10].

variable is the shear strain-rate γ̇, and so the constitutive models can be expressed

as γ̇ = f(τ, T, Si, Pj), where τ is the shear stress, T is the temperature, Si is the

i-th state variable describing the microstructure, and Pj is the j-th material

property [118, pp. 2–3].

Deformation of metal crystals

One of the most important advancement in material science was the understand-

ing that several properties of a metal depend on crystal orientation. Whilst tensile

test is the most common mechanical test, this is not suitable to describe a defor-

mation process as that of crystals, because this is mainly due to shear. Since the

tensile test is still more convenient and practical to perform with respect to shear

test, this was one of the main reasons that led to the concept of resolved shear

stress, where the value of the tensile yield stress σy is corrected to determine its

value along the crystallographic plane. This correction is usually performed with

Schmid’s law [119]:

τ = σy sinχ cosλ, (2.24)
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Figure 2.11: Illustration of Schmid’s law and deformation mechanism of a crystal under uni-

axial tensile test. It is shown in grey the slip plane, along which the deformation

occurs. The crystal, constrained at the base, it loaded along the x axis and after

and after the plastic deformation its original length l0 becomes l. Concept image

inspired by [119, p. 17, fig. 2.9].

where χ ∈ [−π, π) is the angle between the tensile axis and the slip plane and λ ∈
[−π, π) is the angle between the tensile axis and the slip direction, as represented

in Figure 2.11.

The great advantage in using the corrected value obtained with Equation

(2.24) is that whilst the tensile stress varies with the orientation of the crystal,

the shear value obtained along the slip plane is constant for a single metal. This

value is usually indicated with τ0 and is called critical resolved shear stress and

it indicates the values above which the crystal starts deforming plastically [119].

Deformation twinning and martensite formation

A demonstration that five independent slip systems are required to plastically

deform a crystal by slip has been provided in 1928 by von Mises [115, p. 293].

However, some crystals have only a few slip systems and therefore twinning is a

deformation mechanism that can provide a further mechanism for reaching the

five [115, p. 811]. In a HCP crystal structure (α phase in Ti-6Al-4V), plastic de-
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Figure 2.12: Diagram of HCP crystal slip systems, as those in α phase in Ti-6Al-4V. Image

reproduced from [121, p. 19, fig. 1].

formation occurs along the prismatic plane and the basal plane, as represented in

Figure 2.12. Therefore, alongside these mechanism, two pyramidal mechanisms

are also well reported in the literature [120]. This <c+ a> second order pyrami-

dal mechanism has been identified as responsible for the formation of martensite

in Ti-6Al-4V, through some observations with transmission electron microscopy

(TEM) [120]. Using the Miller-Bravais notation for an hexagonal crystal, it gen-

erally occurs along the (1012) direction and it is attributed to a pole mechanism

[115, 87], However, during high strain rate deformation both (1012) and (1121)

directions have been observed [120].

41



Chapter 2: Literature review

Figure 2.13: Critical resolved shear stress of α-Ti varying with temperature for <a> pris-

matic, <a> basal, and <c+a> pyramidal slips. Image reproduced from [122, p.

35, fig. 1].

2.4.3 Investigation and analysis of constitutive models

In this section some phenomenological and physics-based plasticity constitutive

models for Ti-6Al-4V published in the literature are investigated. Table 2.3 pro-

vides a summary and a comparison between some of their main features, focusing

also on their range of applicability. The list of constitutive models here presented

is far from exhaustive, because new and more refined models are constantly pub-

lished in the literature. Therefore, it should be read as a selection and introduc-

tion to possible candidate models capable of representing material plasticity for

Ti-6Al-4V during the high-temperature numerical simulations developed later in

this work.

Chen et al., 2015

In the work done by Chen et al. [123] four different phenomenological models are

described and validated with experiments: the Johnson-Cook (JC), the modified

Johnson-Cook (JCM), the Khan-Huang-Liang (KHL) and the modified Khan-
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Huang-Liang (KHLM). The original Johnson-Cook model has been introduced in

1983 [110], whilst the Khan-Huang-Liang model has been presented for the first

time in 1999 [124]. The modified Johnson-Cook model is defined as the following:

σ(ϵ, ϵ̇, T ) = [A+Bϵnh(T )]

[
1 + C log

(
ϵ̇

ϵ̇0

)][
1−

(
T − Tr

Tm − Tr

)m]
, (2.25)

where

h(T ) =

(
T0 − T/2

T0

)n2

(2.26)

is an additional function, and the dimensional and adimensional positive, real

constants A (MPa), B (MPa), n, C, m, T0 (°C) have been found by the authors

by using an optimisation algorithm. Instead, the modified Khan-Huang-Liang

model is represented as:

σ(ϵ, ϵ̇, T ) =

[
A+B

(
1− log ϵ̇

logD0

)n1

ϵn0h(T )

](
ϵ̇

ϵ̇0

)C(
Tm − T

Tm − Tr

)m

. (2.27)

In this case, the positive, real constants are A (MPa), B (MPa), n1, n0, C,

m, n2, T0 (°C), so this second model introduces two additional constants and

their values are given in Table 2.4. Other two constants used in the models

are Tm and Tr, respectively the melting temperature and the reference ambient

temperature. Additionally, there is the reference strain rate ϵ̇0, which is set equal

to the unity. In both models, it can be observed that the additional term h(T ) has

been included in the equations (shown in Figure 2.14), in order to better describe

the temperature work hardening, which decreases with temperature increasing.

However, it should be noted that as the temperature T approaches to 2T0, this

term vanishes and this makes the stress constant and independent from the strain

ϵ, namely:

h(2T0) = 0 ⇒ ∀ϵ, σ(ϵ) = K, K ∈ R. (2.28)

Therefore, the limitation

T < 2T0 (2.29)
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Figure 2.14: The additional functions varying with the temperature in the two modified mod-

els, calculated with the parameters T0 and n2 given in Table 2.4 and 2.5.

A (MPa) B (MPa) n C m n2 T0 (°C)

JC 831.355 857.932 0.302 0.015 0.724 – –

JCM 789.566 911.446 0.306 0.012 0.952 0.349 462.314

Table 2.4: Optimised parameters for the Johnson-Cook (JC) and the modified Johnson-Cook

model (JCM). Values reproduced from [123], tab. 2 and tab. 3, respectively on p.

605 and p. 606.

becomes intrinsic in both the modified models. This means that the temperature

must be restricted to:

T ≲

924.63 °C, JCM;

912.91 °C, KHLM.

(2.30)

Some plots of the resulting flow stress according to Chen et al. (2015) are given

in Figures 2.15 and 2.16.

This model is a clear example of how some phenomenological models can be

easily adapted to take into account additional material properties, as the temper-
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A (MPa) B (MPa) n1 n0 C m n2 T0 (°C)

KHL 878.452 874.778 0 0.315 0.012 1.417 – –

KHLM 872.791 906.428 0.012 0.327 0.011 1.211 0.214 456.453

Table 2.5: Optimised parameters for the Khan-Huang-Liang (KHL) and the modified Khan-

Huang-Liang (KHLM) model. Values reproduced from [123], tab. 4 and tab. 5,

respectively on p. 606 and p. 607.
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Figure 2.15: Comparison of the flow stress prediction between the four models at two different

temperatures and at strain rate ϵ̇ = 0.001 s−1 given in Chen et al. (2015).
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Figure 2.16: Comparison of the flow stress prediction between the four models at two different

temperatures and at strain rate ϵ̇ = 10.0 s−1 given in Chen et al. (2015).

ature influence on the strain, in this case, represented through the introduction of

h(T ) in Equation (2.26). However, it is also an example of how the possibility to

overcome a limitation can sometimes lead to other limitations, as the conditions

expressed by Equation (2.30).

Nemat-Nasser et al., 2001

Nemat-Nasser et al. performed some experiments on the Ti-6Al-4V alloy with

different microstructures, finding that the initial microstructure affects only the

athermal activated part of the stress [125], independently of the type of mi-

crostructure. The new constitutive model so formulated is governed by the equa-

tion:

σ(ϵ, ϵ̇, T ) = σ0
aϵ

n + σ0f(ϵ, T )

{
1−

[
kT

G0

(
log

ϵ̇f(ϵ, T )

ϵ̇0

)]}
, (2.31)

where σ0
a ∈ R, n and σ0 ∈ R are constants and depend on the different processing

techniques of the alloy. In this last Equation (2.31) both the strain rate and the
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Figure 2.17: Flow stress prediction according to Nemat-Nasser et al. (2001) for Ti-6Al-4V,

at different temperatures and at strain rate ϵ̇ = 0.001 s−1.

stress σ0 are multiplied by the formula

f(ϵ, T ) = 1 + a0ϵ

[
1−

(
T

Tm

)2
]
, (2.32)

where the temperature is history-dependent, namely it depends on the stress-state

developed before the current strain value:

T = T0 +∆T ; (2.33a)

∆T =

∫ ϵ

0

σ(ϵ)

cCv(T )
dϵ; (2.33b)

Cv(T ) = c1 exp(T/c2). (2.33c)

In Table 2.6 the model parameters are reported and some flow stress predic-

tions are plotted in Figure 2.17. Even if this model recognises the importance of

the microstructure, this model also introduces a corrective factor, using a con-

ceptually similar approach to that used by Chen et al. (2015), described in the
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σ0
a (MPa) n σ0 (MPa) k/G0 (K−1) ϵ̇0 (s−1) a0 Tm (K) c1 c2 (K)

685 0.05 1560 6.2× 10−5 1.32× 1010 2.4 1933 0.56 2000

Table 2.6: Nemat-Nasser et al. (2001) parameters model for commercial Ti-6Al-4V. Parame-

ters for other process conditions can be found in [125, p. 437, tab. 2].

previous paragraph. Its main peculiarity is the strain history dependency that

affects the thermal-activated component of the flow stress, introduced through

Equations (2.32) and (2.33).

Picu-Majorell, 2001

The idea behind this physics-based model is that the flow stress term can be

decomposed into a thermal and an athermal component, as in Nemat-Nasser et

al. (2001) [125]. Moreover, at the same time the idea was also to preserve the

different behaviours between the α and β-phase [126, 103]. The flow stress is

then expressed with a modified rule of mixtures, accounting for α and β-phase

content at different temperatures:

σ(ϵ, ϵ̇, T ) = [1− Cβ(T )]
w (σ∗

α + σµα) + [Cβ(T )]
w σµβ. (2.34)

The thermally activated stress for the α phase is given by:

σ∗
α(ϵ̇, T ) = σ∗

Oeq(ϵ̇, T ) + σ∗
Al(ϵ̇, T ), (2.35)

where

σ∗
Oeq(ϵ̇, T ) = Cα,Oeq

[
1−

(
kT

∆GOeq(T )
log10

107

ϵ̇

)1/2.7
]1/0.7

, (2.36a)

σ∗
Al(ϵ̇, T ) = Cα,Al

[
1−

(
kT

∆GAl(T )
log10

107

ϵ̇

)1/2.7
]1/0.7

. (2.36b)

On the other hand, the athermal component of the stress, for the α phase is given

by

σµα = ζµ(T )|b|√ρ+ κD−1/2, (2.37)
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Figure 2.18: Flow stress prediction according to Picu-Majorell (2001) for Ti-6Al-4V, at dif-

ferent temperatures and at strain rate ϵ̇ = 0.01 s−1.

where ζ, κ ∈ R are parameters, |b| ∈ R is the magnitude of the Burgers vector,

D ∈ R is the grain size and ρ ∈ R is the dislocation density, which is the

only deformation-dependent parameter and it follows the Mecking-Kocks (1981)

formulation [127]. Some flow stress prediction according to Picu-Majorell (2001)

are represented in Figure 2.18.

The main contribution of this model is the recognised necessity to evaluate

the mechanical behaviour of the material independently of the additional chem-

istry of the alloys, through the notion of equivalent concentrations of oxygen and

aluminium effect on the stresses σ∗
Oeq and σ∗

Al.

Mulyadi et al., 2007

As seen in the previous paragraphs, the titanium alloy Ti-6Al-4V is a dual phase

α+β alloy at room temperature, but during some manufacturing processes, it can

reach temperatures where the phase transformation α+β → β starts. Therefore,
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Qα (J mol−1) m (-) Kα (-) λ0,α (-) qα (-) aα (-) bα (-)

394000 0.218 0.0705 1.49 −0.0180 1.31 53.5

Qβ (J mol−1) m (-) Kβ (-) λ0,β (-) qβ (-) aβ (-) bβ (-)

115000 0.259 5.30 0.840 0.001 3.79 110

Table 2.7: Mulyadi et al. (2007) model parameters for each phase of Ti-6Al-4V.

Mulyadi et al. proposed the idea to study independently the flow stress of each

phase and then build a final model in which the flow stress is determined by the

amount of each phase at a given temperature [128, 129]. The general concept

behind this model framework was also used in other works, as, for example, the

flow stress description in a nickel superalloy, where it is expressed as deriving

from a balance between hardening and softening mechanisms [130].

In this model, the flow stress evolves with strain, for each phase, according to

the following differential equation:

∂σ

∂ϵ
= β(σt − σ), (2.38)

so the flow stress obtained by solving this last equation is

σ(ϵ, ϵ̇, T ) = σt [1− exp(−βϵ)] . (2.39)

In this last Equation (2.39), σt = KλnZm, where the scaling constant K ∈ R and

the coefficients n ∈ R and m ∈ R are given in Table 2.7. The parameter λ also

evolves during the deformation according to the following set of equations:

∂λ

∂ϵ
= a(λss − λ); (2.40a)

λss = λ0Z
q; (2.40b)

Z(ϵ̇, T ) = ϵ̇ exp(Q/RT ). (2.40c)

The two-phases material flow stress is then given by

σ(ϵ, ϵ̇, T ) = Vασα + Vβσβ, (2.41)
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C (-) Q (J mol−1) λ0 (-) q (-) a (-)

1.08 142000 1.19 −0.06 3.39

Table 2.8: Mulyadi et al. (2007) model parameters for the combined phases alloy.

where Vβ ∈ [0, 1] is calculated as:

Vβ(T ) = c1T
2 − c2T + c3, (2.42)

with the constants c1 = 1.26 × 10−5, c2 = 2.598 × 10−2, c3 = 13.583 and Vα =

1−Vβ. However, since there is an interaction between the two phases, the authors

decided to model the final behaviour by rewriting Equation (2.41) as:

σ(ϵ, ϵ̇, T ) = Cλ(Vασα + Vβσβ), (2.43)

where the scaling constant C ∈ R is given in Table 2.8 along with the values to

calculate λ ∈ R, which is determined, again, by using Equations (2.40).

It should be noted that the article was written to summarise the work in a

doctoral thesis, and the constants given in Table 2.8 are slightly different from the

previous work. In the thesis work [128], indeed, they are defined more accurately

as ranges of numbers, obtained by some numerical calibration procedures.

The main contribution of this study is the description of the deformation

process of Ti-6Al-4V at high temperature as a series of evolution laws in the

form of first order differential equations, but the most relevant microstructural

informations are lacking.

Wang-Li, 2018

Additive manufacturing permits the operator to build lightweight structures, in-

cluding complex lattice structures. However, in order to evaluate the mechanical

performance for micro-lattice structures made by Ti-6Al-4V and built with se-

lective laser melting, some authors [131] proposed and tested with experiments a

new constitutive model, based on the Johnson-Cook model:
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Figure 2.19: Mulyadi et al. (2007) flow stress prediction of single phases and combined model

(black solid line) for T = 925 °C and ϵ̇ = 0.03 s−1.

σ(ϵ, ϵ̇, T ) = (A+Bϵn)(1 + C log ϵ̇∗)(1− (T ∗)m), (2.44)

where:

ϵ̇∗ =
ϵ̇

ϵ̇r
, T ∗ =

T − Tr

Tm − Tr

. (2.45)

This model has been coupled with the equivalent plastic strain at fracture:

ϵf (ϵ̇, T ) = D1 +D2 exp(D3σ
∗)(1−D4 log ϵ̇)(1−D5T ). (2.46)

This last formula introduces a stress triaxiality factor dependent on the size of

the struts cross-section:

σ∗ =
1

3
+ log

(
1 +

a0
2R

)
, (2.47)

where a0 = De/2 and R = (DF −De)/4 are, respectively, the original specimen

radius at the notch centre and the notch radius, defined as functions of the Feret

diameter DF ∈ R and the equivalent diameter De ∈ R. These two parameters
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A (MPa) B (MPa) n D1 D2 D3

997 746 0.325 0.005 0.43 −0.48

Table 2.9: Wang-Li (2018) model parameters (table adapted from [131, p. 22]).

are related by the following formula:

De = DF

√
1− exp(−kDF ), (2.48)

where k = 0.0023 µm−1. Since the uniaxial tension tests have been performed at

constant strain rate (ϵ̇ = 0.001 s−1, which is quasi-static) and constant tempera-

ture, the Equations (2.44) and (2.46) simplify as:

σ = A+Bϵn, ϵf = D1 +D2 exp(D3σ
∗); (2.49)

where the constant parameters are given in Table 2.9.

This constitutive model was successfully applied for evaluating micro-lattice

structures, which was the scope for which it was designed. However, having a

constitutive model only applicable in a small range of conditions does not permit

its applicability outside of them.

Liović et al., 2021

The constitutive model recently developed by Liović et al. [132] is based on the

earlier Ramberg-Osgood model [133], but it is adapted for the material processed

under selective laser melting and its aim is modelling the monotonic and cyclic

elasto-plastic behaviour. However, the model presented does not take into account

the strain-rate and temperature effect. The constitutive equation developed by

Ramberg and Osgood describes the deformation in terms of true stress and it

is splitted into two parts: an elastic term and a plastic term. The constitutive

model is therefore given in the following form, expressing the deformations as

function of the strains:

ϵ(σ) = ϵe(σ) + ϵp(σ) =
σ

E
+
( σ

K

)1/n

, (2.50)
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where E is the Young’s modulus (MPa) and K ∈ R (MPa) and n ∈ R are

constants to be calibrated for the specific material, such that they completely

describe the hardening behaviour of the material. The author found that the

behaviour depends on the orientation of the specimen fabricated with SLM, as it

can be viewed in Figure 2.20. If it is loaded vertically it is indeed more resistant,

because the elongated β grains formed after the cooling process in additive man-

ufacturing are loaded along their longer axis [132] (this grain structure is visible

in Figure 2.38). Therefore, calling Kv, nv ∈ R, and Kh, nh ∈ R, respectively, the

parameters for the vertical and horizontal loading condition, the authors found

that they are: Kv = 1400 MPa, nv = 0.036, and Kh = 1480 MPa, nh = 0.034. A

plot of the flow stress prediction, according to the direction of the load, is given

in Figure 2.20.
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Figure 2.20: Liović et al. (2021) flow stress prediction for Ti-6Al-4V fabricated by selective

laser melting, according to different loading directions (here vertical indicates a

specimen loaded along the building direction, while horizontal means perpen-

dicular to it).
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Galindo-Fernández et al., 2018

Although most constitutive models for Ti-6Al-4V do not take explicitly into ac-

count the microstructure of the starting material, a more recent physics-based

model for this alloy developed by Galindo-Fernández et al. [88] is able to relate

the flow stress with different microstructural features, including the martensite.

Additionally, this model is able to describe the stress state of the material, ac-

cording to different manufacturing methods and it is also able to predict with

sufficient accuracy the stress state for a component of the alloy produced by ad-

ditively manufacturing, for a wide strain-rate and temperature range. In this

model, as in the one developed by Picu-Majorell (2001), the dislocation den-

sity evolution during the deformation process follows the classical Mecking-Kocks

(1981) formulation [127]. According to this theory, the plastic behaviour can be

represented as σ = σ(ρ, ϵ̇, T ), whereby an infinitesimal variation of the dislocation

density ρ during the deformation process is equal to an evolution law E

dρ

dϵ
= E(ρ), (2.51)

assuming that the dislocations structure evolves with strain and depends only

on the dislocation density ρ. The dislocation evolution is usually described as a

process that takes place over time, given by a competition between the generation

and annihilation of dislocations, usually described by a rate equation, calculated

respect to the deformation, such that there is a balance between created and

annihilated dislocations at every time t:

ρ̇(t) = ρ̇+(t) + ρ̇−(t). (2.52)

The dislocation density evolution is then described as dependent on the deforma-

tion stage according to the differential equation

dρ

dϵ
=

k1
|b|

√
ρ− fρ, (2.53)
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which has the solution:

ρ(ϵ) =

[(
k1
|b|f −

(
k1
|b|f −√

ρ0

))
exp

(
−1

2
fϵ

)]2
, (2.54)

where k1 ∈ R is the dislocation generation coefficient, f ∈ R is the recovery

coefficient, |b| ∈ R is the magnitude of the Burgers vector. The dislocation

density evolution so obtained is then incorporated into the flow stress rule through

Taylor’s equation:

σ = σy + 0.3Mµ|b|√ρ, (2.55)

where M ∈ R is the Taylor’s factor (M ≈ 3), µ ∈ R is the shear modulus, and σy

is the yield stress, calculated taking into account the Hall-Petch formula and the

different phase strengths. Ignoring some intermediate steps, the final formula for

the flow stress is as follows:

σ(ϵ, ϵ̇, T ) =

(
σαVα + σβ(1− Vα) +

kHP√
Dα

)(
κµ(T )|b|3

kBT log(107/ϵ̇)

)n

+ 0.3Mµ|b|
{[

k1
|b|f −

(
k1
|b|f −√

ρ0

)]
e−1/2fϵ

}
,

(2.56)

where kHP = 300 MPa, Dα is the average α grain size (ranging from 1.5 to 13

µm), κ = 0.23, µ(T ) = 54 − 0.03T is the temperature-dependent shear modulus

(GPa), kB ≈ 1.381 × 1023 is the Boltzmann constant (J K−1), n = 0.4. The

martensite enters into this last Equation (2.56) through the expression for the

initial dislocation density, because it has been found that the initial dislocation

density is affected by the presence of martensite lamellae. Therefore, in presence

of α′ martensite the initial dislocation density is expressed as:

ρ0 =
12wα′

(1 + 2ν2)µ|b|
ϵ0

2

dα′2
, (2.57)

where wα′ is the α martensite lath thickness, dα′ is the α martensite lath spacing.

Both these values can be found in Table 2.10, even if those measurements are

currently scarcely reported in the literature, as it can be observed in the same

Table 2.10, column 7. The average size for the martensite α′ lamellae spacing
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was reported to be as 0.75 µm, while its thickness was indicated as 1 µm by

Galindo-Fernández et al. (2018) [88], which is a value that is in agreement with

those reported in Table 2.2.

To understand the origin of Equation (2.57), it is necessary to consider that

Galindo-Fernández et al. (2018) adapted it from a previous work made by Galindo-

Nava et al. (2015) [134] on low and medium carbon steel, again using the con-

ceptual analogy between the martensitic structures in the two different alloys.

Indeed, Galindo-Nava et al. referring to the concept of Cottrell atmosphere,

found that the initial dislocation density in steel can be given by [134, p. 86,

equation 5]:

ρ0 =
3E

(1 + 2ν2)µ|b|
4ϵ2dC

dℓ,0
2|b| , (2.58)

where dC ∈ R is the thickness of a Cottrell atmosphere, dℓ,0 ∈ R is the lath

thickness after quenching and ϵ ∈ R is the lattice strain produced by carbon

redistribution [134]. This formula was not new, but it was adapted from a pre-

vious equation found while estimating the dislocation density in lath martensite

obtained by neutron diffraction measurements [134]. Therefore, this formula has

a strong physical connection with the inner structure of the matter.

The Cottrell atmosphere was introduced in 1949 by Alan H. Cottrell, por-

trayed in Figure 2.21, and it is an equilibrium atmosphere which forms when

dislocations are surrounded by solute atoms, in general impurities, present in the

alloy [135]. It occurs in body-centred cubic (BCC) materials with small impurity

atoms, as is the case for carbon inside iron at low temperatures. It can be used

to explain a deformation mechanism, because if a small force is applied to the

material, a dislocation cannot escape from the atmosphere where it is trapped,

while if a large force is applied, a dislocation becomes highly mobile, resulting in

rapid flow stress under small deformations. A scheme of the martensite laths and

the respective Cottrell atmosphere in carbon steel is represented in Figure 2.22.

Therefore, this mechanism can explain the so-called yield point phenomenon,
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Figure 2.21: Portrait of Alan H. Cottrell. University of Birmingham (UK), School of Metal-

lurgy and Materials.

which occurs after reaching the yield point, the material suddenly relieves a large

amount of accumulated stress, resulting in an elongation with a small increase in

the applied stress. This also gives rise to the difference between the upper yield

point and the lower yield point in the flow stress curve, during which the strain

increase is also called Lüders strain (illustrated in Figure 2.23).

Some flow stress predictions are plotted in Figure 2.24 and 2.25, respectively

for different temperatures and for different strain rates, using the constitutive

model developed by Galindo-Fernández et al. (2018). Due to the range of appli-

cability and the possibility of describing the microstructure of Ti-6Al-4V in detail,

including martensite, this model can be assumed as an almost perfect candidate

for the numerical simulations developed within the present work.

2.4.4 Brief comparative analysis of constitutive models

The constitutive models investigated in the previous paragraph show that mul-

tiple approaches and multiple process conditions can lead to different equations.
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Table 2.10: Summary table with the microstructural features of Ti-6Al-4V, as reported in

other works. It can be observed that while the average grain size is well docu-

mented in the literature, in contrast, martensite characteristics are only reported

by a few scholars. Table reproduced from [88, p. 355, fig. 3].
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Figure 2.22: Martensite hierarchical structure and Cottrell atmosphere in low and medium

carbon steel, with a random arrangement of carbon impurities within an austen-

ite grain. Image reproduced from [134, p. 84, fig. 1].

Accordingly, the flow stress behaviour can then vary sensibly, showing a great

scatter in the material plastic response, as shown in Figure 2.26. Therefore, one

may ask which one represents the real material behaviour: this question does not

has a unique answer, because it depends on the weight that each variable has on

the particular physical application. In other words, the behaviour is influenced

by the initial hypothesis that led to the constitutive theory. In conclusion, in

selecting a plastic constitutive model for a specific study, the choice can fall on

the one that incorporates the most relevant microstructural features.

2.5 Heat source modelling and residual stress

Analogously to the efforts done in the theory of the constitutive models, during

the past decades there were numerous efforts to correctly describe, in mathemat-

ical terms, a model that could represent the moving heat source used in welding

applications. The main contributors to these models are Daniel Rosenthal and

John A. Goldak [137], and this strand of research started from the evidence of the
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Figure 2.23: The upper and lower yield points and the Lüders strain in metals, occurring in

impure iron and low-medium carbon steels. Image reproduced from [136, p. 198,

fig. 7.1a].

surface temperature distributions, as can be deduced from the early appearance

of physical models (Figure 2.28), which for several years were a common tool to

understand the temperature distribution in proximity of a weld line.

2.5.1 Heat source modelling

The interaction between the heat source and the material is a rather complex

phenomenon, because part of the material is liquefied and it is in contact with the

solid material and with the surrounding environment [137]. This is particularly

true when modelling the interaction between the laser source and the powder in

laser powder-bed fusion, which can be view as a sequence of micro-explosions,

as represented in Figure 2.27. The difficulties increase also because the heat

source is not fixed in space, but it is moves along one or more coordinates in

the tridimensional space. Whilst these purely mathematical abstractions appear

unimportant, it must be remembered that the mathematical model of a moving

heat source finds its natural application in the description of some metallurgical

processes such as welding [138, 137], and, by using the analogy of the micro-

welding process, also in additive manufacturing.

Basic moving heat sources are the moving punctiform source, the line or the
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Figure 2.24: Flow stress prediction according to Galindo-Fernández et al. (2018) at different

temperatures (ϵ̇ = 0.01 s−1).
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Figure 2.25: Flow stress prediction according to Galindo-Fernández et al. (2018) at different

strain rates (T = 25 °C).
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Figure 2.27: Interaction between heat source and powder layer showing micro-explosions.

Image reproduced from [139, p. 119, fig. 4].

planar heat source. Alongside these, some more refined models have been de-

veloped mainly with the objective to describe better the temperature profile and

thermal gradient during the welding process and, more recently, to model additive

manufacturing.

Rosenthal, 1946

In the early 1930s, the first investigation into the theory of moving heat sources

was marked by Rosenthal’s pioneering analysis of a point, line and planar moving

heat source for a quasi-stationary condition by using analytical methods [138].

The latter assumption is mathematically defined as ∂T/∂t = 0 and so the tem-

perature distribution around the heat source is constant. The distribution of

the heat rate of surface described by a moving point heat source as in Rosen-

thal’s study leads to complex expressions using a combination of exponential and

trigonometric functions and they have some limitations, because a heat source

represented as a point source is far from the realistic-distributed temperature

field. Therefore, Rosenthal’s expressions for the weld pool shape were approx-
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Figure 2.28: A three dimensional physical heat model representing the surface temperature

distribution in arc welding built in the 1970s, with the aim to illustrate some

concepts like the centreline cooling rates, the peak temperatures, and the dura-

tion of heating. Before the advent of high-performance computers this was an

interesting tool to predict the temperature field around the heat source. Image

reproduced from [140, p. 410s, fig. 1].

imated by the so-called Gaussian heat source, which simplifies the model and

introduces a more-distributed and realistic heat source field [141].

Goldak et al., 1984

In 1984 a new mathematical model proposed by Goldak et al. has been introduced,

in order to allow a better description of the temperature field obtained by the

heat-source penetration inside the material during arc welding, laser and electron

beam welding and to improve the agreement with experimental results. This

model was intended to replace the Rosenthal model, which was subject to some

errors in the temperature profile, such as, in particular, the infinite temperature

at the heat source location. The model proposed introduced an ellipsoidal and

a double ellipsoidal power density function, expressed as a product of Gaussian

heat sources. The power density expression for the Goldak ellipsoid in a fixed
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coordinate system assumes the following form:

q(x, y, z, t) =
6
√
3Q

abcπ
√
π
e−3x2/a2e−3y2/b2e−3[z+ν(τ−t)2]/c2 . (2.59)

This power density expression can be split into two contributions, leading to a

more general formulation. Indeed, if ff + fr = 2 the so-called Goldak double

ellipsoid in a fixed coordinate system, for the front quadrant, is

q(x, y, z, t) =
6
√
3ffQ

afbfcfπ
√
π
e−3x2/a2e−3y2/b2e−3[z+ν(τ−t)2]/c2 , (2.60)

while for the rear quadrant is

q(x, y, z, t) =
6
√
3frQ

arbrcrπ
√
π
e−3x2/a2e−3y2/b2e−3[z+ν(τ−t)2]/c2 . (2.61)

In general, it is assumed that af ̸= ar, bf ̸= br, cf ̸= cr, so the two expressions

can be regarded as different and the heat source becomes then asymmetrical.

The results obtained by implementing a numerical simulation with Goldak’s

model can be very detailed, but it has been found that the calculation time

required for a model implementing Goldak’s model can be more than twice as

long as that using a concentrated heat source model [142]. Therefore, a good

compromise is the use of a Gaussian heat source model, which describes better

the field than the point source and avoids longer calculation times. Moreover,

a Gaussian source is usually employed in welding simulations with good results

[143].

2.5.2 Residual stresses development in additive

manufacturing

Residual stresses occur when localised heating causes an expansion of the mate-

rial, which, upon cooling, is limited by the surrounding material. This is further

emphasised by the different expansion rates in the melted and unmelted regions.

One of the aims that have guided research in the field of heat sources has

undoubtedly been the possibility to predict residual stresses [138, 137]. Residual
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stresses can be defined as internal stresses inside a body, which remain after the

production process in the absence of external forces or thermal gradients [144].

They can be framed as secondary stress (primary stress is a load-controlled stress,

whilst secondary stress is a displacement controlled stress [145]), caused by the

impossibility of the constrained material to support thermal expansion, thermal

gradients or plastic strains. Indeed, the major sources for residual stresses are

different cooling rates (the surface always cool faster) after a heat treatment, a

non-uniform material (different thermal expansion coefficients), stresses due to

the interactions of different materials in welding (at the interface between the

parent metal and the filler material), stresses from mechanical working (plastic

deformation only on the surface) [146, pp. 312-316]. Therefore, it is clear that

since any manufacturing process involves plastic deformations, which in turn

induce residual stresses, they cannot be completely eliminated. Although they

are usually an unwanted production consequence, such that can lead to premature

cracking of a mechanical part, it seems more appropriate distinguishing between

those which are beneficial to the general mechanical behaviour of the desired part.

Indeed, just to cite one, tempered safety glass is manufactured by a technique that

allows the development of residual stresses which the product takes advantage of.

Glass sheets, for example, are cooled with forced air, in order to leave the surface

under residual compression. Not only does the glass become much more resistant

to the fracture under bending, but also if a crack starts, the glass rapidly breaks

into small pieces for safety [146, p. 321]. This example proves that the study of

residual stresses is important not only to avoid or reduce them, but, under certain

specific circumstances, to use them for the benefit of the manufactured product.

The residual stresses contained within a component can influence a large range

of mechanical behaviours, such as like fatigue life, distortion, dimensional stabil-

ity, corrosion resistance, and brittle fracture [144]. As a general criterion, it can

be stated that tensile residual stress at surface can exacerbate brittle fracture of
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the material, whilst compressive residual stress at the surface are in general ben-

eficial for the manufactured part [145, p. 6167]. Therefore, the study of residual

stresses has gained importance in all applications in which they can potentially

affect the final product performance in service conditions.

Residual stresses are usually classified into three types, accordingly to the

scale on which they act or they are measured. Type I, a macroscopic residual

stress, is a stress that is inside a body or inside a portion of a body larger than the

single grain; type II or type III are microscopic residual stresses, respectively the

microscale and nanoscale (or atomic-scale) residual stresses [145]. The difference

between them is that type II act at grain level while type III is generated by

dislocations and other crystalline defects and so they are present within a single

grain [144].

Several different methods to measure residual stress were developed and they

can be classified into three categories: non-destructive, semi-destructive, and

destructive. The latter two are also called mechanical methods and it should

be noted that also the semi-destructive methods are actually destructive, but

they are called in this way because the part of the component to be inspected

requires some previous machining operation that can be used in the same time

for the measurement. Some of the destructive methods are the hole-drilling,

the deep hole, the sectioning and the contour methods, while non-destructive

relies on diffraction techniques (X-ray diffraction method, neutron diffraction

method) or on other physical phenomena, such as the magnetic Barkhausen noise,

revealing small and rapid changes in magnetic flux, and the ultrasonic method,

making use of mechanical, or vibrational, waves of short wavelength and high-

frequency [144]. Techniques for the determination of residual stresses always

measure a quantity related to the stress level, rather than directly measure stress,

which is obviously impossible. In particular, destructive and semi-destructive

methods measure displacement or strain by using electrical or mechanical gauges
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Figure 2.29: Illustration of the residual stresses induced by a welding process of two plates

in the cross section (perpendicular to the welding line). The influence of this

process can be subdivided into three zones: a welding zone (W), a heat affected

zone (HAZ), and a base material zone (BM). Image concept adapted from [145],

p. 6168.

and they both rely on the analysis of the stress relaxation, that is the elastic strain

slowly conversion to plastic strain, occurring when removing some material. Non

destructive techniques were mainly developed from the physical fact that the

deformation is related to the interplanar spacing between planes of atoms, to the

relationship between magnetic properties of a material or to the propagation of

waves inside it. Among all non destructive methods, it is noteworthy that the

possibility to measure internal residual stress of a material (up to 100 mm in

aluminium or 25 mm in steel [144, p. 581]) by neutron diffraction, which has an

excellent accuracy, with an error of about 40×10−6 in terms of strain in additively

manufactured parts [147, p. 349].

Some of the consequences of residual stresses in additive manufacturing is the

formation of cracks in the part or a premature disconnection of the part from

the substrate, as represented in Figure 2.31. The additive manufacturing process

leads to a similar residual stress formation mechanism that occurs in a welding

process [147, p. 349], despite the fact that in additive manufacturing there is a
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Figure 2.30: Residual deformations produced by a metal deposition process, usually called

angular distortion in welding. Image reproduced from [150].

partial re-melting process when the subsequent layers are deposited [148, p. 169].

A good example of the similar so-called angular or butterfly distortion, usually

obtained after welding two metal pieces, but obtained also during metal deposi-

tion, can be grasped by looking at Figure 2.30. Since the additive manufacturing

process can be viewed as a rapid sequence of micro-welding processes [149], and

because both additive manufacturing and welding are processes that involve a

moving heat source, it is convenient to briefly remark some known aspects re-

lated to the residual stresses and the fracture behaviour of welded parts and

successively focus on the residual stresses in additively manufactured part.

Operations like welding introduce both tensile and compressive residual stress.

They are due to the highly localized heating and rapid cooling and the associated

thermal gradient [145, p. 6167]. The main factors that affect the residual stress

distribution, but which are also directly related with the additive manufacturing

problem, are the material thermo-physical properties, the process parameters

and the operations after the process [145]. After two parts of metal are joined

by welding it can be observed that a region of tensile residual stress is present

in the weld metal zone and in an adjacent area, called heat affected zone (often

abbreviated as HAZ), while distant regions are under compressive residual stress

[145] . Whilst this statement is generally accepted, according to some scholars

this is not always true and may depend on some particular processing parameters

or technologies [145, p. 6169]. Indeed, some scholars agree that heat input affects
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the magnitude and distribution of residual stresses and that it is better to use

lower heat inputs to reduce residual stresses [145, p. 6169]. However, there are

others who state that heat input has a little influence on them [145, p. 6169]. In

general, it is important to mention that in welding processes a commonly used

method for reducing or eliminating residual stresses is a heat treatment, a preheat

or a post-heat process of the parts to be joined. The scope of such treatments

is the reduction of the thermal gradient and sometimes an improved fracture

toughness was found after post-heat of welded parts [145, p. 6171].

Macroscopic mechanism of formation

Development of residual stresses in additive manufacturing is associated with

two basic macroscopic mechanisms related to the heating and cooling stage as

in welding, with the peculiarity that they act in rapid and alternate repetitive

sequence. The first mechanism is due to the high thermal gradient, causing an

expansion force outside the melt pool, whilst the second one is due to the cooling

stage, creating a shrinkage of the material [19, p. 2955], [22]. The first mechanism

is often associated with the generation of compressive residual stresses, while the

second one is responsible for the tensile residual stresses, as can be immediately

elucidated by looking at the diagram in Figure 2.32. The initial irradiation on the

surface of the material generates an expansion, which results in plastic stresses,

above the yield stress. Therefore, the material plastically deforms according to a

bending shape in direction opposite to the laser beam, if the part is looked from

its cross-section side, but the subsequent cooling generate the shrinkage, which

results into an opposite bending towards the laser beam [151].

Since the heat source moves in the space, the heating-cooling process can be

imagined as cyclic, and those two mechanisms act sequentially and very rapidly

on a small portion of the material. Therefore, this theoretical subdivision is

conceptual, but the residual stresses generation is a more complex phenomenon.
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Figure 2.31: Consequences of residual stress in parts of Ti-6Al-4V during additive manufac-

turing: (a) crack formation; (b) disconnection of the piece from the substrate.

Image reproduced from [9], p. 8, fig. 9.

Indeed, it should be also observed that during material deposition, the ther-

mal expansion is vertically constrained and this can result in mixed mechanisms

of residual stresses formation [22]. This means that the mechanism is always

driven by the non-uniform contraction and expansion [152, p. 5]. The bending

mechanism, which is a temperature-gradient mechanism, has been often used to

explain the macroscopic generation of residual stresses [151]. Additionally, rise

of residual stresses is also related to residual deformations and they are inversely

proportional, as it is illustrated in Figure 2.33. When removing a part from the

substrate, a stress relaxation occurs and this often leads to distortions according

to the material rigidity [153].

Microscopic mechanism of formation

As it has emerged so far, the thermal expansion is one of the main macroscopic

physical properties contributing more to residual stresses development in additive

manufacturing [154]. However, some material as Ti-6Al-4V, are composed by two

or more phases, and therefore the thermal expansion varies according to them.

Indeed, in duplex stainless steel a microstructural difference in distribution of

residual stresses has been observed and related to the austenite or ferrite phases

[155]. The tensile microscopic residual stresses were localised in the austenite
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Figure 2.32: Illustration of the residual stresses formation mechanism during a single laser

scan, when looked from above.

phase and the compressive in the ferrite. This difference in grain shrinkage was

explained on the evidence of a different coefficient of thermal expansion for each

phase [155]. An analogous microscopic mechanism can perhaps be used when

studying the dual α+β-phase Ti-6Al-4V. In this regard, it emerged that the unit

cell volume for the α and β phases increases differently during a temperature

increase, especially for the BCC β-phase and after the β-transus temperature

[156]. The lattice parameter a0 as function of the temperature is represented in

Figure 2.34.

The microscopic mechanism also depends on the porosity of the fabricated

parts, because more pores tend to decrease the residual stresses, for the reason

that the stress normal to a pore is zero [157]. One of the main factor affecting

porosity is the presence of the type of gas used during fabrication [158]. In Ti-

6Al-4V has been found that parts realised in a helium environment have higher

residual stresses and this was attributed to the higher thermal conductivity if

compared with argon [158].
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Figure 2.33: Ratio between residual stresses and deformations for a varying degree of fixity.

Image reproduced from [153, p. 1556, fig. 13].

(a) HCP (α-phase). (b) BCC (β-phase).

Figure 2.34: Lattice parameters of the BCC and HCP phases in Ti-6Al-4V as a function

of temperature, during heating at two different rates. Images reproduced from

[156, p. 111, fig. 10].

Residual stresses distribution and magnitude

According to the experimental evidence, the residual stress distribution and mag-

nitude can vary significantly [152]. It has been found that along the longitudinal

direction (parallel to the scanning direction) the residual stresses are higher than

in the transversal and normal direction [152]. Moreover, the magnitude of residual

stresses was found to be affected by the layer thickness in Ti-6Al-4V, so reducing

it can be beneficial [159]. The magnitudes of von Mises stresses found in the

literature shows that the minimum and maximum values obtained ranges in the
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(a) Image reproduced from [150, p. 245-7, fig. 4d]. (b) Image reproduced from [160, p. 9, fig. 5d].

Figure 2.35: Magnitude of von Mises residual stress in Ti-6Al-4V for different geometries in

additive manufacturing simulations [150, 160].

intervals 58–358 MPa and 17-799 MPa and they are attained always at the base

and at the corners [150, 160].

Residual stress measurement

As anticipated, residual stresses measurement techniques can be distinguished

into destructive or non-destructive and a summary of typical residual stresses

measurement methods used in the additive manufacturing context for Ti-6Al-4V

can be found in Table 2.11, where it is evident that most of them are classified

as non-destructive and applicable for a microscale analysis. A classification of

these methods, specifically for additively manufactured parts, is also illustrated

in Figure 2.37.

For the evaluation of residual stresses it is generally possible to use both neu-

tron diffraction, a non-destructive method, and the contour method, a destructive

method, but, even better, both methods can also be used in conjunction to cross

validate the results [162]. Another technique recently employed to estimate resid-

ual stress distribution on the surface in additively manufactured parts is the X-ray

diffraction method. By looking at the XRD patterns, using the method elabo-

rated by G. K. Williamson and W. H. Hall, it is possible to [163]. Indeed, it was

found that residual stresses can affect the X-ray pattern distribution. However, it
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Figure 2.36: Magnitude of residual stress along the central cross-section of a wedge-shaped

sample of Ti-6Al-4V for four different additive manufacturing processes [161, p.

9, fig. 5].

is not possible to quantitatively determine the stress values, although it is possible

to see if they are compressive or tensile and the Williamson-Hall method is based

on the evidence that the imperfections can cause diffraction-line broadening [163].

On the other hand, the most commonly used methods for measuring macroscopic

residual stresses in additively manufactured parts are the bridge curvature method

and the cantilever method [153].

Microstructure of additive manufactured components

Additive manufacturing of metals show a columnar grain microstructure, namely

highly oriented and elongated grains, and a strong texture, which is the preferred

orientations [25, p. 51], in the build direction, because their growth is driven by

the solidification front [147, p. 350]. An example of the columnar microstructure

obtained by additive manufacturing is represented in Figure 2.38.

Residual stresses in the scanning direction are more tensile than in the perpen-
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Figure 2.37: Classification of residual stress measurement methods. Image reproduced from

[153, p. 1552, fig. 6].

dicular direction. In general, residual stresses near the centre of the manufactured

part tend to be compressive, while they are tensile on the external surface [147,

p. 350]. If the material is deposited by following a chessboard strategy for the

laser scanning (called island scanning strategy), smaller residual stresses were ob-

served [147]. An opportunity for the foreseeable future in additive manufacturing

could be the development of algorithms specifically designed to minimise residual

stresses during the scanning process. Early stage works in this area are already

available, such as the innovative LaserCUSING® approach [147].

One of the challenging physical aspect of an additive build, influencing the

microstructural changes occurring in a material, is the cooling stage. Many met-

allurgical studies have observed that as a result of different cooling rates the alloy
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Figure 2.38: A tridimensional optical micrograph of columnar microstructure obtained by

electron beam melting, along the building direction, indicated with B. Image

reproduced from [175].

of interest can see substantially different microstructure, influencing the mechan-

ical response of the material. When compared to this, titanium alloys are not an

exception [36, p. 23]. Whilst in some manufacturing processes the cooling rate

can be directly controlled, during a welding or additive manufacturing process

the cooling rate is largely dictated by the process parameters, material, and ge-

ometry of the component itself. The rapid solidification in welding and additive

manufacturing, reaching values around 104 K s−1, is primarily responsible for the

formation of the martensite in steel or titanium alloys. This is a new phase solu-

tion which is, as seen in the previous paragraphs, considered both unintentional

and potentially harmful for the manufactured component [84]. Nevertheless, at

the same time the role of the martensite in metal additive manufacturing is not

fully understood, since it seems also beneficial to the mechanical properties of the

material [84].

It is true that the final phase composition, and so the mechanical proper-

ties, can be tuned, as anticipated, by a post-heat treatment [84], but one of the

ultimate long-term goals in metal component fabrication could be to no longer

process the material after a component has been built, as these add in manufac-
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turing costs and slow down the manufacturing time. The challenge is so to obtain,

in an imminent future, a nearly perfect as-built mechanical part, fabricated by

new processes as additive manufacturing.

Failure modes due to surface conditions in additively manufactured

parts

The surface conditions have been widely accepted as one of the most prominent

influential factors on fracture and fatigue behaviour in every metal part. Many

defects originate within the material volume, but the influence of surface defects

plays a key-role in fatigue. Indeed, it has been shown that failure strain for

Ti-6Al-4V is highly sensitive to both the roughness magnitude and orientation

[176].

The fatigue limit of a material is represented through its σ-n curve (sometimes

indicated as S-N and called stress-life fatigue curve), which is a plot of the stress

applied during a cyclic loading condition and the number of cycles. It has been

found that the failure mechanism can potentially change from surface to volume if

the number of cycles increases, or it can switch from volume to surface, according

to the material, as represented in Figure 2.39. The surface geometric factors, like

the roughness, have an important role on the final behaviour of the component,

because they alter the local stress state, the same must then hold for the surface

residual stresses.

In additively manufactured parts, the surface conditions plays a key-role and,

in particular, for Ti-6Al-4V the surface defects can lead to fracture for any number

of cycles during fatigue [24]. Usually, the most important factor is considered to

be the surface roughness, because the peaks and valleys can alter locally the

stress state as a consequence of a notch effect [24]. This has a detrimental effect

on the fatigue response of the manufactured part and recently it has been found

a method to take into account the surface roughness of the as-built additively
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Figure 2.39: Experimental σ-n curves, showing two failure modes for two different materials

during fatigue experimental testing. Data reproduced from [177, p. 1955, fig.

10A] and [177, p. 1956, fig. 11A].

manufactured parts of Ti-6Al-4V into the usual stress concentration factor [178].

This permits to calculate immediately the fatigue response in presence of surface

defects. A method to take into account both surface conditions, as well as the α′

martensite geometry, is therefore outlined below.

The stress concentration factor is defined as the following ratio:

Kt =
σm

σ
, (2.62)

where σm is the maximum stress around the defect and σ is the stress given

by the applied load (also called reference stress or far-field stress). In order to

incorporate surface roughness within the stress concentration factor for Ti-6Al-

4V additively manufactured parts, it is possible to introduce an effective stress

concentration factor [179, 178]:

Kt = 1 + n

(
Ra

ρ10

)(
Rt

RZ

)
≈ 1 + n

(
Ra

ρ10

)
, (2.63)
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Figure 2.40: Stress-life fatigue curves estimated for a polished sample (MA/Pol) and for two

additively manufactured as-built samples of Ti-6Al-4V (AB-1 and AB-2) for

different roughness conditions. Data reproduced from [178, p. 6, fig. 5].

which does not depend directly on the stress state. In this last Equation (2.63),

Ra, ρ10, Rt, RZ are micro-notches geometrical parameters, all expressed in µm,

and the approximation on the right-hand side holds because the ratio Rt/RZ is

equal to the unit under the assumption of a ideal sinusoidal surface [178]. The

actual values of the parameters for different surface conditions are reported in

Table 2.13. Moreover, n ∈ N is a parameter depending on the loading conditions

and it is n = 1 for shear, n = 2 for tension. This term Kt is then related to the

effective fatigue notch factor, defined as [179, 178]:

Kf = 1 + q(Kt − 1), (2.64)

where the notch sensitivity factor has been defined for Ti-6Al-4V, including sur-

face roughness, as [179, 178]:

q = 1/(1 + γ/ρ10), (2.65)
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with γ ∈ R assumed as the average acicular α′ grain width (γ ≈ 1.5 µm; in

the present work the α′ martensite width is indicated with the symbol wα′ , but

in the following formulation it is possible to keep the original notation) [178].

Therefore, this method permits to take into account a geometric length of the

primary martensite. Nevertheless, the effect of residual stresses is not considered

in this formulation [178, p. 3], especially those present at the surface of the

specimens. However, they can be incorporated into this formulation, defining a

modified effective stress concentration factor in the following way [180]:

Kt
′
=

[
1 + n

(
Ra

ρ10

)]
± σij,r

σ
, (2.66)

where σij,r is the ij-component of the residual stress tensor, along the same

direction of the stress σ generated by the applied load, and its sign is chosen

according if the stress is compressive or tensile. Additionally, an interpolation of

the data found in [178] permits to calculate the endurance stress, which is the

limit stress for nf ≥ 107 as a function of the effective fatigue notch factor, where

nf is the number of cycles to fracture:

σe(Kf ) = k1 exp(−k2Kf ), (2.67)

where k1 = 599.36 and k2 = −0.35. It can be assumed that the same Equation

(2.67) holds if one replaces Kf with Kf
′, where Kf

′ is obtained through Kt
′ in

Equation (2.64). From Equation (2.67) is evident that an increase (tensile residual

stresses) in Kf will lead to a decrease of the σe limit and, conversely, a decrease

in Kf (compressive residual stresses) will lead to an increase of σe limit. The

interpolated endurance function and the experimental points for some dog-bone

specimens of Ti-6Al-4V, under different surface conditions, are plotted in Figure

2.41. It is evident how the polishing of the samples increases significantly the

endurance stress. As represented in Figure 1.5, this type of specimen is usually

extracted from a single blade to evaluate fatigue in aerospace components.
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Figure 2.41: Interpolated endurance limit σe (determined as the stress for nf ≥ 107) for Ti-

6Al-4V as a function of the effective stress concentration factor (as found for

different surface roughness values). Experimental values reproduced from [178,

p. 6].

Finally, residual stresses, surface condition and microstructure are well known

as having a serious impact when considering the the growth of cracks due to stress

corrosion cracking. Further details about this failure are given in Appendix A.

2.6 Current state of the studies

As seen, the nomenclature for additive manufacturing processes still presents

some issues. On the other hand, the current studies show a tendency of pre-

ferring some technologies with respect to others and a wide range of processing

parameters have been experimentally and numerically investigated for Ti-6Al-4V.

The martensite formation in Ti-6Al-4V is well understood, thanks to the anal-

ogy with martensite carbon steel, and its geometrical features have been recently

incorporated into a constitutive model, which, among the others, permits to di-
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Specimen type Ra (µm) Rt (µm) Ry,10 (µm) ρ10 (µm)

MA/Pol µ = 0.45 µ = 4.63 µ = 3.58 NA

AB-1 µ = 22.65 µ = 126.92 µ = 75.23 µ = 23.77

AB-2 µ = 31.41 µ = 172.08 µ = 97.19 µ = 20.58

Table 2.13: Summary of different fatigue conditions on the Ti-6Al-4V specimens according

to the nomenclature used. Data reproduced from [178, p. 3, tab. 1], where the

standard deviations are also reported.

rectly incorporate them within the dislocation density evolution formula and so

have a direct impact on the flow stress. An overview of the growing interest in

this type of topics is depicted in Figure 2.42.
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Figure 2.42: Frequency number of articles appeared on Sciencedirect in the period 2000–2024.
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Computational framework

One of the main advantages of performing numerical simulations lies in the pos-

sibility to have a ‘virtual laboratory’, in the form of a computer machine, in

which to conduct some numerical experiments. This kind of ‘experiments’ make

it possible, under appropriate assumptions, to obtain prediction of material be-

haviour that would otherwise be very difficult to achieve using traditional physical

experimental techniques. In the field of metallurgy these difficult to achieve mea-

surements are, for example, the temperature or the microstructure evolution, at

every point of the solid and for any temporal increment. Moreover, since physi-

cal experiments can be time-consuming and expensive, as it is particularly true

for a new manufacturing process as additive manufacturing, then a numerical

simulation can help, at least, to predict how to conduct or refine them better.

Starting from the concept of additive manufacturing as a micro-welding pro-

cess [149], the numerical modelling technique here presented is therefore closely

related to the more well-established welding simulations. Since they both involve

a moving heat source, the knowledge gained in both sectors can be shared to pro-

vide concomitant benefit. Again, the intention is to focus on the general aspects

common, or not common, between the two processes, in order to the derive a
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knowledge base that will be usable for different processes in which there is a need

to describe the impact of a high density laser source on the material.

Since numerical simulations in thermo-mechanical processes, especially those

involving material plasticity, are computationally expensive, it is often necessary

to use a high-performance computing system, in order to process data and per-

form complex calculations at high speeds. This permits to test faster the model

and so to get an appropriate solution in a reasonable time. Numerical simula-

tions presented in this chapter were performed on Broadwell microarchitecture,

available on BlueBEAR, the University of Birmingham supercomputer for high-

performance computing (HPC) and high-throughput computing (HTC), equipped

with Sandy Bridge and Cascade Lake, the Intel® processor microarchitectures for

servers and workstations. Management of simulations and access to the system

was performed via Slurm Workload Manager, installed on Red Hat Enterprise

GNU/Linux operating system v. 8.3. Therefore, the finite element calculations

with the commercial finite element software SIMULIA/Abaqus [181] have been

running on a GNU/Linux environment by using the job scheduler Slurm Work-

load Manager. The jobs simulations were submitted through a GNU/Linux Bash

script (.sh) and the results were stored in the Research Data Store (RDS) available

on BEAR (Birmingham Environment for Academic Research).

3.1 Process model and thermo-mechanical finite

element model

In order to calculate the thermal field induced by a laser scan or by a sequence of

laser scans, it is possible to introduce a general mathematical model of a thermal

system, using the concept of energy balance. The energy dissipation predicted by

this model will be approximated by the finite element method. In order to cal-

culate the residual distortions and stresses, the elastic and plasticity constitutive
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description of the material need to be provided. During the laser scan, both the

thermal field and the deformation state of the material are affected, resulting in

a mutual influence on heat transfer. This can be seen in the Taylor-Quinney hy-

pothesis, which suggests that a portion of plastic work is transformed into heat,

although different interpretations of this concept can also be considered valid

[182]. Therefore, the most accurate finite element analysis is the so-called fully-

coupled thermal-stress analysis and this approach was preferred for all analyses for

residual stresses in the present work, as opposed to an initial thermal field calcu-

lation followed by mechanical analysis (called sequentially coupled thermal-stress

analysis), even if the fully coupled thermal-mechanical analysis has generally

much higher computational cost and negligible difference observed if compared

to a sequentially coupled thermal-mechanical model [165]. This decision, along

with the choice not to conduct a comparative analysis, were a consequence from

the restrictions imposed by the current timeline for the investigation. Indeed,

a comparative analysis always seems necessary, in order to avoid wrong gener-

alisations, especially when considering different boundary conditions, as in the

present case.

3.1.1 A process model for laser powder-bed fusion

With the capabilities offered by some commercial finite element software like

SIMULIA/Abaqus [181], multiple laser pass and layer-by-layer deposition can

be simulated taking into account laser path and speed, hatch spacing, substrate

temperature, and layer thickness. This opens the possibility to include different

variables within a finite element scheme and therefore define a process model.

A process model for laser powder-bed fusion was originally developed by

CASIM2 (Centre for Advanced Simulation and Modelling for Manufacturing)

research group, a collaborative project partly funded by the European Regional

Development and composed by the partnership between University of Birming-
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ham, the Manufacturing Technology Centre, and Rolls-Royce [183]. However,

initially designed for calculating residual stresses in CM 247 LC superalloy, it

was never fully developed and its implementation presented a substantial num-

ber of difficulties. Most of those difficulties were related to its mathematical

foundation, never rigorously defined, and its adherence to the physics. From the

accuracy point of view, its main limitation, only overcome in the present work,

was the technical difficulty to reach the convergence and at the same time model

a higher and realistic temperature heat source within a limited computational

time frame.

The process model presented in Figure 3.1 is, in a certain sense, completely

generic, because it takes into account only those parameters that can be con-

sidered independent of technological devices, which are moreover very often mo-

mentary and subject to market logic leading to continuous improvement and

replacement. Therefore, it should be noted that in this numerical exploration

there is no reference to any particular building machine. Although at first glance

this may appear to be a limitation, focusing the present analysis to the parame-

ters which can be used by a single machine would not have allowed this research

to explore precisely the role of the physical variables in the construction of the

parts.

Large-scale simulations in the field of thermo-mechanics require always a cer-

tain degree of approximation. Approximations like those presented in this study

are necessary because stress analysis simulations in additive manufacturing are

very time-consuming and an acceptable balance between accuracy and efficiency

is usually needed [184]. In particular, transient models for additive manufacturing

like those presented in this study, are more accurate, especially when temperature-

dependent properties are implemented, but only a few examples are available in

the literature due to the extremely large computational cost [184].
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Figure 3.1: Flowchart illustrating the multi-pass and multi-layer process model for laser

powder-bed fusion and its input/output data.

3.1.2 Mathematical statement of thermal problem with a

moving heat source

Let be Ω ⊂ R3 an open and bounded set, representing the configuration of a

solid body under thermal analysis (Figure 3.2). The body under analysis is

considered rigid, so no deformation phenomena occur during its entire analysis.

The principle of the conservation of energy can be mathematically stated as an

equality between the time rate of change of thermal energy in Ω and total heat

energy flowing across the boundary ∂Ω, plus the heat energy generated in solid

in a certain amount of time T [185, 186, 187]:∫
Ω

[cp(x, t, u(x, t))ρ(x, t, u(x, t))u(x, t)] dV

= −
∫ T

0

∫
∂Ω

q(x, t) · n dSdt+

∫ T

0

∫
Ω

Q(x, t) dV dt,

(3.1)

where u(x, t) is the scalar temperature field defined for each point in the spatial

domain x ∈ Ω and for any instant of time t ∈ (0, T ], cp(x, t, u) is the specific heat
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capacity at constant pressure (J kg−1 K−1), ρ(x, t, u) is the mass density of the

material (kg m−3), q(x, t) is the vector field representing the heat flow (J s−1 m−3),

Q(x, t) is the rate of heat generated inside the volume (i.e. the amount of heat

absorbed or liberated in a unit of volume, per unit time), n is the outward unit

normal at the boundary ∂Ω. Differentiating the Equation (3.1) respect to time

leads to:
∂

∂t

∫
Ω

[cp(x, t, u(x, t))ρ(x, t, u(x, t))u(x, t)] dV dt

= −
∫
∂Ω

[q(x, t) · n] dS +

∫
Ω

Q(x, t) dV.

(3.2)

Ignoring the spatial and time-dependence of both cp and ρ and applying the

divergence theorem to the surface integral on Equation (3.2), it is possible to

obtain:
∂

∂t
[cp(u)ρ(u)u(x, t)] = ∇ · q(x, t) +Q(x, t). (3.3)

The vector field defining the heat flow q = q(x, t), measured in J s−1 m−3, can be

related with the gradient of the scalar temperature field by Fourier’s law:

q(x, t) = −K(x, t)∇u, (3.4)

where K(x, t) is the thermal conductivity matrix of the material defined as fol-

lows:

K(x, t) =


k1(x, t) 0 0

0 k2(x, t) 0

0 0 k2(x, t)

 , (3.5)

whose elements are measured in Wm−1 K−1. However, if the material is isotropic,

then k1 = k2 = k3 = k, with k ∈ R, and both the matrix and the heat flow reduce

to scalar fields, so Fourier’s law becomes:

q(x, t) = −k(x, u(x, t))∇u. (3.6)

Finally, if the material is homogeneous, the conductivity does not depend directly

on the spatial coordinate. Combining the Equations (3.3) and (3.6), leads to a
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Figure 3.2: Tridimensional domain Ω with its boundary ∂Ω subdivided into two portions.

second-order, non-linear, parabolic partial differential equation:

∂

∂t
[cp(u)ρ(u)u(x, t)] = k(u)∇2u(x, t) +Q(x, t). (3.7)

Solving this last partial differential Equation (3.7), together with the conditions

specified in the following paragraphs, will allow to determine the temperature

field in every point of a domain and for any instant of time. However, since a

closed form solution is often difficult to obtain, especially for complex geometries,

the solution will be found in an approximate or discrete form by the finite element

method. Therefore, the solution will be known only in a finite set of points and

in a finite set of temporal instants.

Initial condition and boundary conditions

In order to solve the Equation (3.7), this has to be accompanied by some further

conditions, called initial condition and boundary conditions [185, 186, 187]. This

is achieved specifying the value assumed by the temperature function and/or its

derivative respectively at the beginning of the time of analysis and at the bound-

ary surface of the domain. The solution of the heat transfer problem then found

will be a solution to the differential equation, but it will also satisfy the prescribed

boundary conditions. The initial condition associated with the problem can be
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defined as:

u(x, 0) = u0, ∀x ∈ Ω. (3.8)

Now let the boundary be subdivided into two portions ∂ΩD and ∂ΩN , such that

they satisfy the following conditions:

∂ΩD ∪ ∂ΩN = ∂Ω, (3.9a)

∂ΩD ∩ ∂ΩN = ∅. (3.9b)

It can be defined the inhomogeneous Dirichlet conditions by assigning a given

temperature on a first portion of the boundary:

u = u(x, t), ∀x ∈ ∂ΩD, (3.10)

while the inhomogeneous Neumann condition can be defined by assigning the

heat transfer rate q(x, t) on its complementary portion as

∇u · n = q(x, t), ∀x ∈ ∂ΩN . (3.11)

3.1.3 Heat transfer in a plate of Ti-6Al-4V

Calculating the cooling rates in a plate of Ti-6Al-4V titanium alloy subjected to a

laser scan requires the solution to the initial-boundary value problem presented in

the previous section. However, in order to reduce the computational time needed

to complete the simulations, the computational domain can be a sub-region of

the whole physical space under consideration. For a large plate, for example, it is

possible to consider only a small three-dimensional rectangular cuboid. Let the

simulation domain be

Ω = {x, y, z : x ∈ (−lw/2, lw/2), y ∈ (−lh, 0), z = (0, lw)}, (3.12)

where lw and lh are the domain length and thickness, respectively. This definition

reflects the choice of the origin of the Cartesian coordinate system at the midpoint

96



Chapter 3: Computational framework

of an edge, because this point, without loss of generality, will coincide with the

starting point of the moving heat source. Now, let be its boundary subdivided

as:

∂Ω =
n⋃

i=1

∂Ωi, (3.13)

with n = 6 denoting the number of faces of the three-dimensional solid. The initial

condition can be expressed as a constant temperature u0, which can represent

room temperature, for every point of the solid at time t = 0:

u(x, t) = u0, ∀x ∈ Ω, t = 0. (3.14)

In order to define the boundary conditions, it is possible to denote with n =

1, 2 respectively the top and the bottom faces in the following way:

∂Ω1 = {x, y, z : x ∈ (−lw/2, lw/2), y = 0, z ∈ (0, lw)} (3.15)

and

∂Ω2 = {x, y, z : x ∈ (−lw/2, lw/2), y = −lh, z ∈ (0, lw)}. (3.16)

The boundary conditions applied to the top and bottom faces are Neumann (or

second-type), while the Dirichlet conditions (or first-type) can be applied at the

other faces of the solid:

∇u · n = q(u), ∀x ∈ ∂Ωi, i = 1, 2; (3.17)

u(x, t) = u0, ∀x ∈ ∂Ωi, i = 3, . . . , 6. (3.18)

The applied rate of heat loss q is usually described by Newton’s law of cooling,

which states that the rate of heat transfer is directly proportional to the difference

between the body temperature and the environment:

q = h(u)A(u− Tr), (3.19)

where h(u) is the heat transfer coefficient (Wm−2 K−1), A ∈ R is the area of

the surface, Tr ∈ R is the room temperature, or, more generally, it is also called
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sink temperature, the prescribed temperature of the environment surrounding

the body [188]. When the Neumann boundary conditions are coupled with the

Newton’s law of cooling, these conditions are usually referred as Robin condition.

For the simulation of a single-pass laser scan on a plate the domain side

length can be choosen as lw = 2×10−2 m, and its thickness tw = 3×10−3 m. The

geometrical domain Ω can be approximated with a mesh composed by 150000 3D

8-node linear isoparametric element (DC3D8), with a side dimension of 2× 10−4

m, for a total of 163216 nodes.

3.1.4 Heat transfer in a cube of Ti-6Al-4V

For a cube, representing a small subset of a component, the simulation domain

can be called Ω. One part of this domain can represent the powder bed and

another part the substrate, and thus the whole domain can be divided into two

portions:

Ωp = {x, y, z : x ∈ (0, lx), y ∈ (0,−hp), z = (0, lz)}, (3.20)

Ωs = {x, y, z : x ∈ (0, lx), y ∈ (−hp,−hp − ly), z = (0, lz)}, (3.21)

where lx, ly, lz are the sizes of its sides, and hp is the thickness of the deposition

layer. Both domains are such that Ωp ∪ Ωs = Ω and Ωp ∩ Ωs = ∅. In addition,

the deposition layer can be further subdivided, taking into account the removal

of the fabricated layer from the entire powder bed. This can be mathematically

expressed by defining a final deposition subset Ωp,f ⊂ Ωp, which is:

Ωp,f = {x, y, z : x ∈ (lr, lx − lr), y ∈ (0,−hp), z = (lr, lz − lr)}, (3.22)

where lr is the side length of the portion removed. Therefore, at the end of

the simulation, only Ωp,f ⊂ Ωp ⊂ Ω can be taken into account for the residual

stress estimation. The result of this discussion is better elucidated in Figure 3.3,

where the geometry of the domain and its size is represented. The geometrical
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Figure 3.3: Tridimensional finite element model mesh and sizes of the reference volume el-

ement used for the multi-pass and multi-layer additive manufacturing process

model.

parameters assume the following values: lx = ly = lz = 1 mm, lr = 0.20 mm,

hp = 20 µm. It can be distinguished the substrate in the lower zone where there

is a higher mesh size.

3.1.5 Finite element model set-up, domain and time

discretization

The exact solution of the Equation (3.7), together with the initial condition

(Equation (3.8)) and boundary conditions (Equations (3.10) and/or (3.11)), poses

several different mathematical complications. The finite element method permits

to solve a partial differential equation in an approximate way, by redefining the

problem in the so-called weak or variational form. For many differential problems
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in physics, a variational principle exists and it is so possible to define a functional,

but for most cases, as for non-linear heat transfer problems in complex domains,

this solution does not exist. Nevertheless, it is still possible to define a variational

principle even in absence of a functional, through the form of least-squares prin-

ciple of the method of weighted residuals, and so use the finite element method

[189]. Given the new variational formulation so defined, indeed, the way of iden-

tifying an approximate solution is also known as the Galerkin method [190]. This

high flexibility of the finite elements formulation, along with the increased com-

putational capacity over the years, allowed the birth and proliferation of several

commercial codes.

The heat model described so far has been so implemented within the com-

mercial finite element software SIMULIA/Abaqus [181], with the non-uniform

distributed flux, variable with position and time, defined in the external DFLUX

subroutine [181, vol. III, pp. 24.2.3-1–3]. The martensite evolution can be cal-

culated using the Koistinen-Marburger model [99], implemented in a HETVAL

subroutine [181, vol. III, pp. 24.2.12-1–3], storing the results in additional state

variables. Both subroutines were written in Fortran 90 (fixed format) language.

Material model integration and solution scheme

In order to integrate a non-linear material response and so obtain the solu-

tion in terms of displacements, the commercial finite element software SIMU-

LIA/Abaqus permits to choose between two solving schemes: Abaqus/Standard,

and Abaqus/Explicit [191, 192]. The default solution procedure is the general-

purpose Abaqus/Standard, which is also called ‘Implicit’ [191]. The solution

procedure is always decided at the beginning of the analysis, but a more ad-

vanced approach, using the two explicit-implicit algorithms sequentially for the

same analysis, can also be possible [193].

In an implicit procedure the state at time t + ∆t is determined on the in-
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formation at time t + ∆t, while for the explicit procedure is determined on the

information at the previous time t [192]. The implicit scheme of Abaqus/Standard

implements the Newton-Raphson integration method to iteratively determine the

material state. For the explicit procedure, the forward Euler integration is used

[192]. An informative summary of the solution schemes is reported in Table 3.1.

When selecting the algorithm, it is necessary to evaluate in advance its accu-

racy, efficiency, and stability. Some comparative studies between the two meth-

ods have been published in the literature with the aim to investigate the best

approach for different computational problems and looking into the literature

can be a good approach in selecting the best one for each application [194]. The

explicit scheme is more suitable to solve dynamic problems in deformable bodies

with high non-linearity, such as impact and blast problems, for which it was orig-

inally designed, or for solving contact problems [191, 192]. Therefore it is more

efficient for these applications, even though it can be used for different problems

[192]. Additionally, in terms of efficiency, in most of the computational studies

in welding or additive manufacturing, the Abaqus/Standard, or Implicit, scheme

has often been selected. In particular, this was also the choice used for uncou-

pled thermal analysis of Ti-6Al-4V [195]. This choice seems to be dictated by

the long computational time specifically involved in residual stresses calculations

using the Explicit mode [184]. In terms of stability, the main advantage is ob-

tained using the Explicit mode for particular sets of problems as those already

mentioned [192, 196]. Abaqus/Standard and therefore the Implicit scheme with

the Newton-Raphson algorithm, has been selected for the numerical simulations

carried out.

Element types and shape functions

As summarised in Figure 3.4, it is possible to use solid elements to approximate

the tridimensional geometry of the domain in a finite element analysis. Moreover,
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Figure 3.4: Families of finite elements. Image reproduced from [191, p. 3-2, fig. 3-1].

Solution scheme Time information used Solution algorithm Iterations

Abaqus/Standard = Implicit t+∆t → t+∆t Newton-Raphson Yes

Abaqus/Explicit t → t+∆t Forward Euler No

Table 3.1: Summary of the solution schemes used by the commercial finite element software

SIMULIA/Abaqus.

once selected the appropriate solution scheme, implicit or explicit, it is possible

to have access to the element library, which is wider in case of Abaqus/Standard

[191, p. 3-4]. This library of element is summarised in Figure 3.5, where the faces

and nodes are numbered, and they are indicated following a naming convention

as shown in Figure 3.6.

Since the domain of interest is a portion of a square cuboidal plate, as de-

fined in Equation (3.12) and represented in Figure 5.4, the solution of the heat

transfer problem can be obtained discretising the domain with continuous brick

solid elements, or hexahedrons, named DC3D8 in SIMULIA/Abaqus, because

they exhibits faster solution convergence with respect to the tetrahedral elements

[198]. However, for more complex domains as the one represented in Figure 3.3 a

tetrahedral element, named C3D4T in SIMULIA/Abaqus, is more suitable than

the hexahedron, because it has excellent geometric adaptability [198]. A sum-

mary of the element types used in the simulations presented is reported in Table

3.2. To each element type is associated a set of interpolation functions, which

102



Chapter 3: Computational framework

Figure 3.5: Elements available in Abaqus/Standard. Image reproduced from [197, p. 25.1.4–

17].

are continuous polynomial functions having continuous derivatives [199]. For the

hexahedron the shape functions are the following:

N1 =
1

8
(1− ξ)(1− η)(1− ζ); N2 =

1

8
(1 + ξ)(1− η)(1− ζ);

N3 =
1

8
(1 + ξ)(1 + η)(1− ζ); N4 =

1

8
(1− ξ)(1 + η)(1− ζ);

N5 =
1

8
(1− ξ)(1− η)(1 + ζ); N6 =

1

8
(1 + ξ)(1− η)(1 + ζ);

N7 =
1

8
(1 + ξ)(1 + η)(1 + ζ); N8 =

1

8
(1− ξ)(1 + η)(1 + ζ);

(3.23)

where −1 ≤ ξ ≤ 1, −1 ≤ η ≤ 1, −1 ≤ ζ ≤ 1 are the so-called parent coordinates

[199]. The shape function for the tetrahedron, in natural coordinates, are given
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Figure 3.6: SIMULIA/Abaqus naming convention for the elements. Diagram reproduced

from [197, p. 25.1.1–12].

Simulation Element name Element description

Single-pass
(thermal analysis only)

DC3D8 3D 8-node
linear brick hexahedron

Single-pass
(fully coupled thermal-stress analysis)

C3D8T 3D 8-node
linear brick hexahedron

Double-pass
(thermal analysis only)

DC3D8 3D 8-node
linear brick hexahedron

Multi-pass
(fully coupled thermal-stress analysis)

C3D4T 3D 4-node
linear tetrahedron

Table 3.2: Summary of the element types selected for the simulations in the present work.

by:

Ni(x, y, z) =
1

6V
(ai + bix+ ciy + diz), (3.24)

with i = 1, 2, 3, 4 and where V is its volume [199, p. 162].

Time discretisation

For a time-dependent analysis, other than spatial discretisation, it is necessary

to discretise the equation in time, as it happens for Equation (3.7). SIMU-

LIA/Abaqus permits to define four time values: the initial increment, the time

period, the minimum increment, and the maximum increment. The time period
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is the total simulation time, while the other values are the input for the algorithm,

which automatically adjust the time incrementation, unless a constant increment

is specifically selected.

The simulations carried out in the present work use an automatic time incre-

mentation. Having fixed the laser speed in the Fortran 90 (fixed format) DFLUX

subroutine, the total time was calculated starting from this information and the

laser track length, according to the definition of speed as distance covered in time.

The single-pass model simulation time was subdivided into two steps: Heating

and Cooling. The total simulation time in the multi-pass model has been sub-

divided into three steps, named Heating1, Heating2 and Cooling. The first one

describes the first linear track of the laser, the second one the second linear track

and the last one the cooling process, during which the heat source is switched off

by defining Q = 0 in Equation (3.7).

3.1.6 Thermal and mechanical temperature-dependent

material behaviour: bulk material

Numerical solution of the thermo-mechanical problem for additive manufacturing

requires knowledge of material specific parameters and behaviour. Since the

accuracy of the results will depend on their numerical value, a preliminary review

of material data in the literature can be carried out. However, it was found

that reported values of thermo-physical parameters for titanium alloys showed a

considerable scatter and was limited in the temperature range and there is very

little thermo-mechanical data near and after the melting point. Additionally,

they can be also calculated with JMatPro®, an acronym for Java-based Materials

Properties software, a simulation software that enables the user to predict general

material properties for multi-component alloys, taking into account also the mass

percentage of constituents [200, 201].

In some cases, the behaviour predicted by JMatPro® differed from the mea-
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surements or models reported in the literature. While the results of JMatPro®

may be more realistic, as for the rapid decay of the Young’s modulus near the

melting point – justified by the fact that the material is no more solid and there-

fore has no elasticity at all – the choice adopted by several scholars is more

conservative in terms of numerical stability, because a rapid increase or decrease

in a portion of the finite element model, as happens in the melt pool area, can lead

to discontinuity zones where the material has significantly different behaviour.

After the collection of data is completed, it is possible to use a best-fit ap-

proximation procedure in order to find a suitable approximation of the given set

of data. JMatPro® data can be excluded in this calculation and they can only

be used as a visual verification of the assumed behaviour. It is possible to cal-

culate the goodness of fit starting from the 2 × 2 correlation coefficient matrix,

calculated as

R =

r11 r12

r21 r22

 , (3.25)

where each element is called product-moment correlation coefficient (or Pearson

correlation coefficient), and the generic off-diagonal element is given by

rij =

∑n
k=1(xk − x̄)(yk − ȳ)√∑n

k=1(xk − x̄)2
∑n

k=1(yk − ȳ)2
, (3.26)

where x̄, ȳ are respectively the average values of xk and yk, and n is the number of

available points. This coefficient is such that −1 < rij < 1, where 1 indicates a full

relationship between variables, 0 a neutral, and −1 a not strong relationship [202].

The coefficient of determination, also known as R-squared, is a statistical measure

of how well the fit equation approximates the data points from the literature. This

parameter is a measure of uncertainty, being defined as proportionate reduction

in uncertainty [202]. It is determined as R2 = rij
2, with i ̸= j, and it ranges from

0 to 1. Whilst this measure is valid in the case of standard linear regression, its

application to non-linear regression models can generally lead to values outside

the [0, 1] interval [203]. The only exception is the use of a non-linear least squares
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procedure, which has been chosen in the present work when a linear relation was

not suitable to represent the data.

For each parameter is below reported the result of the analysis, together with

the bibliographic references and a graph representing both the data found in

the literature and the temperature-dependent behaviour assumed in the present

work, calculated by a best-fit procedure in Python language with the coefficient

of determination indicated.

Mass density (ρ)

Mass density has been measured for the solid and the liquid alloy up to 1880 °C

with an accuracy of 3% ([204] = ref. 1) and up to the smaller value of 1997 K

with an accuracy of 1% ([205] = ref. 2). In other contexts, the given behaviour

has been used to model with finite elements a deposition process ([206] = ref. 3),

a selective laser melting process ([207] = ref. 4), and a laser assisted machining

([208] = ref. 5). The fit equation found is

cp(T ) = c1 + c2T, (3.27)

where c1 = 1.97 × 10−1 and c2 = 4.47 × 103 for T ≤ Tm, and c1 = −1.64 and

c2 = 6.82× 103 for T > Tm. The data and the behaviour assumed in the present

work are represented in Figure 3.7, whilst the bibliographic references are the

following:

• ref. 1 = Mills [204, p. 212], plot, fig. 1 (the data are also tabulated at p.

217, tab. 1);

• ref. 2 = Li, Johnson, and Rhim [205, p. 111913-2], plot, fig. 2;

• ref. 3 = Nikam and Jain [206, p. 3], plot, fig. 1c;

• ref. 4 = Park and Ansari [207, p. 6], tabulated data, tab. 2;

• ref. 5 = Sim and Lee [208, p. 1720], tabulated data, tab. 2.
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Figure 3.7: Comparison of the temperature-dependent mass density ρ of Ti-6Al-4V with the

data reported in the literature. The references are the following: ref. 1 = [204,

p. 212], ref. 2 = [205, p. 111913-2], ref. 3 = [206, p. 3], ref. 4 = [207, p. 6], ref. 5

= [208, p. 1720].

Specific heat capacity (cp)

This parameter has been successfully implemented in an arc deposition process

finite element simulation ([206] = ref. 1), in a selective laser melting simulation

([207] = ref. 2), and in a laser assisted machining simulation ([208] = ref. 3).

Only in the first reference Nikam and Jain [206] the behaviour was sensibly

different from the others, especially below 1000 °C, where the values assumed

were about 1/3 of the others. Moreover, in the same study, there is a sudden

and vertical increase of the value around the melting point. No explanation has

been given by the scholars for the adoption of such material description in this

report. A difference is found also in the data calculated by JMatPro®, where

a rapid increase of the specific heat capacity near the β-transus temperature is

predicted, and the value becomes double after an increment in the temperature
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Figure 3.8: Comparison of the temperature-dependent specific heat capacity at constant pres-

sure cp of Ti-6Al-4V with the data reported in the literature. The references are

the following: ref. 1 = [206, p. 3], ref. 2 = [207, p. 6], ref. 3 = [208, p. 1720].

of about 200 °C. The fit equation found is

cp(T ) = c1 + c2T, (3.28)

where c1 = 1.25 × 10−1 and c2 = 5.63 × 102. The data and the behaviour

assumed in the present work are represented in Figure 3.8, whilst the bibliographic

references are the following:

• ref. 1 = Nikam and Jain [206, p. 3], plot, fig. 1a;

• ref. 2 = Park and Ansari [207, p. 6], tabulated data, tab. 2;

• ref. 3 = Sim and Lee [208, p. 1720], tabulated data, tab. 2.

Thermal conductivity (k)

The thermal conductivity property has been derived in a fundamental study

of thermal and electrical properties related to the process of electrical discharge
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machining ([209] = ref. 1) as well as it has been adopted to the machining process-

investigation ([210] = ref. 2), in laser welding of dissimilar materials ([211] = ref.

4), and in selective laser melting ([212] = ref. 3 and [207] = ref. 6). Only in one

numerical study of selective laser melting it has been assumed a extremely huge

and sudden increase after the melting point, reaching four times the value before

it ([207] = ref. 6), whereas a smaller increase it has been given in another study

([204] = ref. 5). On the other hand, it has been observed by direct measurements

that the thermal conductivity of an additive manufactured part is slightly higher

than its wrought counterpart, especially when it is approaching the β-transus

temperature. Ignoring the data after the melting point in the fitting procedure,

in order to obtain a better fit for the whole domain of data, represented by a higher

R2, the linear thermal expansion can be represented by the best-fit equation

k(T ) = c1T + c2, (3.29)

where c1 = 1.42× 10−2, and c2 = 6.41. The data and the behaviour assumed in

the present work are represented in Figure 3.9, whilst the bibliographic references

are the following:

• ref. 1 = Fonda, Wang, Yamazaki, and Akutsu [209, p. 585], plot, fig.

3;

• ref. 2 = Nouari and Makich [210, p. 342], plot, fig. 4;

• ref. 3 = Mertens, Reginster, Paydas, Contrepois, Dormal, Lemaire,

and Lecomte-Beckers [212, p. 188], (W1, W2 and AM), plot, fig. 6;

• ref. 4 = D’Ostuni, Leo, and Casalino [211, p. 3], tabulated data, tab.

4;

• ref. 5 = Mills [204, p. 217], tabulated data, tab. 1 (the data are also plotted

at p. 214, fig. 4);

• ref. 6 = Park and Ansari [207, p. 6], tabulated data, tab. 2.
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Figure 3.9: Comparison of the temperature-dependent thermal conductivity k(T ) of Ti-6Al-

4V with the data reported in the literature. The references are the following: ref.

1 = [209, p. 585], ref. 2 = [210, p. 342], ref. 3 = [212, p. 188], ref. 4 = [211, p. 3],

ref. 5 = [204, p. 217], ref. 6 = [207, p. 6].

Linear thermal expansion (α)

Linear thermal expansion data were used to successfully calculate residual dis-

tortions in laser metal deposition ([213] = ref. 1), electron beam welding ([214] =

ref. 2), residual stresses at the interface between Ti-6Al-4V and another material

when using chemical vapour deposition technique ([215] = ref. 3), residual stresses

and strains during selective laser melting ([207] = ref. 4). The fit equation found

is

α(T ) = c1 + c2T, (3.30)

where c1 = 6.72× 10−9, and c2 = 4.10× 10−6. The data from the literature and

the behaviour assumed in the present work are represented in Figure 3.10, whilst

the bibliographic references are the following:

• ref. 1 = Golovin, Vildanov, Babkin, Ivanov, and Topalov [213, p. 5],
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Figure 3.10: Comparison of the temperature-dependent linear thermal expansion α(T ) of Ti-

6Al-4V with the data reported in the literature. The references are the following:

ref. 1 = [213, p. 5], ref. 2 = [214, p. 926], ref. 3 = [215, p. 3261], ref. 4 = [207,

p. 7].

plot, fig. 6b;

• ref. 2 = Xie, Zhao, Wu, and Gong [214, p. 926], plot, fig. 7b;

• ref. 3 = Nibennaoune, George, Ahzi, Ruch, Remond, and Gracio

[215, p. 3261], analytical linear interpolation formula (α(T ) = a+ bT , with

a = 6.72× 10−6, b = 0.63× 10−8), tab. 2 (the function is also plotted in the

cited paper, p. 3262, fig. 1);

• ref. 4 = Park and Ansari [207, p. 7], tabulated data, tab. 3.

Young’s modulus (E)

Whilst in most of the recent studies the Young’s modulus is assumed decreasing by

approximately 50% between the β-transus and the melting temperature ([216] =
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ref. 3) or immediately after the melting temperature in an additive manufacturing

simulation ([207] = ref. 4), in one previous experimental study, a drastic decrease

between 1173 and 1273 K is reported, just before the β-transus temperature ([217]

= ref. 1). However, this has been attributed to the beginning of superplasticity, a

phenomenon indicating the deformation of the material beyond its breaking point.

The dataset provided by JMatPro® shows too abrupt a change after the melting

point in just an interval of few degrees of temperature. This behaviour, in addition

to being unrealistic as confirmed by the experimental study just cited ([217] =

ref. 1), is not beneficial for a numerical analysis, because it can potentially lead to

numerical instabilities. Nevertheless, in all cases the slope of the curve is almost

the same. In particular, it can be observed that some scholars made measurements

with a new technique to determine the modulus at cryogenic temperatures ([218]

= ref. 2). Even if this was clearly out of the range of interest for the purpose

of the present study, it is interesting to note that the slope in this temperature

range matches those reported in the studies for higher temperatures, to the point

that they seem to complete and extend the data of another independent study

([218] = ref. 2). The fit equation found is

E(T ) = c1T + c2, (3.31)

where c1 = −5.33×10−2, c2 = 1.11×102. The data and the behaviour assumed in

the present work are represented in Figure 3.11, whilst the bibliographic references

are the following:

• ref. 1 = Fukuhara and Sanpei [217, p. 1122], plot, fig. 1;

• ref. 2 = Zhang, Nyilas, and Obst [218, p. 887], plot, fig. 5;

• ref. 3 = Pengfei, Shen, Li, and Zhou [216, p. 6], plot, fig. 6a;

• ref. 4 = Park and Ansari [207, p. 7], tabulated data, tab. 3.
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Figure 3.11: Comparison of the temperature-dependent Young’s modulus E(T ) of Ti-6Al-4V

with the data reported in the literature. The references are the following: ref. 1

= [217, p. 1122], ref. 2 = [218, p. 887], ref. 3 = [216, p. 6], ref. 4 = [207, p. 7].

Poisson’s ratio (ν)

A peak in the Poisson’s ratio has been found experimentally, followed by a rapid

increase, and it has been related by some scholars to the relief of the shear stress at

higher temperatures ([217] = ref. 1), possibly associated with the superplasticity,

as already discussed for the Young’s modulus. Other thermo-dependent values

have been successfully adopted during modelling selective laser melting, in order

to calculate residual deformation, stresses, and strains ([216] = ref. 2 and [207]

= ref. 3). In one case the behaviour is quite similar to the one predicted by

JMatPro® ([207] = ref. 3). The fit equation found is

ν(T ) = c1T + c2, (3.32)

where c1 = −1.97×10−1 and c2 = 4.47×103 for Tr < T < Tm, and c1 = −1.64, and

c2 = 6.82×103 for Tm < T < 2000 °C. The data and the behaviour assumed in the

present work are represented in Figure 3.12, whilst the bibliographic references
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Figure 3.12: Comparison of the temperature-dependent Poisson’s ratio ν(T ) of Ti-6Al-4V

with the data reported in the literature. The references are the following: ref. 1

= [217, p. 1123], ref. 2 = [216, p. 6], ref. 3 = [207, p. 7].

are the following:

• ref. 1 = Fukuhara and Sanpei [217, p. 1123], plot, fig. 3;

• ref. 2 = Pengfei, Shen, Li, and Zhou [216, p. 6], plot, fig. 6c;

• ref. 3 = Park and Ansari [207, p. 7], tabulated data, tab. 3.

3.1.7 Thermal and mechanical temperature-dependent

material behaviour: powder

The physical properties of the aggregate, or bulk, form differ from those of the

metal powder. More specifically, the unmelted powder just deposited can be

assimilated to a porous medium composed by the particles and gas [219, 220].

Since the correct description of powder properties is crucial when estimating the

heat diffusion in a thermal process, a number of studies have recently emerged
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trying to define the thermophysical behaviour of metal powder. Among those

studies, the thermal conductivity variation with temperature of Ti-6Al-4V powder

is the best studied property, whilst less data are available in the literature for

specific heat capacity, mass density, and thermal expansion. It is also important

to remember that when using a finite element at macroscopic level the powder

bed is modelled as a continuum [221].

Thermal conductivity (k)

In general, it is difficult to estimate the thermal conductivity of a metal pow-

der, especially when trying to determine the temperature-dependent behaviour.

Given the presence of space between particles, the heat flows through a small

contact area between powder particles and therefore the thermal conductivity

of the powder is significantly lower than that of the bulk material [220]. This

evidence led to the notion of effective thermal conductivity [219, 220]. A further

confirmation of the difficulty in these studies is given by the evidence that thermal

conductivity of some laser powder-bed fusion manufactured samples varies with

the laser power [222]. In particular, the thermal conductivity of the solid part

after processing varies about in the range 2–8 at 100 W m−1 K−1 at room tem-

perature. This behaviour can be attributed to the different densities of the part,

because the thermal conductivity can be expressed by recurring to the thermal

diffusivity D = k/(ρcp) (mm2/s):

k(T ) = D(T )cp(T )ρ(T ), (3.33)

where cp is the specific heat, and ρ is the density [222, 223].

Another possible approach would be studying the thermal conductivity of

the powder as an approximation of the porous bulk material. In this case, the

effective thermal conductivity k is related to the cross-sectional pore fraction ϕc

[226]:

k = (1− ϕc)k, (3.34)
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Figure 3.13: Thermal conductivity of Ti-6Al-4V powder compared with that of bulk material.

The references are the following: ref. 1 = [224, p. 819], ref. 2 = [219, p. 1805],

ref. 3 = Chua, Lee, and Ahn [220, p. 262], ref. 4 = Rahman, Schilling, Her-

rington, and Chakravarty [225, pp. 021003–3], ref. 5 = Bartsch, Herzog,

Bossen, and Emmelmann [223, p. 12].

but then a description of how porosity changes with temperature is necessary.

Moreover, after the cooling stage, when grains are formed, the grain size also

affects thermal conductivity [226].

According to several studies, thermal conductivity of Ti-6Al-4V powder is

almost constant up to 0.4–0.6 Tm, which is a preheating temperature necessary

to obtain sintering between particles [220]. After the particles are bonded to-

gether, the thermal conductivity is linear with temperature increase [220]. This

behaviour founds confirmation in the vast majority of the studies [224, 219, 220,

225, 223]. An exception is also possible, because a higher thermal conductivity

increasing linearly from about 2.5 to 10.5 W m−1 K−1 was also reported [227].

However, this has been excluded from the present analysis, because these values

are exceptionally high and too close to those reported for the bulk material. The
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shift in behaviour in the range 0.4–0.6 Tm may be explained as due to the ag-

glomeration of fine particles that start gradually sintering to adjacent particles

at lower temperature [228, p. 478].

The data and the behaviour assumed in the present work are represented in

Figure 3.13, whilst the bibliographic references are the following:

• ref. 1 = Vastola, Pei, and Zhang [224], plot, p. 819, fig. 3;

• ref. 2 = Zhang, Lane, Whiting, and Chou [219], plot, p. 1805, fig. 10a;

• ref. 3 = Chua, Lee, and Ahn [220], tabulated data, p. 262, tab. 4;

• ref. 4 = Rahman, Schilling, Herrington, and Chakravarty [225],

equation, p. 021003-3, tab. 1;

• ref. 5 = Bartsch, Herzog, Bossen, and Emmelmann [223], equation,

p. 12, eq. 25.

The fitting curve is given by the following equation:

k(T ) = c1 exp(T
c2) (3.35)

where c1 = 2.68× 10−3, c2 = 2.79× 10−1.

Specific heat capacity (cp)

Little data are available in the literature regarding the specific heat capacity of

Ti-6Al-4V powder. A study presents also the volumetric heat capacity, which is

given by the product of specific heat capacity and the density [227], but starting

from this parameter to calculate the specific heat capacity necessarily requires the

density variation of powder with temperature. The data and the behaviour as-

sumed in the present work are represented in Figure 3.14, whilst the bibliographic

references are the following:
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Figure 3.14: Specific heat capacity of Ti-6Al-4V powder compared with that of bulk material.

The references are the following: ref. 1 = [224, p. 819], ref. 2 = [225, p. 1805].

• ref. 1 = Vastola, Pei, and Zhang [224, p. 819], plot, fig. 3;

• ref. 2 = Rahman, Schilling, Herrington, and Chakravarty [225,

p. 1805], plot, tab. 1;

The computed fitting curve is given by the following piecewise Equation:

k(T ) = c1T
4 + c2 (3.36)

where c1 = 2.41× 10−10, c2 = 5.07× 102, and it plot is given in Figure 3.14.

Thermal expansion (α)

Thermal expansion of powder is affected by thermal expansion of single particles,

but also from the change of porosity deriving from the particles. The volumetric

thermal expansion of powder has been expressed as [221]:

αV,p = (1− ϕ(T ))αV , (3.37)
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Figure 3.15: Linear thermal expansion of Ti-6Al-4V powder compared with that of bulk ma-

terial.

where αV is the volumetric thermal expansion of the bulk material and ϕ(T ) is

the temperature-dependent porosity. Assuming that a similar relation is valid for

linear thermal expansion, it is possible to rewrite

αp = (1− ϕ(T ))α, (3.38)

where the porosity term has the following form, supposing that it starts from 0.32

and it reaches almost zero at the melting point [221]:

ϕ(T ) =

0.32, T ≤ Tp;

−4.558× 10−4T + 7.407× 10−1, Tp < T < Tm,

(3.39)

assuming for simplicity that Tm = 1625 °C. In Equation (3.39) Tp is the preheat-

ing temperature and it has been assumed Tp = 923 °C [221]. The linear thermal

expansion so obtained is represented in Figure 3.15.
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Figure 3.16: Mass density of Ti-6Al-4V powder compared with that of bulk material.

Mass density (ρ)

Powder bed density strongly depends on the particles arrangement and voids

between them, and, together with thermal conductivity, it influences powder

solidification [228]. On the other hand, powder flowability, which is the ability of

a bulk of powder particles to move, does not have a significant impact on mass

density for Ti-6Al-4V [228]. Similarly to Equations (3.34) and (3.38), the powder

mass density ρp taking into account the porosity ϕ is given by [225]:

ρp = (1− ϕ)ρ. (3.40)

Therefore, assuming that the porosity term depends on the temperature [221],

Equation (3.40) can be rewritten taking into account Equation (3.38). A com-

parison between the mass density of the bulk material and that of powder is

represented in Figure 3.16.
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3.1.8 Rate and temperature-dependent constitutive model

Given the numerous constitutive models present in the literature for Ti-6Al-4V,

the constitutive model employed in the present study was chosen with the physical

characteristics of the mechanical process in mind. Indeed, during the passage of

a laser source, the material is subjected to sudden changes in temperature, which

will impose a sudden material expansion causing high strain rates. Therefore, an

ideal constitutive bond to model this type of phenomena should necessarily take

into account these variabilities. In this sense, the most appropriate of those in the

literature and examined in this study was that developed by Galindo-Fernández et

al. (2018), because it takes into account both the strain rate and the temperature

variation. Furthermore, in addition to being calibrated on experimental data, it

is one of the few models to have a direct dependence on physical microstructure

variables, such as the grain size, the initial dislocation density, and, importantly,

the martensite size.

The data were provided into the SIMULIA/Abaqus input file (INP) in the

form of tables, in which the actual value of the flow stress is function of the

strain, the temperature, and strain rate. Tabulated data serve as a discrete

approximation of the continuous flow stress curve and the finite element code is

able to interpolate between the data points when needed. The data are firstly

arranged by the strain rate, then by the temperature and then by the strain

value. The discrete values chosen for the approximation of the flow stress are the

following:

ϵ̇ = {0.000, 0.001, 0.010, 0.100, 1.000, 10.000, 50.000}; (3.41a)

T = {25, 200, 400, 600, 800, 1000, 1200, 1400, 1500}; (3.41b)

ϵ = {0.00, 0.01, 0.02, 0.03, . . . , 0.50}; (3.41c)

where ϵ̇ is expressed in s−1 and T in °C.

Since there is no plasticity when the material is completely melted and there-
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fore the model is not able to make predictions near that point, for the purposes of

a numerical study it is reasonable to assume σ(ϵ, ϵ̇, T ) = σ(ϵ, ϵ̇, Tl) when T ≥ Tl,

with Tl ≈ 1526 °C, which leads to σ(Tl) ≈ 10.80 MPa when ϵ̇ = 10−3 s−1 as can

be found numerically.

The input parameters for the Galindo-Fernández et al. (2018) model were

chosen again by referring to the process and making some assumptions and ap-

proximations, starting from the values suggested by the same scholars in their

paper. For example, it is well-known that the average grain size of a material

varies with the deformation temperature and Ti-6Al-4V is not an exception. It

has therefore been chosen to characterise the material α grain size by referring

to the similar average grain size value of those calculated by different scholars

for different microstructure types at room temperature and reported in [88, p.

355, tab. 3], obtaining Dα = 6.59 µm, postponing a more in-depth study of the

influence of this parameter on residual stresses. Although the average grain size

value seems somewhat higher than that usually assumed for pure titanium and

Ti-6Al-4V, it is nevertheless representative of the average behaviour of α grain

size evolution, implemented in the constitutive model, during temperature varia-

tions, as represented in Figure 3.17. At the same time, an average value for the

grain size corresponds to a low flow stress value in both pure titanium and Ti-

6Al-4V, as represented in Figure 3.18, potentially leading to values too different

from the real ones for the residual stresses. As already mentioned, this analysis

is outside the scope of this work and the average value can be considered valid

for the time being.

3.1.9 Thermal boundary conditions and heat transfer

parameters

The thermal boundary conditions include the prescribed temperature at the sub-

strate and the interaction of the heated surfaces with the surrounding environ-
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Figure 3.17: Temperature-dependent grain size d of pure titanium and Ti-6Al-4V. Data re-

produced from [229, p. 964, fig. 3a].
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Figure 3.18: Grain boundary strengthening, relating the stress value σ with the grain size in

pure titanium and Ti-6Al-4V. Data reproduced from [229, p. 964, fig. 3b].
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ment.

Heat transfer coefficient

During any thermal process such as additive manufacturing or welding there

is a certain amount of heat loss, which occurs through conduction, convection,

radiation, and evaporation. Starting from a theoretical calculation, it is possible

to prove that in powder-bed-fusion the influence of the heat loss due to the

surface radiation and convection is negligible, because it is smaller than the input

power by four orders of magnitude [230]. However, they can be mathematically

described by a temperature-dependent combined heat transfer coefficient, also

called film coefficient, as usually done for welding [231, 143]:

h(T ) = hr(T ) + hc, (3.42)

where h is expressed in J s−1 m−2 K−1. The radiation term hr is a monotonically

increasing function of the temperature:

hr(T ) =
ϵσ

(
T 4 − Tr

4
)

T − Tr

. (3.43)

In this Equation (3.43), ϵ ∈ [0, 1] is the emissivity coefficient, σ ≈ 5.670 × 10−8

Wm−2 K−1 is the Stefan-Boltzmann constant, and Tr is the room temperature.

The term hc is the convective heat transfer coefficient.

Another model recently reported in the literature [232, 188] describes the heat

losses due to radiation in selective laser melting of Ti-6Al-4V, using the function

hr(T ) = ϵσ(T 2 + Tr
2)(T + Tr). (3.44)

Both heat transfer coefficient models for the bulk material produce similar

values for temperatures below the β-transus, whilst they differ for higher tem-

peratures, as shown in the Figure 3.20. However, from the equations indicated,

it is clear that the knowledge of emissivity is crucial when determining the heat

losses.
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Emissivity in additive manufacturing of Ti-6Al-4V

Emissivity is a measure representing the ability of the material to emit thermal

radiation [233]. The extreme values of the emissivity coefficient are 0 (perfect

reflector, also called white body) and 1 (perfect emitter, black body). However, in

the case of real material, it is usually common to talk about gray body to indicate

that it has an intermediate value.

Determining emissivity is a complex task, mainly because it depends on the

surface temperature, wavelength, surface material geometry, oxidation, and even

surface pollution [234, 235]. It is generally calculated by the relation

Tr
4 = ϵTs

4, (3.45)

where Tr is the radiance temperature, measured indirectly with a pyrometer, and

Ts is the surface temperature, usually measured with thermocouples [234].

In the second model expressed by Equation (3.44), the emissivity varies with

respect to the temperature, as in the Equation (3.43), but it is defined as a

temperature-dependent recursive function:

ϵ(T ) =

e(T ), e(T ) ≤ 1;

1, e(T ) > 1;

(3.46)

with

e(T ) = c1 + c2 exp(c3T ), (3.47)

where the fitting constants assume the values of c1 = 0.231, c2 = 3.06 × 10−4,

c3 = 7.55× 10−3 and T expressed in degrees Celsius [232].

Since no relation for the emissivity of Ti-6Al-4V metal powder has been found

in the literature, and since the temperature-dependent emissivity for both 316L

and IN718 powder follows approximately the same behaviour, the discrete data

available in the literature have been interpolated starting from Equation (3.46)

and using a non-linear fit procedure to recalculate and readapt the coefficients.
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Therefore, for the emissivity of metal powder Equation (3.47) is still valid, but

with coefficients c1 = 2.027× 10−5, c2 = 1.312× 10−2, c3 = 3.770× 10−1, and the

temperature in degrees Celsius. According to this new formula, the maximum

emissivity of powder is achieved when T ≥ 787.60 °C.

The temperature-dependent emissivity function is plotted in Figure 3.19 to-

gether with some experimental measurements carried out on both Ti-6Al-4V and

other materials. It can be observed that the bulk material, initially having a low

emissivity, after around the β-transus temperature behaves approximately like a

blackbody, reflecting all the thermal energy.

Convective heat transfer coefficient

As anticipated, the heat losses due to convection and radiation in laser-powder-

bed-fusion are negligible. Furthermore, it has been estimated that the heat loss

through surface radiation is about five times higher than the loss through con-

vection [230]. In several numerical studies about additive manufacturing of Ti-

6Al-4V, the convective term hc in Equation (3.42) was chosen equal to 10 [236],

18 [237], 20 [232], 80 [238], or 100 W m−2 K−1 [230]. Differently, other authors

estimated the coefficient hc = 1 for laser powder-bed fusion of Ti-6Al-4V in

surrounding argon [239] or for laser directed energy deposition [240]. However,

non-accurate justifications has been given for these values, which seem to be more

of an assumption. Additionally, if hr ≈ 5hc is a valid assumption, the exact tem-

perature at which this relation holds has not been specified. Moreover, a more

in-depth study shown that is an increasing function of thermal conductivity of

the deposited material and it depends also on the geometry of the final part, and,

for Ti-6Al-4V, values around 4–12 were also recommended [241].

Assuming that hr ≈ 5hc holds at the melting point, since in the first model

(Equation (3.43)) hr(Tm) ≈ 91.50 and in the second model (Equation (3.44))

hr(Tm) ≈ 245.88, then hc must be bounded in the range 18.30–49.18. On the
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other hand, the assumption that the same relation holds at room temperature

leads to values that are too small, which, therefore, would roughly correspond to

the assumption that hc ≈ 0, Indeed, if hr(Tr) ≈ 1.16 and hr(Tr) ≈ 4.52 × 10−4,

then hc = 0.23 and 9.04 × 10−5, respectively in the first and second model. An

alternative could be considering hc = 5hr for any temperature in the interval

[Tr, Tm], with the results represented in Figure 3.21, but in this way an indirect

dependency of hc on temperature is introduced and this is not supported by any

study at present. Finally, given these considerations, a rounder conventional value

hc = 20 can be fixed in the present study both for bulk material and powder.

Ambient or sink temperature during laser powder-bed fusion

As anticipated, in the Equation (3.19) the sink temperature can be considered

equivalent to the room temperature. However, during laser powder-bed fusion,

this value can be fixed equal to the temperature inside the building chamber,

which is equivalent to the temperature of the gas flowing into it. Nevertheless,

the temperature of argon, for example, is not fixed, but due to convection in the

above region in proximity of the melt pool it can reach up to 800 °C [242]. One of

the consequence, is that the powder bed is heated before the laser pass, because

the mass of heated gas flows ahead of the laser. However, for the present study,

this micro-description of gas heating can be ignored. Additionally, there is no

possibility, at present, to implement this feature in Abaqus/Standard, where the

only option would be setting a varying discrete Sink definition valid for nodes or

elements, but fixed during time evolution. Therefore, the assumption Tr = 25

°C both for the powder bed and for the substrate can be considered valid, as in

recent studies [243].

In the commercial finite element software SIMULIA/Abaqus [181], the heat

loss can be described accordingly by using the *Sfilm option, which refers to

the surface-based temperature-dependent heat transfer coefficient defined within
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Figure 3.20: Comparison between two temperature-dependent combined heat transfer coeffi-

cients for Ti-6Al-4V, with different radiation terms. Up to the β-transus tem-

perature both models show a similar trend.

the *Film Property, which essentially contains a table of discrete values for the

coefficients alongside with the temperatures [181, vol. II, p. 18.4.3-4]. In the

*Sfilm option is also possible to specify the sink temperature, which can be made

equal to the room temperature [181, vol. II, p. 18.4.3-4].

3.1.10 Definition of a Gaussian moving heat source

The moving heat source can be implemented by defining a Gaussian heat flux per

unit volume, with the following equation, valid for any point x ∈ Ω and for any

time t ∈ (0, tm], with tm maximum simulation time:

Q(x, y, z) =
2ηkpp

πr2
exp

(
−2d

r2

)
, (3.48)

where η ∈ R is the efficiency (adimensional), kp ∈ R is an adimensional calibration

parameter, p ∈ R is the heat input or laser power density (J s−1 m−3), r ∈ R is

130



Chapter 3: Computational framework

0 200 400 600 800 1000 1200 1400 1600

T (◦C)

0

50

100

150

200

250

300
h

(T
)

(J
s−

1
m
−

1
K

)

Tβ Tm

h(T ) = hr(T ) + hc, with hr(T ) = εσ(T 4 − Tr4)/(T − Tr), hc = 20

h(T ) = hr(T ) + hc, with hr(T ) = εσ(T 2 − Tr2)(T − Tr), hc = 20

h(T ) = hr(T ) + hc, with hr(T ) = εσ(T 4 − Tr4)/(T − Tr), hc = 5hr

h(T ) = hr(T ) + hc, with hr(T ) = εσ(T 2 − Tr2)(T − Tr), hc = 5hr

Figure 3.21: Comparison between two temperature-dependent combined heat transfer coeffi-

cients for Ti-6Al-4V, with different radiation terms for two different assumption

about the convective term hc.

the laser beam radius (m), and d is a function defined as following:

d(x, y, z) = (x− x0)
2 + (y − y0)

2 + (z − z0)
2, (3.49)

where the initial point of the laser source is described by the coordinates x0, y0, z0 ∈
R. If the heat source moves only along the z axis, its trajectory is then described

by the following equations:

x0 = 0, (3.50a)

y0 = 0, (3.50b)

z0(t) = z0 + st, (3.50c)

where s ∈ R is the laser speed (m s−1). In this way it is introduced a dependence

of time and the Equation (3.49) becomes:

d(x, y, z, t) = x2 + y2 + (z − z0)
2. (3.51)
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Figure 3.22: Tridimensional Gaussian heat source plot at a specific time t as a model for the

laser heat source in the additive manufacturing process, with the fixed parame-

ters: p = 100 J s−1 m−3, η = 0.75, r = 0.001 m, kp = 1.00.

In other words, the distance between the coordinate z at time t and the one

coordinate varies with time, so the final expression for the Gaussian heat source,

in case of a linear trajectory, is:

Q(x, y, z, t) =
2ηkpp

πr2
exp

[
− 2

r2
(
x2 + y2 + (z − z0)

2
)]

. (3.52)

For a fixed generic time t, the tridimensional Gaussian heat source model is

plotted in Figure 3.22, whilst in Figure 3.23 are shown some cross-sections of this

heat source model for different laser power values.

The heat source model can be implemented within SIMULIA/Abaqus by pro-

gramming a DFLUX Fortran 90 (fixed format) subroutine [181, vol. III, pp. 24.2.3-

1–3], which can be able to read the scanning strategy stored in an external text

file as a set of points, which runs from the starting to the ending point. This task

of accessing this information is performed using a UEXTERNALDB subroutine.
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Figure 3.23: Cross-section of a tridimensional Gaussian heat source at different laser power

values p for a fixed instant of time t. Varying the parameter p permits to

control the amount of the heat flux and therefore the laser penetration within

the material.

Scanning strategy

The scanning strategy can be illustrated as a definition of the laser’s spatial

path. The different tracks are spaced by a certain distance and, as is usually the

norm, the laser goes from one point to another along a rectilinear path, then back

again and so on, following the so-called zigzag pattern [244]. Therefore, having

decided upon this scanning strategy, according to the hatch spacing value input,

the scanning path has been designed to fill the top surface of the finite element

model. A similar approach can be used for the subsequent layer, but the paths

can be rotated by 90◦, as is often the case in SLM to reduce residual stresses

[244]. Other scanning strategies exist, but were not considered in this study,

going beyond the scope and investigative possibilities of this work. The approach

used here for the first and second layer is represented in Figure 3.24.
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Figure 3.24: Typical laser scanning paths for the first and the second layer, in the multi-pass

simulation. The arrows indicate the direction of the laser along the path and

the crosses indicate the linear path where the laser is turned on or off.

Using a MATLAB® script, the coordinates of the laser were written in a text

file, which was subsequently read by the SIMULIA/Abaqus DFLUX Fortran 90

(fixed format) subroutine [181, vol. III, pp. 24.2.3-1–3].

Pre-heating and substrate temperature

In laser powder-bed fusion of Ti-6Al-4V, the substrate temperature usually varies

between 70 and 500 °C, and the microstructure so obtained, without any post-

heating treatment, gives raise mainly to an α′ structure [21]. In order to obtain

superior material properties for an as-built part, it is convenient to bound the

substrate temperature in the interval Ts ∈ [370, 570] (°C), where still there is

martensite formation. Indeed, it has been recently found this as the best range

to obtain higher elongation, and so better ductility, and maximum ultimate tensile

stress (above 1200 MPa) in laser powder-bed fusion of Ti-6Al-4V, as represented

in Figure 3.25 [245]. Similar values were previously found in a study that com-

bined results from several research studies [21]. Whilst the substrate temperature

oscillates during the heat source pass, fixing the temperature at the bottom of

the substrate can represent a numerical method to control its minimum. There-

fore, the temperature Ts = 500 °C can be chosen for the whole duration of the

134



Chapter 3: Computational framework

0 200 400 600 800 1000

Ts

0.0

0.1

0.2
δ

(-
)

ref. 1

ref. 2

0 200 400 600 800 1000

Ts

750

1000

1250

σ
y

(M
P

a
) ref. 2

0 200 400 600 800 1000

Ts (◦C)

750

1000

1250

σ
u

(M
P

a) ref. 1

ref. 2

Figure 3.25: Elongation, yield stress, and ultimate tensile stress of as-built Ti-6Al-4V spec-

imens for different substrate temperatures Ts. The references from which the

data are reproduced are: ref. 1 = [245], ref. 2 = [21].

simulation, which will lead approximately to the following values, grasped from

Figure 3.25: δ ≈ 0.09, σy ≈ 1000 MPa, σu ≈ 1200 MPa.

The process of pre-heating consists of bringing the material up to a specified

temperature before processing, to control the temperature gradient in the welding

area, to reduce the cooling rate and so also to avoid the risk of cracking the

material during its processing [246]. It is employed both in welding and in additive

manufacturing, and it can be confined to a portion of the material or can be

extended to the entire part [246]. The pre-heating temperature can reach up to

300 °C [247]. Small variations are recorded up to 570 °C, as represented in Figure

3.26. However, in terms of residual stresses, a sensible reduction has been found

even when the sample has been pre-heated, as reported in [248].
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Figure 3.26: Elongation, yield stress, and ultimate tensile stress of as-built Ti-6Al-4V spec-

imens for different pre-heating temperatures Tp. The reference from which the

data are reproduced is: ref. 3 = [248].

3.1.11 Mechanical boundary conditions, simulation time

discretisation, and process model parameters

As seen, a thermo-mechanical model, representing the reference volume element

was modelled using finite element technique implemented in the commercial soft-

ware SIMULIA/Abaqus [181]. The finite element model was constrained at the

base, preventing displacements and rotations, in order to represent a fixed sub-

strate, as in reality, which is represented by the coarser mesh in Figure 3.3 and

that can be removed at the end of the simulation and other boundary conditions

can be implemented as necessary, such as those represented in Figure 3.28.

The mechanical boundary conditions need to be coupled with the proposed

scanning strategies, both for the single-layer and for the double-layer model, as

in Figure 3.27. Since as seen in Table 2.1 the process parameters for additive

manufacturing are in wide ranges, the decision to use realistic parameters similar
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Layer 1

Layer 2

Figure 3.27: Diagram illustrating the different boundary conditions coupled with the scanning

strategies for the first and second layer. The solid line represents the fixed

support (i.e. no displacements and no rotations admitted), whereas the dashed

line represents the free edge. In all the cases the base of the multi-pass model is

considered fixed (i.e. no displacements and no rotations admitted).
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Figure 3.28: Illustration of the displacement constraints applied to the sides of the six mod-

els, according to the definition of the boundary conditions and the convention

adopted in this work.
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to those used in SLM of Ti-6Al-4V has been made [244]. Therefore they were the

following:

s = {800, 900, 1000, 1100, 1200}mm s−1; (3.53a)

h = {60, 70, 80} µm. (3.53b)

The simulations were performed by testing all different parameter combinations,

with all six boundary conditions described with the layer properties equal to the

bulk material. Furthermore, only for the unconstrained single and double layer

models using the powder properties, a larger process window were considered and

therefore the following processing parameters were used:

s = {200, 400, 600, 800, 1000, 1200, 1400, 1600}mm s−1; (3.54a)

h = {40, 60, 70, 80, 100, 120} µm. (3.54b)

3.1.12 Simulations steps, time step and time increments

definition

The total simulation time has been subdivided into one heating step and one

cooling step when the model was composed by one layer, otherwise into two

heating steps and two cooling steps interspersed, with each heating-cooling couple

associated with one of the two layers. A summary of the typical values for the total

time and the time steps used for the multi-pass double-layer model is reported in

Table 3.3.

3.1.13 Mesh convergence study

A mesh convergence study is useful to assess the validity of the results, with

respect to different boundary conditions, as in Figure 3.29, because these can

influence the convergence of the models and the numerical results. In model

A (Figure 3.29) all nodes at the base are constrained for both displacements
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Step name Initial (s) Time period (s) Minimum (s) Maximum (s)

heating1 5.00× 10−5 8.13× 10−2 1.00× 10−11 5.00× 10−5

cooling1 5.00× 10−5 1.00× 101 1.00× 10−11 5.00× 10−1

heating2 5.00× 10−3 8.13× 10−2 1.00× 10−11 5.00× 10−3

cooling2 5.00× 10−5 1.00× 101 1.00× 10−11 5.00× 10−1

Remove_Substrate 1.00× 10−1 1.00× 10−1 1.00× 10−6 1.00× 10−1

Table 3.3: Typical step times and time increments definition used in SIMULIA/Abaqus for a

multi-pass double-layer model.

and rotations; in model B only vertical displacements are constrained for all

nodes at the base; in model C only nodes at the four corners are constrained for

both displacements and rotations; in model D only nodes at the four corners are

constrained for displacements.

Gaussian heat source calibration study

A calibration of the Gaussian heat source is necessary, in order to guarantee that

the right temperature is achieved during the laser pass. This can be achieved by

running some simulations with varying kp, obtain a best-fit and then calculate

the parameter such that the maximum temperature in the melt-pool is around

2700 °C, as observed experimentally at the centre of the scanning track during

selective laser melting in [249], or 2760 ± 31.71 °C, as indicated more recently

[250]. Having fixed p = 150.0 W and η = 0.20, the result is kp = 7372.36 and the

numerical procedure is graphically represented in Figure 3.30.

3.1.14 Post-processing of the finite element results

Once the set of simulations is completed, the numerical results can be processed by

calculating the maximum of the residual stress on each Gaussian point of the finite

element model. In SIMULIA/Abaqus, this process can be automatised, whereby

the extraction of the values can be performed using a Python script, which can
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(a) Model A. (b) Model B.

(c) Model C. (d) Model D.

Figure 3.29: Boundary conditions applied to the models used for the mesh convergence study.
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Figure 3.30: Numerical study to determine the correct calibration parameter kp.
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read the output database (ODB file) of the calculations. The same script can

then write the numerical results to some text files, which can be subsequently

further processed by other Python script files to plot the results.

3.1.15 Brief discussion about uncertainty of the model

As seen in the previous sections, the computational model presented in this work

has different inputs and variables and their knowledge can affect the final result.

In the case under examination, each residual stress component is a function of

several variables:

σi = f (Gj, x, k(T ), cp(T ), α(T ), ρ(T ), Cj, Q,Bj, ne) , (3.55)

where Gj is the j-th geometrical parameter, x ∈ R3 is the point where the residual

stress is calculated, k(T ), cp(T ), α(T ), ρ(T ) are the thermo-physical parameters,

which can be further differentiated into bulk and powder properties, Cj is the j-th

parameter defined into the constitutive model, Bj is the j-th boundary condition,

ne is the number of the elements in the finite element model approximating the ge-

ometry under analysis. Therefore, the uncertainty associated with each quantity

requires further study and cannot be determined in the present study.

3.2 Microstructure modelling and prediction for

different hatch spacing values

3.2.1 Martensite needles thickness

For welding and for some laboratory-controlled heat treatments an empirically

derived formula to calculate martensite needle thickness in Ti-6Al-4V has been

extensively validated and used during very recent times by Villa et al. (2020) [93,

94]. It has been shown that the needle thickness (expressed in µm) is proportional
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to the natural logarithm of the cooling rate:

wα′ = a log

(
∂T

∂t

)
− b, (3.56)

where a = 0.0895, b = 0.138 and the cooling rate is in °C/s. This Equation

(3.56) shows a good agreement with experimental data, mainly revealing that

the cooling rate seems to be the primary factor affecting the martensitic needle

thickness. On the contrary, its thickness seems not much affected by the parent

β grain size [93, 94]. The reason for this can be found in the fact that often

martensite extends across the β-grain boundary [87].

3.2.2 Martensite volume fraction

Assuming that upon cooling the material from temperatures above the β-transus

temperature, the martensite volume fraction at room temperature has been de-

scribed in the same cited studies on welding and laboratory-controlled heat treat-

ments by the following equation [93, 94]:

Vα′ = a

[
b arctan

(
∂T

∂t

)
− c

]
, (3.57)

where the best fit with experimental data has been found for a = 20.4, b = 2.62,

c = 65.0. This last Equation (3.57) shows again a strong dependency on the

cooling rate. However, several studies, both in stainless steel and in Ti-6Al-4V,

pointed out that the martensite volume fraction is entirely independent from the

cooling rate. On the contrary, some authors showed that for Ti-6Al-4V there is

a good agreement with the results provided by the Koistinen-Marburger model

[99], initially developed for carbon steel and currently extensively used for this

material [100, 101, 102].

3.2.3 Martensite needles spacing

Since no model can be found in the literature describing the spacing value between

two parallel martensite needles, in the following subsection a new geometrical

144



Chapter 3: Computational framework

1

2

12

Figure 3.31: Illustration of two models for the martensite spacing description and their deriva-

tion from the lath martensite structure within the material.

approach will be followed [251].

Martensite spacing model 1

According to Figure 3.32a, the total cell volume V can be written as a sum of

the α′ martensite volume fraction Vα′ and β-phase volume fraction Vβ:

V = Vα′ + Vβ

= wα′hα′lα′ + dα′hββ,
(3.58)

where wα′ is the martensite thickness, dα′ is the martensite spacing, hα′ and hβ

are respectively the major axis length of the martensite lath and that of the β-

face included into the cell volume element, and lα′ and lβ are respectively the

out-of-plane depth of the martensite lath and that of the β-face included into the

cell volume element.

From Equation (3.58) it follows that the β-phase volume fraction can be writ-

145



Chapter 3: Computational framework

ten as

Vβ =
dα′hα′lα′

V
, (3.59)

but, combining Equation (3.58) and this last Equation (3.59):

Vβ =
dα′hα′lα′

wα′hα′lα′ + dα′hββ

. (3.60)

Now, rearranging the terms as follows

Vβ (wα′hα′lα′ + dα′hββ) = dα′hα′lα′ (3.61)

and expanding the product as

Vβwα′hβlβ = dα′hα′α′ − Vβdα′hα′α′

= dα′ (hα′lα′ − Vβhα′lα′) ,
(3.62)

it follows that:

dα′
Vβwα′hβlβ

hα′lα′ − Vβhα′lα′
. (3.63)

Since hα′ = hβ and lα′ = lβ, then

dα′ =
Vβwα′

1− Vβ

. (3.64)

Finally, remembering that Vα′ = 1− Vβ, the martensite spacing can be expressed

as:

dα′ =
(1− Vα′)wα′

Vα′
. (3.65)

This means that the α′ martensite lath spacing is now completely defined once

the martensite volume fraction and its thickness is known.

Martensite spacing model 2

According to Figure 3.32b, in this second case the total cell volume is

V = Vα′ + Vβ

= wα′hα′lβ + dα′hα′lα′ + (wα′ + dα′)(hβ − hα′)lα′

(3.66)
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wα′ dα′

hα′ = hβ

lα′ = lβ

α′ β

(a)

hβ − hα′

hα′
lα′ = lβ

wα′ dα′

α′ β

(b)

Figure 3.32: Representation of the assumed geometry of the cell in the first (a) and in the

second model (b).

and, accordingly, the β-phase volume fraction is

Vβ =
1

V
[dα′hα′lα′ + (wα′ + dα′)(hβ − hα′)lα′ ] . (3.67)

Combining the last two Equations (3.66) and (3.67), using a mathematical pro-

cedure similar to the previous one and simplifying, it is possible to write:

wα′(hβ − hα′)Vα′ + wα′hα′Vα′ − wα′(hβ − hα′) = dα′hβ(1− Vα′) (3.68)

and from this last Equation (3.68), it follows that:

dα′ = 2
hα′

hβ

Vβ

Vα′
wα′ . (3.69)

Therefore, according to this second formulation, the α′ martensite spacing is

proportional to the ratio between the laths length and the cell size.

3.2.4 Model parameters optimisation

Let δh,P be the difference between the martensite property value calculated with

the model and the value obtained by experimental measurement at hatch spacing
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value h and point P within the laser track at the end of the cooling stage:

δh,P = th,P − th,P . (3.70)

For each hatch spacing value hi and point Pi, it is possible to define the sum of

those differences, which can be called residual R:

R =
N∑
i=1

δhi,Pi
. (3.71)

A new model calibrated on the experimental data can be therefore obtained

by minimising the residual. This procedure can be easily integrated into any

programming language or, as an alternative, the function Goal Seek in Microsoft®

Excel® can be used. This function perform a so-called What-if-Analysis and

it provides a method of equation a function to a desired value by iteratively

modifying the source or input data.
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Experimental set-up

The generation of appropriate experimental data is key in supporting the devel-

opment and validation of the computational models. In additive manufacturing,

a number of process variables can be studied at any given time and include:

characteristics of the powder, influence of geometry on build distortions, scan-

ning strategies, power and speed of the heat source and so on. In this study,

the main focus is on understanding the microstructure evolution according to

the thermal fields induced by different hatch spacing values. In particular, the

intent of the experiments carried out and reported in the present work was to

characterise the shape, the volume fraction, and the dispersion of martensite in

Ti-6Al-4V for different hatch spacing values. The aim of this research was that

once this theoretical gap was filled, the data generated can be used to improve

the description of the initial dislocation density adopted by some physics-based

constitutive models and, possibly, provide new insights. This can result in a more

accurate prediction of the flow stress behaviour during a deformation process. At

the same time, the characterisation can clarify or uncover some relations between

the hatch spacing and the new phase formation.
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4.1 Experimental procedure, equipment, and

processing conditions

The objective of the experimental programme is to generate data from a laser

track on a Ti-6Al-4V plate, by varying the hatch spacing values and then met-

allurgically characterise the martensite distribution and its size. Indeed, as seen

in Table 2.10, the martensite thickness and spacing are scarcely reported in the

available literature. To be more accurate, martensite characterisation can be per-

formed in three different locations of the melt pool, denoted as A, B, C in Figure

4.1, because they represent, respectively, a location at the centre of the first-track

melt pool, a location at the intersection between two melt pools, and a location

at the heat affected zone of the first melt pool.

The laser scan induces some alterations in the microstructure which are clearly

visible with the optical microscope. However, in order to achieve good data col-

lection for the purpose, there are some intermediate passages to be performed

before starting the investigations with microscopes. First of all, a sample must

be extracted from the workpiece and to facilitate inspection of its external char-

acteristics it must be enhanced by some surface polishing techniques. There is no

universal method to process the sample, but usually there is a general sequence

to follow in studies like the present one. Nevertheless, the passages carried out

during this study, and for the specific purposes related to it, are usually reflected

into the list of equipment. Therefore, the equipment used throughout the whole

experimental process is briefly listed below, according to the temporal sequence

of their use:

1. hole making machine, Kennametal® (Figure 4.4);

2. laser metal deposition machine, Trumpf® TLC1005 (Figure 4.5);

3. electrical discharge machine, AgieCharmilles® CUT20 (Figure 4.6);
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4. hot mounting hydraulic press machine, Aptex® Presidon® (Figure 4.7);

5. polishing machine, Struers® Tegramin-25® (Figure 4.8a);

6. optical microscopes

• ZEISS® Axioskope® 2, equipped with ZEISS® AxioCam® HRc digital

camera (Figure 4.8b);

• Brunel® Microscopes Ltd., equipped with Canon® EOS 1100D digital

camera (Figure 4.9);

7. scanning electron microscope, Hitachi® TM3000 Tabletop Microscope (Fig-

ure 4.10);

8. micro-hardness tester machine, Buehler® Wilson VH1202.

Some rectangular titanium alloy Ti-6Al-4V Grade 5 ASTM B265-15 sheets

supplied by Titanium Metals UK Ltd., West Bromwich (United Kingdom), have

been employed in this experimental study. Their dimensions were 125× 150 mm

with a thickness of 3 mm (tolerance of +1 mm/-0 mm). The sheets were processed

by VAR/rolling method in the direction parallel to the shorter edge and annealed.

The full chemical composition of the alloy sheets as-received is given in Table 4.1,

where it is also compared with the standard composition.

Al V Fe C N H O Ti

as-received 5.78 3.92 0.11 0.018 0.009 0.001 0.123 balance

standard 5.50-6.75 3.50-4.50 < 0.40 < 0.08 < 0.05 < 0.015 < 0.2 balance

Table 4.1: Chemical composition of the as-received Ti-6Al-4V plates used in this study and

of that according to the standard composition (quantities in wt%).

Processing conditions

The laser scans have been performed using a Trumpf® laser metal deposition ma-

chine, usually used to produce near net-shape components (meaning as near as
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h = 0.50 mm

A B

C

1 2

h = 0.75 mm
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h = 1.00 mm
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h = 1.25 mm
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h = 1.75 mm
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h = 2.00 mm

A B

C

1 2

Figure 4.1: Diagram illustrating the hatch spacing variation in the experiments and the po-

sition of the three points of interest (A, B, C). The numbers 1 and 2 refer to the

laser track scanning order.
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Laser power Beam diameter Laser speed Hatch spacing O2

1000 W 2.00 mm 2000 mm/min variable (0.5-2.0 mm) < 0.4%

Table 4.2: Processing parameters employed as inputs in the Trumpf® machine for the present

set of experiments. The hatch spacing is variable in the interval 0.50-2.00 mm with

steps of 0.25 mm.

possible, in size and shape, to the finished product) and also to repair damaged

parts. The Trumpf® machine was initially introduced in the commercial mar-

ket back in 2016 [252], so it can be considered both recent but also sufficiently

widespread to justify its use in an experimental study. This machine is utilised

to melt the material, create a weld pool on the component surface and simulta-

neously deposit metal powder via a nozzle. However, as already mentioned, in

these experiments no powder has been employed, because the aim was to inves-

tigate solely the effect of the laser power on the base material microstructure.

The oxygen content has been lowered inside the chamber where the plate was

processed, before starting the trial, in order to prevent the natural oxidation of

the plate in the region of the laser scan. The process parameters used as inputs

in the machine are summarised in Table 4.2.

4.1.1 Temperature recording: hole drill and thermocouple

To measure the temperature inside the material is necessary to drill a hole, into

which can be inserted the small cable end of a thermocouple. This choice was nec-

essary after a first trial during which only the surface temperature were recorded,

obviously producing a limited representation of the temperature profile, which

was not sufficient to perform a correct temperature calibration of the finite ele-

ment model. Moreover, in order to be more accurate and minimise the errors,

the temperature was recorded at two aligned points parallel to the laser track,

where two thermocouples were placed, as represented in Figure 5.4.
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Figure 4.2: Representation of the diamond-shape indenter of a right pyramid with a square

base used in the Vickers hardness test (on the left), and its shape impression on

the metal surface (on the right), according to EN ISO 6507-1. A force F is applied

and the mean angle between the opposite faces at the vertex of the pyramidal

indenter is indicated as α and its value is usually 136◦. The shape of the metal

impression on its surface is characterised by the two diagonal lengths d1 and d2.

Image adapted from [253, p. 2, fig. 1].

4.1.2 Hardness measurement

Hardness is a measure of the resistance to permanent change or the capacity of

the material to resist plastic deformation, when an indentation force is applied.

Therefore, different hardness measurements methods exist, but perhaps the test

most used in engineering is the Vickers hardness test. It is performed by applying

a force which will impress a mark on a metal surface through a diamond pyramidal

indenter, as represented in Figure 4.2. The Vickers hardness number HV ∈ R

is then expressed as the ratio between the test force F and the surface area of

indentation A:

HV =
1

gn

F

A
=

1

gn

F

d2/(2 sin(α/2))
, (4.1)

where gn = 9.80665 is the conversion factor from kgf to N (the force must be

expressed in N and d in mm). If the nominal angle is α = 136◦, as in most cases,

then H = 0.1891F/A. Finally, particular care must be taken when using the

Vickers hardness test, because the distance between two indentations should be

not less than 3 times the average diagonal of the indentation d for hard metals,
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Figure 4.3: Minimum distances between Vickers indentations, according to EN ISO 6507-1.

(1) edge of test piece, (2) steel, copper and copper alloys, (3) = light metals, lead

and tin and their alloys). Image reproduced from [253, p. 7, fig. 2].

although some manufacturers suggest 2.5 times, as represented in Figure 4.3.

4.1.3 Specimen preparation

The intermediate step between an actual experiment and sample analysis is the

creation of metallographic samples that must undergo a preparation process in

order to be analysed. The purpose of this type of activity is to make the mi-

crostructure of a particular type of material examinable by metallographic meth-

ods. This section provides a brief introduction to the techniques and operational

details of each procedure used during the course of the laboratory activity.

Sectioning

Sample sectioning is the first step in specimen preparation, and it can be per-

formed with several techniques. In selecting a suitable method, it is necessary to

consider the possible alterations that this operation may cause to the microstruc-

ture, or the generation of some small cracks and even mechanical residual stresses

they can induce. One of the best processing methods makes use of Electrical Dis-
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charge Machine (EDM), creating electrical discharges in a metallic wire in contact

with the workpiece to be cut, with both immersed in a dielectric fluid. There-

fore, sectioning of the workpiece has been carried on with the wire-cut electrical

discharge machining technique and the pieces extracted from the plate measured

7× 10× 3 mm (where 3 mm corresponds with the thickness of the plate).

Embedding and grinding

When the sample is small, soft, or fragile or when it is needed to combine multiple

samples into a single specimen, the small pieces extracted from the main work-

piece can be embedded in a plastic material. The process is distinguished into

cold mounting or hot mounting, depending on whether heat is used to process

the plastic surrounding the sample and this technique is called also compression

moulding. The material used to mount the samples has to be sufficient resistant to

mechanical and chemical actions that will be performed in the subsequent steps.

At the same time, the material can be opaque or transparent, but it should ad-

here to the specimen and, finally, it should also be not too expensive. One of

the materials commonly used in the hot process is the Bakelite, a thermosetting

phenol formaldehyde resin usually available as powder, which is heated and com-

pressed at the same time to form a whole with the metal sample. The samples so

extracted from the workpiece have been embedded with a hot mounting machine

using a Bakelite powder. Sample grinding has been performed manually in water

with some Silicon Carbide (SiC) papers, characterised by a particle size ranging

from 180 to 4000 mesh, whilst the polishing wheel was rotating at a speed of 250

rpm.

Polishing, ultrasonic washing, and etching

After embedding the material, its surface can be gradually polished using finer

abrasive particles, which flatten the surface and make it mirror-like. Since this
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process clearly induces abrasion, the sample can be cleaned with an ultrasonic

bath to remove any residual material left over from the polishing process. Fi-

nally, the process of using a chemical acid solution to reveal the microstructure

or phases present on a metal surface is called etching [30]. The prepared surface

is chemically attacked with dilute acid for a short time and this process prefer-

entially erodes the grain boundaries, making them clearer under a microscope.

This can be explained by the increased susceptibility of the metal to the acid

along the grain boundaries, which leads to a higher corrosion rate and this oc-

curs essentially because the atomic bond between the grains is weaker than that

within them. The most common etchant used to treat titanium samples is the

Kroll’s reagent, which consists of 100 mm of water, 1-3 mm of hydrofluoric acid

and 2-6 mm of nitric acid [254, 30]. As a method to increase the efficiency of

the chemical reaction, sometimes the sample is submerged in the etching solution

inside an ultrasonic cleaner machine [254]. During the process heat is generated

and depending on the small variations in etching procedure, included time, the

sample can lose a certain quantity of mass and the surface roughness appears

different (in this regard, a good comparative study can be found in [254]).

The first step of sample polishing has been performed with a Struers® Inc.

MD-Dac® cloth, with a water based diamond suspension of 2 µm. During this

operation, the plate was rotating at the speed of 250 rpm with a perpendicular

applied force of 20 N. A second and last step of polishing has been done with a

Struers® Inc. MD-Chem® cloth with an oxide polishing suspension. During this

last step, the plate was rotating at a speed of 150 rpm with a perpendicular ap-

plied force of 20 N. After that, all the samples have been washed in an ultrasonic

cleaning machine, submerging them in ethanol, to completely remove the smaller

residual particles.

Finally, an electrochemical etching, which is a controlled corrosion process,

has been performed by submerging the samples in a Kroll’s reagent for 25-30 s.
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After this procedure, since the β-phase is attacked by the reagent, it appears

dark, whereas the α-phase regions look bright. This different colouration is due

to the difference in the chemical potential between the two phases, which alters

the rate of attack [255].

4.2 Data collection, processing and analysis

The steps adopted after the samples preparation are the collection of data, its pro-

cessing and analysis. The collection usually employs additional instruments, such

as the optical (OM) and the scanning electron microscope (SEM), whilst their

processing and analysis is done by image processing tools, such as ImageJ, which

can help to collect data that are afterwards analysed using statistical techniques.

4.2.1 Data collection: optical and scanning electron

microscopy

The main techniques for investigating the surface microstructure of a metallic

sample are by means of the optical microscope (OM) and the scanning electric

microscope (SEM). Whilst the former uses visible light to generate an image

of the sample, the latter uses an electron beam and is therefore more precise,

generating high-resolution images. Main scanning electron microscope detector

techniques are the following: backscattered electrons (BSE), secondary electrons

(SE), and electron backscatter diffraction (EBSD).

In the present work, two optical microscopes were used and one backscat-

tered electron microscope and detector. The former was used to reveal some

details about the laser track and melt pool, while the second one was used to

conduct a more in-depth study of the microstructure and, in particular, an in-

depth characterisation of the martensite. As anticipated, the martensite shape

and distribution has been investigated in three locations of the cross-section of
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(a) (b)

Figure 4.4: Pillar drilling machine on the left (a) and a detail with the Ti-6Al-4V plate on

the right (b).

(a) (b)

Figure 4.5: Control panel of the Trumpf® machine on the left (a) and entrance of the chamber

on the right (b).
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(a) (b)

Figure 4.6: Electric Discharge Machine on the left (a) and a detail of the metallic wire spool

on the right (b).

(a) (b)

Figure 4.7: Hot mounting machine on the left (a) and the Bakelite powder on the right (b)

used to embed the specimens.
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(a) (b)

Figure 4.8: Polishing machine on the left (a) and the Brunel Microscopes Ltd optical micro-

scope on the right (b).

(a) (b)

Figure 4.9: ZEISS® optical microscope on the left (a) and detail of the camera on the right

(b).
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(a) (b)

Figure 4.10: Scanning electron microscope connected to a computer for image capturing and

specimen positioning on the sample holder (a) and a detail of the opened speci-

men chamber door with the specimen inside it (b).

the laser track and in the present work they are named A, B, C (Figure 4.1).

4.2.2 Data analysis

Images acquired with SEM were digitally analysed with ImageJ software, a public

domain tool developed at the National Institutes of Health and the Laboratory

for Optical and Computational Instrumentation (LOCI, University of Wisconsin).

It is specifically designed for image processing and analysis and it uses some fully

automatic numerical algorithms as well as it permits some manual intervention,

in order to determine the edges of the objects and quantify the morphology and

the distribution of particles within a picture acquired with the microscope. In

particular, this software is designed to calculate some statistical analysis of the

microstructure according to the image pixel values, such as areas, distances, and

angles, after proper definition of the image scale. Automating the process of
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analysis not only speeds up the measurements, but also yields consistent and

repeatable results.

The image acquired with the scanning electron microscope is a greyscale .tif

image, so the values of the pixels are in the range [0, 1], where the value 0 repre-

sents the colour black and the value 1 represents white. However, the automatic

particle analysis module of ImageJ can be used only after the acquired image has

been converted to a binary image. An image is binary if all the pixels assume the

value 0 or 1 and this can be achieved by using an appropriate built-in threshold

function, which uses an image segmentation process. The process of thresholding

an image of the material under investigation captured with the microscope is

represented in Figure 4.11.

After the image content is processed, all the data appears on a separate results

window and can be saved in a CSV (comma-separated values) file, in which all the

data are arranged in columns and rows. The content of this file can be further

processed by some Python or MATLAB® programming scripts. Those scripts

can help to rapidly obtain statistical information about some microstructural

properties, across a considerable number of samples.

Since microscopes are only capable of processing bidimensional images, which

can be obtained from cross-sections of samples, certain volumetric quantities can

only be approximated, assuming that the measure sought in three-dimensional

space is almost equal to that in two-dimensional space. This is the case, for

example, of the volume fraction, which is usually replaced by the area fraction,

which is easier to quantify.

Distribution analysis of the data

Once all the images had been acquired, the data need to be processed in order

to obtain some statistical information about the microstructure. In the analysis

necessary for the present scope, the procedure is illustrated in Figure 4.12.
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Figure 4.11: Thresholding process of an image captured with the scanning electron micro-

scope within the ImageJ software environment. It is visible the image histogram

in the small window on the right.

The distribution of the data are usually inspected by looking at their normal

or Gaussian distribution, defined as:

f(x) =
1

σ
√
2π

exp

[
−1

2

(
x− µ

σ

)2
]
. (4.2)

However, sometimes the data are not naturally distributed according to the nor-

mal distribution, often because the values are non-negative, and therefore the

so-called log-normal distribution or skew Gaussian distribution can be introduced:

fX(x) =
2

ω
ϕ

(
x− ξ

ω

)
Φ

(
α

(
x− ξ

ω

))
, (4.3)

where ϕ(x) is the standard normal distribution function and Φ(x) the standard

normal cumulative distribution function, ξ is the location parameter, ω is the

scale parameter, and α is the skew parameter. The standard normal distribution

function is defined as

ϕ(x) =
1√
2π

exp (−x2/2), (4.4)
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Figure 4.12: Scheme representing the data acquisition and elaboration process for the three

different points within the laser track. For each hatch spacing value, a set of

three SEM micrographies were chosen to represent with sufficient accuracy the

microstructure statistical informations.

and the standard normal cumulative distribution function as

Φ(x) =

∫ x

−∞
ϕ(t) dt =

1

2

[
1 + erf(x/

√
2)
]
, (4.5)

and where the error function is:

erf(z) =
2√
π

∫ z

0

exp(−t2) dt, (4.6)

with, in general, z ∈ C. In a log-normal distribution the mode, median and

mean values differ, as opposed to the Gaussian distribution. Given the diversity

of values between mode, median, and mean, it is generally preferable to use the

165



Chapter 4: Experimental set-up

median as an indicator of central tendency, because it lies between the other two.

Starting from the median value, it is therefore possible to define two percentiles

as the value below which a given percentage of values in its frequency distribution

falls (in particular, the 50th percentile is exactly the median value).
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The main results obtained during this study were the implementation and use

of a process model based on the finite element method to study and predict

residual stresses during laser-powder bed fusion of Ti-6Al-4V, in its common pro-

cess window (laser speed 200-1600 mm, hatch spacing 40-120 µm). This model

incorporates temperature-dependant material thermo-physical parameters (mass

density, specific heat capacity, thermal conductivity, linear thermal expansion,

Young’s modulus, Poisson’s ration), differentiated both for the substrate and the

powder layer. It also incorporates a physics-based thermo-viscoplastic consti-

tutive model, which takes into account the microstructure and the evolution of

dislocation density during deformation, which is also differentiated with respect

to the substrate and the actual deposition layer.

Other interesting results were achieved in this study by combining experi-

mental techniques with modelling to calculate and validate the residual stresses

and to determine the influence of the hatch spacing on the microstructure – in

particular the primary martensite – of Ti-6Al-4V.
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5.1 Experimental observations and heat source

model calibration

5.1.1 Laser track and melt pool

Before looking into details of the microstructure, some preliminary observation

can be done optically, such as the morphology and the general appearance of the

track left by the laser on the plate.

Firstly, it was observed that the actual shape of the track left by the laser

of the Trumpf® laser machine is well approximated by a Gaussian if viewed

from above. This is particularly clear by superimposing some isothermal curves

generated by a Gaussian heat source implemented within a finite element scheme

on a photograph of the track left on the plate, as in the Figure 5.2. This empirical

evidence justifies the assumption of a Gaussian model for the heat source, carried

out in the computational framework.

A second observation regards the depth and the shape of the track on the

plate. An immediate comparison can be made between the track at the starting

point and the one at the end point. As visible in Figure 5.3, the starting point,

obtained when the laser is switched on, is concave with respect to the plane of the

plate, whereas the end point, when the laser is switched off, is convex, resulting

in an excess of material even in the absence of powder deposition. However,

this is a secondary aspect that is difficult to adequately implement within a

modelling scheme, but it can be regarded as a possible starting point for further

investigations. Indeed, the inhomogeneity of the surface potentially can create

some issues on the final component, with regards to a non-uniform heating profiles

and associated stress.
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(a) h = 0.50.

(b) h = 0.75.

(c) h = 1.00.

(d) h = 1.25.

(e) h = 1.50.

(f) h = 1.75.

(g) h = 2.00.

Figure 5.1: Melt pool cross-section area images for different values of hatch spacing.
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(a) Detail of two end points of laser tracks from above.

(b) Detail of two end points of laser tracks from above, with su-

perimposed isothermal curves of the travelling Gaussian heat

source, obtained by the finite element model.

Figure 5.2: Perpendicular images of some melt pools and superimposed isothermal curves of

the travelling Gaussian heat source. The laser tracks have been obtained during

some preliminary tests with the laser source of the Trumpf® machine.
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(a) Two overlapped laser tracks from above (optical microscope im-

age).

(b) Convex starting point of the laser track from above (optical

microscope image).

(c) Concave end point of the laser track from above (optical micro-

scope image).

Figure 5.3: Optical microscope images from above (plane parallel to the laser track) of the

two overlapped melt pools (h = 1.00 mm). (A): overlapping of the melt pools at

the starting point, on the right, and at the end point, on the left. (B): convex

starting point. (C): concave end point.
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5.1.2 Parameter calibration, temperature profiles and

cooling rates

Having a finite element model calibrated not only permits the model to match

some experimental data, as the temperature, at the specific locations, but also

to predict with sufficient precision the temperature field in every point of the

domain and for every instant of time. The calibration of a thermal finite element

model has been performed by an iterative semi-empirical procedure in a point

P of the finite element model, as shown in Figure 5.5. However, it must be

specified that the calibration results shown here are only valid for a specific set of

physical conditions (i.e. laser speed s, laser power p, laser radius r, whose values

are reported in Table 5.1).

The numerical parameters found by the iterative procedure are listed in Table

5.1 and only the parameter kp in the Gaussian function has been progressively

adjusted to match the experimental data as much as possible. However, a dis-

crepancy between the model and the thermocouple-measured values still persists,

as can be observed in the thermal profiles represented in Figure 5.7. Nevertheless,

this difference is more pronounced during the last stage of the cooling process,

while the peak temperature falls between the two experimental ones by choosing

kp = 650. This difference hardly exceed 5 °C, and the experimental data can

also be affected by the accuracy of a K-type thermocouple, which is ±1.5 °C or

0.004T for T > 375 °C (Class 1) [256, p. 2962].

As anticipated before, a calibrated model permits to predict the temperature

profile evolution in any point of the domain, so Figures 5.8, 5.9, 5.10 respectively

represent the thermal profile and the corresponding cooling rate in the locations

A, B and C of the laser track, for different hatch spacing values. The peak

temperature predicted by the model after the calibration is consistent with the

results obtained by Du et al. [249] at the centre of the scanning tracks during
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powder deposition.

To analyse results, starting from the cooling rate evolution found, it can be

defined a single cooling rate value for each condition. A summary of the cool-

ing rates values, for each point within the track and for each hatch spacing, is

therefore given in Table 5.2. Once calibrated the peak temperature for the laser

source, the finite element model can be modified and a second laser pass with a

varying hatch spacing value, according to the experimental programme, can now

be introduced. Therefore, a temperature evolution profile can be determined for

points A, B, and C for different hatch spacing values, as shown in Figures 5.8a,

5.9a, and 5.10a. Accordingly, once the thermal profiles have been determined

for each location A, B, and C, for different hatch spacing values it is possible to

determine the cooling rates, as shown in Subfigures 5.8b, 5.9b, and 5.10b.

From Figure 5.8, it can be seen as in the location A, at the centre of the melt

pool, the material received the same amount of heat energy during the first and

during the second laser scan. Progressively the temperature diminishes during

the second scan, as the hatch spacing increased. Therefore, the second passage

of the laser determined different cooling rates only during the second laser scan.

The condition is different in point B, at the intersection of the two laser

tracks, where the thermal profiles and cooling rates are represented in Figure 5.9.

The amount of heat absorbed during the two laser scans is almost the same and

therefore the temperature profiles appear similar for each hatch spacing value.

However, it can be observed that the temperature tends to increase slightly as a

result of a superposition of heat energy.

The condition in point C, the inner point of the first laser track, is interest-

ing, because the material is not melted by passage of the laser source. Indeed,

this point lies within the so-called heat affected zone. The temperature shows a

sensible increase in this point only as a consequence of the second laser passage

and only the cooling rates obtained during this second scan are comparable to
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η (-) kp (-) p (J s−1 m−3) r (m−3) s (m s−1) hc (J s−1 m−2 K−1)

0.85 650 1000 0.001 1/30 20

Table 5.1: Numerical parameters adopted in the Gaussian heat source function to validate the

finite element model, according to the thermal profiles obtained experimentally.

T2

4 mm
2 mm

T1

5 mm

Figure 5.4: Spatial location of the two thermocouples T1 and T2 used for the calibration of

the heat source (the arrow represents the direction of the laser).

those calculated in the other locations A and B.

As mentioned in the previous chapters, in order to have martensite generation

within the laser track, two mathematical thermodynamical conditions have to

be satisfied at the same time and they are expressed by the Equations (2.2).

The first one states that the temperature must be above the martensite starting

temperature Tm,s. As can be grasped by Figures 5.8, 5.9, this condition is verified

immediately for both locations A and B. However, for location C, as in shown

in Figure 5.10, this condition is verified only as a consequence of a second laser

passage. The second condition for its generation is a cooling rate above the

critical cooling rate, which is Ṫc = 410 °C s−1 for Ti-6Al-4V, and this condition

is amply verified at all locations A, B, and C, since the first laser scan.
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P

4 mm
Q(x, y, z, t)

2 mm

y

xz

Figure 5.5: Spatial location of the point P in the finite element model used for the calibration

of the heat source. The domain has the size of 40.0 × 40.0 × 3.0 mm, the mesh

consist of 6724 nodes and 4800 elements, and therefore each element is represented

as a cube with a side of 1 mm.

σ22

σ22

σ33

σ33σ11

σ11

Q(x, y, z, t)

y

xz

P

Figure 5.6: Stress convention adopted in this study, where the principal stresses σ11, σ22, σ22

in the generic point P are represented for a reference cube. It is assumed that a

positive stress value corresponds to a tensile stress.
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Figure 5.7: Temperature profile showing the result of the model calibration against two tem-

perature profiles obtained by monitoring two different thermocouples T1 and T2.

The maximum difference between the temperature predicted by the model and

that measured by the two thermocouples occurs in the final stages of the cooling

process.

5.2 Martensite dispersion and its impact on the

residual stresses

According to the nomenclature provided schematically in Figure 5.11, it is possible

to quantify the distribution and the shape of the martensite in the alloy, at

different locations and for different hatch spacing values.

5.2.1 Martensite needle thickness

Since the different locations within the laser track correspond with different cool-

ing rates, it is possible to describe the α′ martensite needle thickness according

to the formula given in Villa et al. (2020) [93, 94]. However, to better fit the
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(a) Thermal profiles obtained by finite element analyses at the location A within the laser track.
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(b) Cooling rates obtained by finite element analyses at the location A within the laser track.

Figure 5.8: Thermal profiles and cooling rates obtained by finite element analyses at the

location A within the laser track, for different hatch spacing values.
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(a) Thermal profiles obtained by finite element analyses at the point B within the laser track.
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(b) Cooling rates obtained by finite element analyses at the point B within the laser track.

Figure 5.9: Thermal profiles and cooling rates obtained by finite element analyses at the point

B within the laser track, for different hatch spacing values.
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(b) Cooling rates obtained by finite element analyses at the point C within the laser track.

Figure 5.10: Thermal profiles and cooling rates obtained by finite element analyses at the

point C within the laser track, for different hatch spacing values.
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A B C

h (mm) ∂T/∂t (°C/s) h (mm) ∂T/∂t (°C/s) h (mm) ∂T/∂t (°C/s)

0.50 19753.75 0.50 19358.09 0.50 1222.58

0.75 1479.23 0.75 14434.88 0.75 9908.96

1.00 1285.01 1.00 17388.36 1.00 4472.38

1.25 639.78 1.25 968.83 1.25 3220.05

1.50 10905.15 1.50 8825.01 1.50 804.72

1.75 10905.15 1.75 3607.14 1.75 1255.42

2.00 10905.15 2.00 717.88 2.00 469.48

Table 5.2: Cooling rates obtained by the finite element analysis for the three locations (A, B,

C) within the cross-section of the laser track, at different values of hatch spacing

h, as calculated according to the scheme illustrating the experimental programme

shown in Figure 4.1.

wα′

dα′

θα′

lα′

βα′

Figure 5.11: Schematic representation of the α′ martensitic phase within the parent β-phase

and nomenclature used for its quantitative analysis.
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measurements obtained experimentally for each point within the laser track, for

different values of hatch spacing, and shown in Table 5.3, such formula can be

slightly re-adapted and restated in the form of the following:

wα′ = a log(∂T/∂t), (5.1)

with the only constant a = 0.056 found by an iterative procedure, finally setting

the residual R = 0.000 (R = −2.434 for the model elaborated in Villa et al.

(2020) [93, 94]).

In Figures 5.12a, 5.13a, 5.14a a plot of the new expression can be found,

alongside with experimental points and the equation given in Villa et al., (2020)

[93, 94] work, respectively for each point of interest within the laser track. For

each point in the graphs is plotted the interquartile range (i.e. the spread of the

middle half of data distribution).

Matching between the adapted formula proposed in this study, and the exper-

imental measurements for each point of the laser track and for each hatch spacing

value can be immediately appreciated by referring to the Figures 5.12, 5.13, 5.14,

where the difference between the models and the experimental values (expressed

in µm) and indicated as |wα′,i − w̃α′,i|Ni=1 is plotted, where i is an integer index

corresponding the current value of hatch spacing.

In general, it can be stated that the equation developed by Villa et al. (2020)

[93, 94] is able to capture the thickness with a tolerable error for the different

conditions, within the standard deviation values, however in some cases the dif-

ference becomes marked, as in location A and point B within the laser track,

where the difference can be bigger than 0.35 µm. On the other hand, the equa-

tion developed by Villa et al. (2020) [93, 94] shows a better agreement, when

compared to the present model, for higher values of hatch spacing for the inner

location C.
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(a) Comparison between Villa et al. model (2020) [93, 94], experimental values and the model here proposed for

α′ martensite thickness in location A. The error bars indicates the lower and the upper quartile.
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Figure 5.12: Comparison between Villa et al. model (2020) [93, 94], experimental values and

the model here proposed for α′ martensite thickness in location A.

182



Chapter 5: Results

0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00 2.25

h (mm)

−0.5

0.0

0.5

1.0

1.5

2.0

w
α
′

(µ
m

)

Location B

Villa’s et al. (2020) model

Present model

Experiments

(a) Comparison between Villa et al. model (2020) [93, 94], experimental values and the model here proposed for

α′ martensite thickness in location B. The error bars indicates the lower and the upper quartile.
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Figure 5.13: Comparison between Villa et al. model (2020) [93, 94], experimental values and

the model here proposed for α′ martensite thickness in location B.
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(a) Comparison between Villa et al. model (2020) [93, 94], experimental values and the model here proposed for

α′ martensite thickness in location C. The error bars indicates the lower and the upper quartile.
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Figure 5.14: Comparison between Villa et al. model (2020) [93, 94], experimental values and

the model here proposed for α′ martensite thickness in location C.
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m (µm) α (µm)

h (mm) A B C A B C

0.50 0.46 0.36 0.42 0.55 0.43 0.65

0.75 0.44 0.48 0.51 0.63 0.48 0.54

1.00 0.52 0.37 0.43 0.39 0.51 0.31

1.25 0.59 0.51 0.45 0.25 0.37 0.40

1.50 0.44 0.50 0.45 0.45 0.39 0.09

1.75 0.49 0.46 0.53 0.31 0.62 0.50

2.00 0.51 0.33 0.41 0.86 0.20 0.51

Table 5.3: Experimental α′ martensite thickness median value wα′ and standard deviation α

for three locations in the melt pool (A, B, C), at different values of hatch spacing

h.

5.2.2 Martensite volume fraction

The martensite volume fraction Vα′ was measured from SEM using ImageJ soft-

ware. This procedure has been completed for each point in the melt pool, repeated

for three images acquired in each location, and for different values of hatch spac-

ing. It should be emphasised that the value thus obtained is not exactly the

fraction of volume, but only a fraction of area, because only a 2D surface was

processed. However, this approximation was considered acceptable and from now

on the two terms will be interchangeable.

In a first analysis, using a specific filter in ImageJ, only the area corresponding

to the largest particles was taken into account, so as to approximately exclude

all particles not immediately identifiable as the α′ martensite. In a second anal-

ysis, the martensite volume fraction was measured by considering the area of all

particles in the acquired images, thus calculating the total amount of the vol-

ume fraction, regardless of whether it was α′, α′′ and so on. Again, this is an

approximation and more detailed studies are deferred to future work.
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Figure 5.15: Martensite volume fraction model prediction for different hatch spacing values

and different locations within the laser track (A, B, C), compared with experi-

mental values.

Martensite α′ volume fraction

The variation of the volume fraction with hatch spacing was found using the same

iterative optimisation procedure already described. The equation was readjusted

using the method of optimisation described by Equations (3.70) and (3.70), start-

ing from the model given in Villa et al. (2020) [93, 94], where much higher values

of martensite were found. Two constants were set equal to zero, obtaining the

following function of the cooling rate:

Vα′(∂T/∂t) = a arctan

(
∂T

∂t

)
, (5.2)

where a = 0.0905. A near-zero residual has been reached after the optimisation

(R = −3.9×10−14) and the new equation plotted together with the experimental

data is represented in Figure 5.15.

Additionally, upon critically analysing the experiments performed it was ob-

served that the different values of α′ martensite volume fraction at room tempera-
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ture fall near the expected value predicted by the Koistinen-Marburger model [99]

with a coefficient χ = 0.0030, as suggested in the literature [100, 101]. However,

there is a little variation of the data around the expected behaviour, such that it

is possible to define an upper and a lower bound, respectively obtained by setting

χ = 0.0018 and χ = 0.0040. In terms of volume fraction at room temperature, if

i is the generic measure of volume fraction in the entire series of experiments S,

a minimum and a maximum value has been found, respectively:

min{Vα′,i}Ni=1 ≈ 0.1228; (5.3a)

max{Vα′,i}Ni=1 ≈ 0.1619. (5.3b)

On the other hand, the expected ideal value was Vα′ ≈ 0.1528. Therefore, the

evolution described by the Koistinen-Marburger [99] model can be considered

quite accurate, provided one takes into account the fact that the values may fall

within a specific range, identifiable with an upper and a lower bound. The pre-

dicted temperature evolution of the volume fraction is represented in Figure 5.16,

together with the experimental points measured at room temperature, bounded

by the two extreme curves representing the upper and lower bound. An enlarged

scale of the region at room temperature can be viewed in Figure 5.18, where the

data are represented with different colours according to the hatch spacing values.

The data obtained from the experiments can be further disaggregated to better

clarify the underlying trend and see if other considerations can be extrapolated.

In terms of the martensite volume fraction, in particular, the volume fraction

obtained for lower values of hatch spacing (h = 0.50 mm and h = 0.75 mm) can

be separated in two different plots from those obtained for higher hatch spacing

values (h = 1.75 mm and h = 2.00 mm), as in the Figure 5.19 and 5.20. In

addition, this means that data can be differentiated according to position within

the melt pool, as represented in the Figures 5.21, 5.22, 5.23.

A number of useful considerations can be drawn from these analytical ap-

proaches. Firstly, the spread in the volume fraction prediction is larger when the
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distance between the laser scans is higher and therefore the Koistinen-Marburger

model works better for lower values of this distance. Secondly, the spread does

not appear to depend on the position within the melt pool, so there is no sin-

gle point within the laser track where the Koistinen-Marburger model performs

best, although the spread is slightly lower at location B, at the centre of the

intersections of the two melt pools.

An additional numerical study has been performed to better elucidate the

martensite formation process within the melt pool during a single laser track,

taking into account a time-dependent Koistinen-Marburger model [99], as already

introduced in Equation (2.7). This was done by implementing the Koistinen-

Marburger model for each time increment within a finite element model using a

HETVAL subroutine. According to the results obtained, it was found that the

α′ martensite starts growing firstly at the interface between the melt pool and

the solid material and as the heat source moves the solidification front advances

and then the martensite starts forming, as shown in Figure 5.17. At the end of

the process, the last position where the martensite grows is exactly at the middle

of the melt pool. The formation of martensite is therefore a process that takes

place from the outside inwards and this may explain, at least partially, the small

differences between the outer and inner needles and the fact that they are rotated

and not perpendicular to the laser source.

Martensite total volume fraction

In the present study, it was observed that the total volume fraction of the marten-

site is quite high, showing a sensible variation with the hatch spacing parameter.

This susceptibility contrast with the almost flat behaviour just found for the α′

particles. This means that increasing the hatch spacing distance produces a pre-

dominant finer microstructure., whose influence on mechanical behaviour needs

to be assessed in future works.
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Figure 5.16: Martensite volume fraction Vα′(T ) evolution with temperature according to the

Koistinen-Marburger model and the experimental values measured at room tem-

perature, for different locations within the laser track for different values of the

hatch spacing, within the upper bound (red) and lower bound (green). The value

χ = 0.003 is estimated for Ti-6Al-4V in some studies as [100] (laser forming)

and [101] (laser metal deposition), whereas in others χ = 0.005 was proposed

[102] (additive manufacturing).

5.2.3 Martensite needle spacing

Starting from the model proposed for the α′ martensite thickness and the results

obtained for the volume fraction, the spacing between two arbitrary martensite

laths can now be calculated according to the Equations (3.65) and (3.69) and at

the same time compared with experimental measurements.

Overall, it can firstly be observed that in most cases the first model predicts

slightly higher martensite spacing values than experimental data suggests. On

the other hand, the values predicted by the first model are always higher than

those predicted by the second, so that the experimental data often lie between

predictions from the two models. In relation to this fact, it can be said that a
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(a) T, t = 0.2307 s. (b) ∂T/∂t, t = 0.2307 s. (c) Vα′ , t = 0.2307 s.

(d) T, t = 0.3748 s. (e) ∂T/∂t, t = 0.3748 s. (f) Vα′ , t = 0.3748 s.

(g) T, t = 0.5190 s. (h) ∂T/∂t, t = 0.5190 s. (i) Vα′ , t = 0.5190 s.

Figure 5.17: Numerical study of the martensite formation process during a single laser scan.

Here is represented the temperature distribution (on the left, in °C), the temper-

ature rate distribution (on the middle, in °C/s), and the α′ martensite volume

fraction distribution (on the right) on the surface of a Ti-6Al-4V volume element

during the laser scan modelled as a travelling Gaussian heat source, at different

time increments.

possible advantage of using the two models may be that they are complementary

and they can offer a good upper and lower bound estimate of the real data.

Nevertheless, it cannot be ignored that the first model is more accurate than

the second one, especially because every value predicted by the first model is

within the confidence interval demarcated by the percentiles of the skew Gaussian

distribution. The finding that the first model is preferable to the second one

is corroborated by observing Figures 5.24, 5.25, and 5.26 where the histograms

show the absolute value of the difference between the theoretical and experimental

value, i.e. |dα′,i − d̃α′,i|, where d̃α′,i is the i-th experimental value.
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Figure 5.18: Martensite volume fraction Vα′(T ) experimental measurements arranged by

hatch spacing value h, measured at room temperature.
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Figure 5.19: Martensite volume fraction Vα′(T ) experimental measurements for lower values

of hatch spacing h, measured at room temperature.
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Figure 5.20: Martensite volume fraction Vα′(T ) experimental measurements for higher values

of hatch spacing h, measured at room temperature.
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Figure 5.21: Martensite volume fraction Vα′(T ) experimental measurements for the location

A, measured at room temperature (different hatch spacing values are plotted).
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Figure 5.22: Martensite volume fraction Vα′(T ) experimental measurements for the point B,

measured at room temperature (different hatch spacing values are plotted).
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Figure 5.23: Martensite volume fraction Vα′(T ) experimental measurements for the point C,

measured at room temperature (different hatch spacing values are plotted).
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(a) Comparison between experimental values and the two models proposed in the present work for α′ martensite

spacing in location A. The error bars indicates the lower and the upper quartile.
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(b) Difference between experimental data and the two models, expressed in µm.

Figure 5.24: Comparison between experimental values and the two models proposed in the

present work for α′ martensite spacing in location A.
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(a) Comparison between experimental values and the two models proposed in the present work for α′ martensite

spacing in location B. The error bars indicates the lower and the upper quartile.
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Figure 5.25: Comparison between experimental values and the two models proposed in the

present work for α′ martensite spacing in location B.
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(a) Comparison between experimental values and the two models proposed in the present work for α′ martensite

spacing in location C. The error bars indicates the lower and the upper quartile.
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Figure 5.26: Comparison between experimental values and the two models proposed in the

present work for α′ martensite spacing in location C.
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m (µm) α (µm)

h (mm) A B C A B C

0.50 2.93 0.83 2.68 0.49 1.67 0.51

0.75 2.37 2.25 1.90 0.83 0.56 0.79

1.00 3.67 2.65 2.96 0.59 0.64 0.73

1.25 5.16 2.86 2.75 0.51 0.59 0.69

1.50 1.86 2.97 3.81 0.77 0.72 0.60

1.75 4.88 1.96 2.57 0.67 0.91 0.81

2.00 8.63 1.65 5.53 0.55 0.88 0.54

Table 5.4: Experimental α′ martensite spacing median value m and standard deviation α for

three locations in the melt pool (A, B, C), at different values of hatch spacing h

in mm.

5.2.4 Initial dislocation density and residual stresses

In the light of the discussion in this study, the initial dislocation density formula

given in [88] can be rewritten by including the new expressions for martensite

thickness walfa′ and spacing dalfa′ , using the first model, given by the Equation

(3.65):

ρ0 =
12Ewα′

(1 + 2ν)µb

ϵ0

dα′2

=
12E(a log(∂T/∂t))

(1 + 2ν2)µb

ϵ0
(c log(∂T/∂t))2

,

(5.4)

where a ≈ 5.64 × 10−2 is the calibration constant found for wα′ , and c = [a(1 −
Vα′)/Vα′ ]. Therefore, the initial dislocation density now explicitly depends solely

on the cooling rate, and the modified formula becomes:

ρ0 =
kc(p, s)Eϵ0

(1 + 2ν)µ|b| log(∂T/∂t) , (5.5)

where the cooling rate coefficient kc(p, s) = 12a/c2 just introduced is, in general,

a function of the laser power p and on the laser speed s. For the conditions

tested in this study (p = 1000 W, s = 2000 mm/min), assuming, for example,
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as α′ martensite volume fraction Vα′ ≈ 0.475, this coefficient is kc ≈ 175. As

a consequence, the formula for the initial dislocation density for Ti-6Al-4V no

longer depends on the α′ martensite shape and distribution, but only on the

cooling rate. Since the cooling rate depends on the point where it is calculated

within the material, this formula now allows to consider the spatial dependence

of the initial dislocation density.

The constitutive model for Ti-6Al-4V with the modified formula for disloca-

tion density dependent on the cooling rate has been used to evaluate the vertical

residual stresses σ22 as function of the hatch spacing values, at different locations

within the laser track. The results are plotted in Figure 5.29. As expected, the

vertical residual stress σ22 values in location A and C does not differ too much

from each other, whereas these obtained in location B (i.e. at the centre of the

overlap area) are quite different from them. Indeed, the vertical residual stress

(σ22) is lower, indicating that within the overlap area the influence of the residual

stress in the scanning direction and of that perpendicular to it, in the same plane,

has a bigger impact. Moreover, it can be observed that the vertical residual stress

is lower if the hatch spacing values are lower, so there is a small increase until

the influence of the second melt pool becomes negligible.

Looking at the spatial profiles of residual stresses developed for different hatch

spacing values, it can be observed the presence of a shift of the peak von Mises

stress and a more jagged profile for the vertical residual stress as the hatch spacing

increases (Figure 5.30). This jaggedness can also be due to the element size, which

could be decreased as the hatch spacing value increases, in order to obtain more

accuracy.

5.2.5 Other experimental observations

Additional microstructure findings were also obtained during the analysis of the

SEM micrographies, such as the total α-martensite volume fraction, the marten-
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(a) Dislocation density evolution at different cooling rates and for low temperature.
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(b) Flow stress curves response in Ti-6Al-4V at different cooling rates and for low temperature.

Figure 5.27: Dislocation density evolution and associated flow stress curves response in Ti-

6Al-4V at different cooling rates and for low temperature, according to Galindo-

Fernández et al. (2018) constitutive model for Ti-6Al-4V (2018) with the new

formula for the initial dislocation density introduced in this study.
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(b) Flow stress curves response in Ti-6Al-4V at different cooling rates and for high temperature.

Figure 5.28: Dislocation density evolution and associated flow stress curves response at dif-

ferent cooling rates and for high temperature, according to Galindo-Fernández

et al. (2018) constitutive model for Ti-6Al-4V (2018) with the new formula for

the initial dislocation density introduced in this study.
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Figure 5.29: Maximum residual vertical stresses (σ22) as functions of the hatch spacing at

different points of the melt pool, obtained from a finite element model imple-

menting the Galindo-Fernández et al. (2018) constitutive model for Ti-6Al-4V

with the modified formula for the initial dislocation density introduced in this

study.

site minor-axis and major-axis length, its angle of growth, and the hardness

profiles along a section of the laser tracks. The convention for the geometric pa-

rameters is similar to that in Figure 5.11, provided that instead of α′ one considers

the generic α martensite lath, replacing its thickness wα′ with the minor-axis dα,1

and its major-axis with dα,2.

Total martensite volume fraction

As already reported in the previous section, the α′ martensite volume fraction,

approximated as the area fraction of the bidimensional image, does not vary

significantly with the hatch spacing, for every location within the laser track.

Accordingly, it has been also found that the total martensite volume fraction,
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(a) Residual von Mises stress profile (σM ) at the extreme values of hatch spacing adopted in this study.
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(b) Residual vertical stress profile (σ22) at the extreme values of hatch spacing adopted in this study.

Figure 5.30: Residual von Mises (σM ) and vertical stresses (σ22) profiles at location A repre-

sented for the extreme values of hatch spacing adopted in this study, obtained

from a finite element model implementing the Galindo-Fernández et al. (2018)

constitutive model for Ti-6Al-4V with the new formula for the initial dislocation

density introduced in this study.
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Figure 5.31: Martensite mean area fraction Vα compared to α′ martensite area fraction Vα′

for different hatch spacing values h and different points (A, B, C) within the

laser track, measured at room temperature.

again approximated as the area fraction, exhibits a similar trend. Moreover,

the total martensite volume fraction is approximately twice the value of the α′

volume fraction, which means that the latter remains the most important from

a quantitative point of view. These conclusions can be grasped immediately by

looking at the graph in the Figure 5.31.

Martensite minor-axis and major-axis length

Martensite presents itself as a fine acicular structure with high aspect ratios [87].

Therefore, starting from the approximation of the martensite lath cross-section as

an ellipse, as in Figure 5.11, it is possible to define its minor-axis and its major-

axis length, respectively indicated as dα,1 and dα,2. From the experimental data

it was observed that this dimension increases as the hatch spacing is increased

in both directions. In particular, for the location A this increment is almost

perfectly represented as a straight line. Therefore, for this point, the following
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Figure 5.32: Martensite minor-axis length dα,1 for different hatch spacing values h at different

points (A, B, C) within the laser track, measured at room temperature.

two linear fit equations for the relationship between major and minor-axis length

and hatch spacing can be derived:

dα,1(h)|A = 0.0973 + 0.0268h; (5.6a)

dα,2(h)|A = 0.1626 + 0.0867h. (5.6b)

These last two Equations (5.6) are plotted against the experimental measure-

ments in the Figure 5.34.

Martensite angle of growth

During the solidification process, the martensite lamellae, irrespective of their

hierarchy, grow by elongating in a direction that is approximately indicated as

45° [87], calculated with respect to the vertical direction of the laser. However,

in the present study, it has been observed that the mean angle formed between

the vertical direction (direction of the laser beam) and the major-axis direction

or axis of growth is always a little less than 45°. Moreover, it was found that the
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Figure 5.33: Martensite major-axis length dα,2 for different hatch spacing values h at different

points (A, B, C) within the laser track, measured at room temperature.
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Figure 5.34: Martensite minor-axis and major-axis length variation, respectively indicated as

dα,1 and dα,2, with the hatch spacing values h at location A (centre of the first

melt pool) within the laser track, measured at room temperature.
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Figure 5.35: Martensite mean angle of growth, measured between the vertical direction (di-

rection of the laser beam) and the major-axis direction, varying with the hatch

spacing and for different points within the laser track, at room temperature.

angle variation has a minimum for h = 1.00 mm, which, in the present study,

corresponds to the half of the melt pool width or to the beam radius. This

suggests that for this specific hatch-spacing, value the martensite lath is more

vertically oriented. Additionally, as the hatch spacing decreases, the orientations

for all increases converge to a unique value, around 35°, as the hatch spacing is

decreased. All these behaviours are well illustrated in the graph plotted in Figure

5.35.

A hypothesis from this study is that the martensite lath angle is important as

a parameter in the correlation with the fracture behaviour. An indirect confirma-

tion of that hypothesis could be the recent observation that during a deformation

process the hatch spacing influences the propagation of cracks [257]. Therefore,

since when the hatch spacing assumes an intermediate value the fracture strain is

greater [257], this may potentially suggest that the angle of the martensite phase

affects this response of the material, but this hypothesis needs to be confirmed
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by further analysis and studies, which are beyond the scope of this study.

Hardness profiles

Another experimental outcome involved assessing the hardness profiles along a

section of the laser tracks. The heat treatment typically influences the hardness

value [25], thus leading to variations in the size of the indentation mark. With a

3 N force, the average diagonal indentation for Ti-6Al-4V was roughly 40 µm in

the melted zone, resulting in an approximate Vickers hardness of HV ≈ 412.37. A

hardness profile was experimentally acquired for each of the hatch spacing value

conditions and the results for the two extreme hatch spacing values considered in

this study, h = 0.50 and h = 2.00 mm, are shown in Figure 5.36b. From these

results it can be immediately seen that the martensite presence has the effect of

increasing the hardness of about 1/4 of the nominal value generally obtained for

the material unaffected by the laser source. Moreover, from the plot of h = 2.00

mm, one can clearly distinguish that the hardness profile has a shape resembling

that of the two melt pools. Analogously, the hardness profile obtained for h = 0.50

mm is more pronounced where there is a second laser pass, so it can be seen the

superimposition effect of the two laser tracks. The complete hardness profiles for

the hatch spacing values are shown together in the Figure 5.36a.

Hardness measure can be used as a predictive tool for the yield strength σy and

for the ultimate tensile strength σu. Whilst general linear equations were already

proposed in the literature, it is only recently that some scholars developed those

equations for additively manufactured parts, and specifically for Ti-6Al-4V [258]:

σy =
HV

3.60
− 90; (5.7a)

σu =
HV

3.34
− 56; (5.7b)

where both stresses are expressed in MPa. By using the Equations 5.7 for the
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(a) Hardness profiles for the hatch spacing values considered in this study.
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(b) Hardness profile obtained for the two extreme values of the hatch spacing considered in this study.

Figure 5.36: Hardness profiles along the melt pool for different hatch spacing values. It is

indicated the hardness nominal value for Ti-6Al-4V as reported in the literature

[25, p. 944] and the hardness value obtained with an average indentation diagonal

of 40 µm.
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hardness value previously estimated from the average indentation diagonal mea-

sure, the results for Ti-6Al-4V are σy = 1033.32 MPa and σu = 1154.77 MPa.

On the other hand, the nominal values for Ti-6Al-4V are σy = 892 MPa and

σu = 961 MPa [25, p. 944] (the values for the plates under analysis were, respec-

tively, σy = 958 MPa and σu = 986 MPa). This confirms that the presence of

martensite due to the thermal conditions achieved during the laser pass has a

significant impact on the mechanical performance of the material. However, a

better evaluation of the effect of martensite on these values would be desirable,

but it is beyond the scope of this study.

5.3 Numerical studies

5.3.1 Initial speed benchmarks of the multi-pass finite

element model

A set of numerical tests was preliminary conducted on both a non-optimised and

an optimised multi-pass finite element model (Figures 5.37 and 5.37), in order to

assess the impact of the mesh on the speed of the model. The speed of the model

was evaluated as the ratio between the increment of time and the total running

time, which was fixed as 30 minutes for each simulation. The total time after

30 minutes of running is not fully representative of the total simulation time,

but it is possible to argue that this is a good indicator of the model behaviour

during the whole simulation. Additionally, to have the most fair and objective

results possible, and to avoid any possible variation of the model speed due any

particular resource allocation management by the HPC supercomputer, a set of

five simulations for each number of core and for each of the two models were

performed.

The results of this analysis, summarised in Table 5.5, Table 5.6 and illus-

trated in Figure 5.39, highlight the following trends, relevant for further optimi-
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sations. The initial mesh, represented in Figures 5.37a and 5.38a, characterised

by 17024 nodes and 89094 ten-nodes tetrahedral elements (C3D10 elements in

SIMULIA/Abaqus) were optimised to reduce the number of degrees of freedom.

The final mesh, represented in Figures 5.37b and 5.38b, was then composed of

4465 nodes (about 26.22% of the initial number) and 21279 elements (about

23.88% of the initial number). The main considerations drawn from this analysis

are therefore the followings:

• the mesh size plays an important role in the speed of complex finite element

models;

• by reducing the element size by about 1/4, the model became about 3-

4 times faster, which is a considerable achievement, especially considering

the computational resource requirements; the numerical accuracy is com-

promised only locally, while the average of the nodal variable remains ap-

proximately the same;

• the simulation speed does not scale up proportionally with the number of

cores used in the calculations. This means that there is not a huge impact

on the speed by increasing the number of cores (by using 16 core, indeed,

the model runs only two or three times faster and not sixteen times);

• better scalability can be achieved by optimising the mesh size, in the sense

that an optimised mesh also allows full utilisation of increased hardware

resources.

5.3.2 Mesh convergence study

Independently from the boundary conditions, the study confirmed a logarithmic

trend in terms of computational time needed and mesh size, as in Figure 5.42b,
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(a) Mesh before the optimisation (17024 nodes, 89094 elements).

(b) Mesh after the optimisation (4465 nodes, 21279 elements).

Figure 5.37: Tridimensional view of the mesh adopted in the multi-pass finite element model

before (a) and after (b) the optimisation.

211



Chapter 5: Results

(a) Mesh before the optimisation (17024 nodes, 89094 elements).

(b) Mesh after the optimisation (4465 nodes, 21279 elements).

Figure 5.38: Top view of the mesh adopted in the multi-pass finite element model before (a)

and after (b) the optimisation.
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Cores Test no. 1 Test no. 2 Test no. 3 Test no. 4 Test no. 5 Average

1 5.36E-04 4.41E-04 5.36E-04 5.33E-04 5.29E-04 5.15E-04
2 7.31E-04 6.15E-04 8.01E-04 8.12E-04 7.27E-04 7.37E-04
3 9.31E-04 7.12E-04 9.25E-04 9.38E-04 8.50E-04 8.71E-04
4 1.05E-03 8.08E-04 7.95E-04 1.06E-03 9.69E-04 9.36E-04
5 1.16E-03 8.81E-04 8.77E-04 1.10E-03 8.76E-04 9.79E-04
6 9.19E-04 9.25E-04 9.25E-04 1.26E-03 1.23E-03 1.05E-03
7 9.19E-04 9.25E-04 9.62E-04 1.24E-03 1.17E-03 1.04E-03
8 1.05E-03 1.40E-03 1.01E-03 9.94E-04 1.08E-03 1.11E-03
9 1.45E-03 9.67E-04 9.75E-04 1.07E-03 1.26E-03 1.14E-03

10 1.50E-03 1.53E-03 1.06E-03 1.09E-03 1.16E-03 1.27E-03
11 1.08E-03 1.55E-03 1.05E-03 1.46E-03 1.16E-03 1.26E-03
12 1.11E-03 1.55E-03 1.10E-03 1.11E-03 1.39E-03 1.25E-03
13 1.32E-03 1.55E-03 1.15E-03 1.13E-03 1.24E-03 1.28E-03
14 1.13E-03 1.15E-03 1.15E-03 1.48E-03 1.37E-03 1.26E-03
15 1.27E-03 1.55E-03 1.18E-03 1.20E-03 1.46E-03 1.33E-03
16 1.16E-03 1.19E-03 1.17E-03 1.18E-03 1.21E-03 1.18E-03

Table 5.5: Simulation time in seconds after 30 minutes of calculations and its average value

for different number of cores used for the model before the mesh optimisation.

Cores Test no. 1 Test no. 2 Test no. 3 Test no. 4 Test no. 5 Average

1 1.37E-04 8.99E-05 8.61E-05 1.81E-04 1.48E-04 1.28E-04
2 2.16E-04 1.80E-04 1.68E-04 1.68E-04 2.45E-04 1.95E-04
3 2.17E-04 2.87E-04 1.93E-04 1.88E-04 2.62E-04 2.29E-04
4 3.20E-04 3.20E-04 2.44E-04 3.23E-04 2.43E-04 2.90E-04
5 3.50E-04 2.64E-04 2.59E-04 2.66E-04 3.47E-04 2.97E-04
6 3.80E-04 3.80E-04 2.62E-04 3.72E-04 3.73E-04 3.53E-04
7 4.02E-04 4.09E-04 2.94E-04 3.75E-04 3.38E-04 3.64E-04
8 3.08E-04 4.23E-04 2.92E-04 2.24E-04 4.29E-04 3.35E-04
9 3.11E-04 2.88E-04 3.13E-04 3.15E-04 3.54E-04 3.16E-04

10 3.16E-04 4.40E-04 3.26E-04 4.31E-04 3.64E-04 3.75E-04
11 3.32E-04 4.53E-04 3.33E-04 3.33E-04 3.75E-04 3.65E-04
12 4.22E-04 3.37E-04 3.42E-04 3.37E-04 3.94E-04 3.66E-04
13 3.39E-04 3.45E-04 3.50E-04 4.62E-04 4.12E-04 3.82E-04
14 3.45E-04 3.51E-04 3.54E-04 4.75E-04 4.67E-04 3.98E-04
15 3.54E-04 3.58E-04 3.70E-04 3.58E-04 4.75E-04 3.83E-04
16 4.35E-04 3.62E-04 3.72E-04 3.70E-04 4.79E-04 4.04E-04

Table 5.6: Simulation time in seconds after 30 minutes of calculations and its average value

for different number of cores used for the model after the mesh optimisation.
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Figure 5.39: Speed benchmark of the multi-pass double-layer numerical simulations per-

formed on the high-performance computing cluster during some numerical stud-

ies. In this graph is plotted the simulation time after 30 minutes t against n, the

number of CPU cores. The red line represents the average behaviour of the finite

element model with a higher number of elements and nodes, while the green one

represents the average behaviour of the model after the mesh optimisation, and

the dots are the values reported for any of the five numerical experiments for

every CPU core number.

which can be described by the following two fitting equations:

t(ne) = a log(bt) + c, (5.8)

where a = 8.41, b = 4.28 × 10−4, c = −1.12 × 10 for the model with all bulk

properties, and a = 4.87, b = 6.47× 10−4, c = −7.88 for the model with powder-

bulk properties.
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Figure 5.40: Results of the mesh convergence study (models A and B).
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Figure 5.41: Results of the mesh convergence study (models C and D).
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(a) Results of the mesh convergence study for all models and all stress components.

10000 20000 30000 40000 50000 60000 70000

ne (-)

2.5

5.0

7.5

10.0

12.5

15.0

17.5

t
(d

)

ne = 23532

Bulk properties

Fit (bulk)

Powder properties

Fit (powder)

(b) Computational time needed to complete the single layer simulations for different mesh sizes.

Figure 5.42: Results of the mesh convergence study for all models and all stress components

(a), and computational time needed to complete the single layer simulations for

different mesh sizes (b).
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5.4 Residual displacements, deformations, and

stresses in a multiple-pass model

The multiple-pass single-layer and double-layer models allowed for the combined

effect of the hatch spacing and laser speed parameters pair to be analysed in

terms of distortions and residual stresses under the influence of a Gaussian heat

source. In Figure 5.43 is represented the thermal field during the laser scan pass

at different times. In addition, the distortions and residual stresses are clearly

influenced also by the boundary conditions implemented. Therefore, with the aim

to explore these relations, the results of some numerical simulations are briefly

summarised here. Although the results presented in this section have not been

validated in any direct way by experiments, but only partially, by referring to

the available literature as will be clear in the next chapter, they constitute a first

step towards a systematic, wide-ranging search for the best combinations of pa-

rameters, in order to optimise the final product built by additive manufacturing

or influenced by any other laser technology. This allows some useful considera-

tions to be made and to understand the magnitude and distribution of residual

stress development in additive manufacturing. Furthermore, Figure 5.49 shows

the impact of thermal fields on the formation of residual stresses during the laser

scan, in the model using different properties for the substrate and the deposition

layers, whilst Figure 5.49 depicts the development of residual stresses for three

varying hatch spacing values.

5.4.1 Single-layer model

The outcomes presented here stem from the original calculations that utilised

identical thermo-physical and constitutive model properties for both the substrate

and the deposition layer. However, the next chapter will showcase the more
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(a) t = 8.1250× 10−4 s. (b) t = 1.5844× 10−2 s.

Figure 5.43: Nodal temperature (NT11) distribution during the laser scan pass at different

instant of time.

precise outcomes generated by the models considering differentiated properties.

These more accurate results will be discussed in the context of fatigue analysis.

Since it is clear in this context that each of the variables mentioned is a residual

variable, as residual displacements and residual stresses, the word residual will be

sometimes omitted for simplicity. Moreover, a notation such as ‘800/60’ will be

used to indicate the laser speed s = 800 mm/s and the hatch spacing h = 60 µm,

and so on. Based on numerical computations, the following statements can be

made, independently from the scanning condition (laser speed and hatch spacing)

and for every boundary condition tested:

• the average surface displacements along the scanning axis (u11) is approx-

imately about 1.5 µm for every scanning condition tested and for every

boundary condition tested;

• the absolute value of the average displacement perpendicular to the layer

plane (u22) is always less than 1 µm for every scanning condition tested and

for every boundary condition tested;

• the average surface displacement perpendicular to the layer plane (u22)

tends always to be outward with respect to the layer plane (except in rare

cases), for every scanning condition tested and for every boundary condition
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tested;

• the average displacement perpendicular to the scanning direction (u33) is

always less than 1 µm for every scanning condition tested and for every

boundary condition tested;

• the average displacement perpendicular to the scanning direction (u33) is

always directed towards the layer.

These results are summarised in Figure 5.45, from which one can immediately

observe the magnitude and the direction of the displacements at the end of the

cooling process.

In terms of the scanning conditions, it was found that the absolute value of

the average surface displacement along the scanning direction (u11) is attained for

the lowest speed tested, while the maximum was found for the highest speed, for

every boundary condition tested. Moreover, this displacement decreases as the

laser speed increases and this occurs for every fixed value of the hatch spacing.

The von Mises stress values vary in the range 170-230 MPa and the minimum

is attained in most of the cases for the pair 800/60, while the maximum von Mises

stress is observed for 1000/80. The values remain almost the same as the model

becomes more constrained, i.e. moving from boundary condition no. 1 to no. 6.

Regarding the surface distribution of the displacements, it was found that for

every scanning condition (laser speed and hatch spacing), and for every boundary

condition tested, the maximum displacement is localised in an area near the end

point of the scanning path, whereas the minimum is always attained near the

starting point of the scanning path.

The residual strain shows a repeated pattern of high and low strain values,

interspersed with each other, visually following and imitating the scanning path.

This is partially reflected also in the distribution of von Mises residual stresses,

which maintain a similar, albeit more dispersed, spatial distribution.
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(a) t = 1.2188× 10−2 s. (b) t = 2.4375× 10−2 s.

(c) t = 3.6562× 10−2 s. (d) t = 4.8750× 10−2 s.

(e) t = 6.0937× 10−2 s. (f) t = 7.3125× 10−2 s.

Figure 5.44: Simulated von Mises stress development during the laser scanning process at

different time instants for a single-layer of Ti-6Al-4V. The stress value initially

attained during the first few scans (A and B) is then almost equivalent to the

final one and its magnitude is distributed according to the laser scan track.
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5.4.2 Double-layer model

An extract of the results for a double-layer model is here presented. The same

nomenclature and conventions used in the previous paragraph are here adopted.

Comparing the numerical results, the following statements can be made, inde-

pendently from the scanning condition (laser speed and hatch spacing) and for

every boundary condition tested:

• the average surface displacements along the scanning axis (u11) is approx-

imately about 1.2 µm for every scanning condition tested and for every

boundary condition tested;

• the absolute value of the average displacement perpendicular to the layer

plane (u22) is approximately 0.5 µm for every scanning condition tested and

for every boundary condition tested;

• the average surface displacement perpendicular to the layer plane (u22) is

always directed outward with respect to the layer plane, for every scanning

condition tested and for every boundary condition tested;

• the average displacement perpendicular to the scanning direction (u33) is

approximately about 1 µm for every scanning condition tested and for every

boundary condition tested;

• the average displacement perpendicular to the scanning direction (u33) is

always directed towards the layer.

These results are summarised in Figure 5.45, where it is possible to immediately

observe the magnitude and the direction of the displacements at the end of the

cooling process.

As opposed to the model with only one layer, the absolute value of the average

surface displacement along the scanning direction (u11) is attained for the highest

speed values, independently of the boundary conditions.
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The peak von Mises stress varies from 220-280 MPa, thus showing an incre-

ment of roughly 50 MPa. Its minimum is always attained for the conditions

800/60, while the maximum is reached for 1100/80 and this does not depend on

the boundary conditions.

The spatial distribution of the magnitude of the residual displacements for the

condition BC1, i.e. in absence of constraints, is quite similar to that of the single

layer model. However, as the model becomes constrained on one or more sides,

the aspect of this distribution changes significantly, showing a central narrow

strip in which the maximum values are attained. This strip is in the direction of

the laser path adopted for the second layer and it expands on one side, where the

displacements were bigger during the first layer scan.

The residual strain shows a similar repeated pattern as that found for the

single-layer model. However, surprisingly as the model becomes constrained, that

pattern appears to be rotated by 90◦, following the new scanning path adopted

for the second layer scan. Once again, this behaviour is also reflected in the

distribution of the residual stresses, although it is not accentuated.

5.4.3 Summary of residual stresses results for the

single-layer and double-layer simulations

As it was observed during the present study, a second layer introduces additional

residual stresses, so as the model size increases vertically from one to two layers,

the magnitude of residual stresses increases. This is true for the model that has

similar properties between the substrate and the deposition layer, as illustrated

in Figure 5.47, whilst the opposite holds true when considering different thermo-

physical and material properties, as shown in Figure 6.12. This aspect needs a

clarification in future studies. At the same time, both types of analyses confirmed

that hatch spacing little impact in terms of residual stresses, having fixed speed

and boundary conditions. It can be concluded that impact of hatch spacing on
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Figure 5.45: Schematic representation of the scanning strategy effect on the average residual

displacements, independently from the boundary conditions and scanning pa-

rameters (hatch spacing and laser speed), as obtained for the single-layer model

(a) and for the double-layer (b). The grey surface represents the layer surface

before the laser scan. It can be observed that the maximum displacement is

achieved along the first layer scanning direction.
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Figure 5.46: Schematic representation of the typical scanning strategy effect on the surface

distribution of residual displacements, residual strains, and residual stresses, as

obtained for the single-layer model (a) and for the double-layer (b).
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Figure 5.47: Von Mises residual stress magnitude according to the laser speed, for different

hatch spacing values and boundary conditions.

residual stress magnitude is relatively small when compared to the influence of

laser speed and boundary conditions. Nevertheless, the impact of hatch spacing

on cooling rate, as shown in the double-pass simulations of the experimental

program, needs to be acknowledged for its effect on residual stress distribution

and surface quality.
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(a) t = 7.6500× 10−4 s.

(b) t = 2.652× 10−2 s.

(c) t = 4.462× 10−2 s.

Figure 5.48: Simulated von Mises stress development (on the right) during the temperature

evolution (on the left) for a laser scanning process at different time instants.
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(a) t = 7.6500× 10−4 s.

(b) t = 2.4735× 10−2 s.

(c) t = 4.5645× 10−2 s.

Figure 5.49: Simulated von Mises stress development for different hatch spacing values (40,

80, and 100 µm), at different time instants.
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Discussion

The initial hypothesis stated that additive manufacturing was assimilable to a

multi-pass welding process. This hypothesis, which inspired and guided the

present research work, was confirmed by some results already available in the

literature on welding. This will be better elucidated out in detail in the current

chapter. The study herewith was able to confirm and partially extend some of the

ideas already presented in the available literature, as discussed herewith. How-

ever, some limitations are still applicable and they are mainly due to research

path followed, with the progressive adjustment of the intermediate objectives.

Nevertheless, once this methodology is extended in full, it will provide new in-

sights for the benefit of both additive manufacturing and welding, by using both

experiments and numerical simulations. Therefore, with this purpose in mind, in

this chapter the work done will be summarised, discussed and compared with the

available literature. Finally, some guidelines to mitigate the negative effects of

residual stresses in additive manufacturing components subjected to fatigue will

be outlined.
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6.1 Laser source influence on the material

As seen in the previous chapters, the laser source is responsible for altering the

microstructure and residual stresses, therefore a qualitative and quantitative de-

scription of those alterations is needed.

6.1.1 Qualitative analysis

An observation regarding the analogy between welding and additive

manufacturing

The validity and limitation of the analogy between welding and additive is more

clear when one looks at grain growth in Figure 5.1. Controlling epitaxial growth

has been recognised as one of the fundamental methods to build or repair single

crystal turbine blades, which permits better thermal performance by inhibiting

the development of grain boundaries [259], but a better understanding is also

useful in polycrystalline components. By looking at the epitaxial grain growth

of the β-grains for h = 0.50 mm in Figure 5.1, compared with their radial distri-

bution for h = 2.00 mm, it is possible to understand better the formation of the

columnar microstructure in additive manufacturing (Figure 2.38), by imagining

the rotation of the tilted grains towards the upward direction due to their remelt-

ing during the second laser scan. Therefore, the final columnar microstructure in

bigger components can be thought as generated by a superimposition of several

radial solidified melt-pools.

Material inhomogeneities due to the laser track

During the early stage of the experimental work, it was observed that the laser

source effect is not exactly uniform, but there are some inhomogeneities that need

to be pointed out. A first inhomogeneity was observed in the Trumpf® laser track
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Figure 6.1: Microstructure prediction resulting from a grain-growth numerical simulation dur-

ing additive manufacturing, where four unidirectional laser scans and four layers

were used. The initial laser scan is on the left and the scans progressively advance

towards right, producing a deeper track within the material. Image reproduced

from [260, p. 11, fig. 11].

appearance when viewed from above, because the surface of the material where

the laser starts is concave, while the end point is convex, as observed in Figure

5.3. This can potentially lead to different height of the material deposit on a

substrate and can be explained, perhaps, as a result of the inhomogeneous laser

beam source on the material. However, this aspect needs a better clarification,

its effect on a final component needs to be investigated during metal deposition.

As remarked from the visual observations of the results of the experimental

work done, it has been found that the second laser track shows a deeper pene-

tration within the material if it is observed from the cross-section, as in Figure
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5.1. A similar trend was already noticed in the recent literature, when performing

numerical simulations for additive manufacturing of Inconel 718 (a precipitation-

hardening nickel-chromium alloy), as visible in Figure 6.1 [260]. Those trends are

also reflected into the hardness profile obtained for h = 0.50 mm, as represented

in Figure 5.36b, where the higher value of the hardness is achieved during the

second laser track. Since in the study it was just mentioned that metal powder

was employed, whilst in the present work this was avoided. This particular cor-

respondence, again, confirms that similar trends in additive manufacturing can

be obtained despite the complete absence of powder metal particles. Therefore,

the reason can be attributed to the thermal superimposition causing an increase

in temperature during the second pass, whilst the first track is still above room

temperature [260]. This found confirmation in the thermal cycles obtained nu-

merically, because the second laser pass occurs when the material is not com-

pletely cooled to room temperature, as shown in Figures 5.8, 5.9, 5.10. It is here

suggested that these inhomogeneities can be avoided by planning accurately the

speed of the laser and, for vertical layer deposition, also the inter-layer cooling

time.

6.1.2 Microstructure characterisation

Martensite characterisation in the present work include martensite volume frac-

tion and its morphology, taking into account the different locations within the

melt pool for varying hatch spacing values.

Martensite volume fraction

As observed from the experiments, and from the adaptation of a mathemati-

cal model described in Villa et al. (2020) [93, 94], the volume fraction of the

martensite does not seem to be particularly affected by the hatch spacing varia-

tion (Figure 5.31). Recently, while investigating the martensite in stainless steel
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Figure 6.2: Visual comparison between the constant martensite volume fraction in Ti-6Al-4V

(present work) and the constant martensite content in stainless steel fabricated

by selective laser melting. In both cases the content variation with the hatch

spacing is limited. The reference is the following: ref. 1 = [261, p. 5, fig. 4c].

fabricated by selective laser melting, it was also found that the hatch spacing

has little impact on the martensite volume fraction for a fixed laser speed [261]

(Figure 6.2). Indeed, since the martensite generation is a diffusionless process,

it can be argued that it is created homogeneously in every point, provided that

Equations (2.2) are respected.

Moreover, the implementation of the Koistinen-Marburger model [99] shows

also that the volume fraction does not systematically vary with the hatch spac-

ing. Indeed, it was found to be bound in a specific range if measured at room

temperature. However, the aforementioned model can estimate well the volume

fraction content of the martensite, which is much more accurate during the first

stages of its formation, because the distance between the upper and lower bound

is reduced, as represented in Figure 5.16.

Some scholars found also that in Ti-6Al-4V additively manufactured parts
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Figure 6.3: Sum of the primary and secondary martensite volume fraction in Ti-6Al-4V fabri-

cated by selective laser melting at two different powers: the white bar represents

the value obtained for 100 W and the grey bar represents that obtained for 175

W. The reference is the following: ref. 1 = [262, p. 118, fig. 4.3e].

using selective laser melting the volume fraction of primary martensite was higher

than the volume fraction of the secondary martensite, as represented in Figure

6.3. This is exactly what was found in the present work, because the sum of all

the martensite laths volume fractions (Vα ≈ 0.25, as can be inferred from Figure

5.31) is similar to the value found in the study just mentioned [262]. This trend,

again, confirms the approach of looking only at the thermal fields, independently

of the other parameters, ignoring also the role of the powder, in order to study

the martensite formation.

Martensite morphology

Regarding the thickness and the spacing of the martensite, the trends already

found in Villa et al. (2020) [93, 94], showing their dependency on the cooling

rate, was supported by the findings of this study. However, the modified model
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Figure 6.4: Lath martensite minor and major axes length and martensite aspect ratio in Ti-

6Al-4V produced by selective laser melting. It can be observed how the major

and the minor axes increase as the hatch spacing increases. Moreover, the major

axis growth is more pronounced than that of the minor one, exactly as found in

the present work (Figure 5.34). Image reproduced from [87, p. 317, fig. 11a].

presented in this study can better represent the overlapping effect. Indeed, the

second laser pass overlapping the first one affects the cooling rate of the former and
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the new model has a better agreement when the hatch spacing is lower, because

it was explicitly calibrated on this condition. This situation is well illustrated in

Figure 5.14, where the error between Villa et al. model (2020) [93, 94] is bigger

as the hatch spacing is decreased (ALM condition) and it is smaller when it is

increased (welding condition). Exactly the opposite occurs with the modified

model presented in this study. This means that even if the trends are almost

similar, the two conditions determined by the two processes, welding and additive

manufacturing, are similar but not equal, due to the remelting of the material in

the second one.

The width of the smaller martensite laths, in the present work, were found

to increase as the hatch spacing increases (Figure 5.32 and 5.33). Moreover,

exactly in the middle of the melt pool (location A in this study, Figure 5.34), the

total martensite width (or minor-axis) showed an almost perfect linear increase.

Even if the numerical values are different, because the minor axis was reported

to be around 1.5 µm, while here is 0.10–0.15 µm, the linear trend already found

during a deposition process by selective laser melting of Ti-6Al-4V [87] has been

agreed with, as represented in Figure 6.4. The fact that all sizes increase can

be explained by the proportional growth of grain with increasing of the hatch

spacing, as, incidentally, pointed out in [87]. This could mean that each single

lath is in some way bound to the grain size, even if this constraint is not so strict,

because the martensite lath can potentially extend beyond the grain boundary.

Lath martensite thickness

According to the α′ martensite lath characterisation expressed by the Equation

(5.1) and represented in Figures 5.12a, 5.13a, 5.14a, its thickness does not vary

sensibly within the melt pool. Therefore, since within the laser track the cooling

rates are different, there is a small variation of the thickness with cooling rate,

confirming the result of Villa et al. (2020) [93, 94] and extending this study to
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Figure 6.5: Lath martensite thickness in Ti-6Al-4V produced with different additive manu-

facturing processes. The reference is the following: ref. 1 = [263, p. 7, fig. 5].

two overlapped tracks. This characteristic of small variations matches the results

obtained by Neikter et al. (2017) [263], who studied different additive manufac-

turing processes of Ti-6Al-4V. Indeed, it was found that lath martensite thickness

remained almost constant during deposition and it did not vary sensibly with the

point in which it was measured, as presented in Figure 6.5. The experimental

measurements carried out in the present work lead approximately to the interval

0.25-1.25 µm for the lath martensite thickness and this roughly matches with the

study just mentioned. The only exception is represented by the higher values of

thickness measured for the process indicated as LMwD-0, but its average value

is still less than 2 µm. In this process each layer was deposited continuously,

whereas in the one called LMwD-2 a waiting time of two minutes between each

layer was decided. Again, it seems reasonable to state that the dwell time plays

an important role also in the growth of the laths.
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Initial dislocation density

By using the Equation (5.1) for wα′ and Equation (3.65) for dα′ and comparing

them with experimental findings (respectively, Figures 5.12a, 5.13a, 5.13a and

5.24a, 5.25a, 5.26a), in this study some of the gaps present in Table 2.10 were

filled. This enabled to redefine the initial dislocation density of Ti-6Al-4V as

inversely proportional to the cooling rate, as in Equation (5.5). This concept is

not totally new, because reports have been found that in silicon the dislocation

density decreases under a fast cooling process [264]. This was explained with the

notion of dwell time, associated with the time needed to generate dislocations

and this time decreases with a rapid cooling. However, for a different material

(InP/Si) some scholars found in a previous study that the dislocation density was

directly proportional to the cooling rate and they attributed this behaviour to

the fact that a lower cooling rate induces a lower stress state, which is responsible

for less dislocation generation [265]. Nevertheless, as seen for example in the flow

stress model taken as reference in this study (Galindo-Fernández et al., 2008), the

stress state is determined starting from the dislocation density and not vice versa

(Equations (2.56) and (2.57)). Since the cooling rate alone is not able to capture

the initial dislocation density value, it is perhaps required a further extensive

work in this direction. The objective there will be to clarify the relationship

between the cooling rates in the martensite range and the dislocation density.

6.2 Residual stresses validation

Validation of predicted process-induced residual stresses is performed in the present

work by using data acquired through destructive or non-destructive techniques

and using the experimental data already available in the literature.
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6.2.1 Adapted Carlsson-Larsson formulation

A non-destructive method was elaborated by Carlsson and Larsson in 2001 [266]

and recently adapted for parts fabricated by selective laser melting and, in par-

ticular, for Ti-6Al-4V [266, 267]. According to this theory, the residual strain is

correlated with the hardness value and the residual stress depends on the size of

contact area of the material with the indenter. An initial hypothesis is that the

indentation is related with the equi-biaxial plane stress state, which is defined as

followings for a point x ∈ R3:

σij(x) = σ(x), i = j; (6.1a)

σij(x) = 0, i ̸= j. (6.1b)

Therefore, in order to use this method, it is necessary to check that the stresses

on the surface S perpendicular to the vector representing the indentation force

verify the following:

σ11(x) ≈ σ33(x), ∀x ∈ S. (6.2)

In particular, if the validation pertains the maximum stresses calculated with

finite element method, Equation (6.2) can be rewritten as an approximate condi-

tion:

max
i∈Sj

{σ11,i} ≈ max
i∈Sj

{σ33,i}, i = 1, . . . , n, (6.3)

where xi is the i-th nodal coordinate where the stresses are calculated and n is

the maximum number of nodes on the discretised surface Sj. By recurring to the

notion of relative error, which in this particular case can be defined as

ekr =
|maxi∈Sj

{σ11,i} −maxi∈Sj
{σ33,i}|

maxi∈Sj
{σkk,i}

, k = 1, 2, (6.4)

in Figure 6.12 is represented the approximate condition firstly stated in Equation

(6.3), which holds with sufficient accuracy. For the double-pass simulations, the

error for different hatch spacing values is represented in Figure 6.10a. It is maxi-

mum when there is a partial overlap between the two melt pools, but when there
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is a complete remelting (h = 0.5 mm) the error is less than 20%. When consider-

ing the multi-pass simulations, the error is around 25% for higher speeds, but it is

generally around 5–10% and it tends to decrease when adding up the second layer,

as represented in Figure 6.10b. According to this, the modified Carlsson-Larsson

method could be used to validate the simulations carried out in the present work,

especially for lower speeds, but this was outside the present scope and it needs

additional experiments. In the present work the method is used only to assess the

validity of the thermo-physical and mechanical computational model to calculate

residual stresses.

The second condition, represented by Equation (6.1b) is not satisfied, because

the residual stress in the direction perpendicular to the surface of interest has

a similar magnitude and is non-zero. However, it is possible to assume that

the method is still valid and through its use check if this hypothesis is valid.

Therefore, the following expression (valid for EBM and SLM) for calculating the

residual stress can be implemented [267]:

σr(L1, L2, P ) = σ0

[(
8P

Cσ0(L1 + L2)2

)
− ϵr

]n
[
exp

(
c0

2

0.32

8Ar

(L1 + L2)2

)
− 1

]
,

(6.5)

where L1, L2 are the length of the two diagonals, P is the force, Ar is the contact

area, C is a constant equal to 3 when a Vicker’s indenter is used, ϵr = 0.08 is a

representative value of the strain, c02 = 1, σ0 and n are two constants which can

be used to fit the stress-strain tensile curve of a material by using a power-law in

the form σ(ϵ) = σ0ϵ
n. For Ti-6Al-4V produced with selective laser melting, the

following values are suggested:

σ0 = 1181.21 MPa, n = 0.1754. (6.6)

The main assumption of the Carlsson-Larsson theory is that there exist a constant

C ∈ R such that [267]:

H = Cσy, (6.7)
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but, for a strain-hardening material, the Equation (6.7) can be replaced by the

following [267]:

H = Cσ(ϵr). (6.8)

Now, in order to use this methodology, it is also necessary to check that the

value of the stress calculated using the power law, with the constants given in

(6.6), is approximately the same as the value used by the constitutive model used

in the thermo-mechanical model for calculating the residual stress. An overall

immediate check of the comparison between this power law and the assumed

material behaviour in the present work can be drawn by looking at the Figure 6.6,

from which is evident that progressively become negligible as the strain increases.

Moreover, the exact difference ∆σ(ϵr) between the power law and the Galindo-

Fernández et al. (2018) [88] model can be calculated taking into account that:

Galindo-Fernández et al. (2018): σ(ϵr) ≈ 826 MPa; (6.9a)

Wang and Chou (2005): σ(ϵr) ≈ 758 MPa; (6.9b)

from which it follows that ∆σ ≈ 68 MPa. From this, it can be deduced that

the theory can be used to assess the validity of the residual stresses calculated in

the present work with sufficient accuracy because this stress difference represent

a small fraction of the predicted residual stresses. Further research into this

discrepancy and its impact is postponed until the future.

In order to complete the description of the Equation (6.5), is now necessary

to calculate the contact area. In Figure 6.8 are represented some sample images

acquired during hardness measurement, showing the diagonals and the indenta-

tion areas for reference. Assuming that L1 = L2, if the depth of the indentation

in unknown, it is possible to state that the real contact area Ar is equal to the

area of the plane surface A before the indenter hits the surface (nominal area

A) plus a portion of it, which, in absence of measurements, can be determined

using the approximate estimate that follows. Considering the triangle formed by
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Figure 6.7: Dimensions useful to calculate the nominal and real indentation areas for a Vickers

hardness test.

a half diagonal and the indentation depth hV at the middle point of the inden-

tation track and the half diagonal measured at the impressed surfaces L1
∗/2, as

in Figure 6.7, it possible to use the following set of equations to approximate the

contact area:

L1
∗ = 2

√(
L1

2

)2

+ hV
2; (6.10a)

Ar = 4

[
1

2

(
L1

∗

2

)2
]
=

1

2
(L1

∗)2 (6.10b)

From the data available in the literature [268], hV ∈ [0, 700] (in nm) when the

indentation pressure is between 0 and 10 mN, and

hV = 200 nm (6.11)

is the maximum attained during plastic deformation regime [268]. Therefore, it

is possible to assume the following maximum value in the plastic regime, a value

which is however obtained for a lower force than that used in the present work

(3 N). As a consequence, the contact area increment can be roughly estimated

to be 0.01%, so:

Ar ≈ A+
1

10000
A =

1

2
L1L2 +

1

10000

1

2
L1L2 ≈ (1 + 10−5)L1

2. (6.12)

Since no exact data have been found, the estimate of residual stresses has been

carried out assuming that Ar = A+kA, where k is an increment factor which has
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(a) Outside the laser-affected area: non-

martensitic microstructure.

(b) Inside the melt-pool area: martensitic

microstructure.

Figure 6.8: Vickers indentations at different points.

been evaluated in two different scenarios. Firstly, k = 10−2, and then k = 10−1,

showing that an increment of 1% of the contact area is in line with what expected,

while 10% is too high, as in Figure 6.11. Therefore, it should be pointed out that

the assumption Ar ≈ An can also be used for simplicity, because it has been here

shown that the variation of the ratio between the areas versus hV is minimal,

especially when hV is small, as can be appreciated in Figure 6.9. However, in the

present work Equation (6.12) is preserved and k = 10−2 is assumed, although a

more accurate estimate could be made taking into account the curved shape of

the sides of the square and an in-depth experimental study to effectively refine

the residual stress analysis, if necessary.

Finally, from the analyses carried out in the present work, it is possible to

establish that the numerical model and procedures to approximate the coupled

thermo-mechanical model for a single-pass simulation permit to predict with suffi-

cient accuracy the magnitude of residual stresses. Indeed, when Equation (6.5) is

used to calculate the stresses from the experimental data acquired in the present

work, the values are found within an acceptable range, because this difference

is less than 200 MPa when considering σr,22 and about 50 MPa when consider-

ing σr,11. A comparison between the predicted values and the values obtained

through the adapted Carlsson-Larsson theory are shown in Figure 6.11.
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Figure 6.9: Ratio between the real contact area and the nominal contact area as function of

the Vicker’s hardness indentation depth for different values of the diagonal L1.

6.2.2 Comparison with relevant literature

Since, as seen, the single-pass numerical thermo-mechanical model is able to pre-

dict residual stresses with sufficient accuracy (50–200 MPa), the same material

thermo-mechanical properties can be used to extend the prediction to residual

stresses for metal deposition in a multi-pass single-layer and multi-layer scenario.

The results of the predicted residual stresses varying with laser speed is repre-

sented in Figure 6.12, where a comparison with values available in the literature

is also made.

The results show that the maximum predicted residual stresses are in the

range of approximately 300-1100 MPa and similar values are found for low speed

processes (grouped by an ellipse in Figure 6.12), which usually consist in simul-

taneous melting and deposition of material (DLD, DMD, WAAM). On the other

hand, the results show a good agreement with laser powder-bed fusion meth-

ods when they are validated through accurate destructive and non-destructive
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Figure 6.10
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measurements techniques.

6.3 Stress-life fatigue curve of a Ti-6Al-4V

additively-manufactured specimen

According to the formulation introduced in the literature review, a new method-

ology for taking into account the effect of the residual stresses on the fatigue-life

behaviour was outlined in the present work. This permits to assess the com-

bined impact of residual stresses, surface roughness, and microstructure on an

additively-manufactured specimen of Ti-6Al-4V under a fatigue test. This is also

the standard specimen test for fatigue recommended by ASTM E466-15 and used

to evaluate Ti-6Al-4V parts behaviour for the turbine engine BLISKs testing

[269].

One of the applications of the scanning strategies investigated in the present

work for one and two layers, it is the possibility to define two different scenarios

for a fatigue specimen, as represented in Figure 6.13. More generally, it is possible

to determine the combined fatigue behaviour due to the surface roughness and

residual stresses obtained for additive manufactured parts of Ti-6Al-4V, alongside

some relevant literature data, as represented in Figure 6.15. The stress-life curve

in presence of residual stresses is qualitatively similar to the one experimentally

found and used within a new implemented standard in welding applications [270],

where only the endurance stress is significantly influenced by the residual stresses.

The equation to evaluate the fatigue behaviour for nf ∈ [nf,0, nf,f ] is the following:

σa(nf ) = σa,0

(
nf

nf,0

)log(σe/σa,0)/ log(nf,f/nf,0)

, (6.13)

where nf,0 = 103, nf,f = 107, and

σa,0 = σ(nf,0) =

893 MPa, AB-1, AB-2;

952 MPa, MA/Pol.
(6.14)
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Chapter 6: Discussion

It is worth remembering that the surface parameters for AB-1, AB-2, and MA/Pol

are reported in Table 2.13. Finally, the endurance stress can be calculated by

using Equation (2.67). For the purpose of discussion, three different stages in

fatigue life can be distinguished, as in Figures 6.14 and 6.15, according to the

number of cycles:

• low cycles, nf < 104;

• high cycles, 104 ≤ nf ≤ 106;

• very high cycles, nf > 106.

The boundary between high and very high cycles lies approximately where there

is a transition between internal and surface fracture. Since no data were found

in the literature for this transition and especially for Ti-6Al-4V, the behaviour

of 316L stainless steel was accepted as having a similar character, as shown in

6.14. Moreover, these steels show a similar behaviour in terms of fatigue life when

compared with additively manufactured Ti-6Al-4V, as represented in Figure 6.14.

Nevertheless, this aspect needs further clarification, especially because it has been

reported that for very high cycles Ti-6Al-4V both subsurface and surface crack

initiation were observed [271]. Moreover, the internal defects such as porosity play

an important role in crack nucleation at high cycles [272]. Post-heat treatments

like hot isostatic pressing are often suggested if the part will be subjected to high

cycle regime, because of its capacity to consolidate the part and close pores [272].

The theoretical approach followed and developed in the present work permits

to quantify effectively the effect of residual stresses on fatigue life in Ti-6Al-4V

components by taking also into account the surface roughness and the martensitic

α′ thickness and some useful considerations can therefore be drawn. For low

cycles, residual stresses have little influence on the stress amplitude, which can

be quantified as lower than approximately 200 MPa for nf ≈ 104, when σr = 400

and σ = 100 MPa.
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At high cycles, residual stress begin to have a higher influence, which can

considerably reduce the fatigue life and this effect can be quantified as around

103 cycles for a fixed stress amplitude, when σr = 400 and σ = 100 MPa.

Finally, for very high cycles, it is possible to see a higher scatter on the data

due to the different thermo-mechanical histories. At this regime, residual stresses

have an extremely significant impact on the stress life and on the endurance

stress, which corresponds to nf ≈ 107, a value confirmed also in multiple studies,

as represented in Figure 6.15. However, compressive residual stresses act almost

like a post-heat treatment, and permit to increase the endurance stress up to

approximately 1 GPa for some conditions.

In summary, residual stresses arising from additive manufacturing can be neg-

ligible in fatigue when the number of cycles is below 104, or for high cycles when

the stress amplitude is below 102 MPa, but this depends on the in-service appli-

cations of the component. Fatigue life can be extended much further nf > 107

by recurring to heat treatments and a similar behaviour seem to be confirmed

also where compressive residual stress are present. A discrepancy of about 100

MPa between the predicted behaviour for AB-1 when tensile residual stresses are

present (σr = 400 MPa) and a value found in the literature for 316L stainless

steel, for σr = 300 MPa is attributable to the different materials. However, exam-

ining the specimen AB-2, the predicted behaviour for σr = 400 MPa (tensile) is

close to the value found in the literature for the same steel [270]. The conclusion

is that when the surface conditions of Ti-6Al-4V are not particularly cared for,

the fatigue strength is comparable to that of steel.

6.3.1 Post heat treatments and martensite influence on

fatigue

As seen, the martensitic width can be incorporated into the calculation for the

stress-life curve of additively manufactured specimens of Ti-6Al-4V. In general,
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the martensitic structure shows significantly reduced fatigue strength compared

to the globular microstructure, and this is another negative effect in addition to

porosity [272].

It is now of interest to quantify the influence of this microstructural charac-

teristic on the endurance stress. This can be achieved by evaluating the notch

sensitivity factor in the Equation (2.65) respectively for wα′ = 0.5 and wα′ = 4.0

µm, and the result is presented in Figure 6.16. From the calculations an incre-

ment of about 20 MPa in σe when average martensitic width increases from 0.5

to 4.0 µm was found. This increase in martensitic width is usually found when

using temperatures around 400–950 °C [107] and it is possible that the single lath

starts to grow before being subjected to a perpendicular fracture as represented

in Figure 2.8b. The fact that the martensite lath grows during heating could

be related to the reduction in dislocation density, represented in Figure 2.7, be-

cause a finer microstructure can lead to accumulation of defects. Therefore, it

can be convenient to achieve better performance by completely segregating the

martensite laths, instead of tuning its geometry.

Predictions for various martensitic structures of polished specimens are not

possible, because of the following limitation of the formulation and, in particular,

in Equation (2.65) if ρ10 represent the period of an ideal sinusoidal profile:

ρ10 → +∞ =⇒ q → 1, (6.15)

from which it follows that the endurance stress is constant, namely σe ≈ 449.04

MPa (similar to 450 found in [178]). This limitation may conceal a realistic

behaviour, because the improved performance due to polishing may possibly re-

flect a real loss of influence of the martensite on the fatigue strength, but the

interaction surface-microstructure needs to be clarified in future studies.
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6.3.2 Limitations of the current formulation

Due to the interconnected and difficult nature of the problem here tackled, several

limitations can affect the present formulation, which can be seen as an initial

tentative of incorporating residual stresses, surface condition and microstructure

into a unique approach. An important limitation of this approach lies in the fact

that compressive residual stresses has to be bounded as

σr ≤ σr,l, (6.16)

where the stress limit σr,l is 483.82 MPa for as-built specimens and 181.38 MPa

for machined or polished specimens (values found numerically when σ = 100

MPa), cannot be incorporated into this formulation, otherwise the predicted fa-

tigue curve shows an unrealistic and increasing trend according to which stress

amplitude increases with an increased number of cycles. The maximum value for

the as-built condition is represented by the horizontal line in Figures 6.14, 6.15,

6.16 and a few experimental points are effectively above this limit, as shown in

Figures 6.15 and 6.16.

6.4 Guidelines for reducing residual stresses or

minimise their negative impact on fatigue

In summary, based on the investigations carried out in the present study, the

following strategies can be briefly outlined to reduce residual stresses or improve

the mechanical properties of Ti-6Al-4V fabricated with additive manufacturing:

• set the pre-heating temperature in the range 100–500 °C to achieve better

ductility, yield stress, and ultimate tensile stress; with 100 °C similar prop-

erties are obtained, so this particular temperature permits to save energy

with equal final performance;
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Figure 6.13: An additively-manufactured dog-bone specimen with surface roughness and sub-

jected to fatigue under two different scenarios, under the same boundary condi-

tions and with two different laser scanning strategies.

• set the substrate temperature in the range 100–500 °C to achieve better

ductility, yield stress, and ultimate tensile stress; with 100 °C similar prop-

erties are obtained, so this temperature permits to save energy with equal

final performance;

• use a laser speed of approximately 800 mms−1 to reduce the maximum

tensile residual stress from 1000 to 300–600 MPa.

Furthermore, for minimising the residual stress impact on fatigue life, the

following recommendations can be outlined:
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• polishing the surface of the part, verifying that Ra/ρ10 → 0, can improve

the endurance stress by approximately 100 MPa (for high cycles, both under

shear and tension);

• a post-heat treatment can decompose the martensite laths and thus increase

the endurance stress by approximately 100 MPa.

Finally, the following actions appear to be irrelevant or of little effect:

• hatch spacing control in the range 40–120 µm for residual stresses magnitude

control;

• martensite width tailoring for fatigue life improvement.
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Conclusions and future work

The use of additive manufacturing is rapidly increasing with respect to tradi-

tional manufacturing techniques, thanks to the prospect of reducing material and

energy waste, and shortening the time between the design and the manufacturing

of a product, in an ever more rapidly changing world. However, traditional man-

ufacturing technologies are still competitive, because they can benefit from the

knowledge accumulated during decades of experience and so provide, for some

aspects, a better finished product with better mechanical performance. It is only

with the contribution of research that additive manufacturing can be driven to

result in products with better features, by working on the process conditions, and

so achieve the coveted objectives.

The processing route inevitably affect the manufactured component, but this

is particularly true for those processes which involve the use of a laser. In ad-

ditive manufacturing one of the most relevant causes of concern is the presence

of residual stresses, which arise from the high temperatures and cooling rates

reached from the material during laser scanning. Moreover, when manufacturing

Ti-6Al-4V, this concern is mainly represented by the presence of the martensite,

a phase generated during rapid cooling. Therefore, the objective of this study
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was the study of the influence of laser pass on the material, in conditions that

reproduce experimentally and numerically additive manufacturing. However, due

to the complex physics involved in this new building technique, the objective has

been partially pursued by recurring to the analogy between welding and additive

manufacturing, which enabled to use some of the methodology and data avail-

able in this field. In particular, the martensite of Ti-6Al-4V has been studied and

characterised, for the first time, in three different locations of two melt pools, with

a variable hatch spacing. Whils primary martensite exhibited an almost constant

trend, the other finer microstructure showed linear relationship with the hatch

spacing values and this aspect need to be better clarified and, possibly, incorpo-

rated into a new constitutive model. Moreover, the role of microstructure and

process parameters on residual stresses has been numerically investigated by using

a process model based on finite element modelling and thanks to the possibilities

offered by high-performance computing. Additionally, a potential approach was

suggested to predict the fatigue life of Ti-6Al-4V components manufactured us-

ing additive manufacturing. This method allows for combining residual stresses,

surface roughness, and lath martensite width in one formulation.

Shortening the distance between welding and additive manufacturing, balanc-

ing experiments with theoretical frameworks, linking the metallurgy of steel with

that of a titanium alloy: these have been the fundamental steps in the attempted

methodology to contribute to this research area. However, huge ambitions such

as these must be always confronted with realistic possibilities, which, as is often

the case in life, are conditioned by certain limitations. Those limitations natu-

rally arise when pursuing something new and they should be accepted as part of

our human nature. Nevertheless, the hope is that the present work can be use-

ful and inspirational to the readers, who will certainly find more gaps and more

limitations to overcome, than those overcame. According to the spirit of modern

science, these limitations can be also seen as interesting opportunities for future
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research.

7.1 Summary of the achievements and

conclusions derived from the present study

In summary, the achievements can be summarised as the following:

• introduced a time-dependent Koistinen-Marburger model and used to assess

the formation of martensite in Ti-6Al-4V (see Figure 5.17);

• presented an analysis of temperature-dependent thermal and mechanical

parameters of Ti-6Al-4V for both bulk and powder material (see Paragraphs

3.1.6 and 3.1.7) and a comparison of constitutive models for Ti-6Al-4V (see

Figure 2.26);

• introduced a versatile process model for additive manufacturing based on

a numerical framework using finite element modelling and implementing

thermo-dependent thermo-mechanical parameters and a thermo-viscoplastic

constitutive model (see Figure 3.1);

• calibrated a fitting equation to describe the emissivity of a powder layer

and implemented it in the finite element model (see Figure 3.19);

• numerically quantified the residual stresses for a single a double-layer multi-

pass model of Ti-6Al-4V, in its common processing window;

• characterised the martensite content (volume fraction) and its morphology

(thickness, spacing, major axis, minor axis, angle of growth, hardness) as a

function of the hatch spacing for a double-pass laser scan;

• used the Vicker’s hardness data to predict residual stresses in Ti-6Al-4V for

a double-pass model, using the Carllson-Larsson theory and its most recent

integrations (see Figure 6.11);
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• predicted the fatigue life curves for parts realised in Ti-6Al-4V with addi-

tive manufacturing (laser-powder bed fusion) and taking into account the

average α′ martensite width, surface conditions, and compressive or tensile

residual stresses (see Figures 6.14, 6.15, and 6.16).

Finally, from the present study, the following conclusions can be drawn:

• the hatch spacing has little influence on both martensite thickness (approxi-

mately less than 1 µm, see Figures 5.12, 5.13, 5.14), spacing (approximately

less than 5 µm, see Figures 5.24, 5.25, 5.26), and volume fraction (approxi-

mately less than 0.05, see Figure 6.2), when it is increased from 0.50 to 2.00

mm;

• the hatch spacing has little influence on residual stresses (approximately

less than 10 MPa), when it is varied in the range 40-120 µm;

• the α′ martensite spacing increases from approximately 3 to 9 µm when the

hatch spacing at the centre of the melt pool is increased from 0.50 to 2.00

mm, with smaller changes observed at other locations (see Table 5.4);

• the dimensions of martensite minor and major axes, as well as the aspect

ratio, demonstrate a linear increase as the hatch spacing increases from 0.50

to 2.00 mm (see Figure 6.4 and Figure 5.34);

• laser speed of approximately 800 mms−1 appears to result in reduced resid-

ual stresses (for both the single and double-layer models) from 1000 to

300–600 MPa (see Figure 6.12);

• the boundary conditions of the model can change the magnitude of residual

stresses by approximately 20 MPa when considering only the bulk properties

for the material (see Figure 5.47);
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• the incorporation of recent integrations into Carlsson-Larsson theory en-

ables accurate prediction of residual stresses in alignment with finite ele-

ment analysis, showing a difference of around 200 MPa (see Figure 6.11);

• a drop of about 60 MPa in the stress amplitude for very high loading cycles

(greater than 106) is attained when tensile residual stresses of 400 MPa are

present in the mechanical part (see Figure 6.14);

• a rise of about 275 MPa in the stress amplitude for very high loading cycles

(greater than 106) is attained when compressive residual stresses of 400

MPa are present in the mechanical part (see Figure 6.14).

7.2 Future work

Although the methodology outlined in the present work highlights multiple pos-

sibilities for optimising the metallurgical process of additive manufacturing, this

is only the first step in a broader process of integration between the design phase

and the component manufacturing phase. Indeed, it is desirable to increasingly

integrate the product design phase and the production phase, the so-called digi-

tal twin methodology, so that there is a mutual exchange of ideas and knowledge

between the two worlds. In this way, mathematical models will be informed and

guided by metallurgical practice which, in turn, will exploit the predictive capa-

bilities of the models. Below are some of the possible improvements: these should

also be read partly as a possible constructive self-criticism of the work done.

1. Experimental programmes: residual stresses and martensite

Accurate residual stresses measurements can be conducted through neutron

diffraction using the same numerical parameters presented in this study to

build samples, in order to complete the validation of the predictions re-

ported in this study. Furthermore, metal powder could not be used in this
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study and only the effect of the laser source on a plate could be studied.

Therefore, a natural extension of the analyses presented here would require

the deposition of layers of material, in order to extend the study of marten-

site morphology. Furthermore, a comprehensive approach should also take

laser speed into account, so the work presented could be expanded in this

direction. The term kc(p, s) introduced in this study within the Equation

(5.5), used for calculating the initial dislocation density, can be evaluated

for different values of laser power p and laser speed s, completing the math-

ematical description of the initial dislocation density as a function of the

cooling rate.

2. Gaussian heat source model extension

The preliminary numerical analyses confirmed that the Gaussian heat source

model defined as in the Equation (3.48) is able to capture the shape of the

melt pool created by the Trumpf® machine, as observed in Figure 5.2, with

sufficient accuracy. Therefore, this numerical model can be used as a good

approximation. However, the Gaussian heat source needs to be accurately

described taking into account different parameters, such as power and laser

speed. It is therefore desirable to find a single mathematical expression that

reflects these parameters.

3. Constitutive model

The Galindo-Fernández et al. (2018) [88] constitutive model adopted in this

study can be refined and extended in different ways, and this has been par-

tially completed in more recent times [274]. However, a constitutive model

able to capture the micro-stresses can be based on crystal plasticity the-

ory, whose capabilities have been investigated only on a preliminary basis

during the preliminary stages of the present work. This will also permit to

calculate the type II residual stresses, which are on the grain boundaries.
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Any extension in this direction should find a balance between accurate de-

scription and computational time, because crystal plasticity for studying

additive manufacturing for polycrystalline alloys is computationally expen-

sive [275].

4. Model refinement and further extensions

One of the limitations of the thermal parameters used here in finite element

models is that they do not consider the difference between the physical pa-

rameters of the bulk and the packed spherical powder during simulations of

the deposition process. In fact, some of these parameters are significantly

different, such as the density of the powder, which is less than half, and

its thermal conductivity, which is not only lower than that of the bulk ma-

terial, but does not even increase excessively with increasing temperature.

Therefore, a suggested approach for future works will take into account this

variability, as some scholars recently did, in 2021 [232].

Another extension could take into account direct laser deposition processes,

starting from an implementation of wire and arc additive manufacturing,

which can be modelled thanks to the ‘element activation’ functionality in

SIMULIA/Abaqus and using the double ellipsoid heat source model pro-

posed by Goldak et al. (1984) [137], as suggested recently [17].

5. Determination of porosity and powder agglomeration and aggre-

gation

Porosity was introduced to determine the powder agglomeration and aggre-

gation and, in particular, to model the thermal response of the powder de-

position layer. However, an extension would take into account more realistic

models for determination of powder agglomeration and aggregation. On the

other hand, one of the primary objectives to achieve a better mechanical re-

sponse in additive manufacturing is the control of porosity [276] and study
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of porosity is also relevant for the fatigue analysis. More specifically, it

has been shown that all the tensile properties (ultimate tensile stress, yield

stress, elongation and ductility) are greater in the location where porosity

is lower [276, 277]. Therefore, since porosity is commonly present in ad-

ditively manufactured parts, it can be viewed as a process-induced defect

[277]. The internal porosity p ∈ (0, 1) can be at first instance quantified

with the following formula:

p =

(
1− m

ρtV

)
, (7.1)

where m is the weight of the specimen, ρt is the theoretical mass density

of the alloy and V is the volume of the specimen. The density of the

specimen can be evaluated by referring to the Archimedes’ principle, ac-

cording to ASTM B311–13 [106]. However, since this method can be quite

inaccurate and not satisfactory [276, p. 56], especially for materials con-

taining more than two percent porosity, some more advanced experimental

techniques, mainly based on X-rays, have been developed to overcome this

limitation and to obtain more precise information also regarding their spa-

tial distribution [278, 277]. Finally, in terms of mechanical behaviour it has

primarily been reported that the mechanical properties (Young’s modulus,

yield strength and ultimate tensile strength) show a linear dependency on

porosity [279] (the values of the constants for such relationships, relative to

the SLM processing of Ti-6Al-4V, are given in [279, p. 375]).

6. Uncertainty analysis

The results obtained in the present study are derived from several assump-

tions on the material behaviour and thus quantifying the variability of the

‘output’, which is the residual stresses magnitude in this case, due to the

variability of the ‘input’, which are the model parameters, could be benefi-

cial to assess the error in the model calculations.
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Stress corrosion cracking

Initially called season cracking, because of its periodic occurrence, the problem

of stress corrosion cracking has been investigated from its discovery during the

second half of 19th century, but even nowadays it is classified as a extremely

complex engineering problem, mainly for the interaction between different factors.

The study of this problem is therefore justified by the evidence of the impossibility

to find effective inhibitors for stress corrosion cracking propagation.

Brief historical notes

Stress corrosion cracking were firstly reported in the second half of 19th century

in the cold drawn brass cartridge case exposed to the moist ammonia (NH3)

atmosphere and it was called season cracking, due to its periodical manifestation

associated with the environment [280, 281]. It has become a widespread problem

during the 1930s, when the stainless steel were employed in several industries and

for military aircrafts. It was also observed in titanium alloys in contact with nitric

acid (HNO3) or methanol (CH3OH) during the following decades [280, p. 5]. In

particular, in 1964 B. F. Brown showed that an highly promising titanium alloy

for aircraft was subjected to stress corrosion cracking and this caused a dramatic

reduction in load carrying ability and in 1966 there was a failure of a titanium

alloy tank with an explosion that caused a loss of expensive aerospace components
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[282, p. 120].

Today, stress corrosion cracking is a relevant problem and an interesting chal-

lenge in several industries, such as in aerospace industry, because it can occur in

all major alloy systems used in the construction of aircraft, but also in nuclear

power production, where it can be detected, for example, in boiling water reactors

or in storage tanks containing radioactive waste [283, 284].

Overview of the problem

As pointed out by LaQue in 1969, most corrosion processes are electrochemical

in nature [285]. A metal subject to corrosion, as a consequence of its interaction

with the environment at which it is exposed, can partially or totally lose its

resistance to the external mechanical actions, because the corrosion causes its

irreversible destruction. In addition to purely electrochemical phenomena, there

are the chemical-mechanical types, which include the stress corrosion cracking

and the corrosion fatigue.

The stress corrosion cracking is the brittle fracture of a material exposed to

the environment and subject to a certain traction stress level. Typically, it occurs

at low stress levels, which are frequently constant stresses and which are widely

below the stresses that lead the material to the macroscopic yielding. The fracture

appears to be macroscopically brittle and, because of that, this phenomenon give

cause for concern in the engineering world and it could be extremely dangerous

if unexpected failures take place during service conditions. The mean velocity

of crack propagation is extremely variable, varying from 10−2 m/s to 10−11 m/s,

which is less than 0.3 mm/year, and it depends on several aspects [286, p. 3].

There are three important factors that sinergically contribute to stress cor-

rosion cracking, namely the environment, the material and the stress, to which

correspond three different scientific fields: chemistry, metallurgy, and mechanics.

It is exactly the involvement of these three factors that determine the difficulty
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of the problem and the interaction between experts in these three disciplines is

frequently required to fully understand it. Another crucial element is time, often

seen as a lesser factor, yet it still plays a critical part in determining failure. Some

alloys, such as stainless steel, are protected from oxidation by a passive film and

this layer has the important property that to self-repair if it is damaged: this

property goes under the name of repassivation. If this film is damaged and it is

not able to quickly reconstitute itself, stress corrosion cracking may occur. Since

stress corrosion cracking takes place with almost constant loads, the rate of this

process of rebuilding, and so the time, is thus an important parameter. This time

dependent behaviour is known under the name of repassivation kinetics. It should

be noted that this is only one of the different mechanisms proposed that can lead

to stress corrosion cracking and it is more relevant for some specific combinations

of alloy and environment.

Firstly, with regards to the role of environment, which can be liquid or gaseous,

the main sensitive feature is that stress corrosion cracking can occur often when

the alloy is inert to the environment, so that an environment can be apparently

innocuous to a specific alloy. Conversely, when an environment seems to be

aggressive towards the alloy, this phenomenon does not take place [280, p. 5].

This means that if a metal corrodes, most of the time this is not a premonitory

factor [280]. In addition, it was observed that only few chemical species are

responsible for stress corrosion cracking and they act by initiating or promoting

the fracture. The environment is also responsible for the rate at which the fracture

grows, indeed low levels of pH (acidic solutions) or high levels of oxygen accelerate

the process of cracking [287]. The chemical species that cause stress corrosion

cracking need not to be much high, neither unimportant in concentrations [280,

p. 6]. Since is the acidic nature of the environment to cause stress corrosion

cracking in several alloys, it is nearly impossible to find an inhibitor for the crack

propagation, which is generally a compound that can decrease the corrosion rate

304



Appendix A

of a material by isolating the metal from the environment [280, p. 14]. Another

essential parameter to be considered in the environment setting is temperature. In

general, increasing temperature accelerate chemical reactions, but stress corrosion

cracking was observed also at room or near ambient temperatures [288, p. 207]

and at elevated temperature [280, p. 5].

Secondly, it seems obvious that different materials react in a different way to

the same environment. It was observed that the stress corrosion cracking occurs

only in alloys and hardly in pure elements [280]. However, the study of stress

corrosion cracking in pure metals is mainly interesting only for the investigation

of the mechanisms and it is in general unsubstantial for practical engineering

applications [286, p. 11]. Some metals can be subject to a quicker repassivation,

and the metallurgical phases, which are controlled by the production processes

or subsequent treatments, can alter the time of failure.

Finally, traction stresses can be service stresses or also residual stresses, due

to manufacturing processes. The stresses have shown an impact on the time of

failure and also on the path of crack propagation. Residual stresses are in general

associated with a general decrease in resistance to the stress corrosion cracking

[289, p. 83]. Indeed, wherever the stresses are service stresses can be absent

a crack branching. The crack propagates always perpendicular to the tensile

axis, although there are some extraordinary observations, in fact, for a specific

combination of alloy and environment were detected a propagation at 45◦ to the

load direction [290, p. 728]. Although it was not proved, it seems to exists a

threshold value for stress, under which stress corrosion cracking does not initiate

[280, p. 8].

Laboratory testing methods for stress corrosion cracking

A test laboratory is supposed to be replicable and thus all the variables during

an experiment need to be exactly measured. It should be noted that the repro-
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ducibility is also a feature of experiments that give at all times invalid results [285,

289]. Due to the substantially complex nature of some scientific phenomena, it

seems very difficult to take into account all its aspects and so the standardization

of the laboratory testing needs much effort to be defined. This is particularly

true in the field of stress corrosion cracking experimental analysis, where the

environment and the material play an important role.

Since time is a fundamental variable in stress corrosion cracking, there exist

two problems related to the determination of the exact instant of time when a

sample should be considered cracked:

1. the advent of the first crack is usually determined by a visual inspection (or

with a low magnification factor [289, p. 84], such as 10–15), so there is some

arbitrariness in establishing exactly the time of the first crack appearing;

2. if the crack is not appeared in the past, there is no guarantee about its

future occurrence, so this requires to test a sample for the same duration

of the service life and this is not always feasible, because laboratory testing

rarely simulates the precise conditions in service [286, p. 6].

Another difficulty in stress corrosion cracking tests arises from the necessity to pay

a particular attention to the galvanic corrosion of the specimen. It can be caused

by the simple contact of the sample with the testing apparatus and it should be

avoided. An important role is also played by the form of the specimen, in fact

if the specimen has a rectangular cross section, a fracture preferably starts from

one edge and this situation sometimes is not realistic, if compared to a specific

component. Also the surface treatments can alter the initiation of fracture and

they should be related to the specific nature of the application [291, p. 135].

Indeed, roughness of the surface has a significant effect on stress corrosion cracking

initiation [288, p. 227]. Surface preparation of the specimen is another variable

which is difficult to reproduce correctly from one laboratory to another one, and

306



Appendix A

a very general guideline suggest that care must be taken to do not overheat the

surface during this process [289].

In order to correctly define the execution, the American Society for Testing

and Materials has prepared a standardisation for the stress corrosion cracking

tests, including the definition of the environment [289, p. 85]. During recent

times significant efforts were made by other organisations, such as the Interna-

tional Organization for Standardization and the National Association of Corro-

sion Engineers [291], and this exactly reflects the modern interest in this problem

and its complexity.

Following the distinction written in [287], there are three main categories of

cracking tests: constant strain (also called constant displacement test), constant

stress (also called constant load test) and constant strain rate test. The latter

is a dynamic test and so there is the possibility to conduct a test in static or in

dynamic rate [291, p. 136].

Constant strain specimens are compact and cheap, and they are also suit-

able for long term exposure tests, but there are some disadvantages, such as that

stresses are not know accurately and the crack growth is, in general, more slow

than in the constant stress test. On the contrary, whilst in constant stress test the

stresses are know, this test is performed by using a more complicated apparatus

and a set of four specimen is suggested to be tested at each stress level [289, p. 85].

Furthermore, there is a category of pre-cracked specimens, firstly introduced by

B. F. Brown and which are advantageous for testing materials with high strength,

but with a limited ductility. The main advantage is that the crack propagation is

directly comparable to in-service conditions, while one of the main disadvantages

is the possibility to investigate only the crack propagation and not its initiation.

A typical pre-cracked test is carried out with a notched cantilever beam with a

constant dead weight, in which the damaged zone is exposed to a specific environ-

ment. Since stress corrosion cracking testing is usually a long process, testing is
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usually performed by accelerating the entire process, selecting a more aggressive

environment than what the alloy will encounter under service conditions. Al-

though this appears to be a valid method for achieving quick results, its validity

is questionable [287, p. 7].

Microstructure and stress corrosion cracking

One of the most useful technique in fracture problems observation is fractog-

raphy, which is the study of fracture surfaces topographies, and its object is a

better understanding of the causes and mechanisms. The term fractography was

used for the first time in 1945 by C. A. Zapffe and M. Clogg. The evolution of

instruments adopted in this research field from the use of naked eye and magni-

fying glass has led to detailed fractographic images, now obtained by scanning

electron microscopy (SEM) and transmission electron microscopy (TEM). At mi-

croscale, the mode of failure due to stress corrosion cracking can be intergranular

(crack propagating along the grain boundaries), transgranular (crack propagates

through grains), or it can be exhibited in a mixed mode of cracking [288, p. 203].

In the experiment conducted by B. F. Brown in November 1964 for a titanium

alloy exposed to sea-water, for example, a transgranular cleavage was detected.

The evidence of fractographic observations shows that stress corrosion crack-

ing is a macroscopically brittle fracture that occurs also in generally ductile met-

als [280, p. 5]. One of the main causes is the recognized effect of the hydrogen

propagation inside the microstructure of the material, although stress corrosion

cracking mechanisms can be different and more complex [292, p. 764]. This phe-

nomenon is called hydrogen embrittlement and was experimentally shown that

it macroscopically may cause a reduction in ductility [290, p. 731]. Hydrogen

embrittlement can be considered a different phenomenon and is sometimes dis-

tinguished from the stress corrosion cracking, but it seems to be no reason for

this differentiation in nomenclature [293, p. 10].
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Hydrogen embrittlement was observed by W. H. Johnson in 1874 and it was

also reported by B. F. Brown in the aforementioned experiment [294] [290, p.

721]. In a series of investigations Johnson discovered an exceptional decrease

in toughness and breaking-strain of iron and steel immersed for few minutes in

hydrochloric (HCl) and sulphuric acids (H2SO4). The most extraordinary phe-

nomenon is the production of bubbles of gas from the whole surface of the fracture,

which was caused by a release of previously absorbed hydrogen. Moreover, he

noticed that the reduction of the physical properties was only temporary, the

specimens gradually regained their original toughness and strength after being

removed from the acids.

Hydrogen embrittlement can be framed more generally as a hydrogen degra-

dation process, or occasionally referred as hydrogen-assisted cracking [294, 295].

It can be divided into two types, depending on the source of this chemical element

and it can be an internal hydrogen embrittlement, if the pre-existing hydrogen is

already inside the metal, or hydrogen environment embrittlement, if it is initially

present only in the environment.

The main effect of the hydrogen interaction with the microstructure is the

hydride (H−) nucleation on an operative slip plane, which restricts the ductility

of the grain [290, p. 721]. During recent times, some different explanations for the

mechanism which regulates the hydrogen embrittlement inside the microstructure

were also proposed. In summary, they briefly state that hydrogen is responsible

to enhancement of voids, or to the degradation of atomic bonds, or to the degra-

dation of fracture stress by a surface free energy decrease, or to the enhancement

of dislocation mobility [294, p. 89]. A significant reduction in ductility on the

macroscale for several different steels, although sometimes the fracture surface

did not show stress corrosion cracking features and some steels exhibited a good

resistance to hydrogen embrittlement, was observed [294, p. 90]. In some cases

an increasing in strength was also experienced. More specifically, an increasing
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in hardening due to hydrogen and this was explained by hydrogen-dislocation

interaction, because the hydrogen can inhibit the moving of a dislocation or it

can impeding cross slip. The microstructure can be a potential trap source for

the hydrogen and the traps, for example, depend on the dislocations and grains

(attractive traps) and also on the grain boundaries and voids (physical traps).

As already mentioned, although the mechanism of hydrogen embrittlement

seems well supported by experimental analysis and observations, this is not the

unique mechanism in stress corrosion cracking, because hydrogen is not the only

chemical specie that may cause stress corrosion cracking. Stress corrosion crack-

ing was indeed detected in several different environments, such as those in which

was present chlorine (Cl2), which was responsible for the destruction of the pro-

tective film, and not hydrogen [290, p. 728]. The research for a single general

mechanism to explain stress corrosion cracking in all systems is still difficult and

it seems also improbable [280, p. 14].

Fracture mechanics and stress corrosion cracking

In 1920 A. A. Griffith published his work entitled The Phenomena of Rupture and

Flow in Solids proposing a theoretical criterion of rupture based on a competition

between elastic and fracture energy and, for this reason, he is often regarded as

the father of the fracture mechanics [296]. A fracture can be classified as brittle

or ductile and the latter is characterised by evident large deformations before the

rupture of the material. Materials are so often classified as brittle or ductile based

on their mechanical response to the fracture. However, such categorisation is not

totally correct, because the same material, subject to different physical conditions,

may reveal a distinct behaviour. Moreover, it was observed by Bertram Hopkinson

(1874–1918) that a ductile fracture exhibits a hardening behaviour near the crack

tip, so that the material becomes locally brittle [297, p. 206]. This can be due

to the fact that a clear separation between brittle and ductile fracture does not
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exist.

Despite stress corrosion cracking manifests itself as a brittle fracture, the

application of Griffith’s theory for crack propagation, is not correct, because

locally the process always involves a plastic deformation and the Griffith’s theory

describes only the brittle fracture of a material [292, p. 765]. Stress corrosion

cracking is indeed a slow process and fracture propagation is thus particularly

influenced by plastic properties of the material in the region around the crack

tip. Nevertheless, if the plastic zone is located only in a neighbourhood of the

crack tip and the rest of the body is elastic, it is still possible to apply this theory,

which is frequently referred as linear elastic fracture mechanics. This kind of

analysis is performed in order to study only the elastic stress field associated

with the existent crack [280, p. 9]. It seems also opportune, in this context, to

remember that it is impossible to define a pre-existing crack path for a given set

of conditions, because this path simply does not exist [293, p. 9].

In linear elastic fracture mechanics, the main parameter that completely char-

acterize the stress field in the elastic region is the stress intensity factor K

(MPa
√
m), which is associated with one of the three fracture opening modes.

Mode I is referred as opening mode, mode II as sliding mode and mode III as

tearing mode, so it is possible to identify three factors KI , KII , KIII . It was

proposed that fracture propagates when the value of K reaches a critical value

denominated fracture toughness and respectively denoted by KIc, KIIc, KIIIc

[298].

A good macroscopic parameter for numerically evaluating the effect of stress

corrosion cracking, specific for each combination of alloy and corrodent, is com-

monly designated, for a plain strain condition, by KISCC [292, 280]. This stress

corrosion cracking threshold value represents the fracture toughness below which

the crack growth has not been observed, but is observed above it [280, p. 10].

Therefore, since KISCC < KIc, the effect of stress corrosion cracking can be seen
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as the reduction of fracture toughness. Moreover, it was observed [280, p. 10], in

the field of the studies in stress corrosion cracking kinetics, that the crack growth

rate is approximately an exponential function of the stress intensity factor. In

any case, it should be noted that care must be taken in defining this parameter

for a given set of alloy and environment, because the crack can occur also at much

lower values and so the value assumed for it can be too large [280, p. 13].

Titanium alloys and the effect of martensite on stress corrosion

cracking

As already mentioned, titanium alloys have good corrosion resistance and perform

better than high-strength aluminium alloys against the problem of stress corrosion

cracking [32, p. 206]. However, some exceptions are represented by some specific

environments, such as those composed by pure methanol and red, fuming nitric

acid [35, p. 5:45]. Nevertheless, in both environments a presence of 2% of water

is sufficient to inhibit cracking [35, p. 5:38], whilst the behaviour with methanol

is aggravated by the presence of bromine or iodine [35, p. 5:38].

As shown in Figure 7.1, Ti-6Al-4V is susceptible to stress corrosion cracking.

Additionally, the formation of martensite, as consequence of additive manufac-

turing, has been observed as one of the negative factors for corrosion resistance

in Ti-6Al-4V [299]. Martensite is indeed metastable and in ‘higher energy state’

with regard to corrosion [300]. Moreover, the oxide film of β phase is more stable

than the TiO2 film on the α phase [301, 300].

Heat treatments dissolve the martensite and thus they seem to be beneficial

against corrosion. However, this does not happen, especially when the material

has been heated above the β-transus temperature. This is due to an increasing

grain size, which has been correlated with lower corrosion resistance, because

higher segregation or impurity precipitation at grain boundaries is observed [302,

303] and it was also associated with an increased surface roughness, which influ-
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Figure 7.1: Stress corrosion cracking of Ti-6Al-4V. Image reproduced from [304, p. 27, fig.

13].

ences negatively the corrosion resistance [303].
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SEM micrographies

In this Appendix B some images of the microstructure, captured with the scanning

electron microscope (SEM) and analysed afterwards to quantitatively describe the

martensite, are collected and made available for further investigations. This is

done in the hope that they may be useful for further analysis, avoiding, or at least

minimising, the need of replication of the same experiments. They are grouped

firstly according to the hatch spacing (h = 0.50 mm and h = 2.00 mm) and then

to the location A, B, C where they were acquired.

314



Appendix B

(a) Location A.

(b) Location B.

(c) Location C.

Figure 7.2: SEM mickrographs at location A, B, C (hatch spacing h = 0.50).
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(a) Location A.

(b) Location B.

(c) Location C.

Figure 7.3: SEM micrographs at location A, B, C (hatch spacing h = 2.00).
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In this Appendix C, the statistical information related to the martensite α′ thick-

ness wα′ measurements, obtained from the SEM images and subsequently pro-

cessed, are reported. The results are subdivided into the skew-normal distribu-

tions, interpolated and reported from the measurements performed in each point

within the cross-section of the laser track, and then into the cumulative distri-

bution functions. For each group of measurement and thus for each skew-normal

distribution, the numerical values of location ξ, scale ω, and shape α are also

given. In addition, the median value m is also indicated, together with the 25th

and 75th percentiles, denoted as t25 and t75 respectively. The latter values have

been used for plotting the interquartile range (i.e. the spread of the middle half

of data distribution) in the comparison between experimental data and models.
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(a) Martensite α′ thickness wα′ experimental data distribution for different locations in the melt pool (A, B,

C) and for a hatch spacing value of h = 0.50 (parameters are: ξ location, ω scale, α shape, m median, t25

25th-percentile, t75 75th-percentile).

−2 0 2

wα′ (µm)

0.0

0.2

0.4

0.6

0.8

1.0

A

0 2

wα′ (µm)

0.0

0.2

0.4

0.6

0.8

1.0

h = 0.50 mm
B

−2 0 2

wα′ (µm)

0.0

0.2

0.4

0.6

0.8

1.0

C

(b) Martensite α′ thickness wα′ experimental cumulative distribution function for different locations in the melt

pool (A, B, C) and for a hatch spacing value of h = 0.50.

Figure 7.4: Martensite thickness experimental data distributions for different locations in the

melt pool (A, B, C), hatch spacing h = 0.50.
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(a) Martensite α′ thickness wα′ experimental data distribution for different locations in the melt pool (A, B,

C) and for a hatch spacing value of h = 0.75 (parameters are: ξ location, ω scale, α shape, m median, t25

25th-percentile, t75 75th-percentile).
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(b) Martensite α′ thickness wα′ experimental cumulative distribution function for different locations in the melt

pool (A, B, C) and for a hatch spacing value of h = 0.75.

Figure 7.5: Martensite thickness experimental data distributions for different locations in the

melt pool (A, B, C), hatch spacing h = 0.75.
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(a) Martensite α′ thickness wα′ experimental data distribution for different locations in the melt pool (A, B,

C) and for a hatch spacing value of h = 1.00 (parameters are: ξ location, ω scale, α shape, m median, t25

25th-percentile, t75 75th-percentile).
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(b) Martensite α′ thickness wα′ experimental cumulative distribution function for different locations in the melt

pool (A, B, C) and for a hatch spacing value of h = 1.00.

Figure 7.6: Martensite thickness experimental data distributions for different locations in the

melt pool (A, B, C), hatch spacing h = 1.00.
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(a) Martensite α′ thickness wα′ experimental data distribution for different locations in the melt pool (A, B,

C) and for a hatch spacing value of h = 1.25 (parameters are: ξ location, ω scale, α shape, m median, t25

25th-percentile, t75 75th-percentile).
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(b) Martensite α′ thickness wα′ experimental cumulative distribution function for different locations in the melt

pool (A, B, C) and for a hatch spacing value of h = 1.25.

Figure 7.7: Martensite thickness experimental data distributions for different locations in the

melt pool (A, B, C), hatch spacing h = 1.25.
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(a) Martensite α′ thickness wα′ experimental data distribution for different locations in the melt pool (A, B,

C) and for a hatch spacing value of h = 1.50 (parameters are: ξ location, ω scale, α shape, m median, t25

25th-percentile, t75 75th-percentile).
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(b) Martensite α′ thickness wα′ experimental cumulative distribution function for different locations in the melt

pool (A, B, C) and for a hatch spacing value of h = 1.50.

Figure 7.8: Martensite thickness experimental data distributions for different locations in the

melt pool (A, B, C), hatch spacing h = 1.50.
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(a) Martensite α′ thickness wα′ experimental data distribution for different locations in the melt pool (A, B,

C) and for a hatch spacing value of h = 1.75 (parameters are: ξ location, ω scale, α shape, m median, t25

25th-percentile, t75 75th-percentile).
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(b) Martensite α′ thickness wα′ experimental cumulative distribution function for different locations in the melt

pool (A, B, C) and for a hatch spacing value of h = 1.75.

Figure 7.9: Martensite thickness experimental data distributions for different locations in the

melt pool (A, B, C), hatch spacing h = 1.75.
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(a) Martensite α′ thickness wα′ experimental data distribution for different locations in the melt pool (A, B,

C) and for a hatch spacing value of h = 2.00 (parameters are: ξ location, ω scale, α shape, m median, t25

25th-percentile, t75 75th-percentile).
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(b) Martensite α′ thickness wα′ experimental cumulative distribution function for different locations in the melt

pool (A, B, C) and for a hatch spacing value of h = 2.00.

Figure 7.10: Martensite thickness experimental data distributions for different locations in

the melt pool (A, B, C), hatch spacing h = 2.00.
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In this Appendix D, the statistical information related to the martensite α′ spac-

ing dα′ measurements, obtained from the SEM images and subsequently pro-

cessed, are reported. The results are subdivided into the skew-normal distribu-

tions, interpolated and reported from the measurements performed in each point

within the cross-section of the laser track, and then into the cumulative distri-

bution functions. For each group of measurement and thus for each skew-normal

distribution, the numerical values of location ξ, scale ω, and shape α are also

given. In addition, the median value m is also indicated, together with the 25th

and 75th percentiles, denoted as t25 and t75 respectively. The latter values have

been used for plotting the interquartile range, which is the spread of the mid-

dle half of data distribution, in the comparison between experimental data and

models.
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(a) Martensite α′ needle spacing dα′ experimental data distribution for different locations in the melt pool (A,

B, C) and for a hatch spacing value of h = 0.50 (parameters are: ξ location, ω scale, α shape, m median,

t25 25th-percentile, t75 75th-percentile).

2.5 5.0 7.5

dα′ (µm)

0.0

0.2

0.4

0.6

0.8

1.0

A

0 10

dα′ (µm)

0.0

0.2

0.4

0.6

0.8

1.0

h = 0.50 mm
B

2.5 5.0

dα′ (µm)

0.0

0.2

0.4

0.6

0.8

1.0

C

(b) Martensite α′ needle spacing dα′ experimental cumulative distribution function for different locations in the

melt pool (A, B, C) and for a hatch spacing value of h = 0.50 mm.

Figure 7.11: Martensite spacing experimental data distributions for different locations in the

melt pool (A, B, C), hatch spacing h = 0.50 mm.
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(a) Martensite α′ needle spacing dα′ experimental data distribution for different locations in the melt pool (A,

B, C) and for a hatch spacing value of h = 0.75 (parameters are: ξ location, ω scale, α shape, m median,

t25 25th-percentile, t75 75th-percentile).
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(b) Martensite α′ needle spacing dα′ experimental cumulative distribution function for different locations in the

melt pool (A, B, C) and for a hatch spacing value of h = 0.75 mm.

Figure 7.12: Martensite spacing experimental data distributions for different locations in the

melt pool (A, B, C), hatch spacing h = 0.75 mm.
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(a) Martensite α′ needle spacing dα′ experimental data distribution for different locations in the melt pool (A,

B, C) and for a hatch spacing value of h = 1.00 (parameters are: ξ location, ω scale, α shape, m median,

t25 25th-percentile, t75 75th-percentile).
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(b) Martensite α′ needle spacing dα′ experimental cumulative distribution function for different locations in the

melt pool (A, B, C) and for a hatch spacing value of h = 1.00.

Figure 7.13: Martensite spacing experimental data distributions for different locations in the

melt pool (A, B, C), hatch spacing h = 1.00 mm.
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(a) Martensite α′ needle spacing dα′ experimental data distribution for different locations in the melt pool (A,

B, C) and for a hatch spacing value of h = 1.25 (parameters are: ξ location, ω scale, α shape, m median,

t25 25th-percentile, t75 75th-percentile).
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(b) Martensite α′ needle spacing dα′ experimental cumulative distribution function for different locations in the

melt pool (A, B, C) and for a hatch spacing value of h = 1.25 mm.

Figure 7.14: Martensite spacing experimental data distributions for different locations in the

melt pool (A, B, C), hatch spacing h = 1.25 mm.

329



Appendix D

0 10 20

dα′ (µm)

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

ξ = 0.25
ω = 1.86
α = 0.77

m = 2.41
t25 = 1.28
t75 = 3.35

A

0 10 20

dα′ (µm)

0.00

0.05

0.10

0.15

0.20

0.25 ξ = -0.06
ω = 2.97
α = 0.72

m = 3.69
t25 = 1.49
t75 = 5.05

h = 1.50 mm
B

0 10 20

dα′ (µm)

0.00

0.05

0.10

0.15

0.20

ξ = -0.07
ω = 3.81
α = 0.60

m = 3.58
t25 = 2.31
t75 = 6.23

C

(a) Martensite α′ needle spacing dα′ experimental data distribution for different locations in the melt pool (A,

B, C) and for a hatch spacing value of h = 1.50 (parameters are: ξ location, ω scale, α shape, m median,

t25 25th-percentile, t75 75th-percentile).
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(b) Martensite α′ needle spacing dα′ experimental cumulative distribution function for different locations in the

melt pool (A, B, C) and for a hatch spacing value of h = 1.50 mm.

Figure 7.15: Martensite spacing experimental data distributions for different locations in the

melt pool (A, B, C), hatch spacing h = 1.50 mm.
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(a) Martensite α′ needle spacing dα′ experimental data distribution for different locations in the melt pool (A,

B, C) and for a hatch spacing value of h = 1.75 (parameters are: ξ location, ω scale, α shape, m median,

t25 25th-percentile, t75 75th-percentile).
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(b) Martensite α′ needle spacing dα′ experimental cumulative distribution function for different locations in the

melt pool (A, B, C) and for a hatch spacing value of h = 1.75 mm.

Figure 7.16: Martensite spacing experimental data distributions for different locations in the

melt pool (A, B, C), hatch spacing h = 1.75 mm.
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Appendix D
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(a) Martensite α′ needle spacing dα′ experimental data distribution for different locations in the melt pool (A,

B, C) and for a hatch spacing value of h = 2.00 (parameters are: ξ location, ω scale, α shape, m median,

t25 25th-percentile, t75 75th-percentile).
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(b) Martensite α′ needle spacing dα′ experimental cumulative distribution function for different locations in the

melt pool (A, B, C) and for a hatch spacing value of h = 2.00 mm.

Figure 7.17: Martensite spacing experimental data distributions for different locations in the

melt pool (A, B, C), hatch spacing h = 2.00 mm.
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